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Preface

Artificial intelligence and machine techniques have shown an increasing impact and
presence on a wide variety of applications and research areas. In recent years, the
machine learning approaches have been used in solving domain-specific problems
in various fields of applications. The success in artificial intelligence and machine
learning combined with the advent of deep learning and big data has sparked a
renewed interest in data science in many technical fields. Recently, deep learning is
widely applied because of the improvements in computing hardware and the dis-
covery of fast optimization algorithms. This technique can learn many representa-
tions at various abstraction levels for text, sound and image data to analyze large
data and obtain relevant solutions. This book is intended to present the state of the
art in research on machine learning and big data analytics. We accepted 30 sub-
missions. The accepted papers covered the following four themes (parts):

Artificial Intelligence and Data Mining Applications
Machine Learning and Applications
Deep Learning Technology for Big Data Analytics
Modeling, Simulation, Security with Big Data

Each submission is reviewed by the editorial board. Evaluation criteria include
correctness, originality, technical strength, significance, quality of presentation, and
interest and relevance to the book scope. Chapters of this book provide a collection
of high-quality research works that address broad challenges in both theoretical and
application aspects of machine learning and big data and its applications. We
acknowledge all that contributed to the staging of this edited book (authors,
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committees and organizers). We deeply appreciate their involvement and support
that was crucial for the success of the Machine Learning and Big Data Analytics
Paradigms: Analysis, Applications and Challenges edited book.

Giza, Egypt Aboul Ella Hassanien
Scientific Research Group in Egypt (SRGE)

Helwan, Egypt Ashraf Darwish
Scientific Research Group in Egypt (SRGE)
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Rough Sets and Rule Induction from
Indiscernibility Relations Based on
Possible World Semantics in Incomplete
Information Systems with Continuous
Domains

Michinori Nakata, Hiroshi Sakai, and Keitarou Hara

Abstract Rough sets and rule induction in an incomplete and continuous informa-
tion table are investigated under possible world semantics. We show an approach
using possible indiscernibility relations, whereas the traditional approaches use pos-
sible tables. This is because the number of possible indiscernibility relations is finite,
although we have the infinite number of possible tables in an incomplete and contin-
uous information table. First, lower and upper approximations are derived directly
using the indiscernibility relation on a set of attributes in a complete and continu-
ous information table. Second, how these approximations are derived are described
applying possible world semantics to an incomplete and continuous information
table. Lots of possible indiscernibility relations are obtained. The actual indiscerni-
bility relation is one of possible ones. The family of possible indiscernibility relations
is a lattice for inclusion with the minimum and the maximum indiscernibility rela-
tions. Under the minimum and the maximum indiscernibility relations, we obtain
four kinds of approximations: certain lower, certain upper, possible lower, and pos-
sible upper approximations. Therefore, there is no computational complexity for
the number of values with incomplete information. The approximations in possible
world semantics are the same as ones in our extended approach directly using indis-
cernibility relations. We obtain four kinds of single rules: certain and consistent,
certain and inconsistent, possible and consistent, and possible and inconsistent ones
from certain lower, certain upper, possible lower, and possible upper approximations,
respectively. Individual objects in an approximation support single rules. Serial sin-
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gle rules from the approximation are brought into one combined rule. The combined
rule has greater applicability than single rules that individual objects support.

Keywords Neighborhood rough sets · Rule induction · Possible world
semantics · Incomplete information · Indiscernibility relations · Continuous values

1 Introduction

The Information generated in the real world includes various types of data. When we
deal with character string data, the data is broadly classified into discrete data and
continuous data.

Rough sets, constructed by Pawlak [18], are used as an effective method for fea-
ture selection, pattern recognition, data mining and so on. The framework consists
of lower and upper approximations. This is traditionally applied to complete infor-
mation tables with nominal attributes. Fruitful results are reported in various fields.
However, when we are faced with real-world objects, it is often necessary to han-
dle attributes that take a continuous value. Furthermore, objects with incomplete
information ubiquitously exist in the real world. Without processing incomplete and
continuous information, the information generated in the real world cannot be fully
utilized. Therefore, extended versions of the rough sets have been proposed to handle
incomplete information in continuous domains.

An approach handling incomplete information, which is often adopted [7, 20–22],
is to use the way that Kryszkiewicz applied to nominal attributes [8]. This approach
gives in advance the indistinguishability of objects that have incomplete informa-
tion with other objects. However, it is natural that there are two possibilities for
incomplete information objects. One possibility is that an object with incomplete
information may have the same value as another object. That is, the two objects
may be indiscernible. The other possibility is that the object may have a different
value from another object. That is, they may be discernible. Giving in advance the
indiscernibility corresponds to neglecting one of the two possibilities. Therefore, the
approach leads to loss of information and creates poor results [11, 19].

Another approach is to directly use indiscernibility relations extended to handle
incomplete information [14]. Yet another approach is to use possible classes obtained
from the indiscernibility relation on a set of attributes [15]. These two approaches
have no computational complexity for the number of valueswith incomplete informa-
tion. We need to give some justification to these extended approaches. It is known in
discrete data tables that an approach using possible class has some justification from
the viewpoint of possible world semantics [12]. We focus on an approach directly
using indiscernibility relations.1 To give it some justification, we need to develop
an approach that is based on possible world semantics. The previous approaches are
developed under possible tables derived from an incomplete and continuous informa-

1See reference [16] for an approach using possible classes.
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tion table. Unfortunately, an infinite number of possible tables can be generated from
an incomplete and continuous information table. Possible world semantics cannot
be applied to an infinite number of possible tables.

The starting point for a rough set is the indiscernibility relation on a set of
attributes. When an information table contains values with incomplete information,
we obtain lots of possible indiscernibility relations in place of the indiscernibility
relation. The number is finite, even if the number of possible tables is infinite, because
the number of objects is finite. We note this finiteness and develop an approach based
on the possible indiscernibility relations, not the possible tables.

The paper is constructed as follows. Section 2 describes an approach directly using
indiscernibility relations in a complete and continuous information table. Section
3 develops an approach applying possible world semantics to an incomplete and
continuous information table. Section 4 describes rule induction in a complete and
continuous information table. Section 5 address rule induction in an incomplete and
continuous information table. Section 6 mentions the conclusions.

2 Rough Sets by Directly Using Indiscernibility Relations
in Complete and Continuous Information Systems

A continuous data set is represented as a two-dimensional table, called a continuous
information table. In the continuous information table, each row and each column
represent an object and an attribute, respectively. A mathematical model of an infor-
mation table with complete and continuous information is called a complete and
continuous information system. The complete and continuous information system
is a triplet expressed by (U,AT , {D(a) | a ∈ AT }). U is a non-empty finite set of
objects, which is called the universe. AT is a non-empty finite set of attributes such
thata : U → D(a) for everya ∈ AT whereD(a) is the continuous domain of attribute
a.

We have two approaches for handling continuous values. One approach is to dis-
cretize a continuous domain into disjunctive intervals inwhich objects are considered
as indiscernible [4]. How to discretize has a heavy influence over results. The other
approach is to use neighborhood [10]. The indiscernibility of two objects is derived
from the distance of the values that characterize them. A threshold is given, which is
the indiscernibility criterion. When the distance between two objects is less than or
equal to the threshold, they are considered as indiscernible. As the threshold changes,
the results change gradually. Therefore, we take the neighborhood-based approach.

Binary relation RA
2 that represents the indiscernibility between objects on set

A ⊆ AT of attributes is called the indiscernibility relation on A:

RA = {(o, o′) ∈ U ×U | |A(o) − A(o′)| ≤ δA}, (1)

2RA is formally RδA
A . δA is omitted unless confusion.
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where A(o) is the value sequence for A of object o and (|A(o) − A(o′)| ≤ δA) =
(∧a∈A|a(o) − a(o′)| ≤ δa) and δa

3 is a threshold indicating the range of indiscerni-
bility between a(o) and a(o′).

Proposition 1 If δ1A ≤ δ2A, equal to ∧a∈A(δ1a ≤ δ2a), then Rδ1A
A ⊆ Rδ2A

A , where
Rδ1A
A and Rδ2A

A are the indiscernibility relations with thresholds δ1A and δ2A, respec-
tively and Rδ1A

A = ∩a∈ARδ1a
a and Rδ2A

A = ∩a∈ARδ2a
a .

From indiscernibility relation RA, indiscernible class [o]A for object o is obtained:

[o]A = {o′ | (o, o′) ∈ RA}, (2)

where [o]A = ∩a∈A[o]a.
Directly using indiscernibility relation RA, lower approximation apr

A
(O) and

upper approximation aprA(O) for A of set O of objects are:

apr
A
(O) = {o | ∀o′ ∈ U (o, o′) /∈ RA ∨ o′ ∈ O}, (3)

aprA(O) = {o | ∃o′ ∈ U (o, o′) ∈ RA ∧ o′ ∈ O}. (4)

Proposition 2 [14] Let aprδ1A
A

(O) and aprδ1A
A (O) be lower and upper approxima-

tions under threshold δ1A and let aprδ2A
A

(O) and aprδ2A
A (O) be lower and upper

approximations under threshold δ2A. If δ1A ≤ δ2A, then aprδ1A
A

(O) ⊇ aprδ2A
A

(O) and

aprδ1A
A (O) ⊆ aprδ2A

A (O).

For object o in the lower approximation of O, all objects with which o is indis-
cernible are included in O; namely, [o]A ⊆ O. On the other hand, for objects in
the upper approximation of O, some objects indiscernible o are in O. That is,
[o]A ∩ O = ∅. Thus, apr

A
(O) ⊆ aprA(O).

3 Rough Sets from Possible World Semantics in Incomplete
and Continuous Information Systems

An information tablewith incomplete and continuous information is called an incom-
plete and continuous information system. In incomplete and continuous information
systems, a : U → sa for every a ∈ AT where sa is the union of or-sets of values over
domain D(a) of attribute a and sets of intervals on D(a). Note that an or-set is a
disjunctive set [9]. Single value v ∈ a(o) is a possible value that may be the actual
value of attribute a in object o. The possible value is the actual one if a(o) is single;
namely, |a(o)| = 1.

3Subscript a of δa is omitted if no confusion.
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We have lots of possible indiscernibility relations from an incomplete and contin-
uous information table. The smallest possible indiscernibility relation is the certain
one. Certain indiscernibility relation CRA is:

CRA = ∩a∈ACRa, (5)

CRa = {(o, o′) ∈ U ×U | (o = o′) ∨ (∀u ∈ a(o)∀v ∈ a(o′)|u − v| ≤ δa)}. (6)

In this binary relation, which is unique on A, two objects o and o′ of (o, o′) ∈ CRA

are certainly indiscernible on A. Such a pair is called a certain pair. Family F(RA) of
possible indiscernibility relations is:

F(RA) = {e | e = CRA ∪ e′ ∧ e′ ∈ P(MPPRA)}, (7)

where each element is a possible indiscernibility relation andP(MPPRA) is the power
set of MPPRA and MPPRA is:

MPPRA = {{(o′, o), (o, o′)}|(o′, o) ∈ MPRA},
MPRA = ∩a∈AMPRa, (8)

MPRa = {(o, o′) ∈ U ×U | ∃u ∈ a(o)∃v ∈ a(o′)|u − v| ≤ δa)}\CRa. (9)

A pair of objects in MPRA is called a possible one. F(RA) has a lattice structure
for set inclusion. CRA is the minimum possible indiscernibility relation in F(RA)

on A, which is the minimum element, whereas CRA ∪ MPRA is the maximum pos-
sible indiscernibility relation on A, which is the maximum element. One of possible
indiscernibility relations is actual. However, we cannot know it without additional
information.

Example 1 Or-set < 1.25, 1.31 > means 1.25 or 1.31. Let threshold δa1 be 0.05 in
T of Fig. 1. The set of certain pairs of indiscernible objects on a1 is:

{(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3), (o4, o4), (o5, o5)}.

The set of possible pairs of indiscernible objects is:

Fig. 1 Incomplete and
continuous information table
T

T
U a1 a2
o1 0.71 < 1.25, 1.31 >
o2 [0.74, 0.79] [1.47, 1.53]
o3 0.73 1.51
o4 [0.85, 0.94] 1.56
o5 < 0.66, 0.68 > < 1.32, 1.39 >
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{(o1, o2), (o2, o1), (o2, o3), (o3, o2), (o3, o5), (o5, o3)}.

Applying formulae (5)–(7) to these sets, the family of possible indiscernibility
relations and each possible indiscernibility relation pri with i = 1, . . . , 8 are:

F(Ra1) = {pr1, · · · , pr8},
pr1 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5)},
pr2 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o1, o2), (o2, o1)},
pr3 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o2, o3), (o3, o2)},
pr4 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o3, o5), (o5, o3)},
pr5 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o1, o2), (o2, o1), (o2, o3), (o3, o2)},
pr6 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o1, o2), (o2, o1), (o3, o5), (o5, o3)},
pr7 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o2, o3), (o3, o2), (o3, o5), (o5, o3)},
pr8 = {(o1, o1), (o1, o3), (o3, o1), (o1, o5), (o5, o1), (o2, o2), (o3, o3),

(o4, o4), (o5, o5), (o1, o2), (o2, o1), (o2, o3), (o3, o2), (o3, o5), (o5, o3)}.

The family of these possible indiscernibility relations has the lattice structure for
set inclusion like Fig. 2. pr1 is the minimum element, whereas pr8 is the maximum
element.

We develop an approach based on possible indiscernibility relations in an incom-
plete and continuous information table. Applying formulae (3) and (4) to a possible
indiscernibility relation pr, Lower and upper approximations in pr are:

Fig. 2 Lattice structure
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apr
A
(O)pr = {o | ∀o′ ∈ U ((o, o′) /∈ pr ∧ pr ∈ F(RA)) ∨ o′ ∈ O}, (10)

aprA(O)pr = {o | ∃o′ ∈ U ((o, o′) ∈ pr ∧ pr ∈ F(RA)) ∧ o′ ∈ O}. (11)

Proposition 3 If prk ⊆ prl for possible indiscernibility relations prk , prl ∈ F(RA),
then apr

A
(O)prk ⊇ apr

A
(O)prl and aprA(O)prk ⊆ aprA(O)prl .

From this proposition the families of lower and upper approximations in possible
indiscernibility relations also have the same lattice structure for set inclusion as the
family of possible indiscernibility relations.

By aggregating the lower and upper approximations in possible indiscernibil-
ity relations, we obtain four kinds of approximations: certain lower approximation
Capr

A
(O), certain upper approximation Capr

A
(O), possible lower approximation

Papr
A
(O), and possible upper approximation PaprA(O):

Capr
A
(O) = {o | ∀pr ∈ F(RA)o ∈ apr

A
(O)pr}, (12)

CaprA(O) = {o | ∀pr ∈ F(RA)o ∈ aprA(O)pr}, (13)

Papr
A
(O) = {o | ∃pr ∈ F(RA)o ∈ apr

A
(O)pr}, (14)

PaprA(O) = {o | ∃pr ∈ F(RA)o ∈ aprA(O)pr}. (15)

Using Proposition 3,

Capr
A
(O) = apr

A
(O)prmax , (16)

CaprA(O) = aprA(O)prmin , (17)

Papr
A
(O) = apr

A
(O)prmin , (18)

PaprA(O) = aprA(O)prmax , (19)

where prmin and prmax are the minimum and the maximum possible indiscernibility
relations on A.
Using formulae (16)–(19),we can obtain the four approximationswithout the compu-
tational complexity for the number of possible indiscernibility relations, although the
number of possible indiscernibility relations has exponential growth as the number
of values with incomplete information linearly increases.

Definability on set A of attributes is defined as follows:
Set O of objects is certainly definable if and only if ∀pr ∈ F(RA)∃S ⊆ U O =
∪o∈S [o]prA .
Set O of objects is possibly definable if and only if ∃pr ∈ F(RA)∃S ⊆ U O =
∪o∈S [o]prA .
These definition is equivalent to:
Set O of objects is certainly definable if and only if ∀pr ∈ F(RA) apr

A
(O)pr =

aprA(O)pr .
Set O of objects is possibly definable if and only if ∃pr ∈ F(RA) apr

A
(O)pr =

aprA(O)pr .
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Example 2 We use the possible indiscernibility relations in Example 1. Let set
O of objects be {o2, o4}. Applying formulae (10) and (11) to O, lower and upper
approximations from each possible indiscernibility relation are:

apr
a1

(O)pr1 = {o2, o4}, apra1(O)pr1 = {o2, o4},
apr

a1
(O)pr2 = {o4}, apra1(O)pr2 = {o1, o2, o4},

apr
a1

(O)pr3 = {o4}, apra1(O)pr3 = {o2, o3, o4},
apr

a1
(O)pr4 = {o2, o4}, apra1(O)pr4 = {o2, o4},

apr
a1

(O)pr5 = {o4}, apra1(O)pr5 = {o1, o2, o3, o4},
apr

a1
(O)pr6 = {o4}, apra1(O)pr6 = {o1, o2, o4},

apr
a1

(O)pr7 = {o4}, apra1(O)pr7 = {o2, o3, o4},
apr

a1
(O)pr8 = {o4}, apra1(O)pr8 = {o1, o2, o3, o4}.

By using formulae (16)–(19),

Capr
a1

(O) = {o4},
Capra1(O) = {o2, o4},
Papr

a1
(O) = {o2, o4},

Papra1(O) = {o1, o2, o3, o4}.

O is possibly definable on a1.

As with the case of nominal attributes [12], the following proposition holds.

Proposition 4 Capr
A
(O) ⊆ Papr

A
(O) ⊆ O ⊆ CaprA(O) ⊆ PaprA(O).

Using the four approximations denoted by formulae (16)–(19), lower approxima-
tion apr•

A
(O) and upper approximation apr•

A(O) are expressed in interval sets, as is

described in [13]4:

apr•
A
(O) = [Capr

A
(O),Papr

A
(O)], (20)

apr•
A(O) = [CaprA(O),PaprA(O)]. (21)

The two approximations apr•
A
(O) and apr•

A(O) are dependent through the comple-
mentarity property apr•

A
(O) = U − apr•

A(U − O).

Example 3 Applying four approximations in Example 2 to formulae (20) and (21),

4Hu and Yao also say that approximations are described by using an interval set in information
tables with incomplete information [5].
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apr•
a1

(O) = [{o4}, {o2, o4}],
apr•

a1(O) = [{o2, o4}, {o1, o2, o3, o4}].

Furthermore, the following proposition is valid from formulae (16)–(19).

Proposition 5

Capr
A
(O) = {o | ∀o′ ∈ U (o, o′) /∈ (CRA ∪ MPRA) ∨ o′ ∈ O},

CaprA(O) = {o | ∃o′ ∈ U (o, o′) ∈ CRA ∧ o′ ∈ O},
Papr

A
(O) = {o | ∀o′ ∈ U (o, o′) /∈ CRA ∨ o′ ∈ O},

PaprA(O) = {o | ∃o′ ∈ U (o, o′) ∈ (CRA ∪ MPRA) ∧ o′ ∈ O}.

Our extended approach directly using indiscernibility relations [14] is justified from
this proposition. That is, approximations from the extended approach using two
indiscernibility relations are the same as the ones obtained under possible world
semantics. A correctness criterion for justification is formulated as

q(RA) =
⊙

q′(F(RA)),

where q′ is the approach for complete and continuous information, which is described
in Sect. 2, and q is an extended approach of q′, which directly handleswith incomplete
and continuous information, and

⊙
is an aggregate operator. This is represented in

Fig. 3.
This kind of correctness criterion is usually used in the field of databases handling

incomplete information [1–3, 6, 17, 23].
When objects in O are specified by a restriction containing set B of nominal

attribute with incomplete information, elements in domain D(B)(= ∪b∈BD(b)) are
used. For example, O is specified by restriction B = X (= ∧b∈B(b = xb)) with B ∈
AT and xb ∈ D(b). Four approximations: certain lower, certain upper, possible lower,
and possible upper ones are:

Fig. 3 Correctness criterion
of extended method q
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Capr
A
(O) = apr

A
(COB=X )prmax , (22)

CaprA(O) = aprA(COB=X )prmin , (23)

Papr
A
(O) = apr

A
(POB=X )prmin , (24)

PaprA(O) = aprA(POB=X )prmax . (25)

where

COB=X = {o ∈ O | B(o) = X }, (26)

POB=X = {o ∈ O | B(o) ∩ X = ∅}. (27)

WhenO is specified by a restriction containing set B of numerical attributes with
incomplete information, set O is specified by an interval where precise values of
b ∈ B are used.

Capr
A
(O) = apr

A
(CO∧b∈B[b(omb ),b(onb )])

prmax , (28)

CaprA(O) = aprA(CO∧b∈B[b(omb ),b(onb )])
prmin , (29)

Papr
A
(O) = apr

A
(PO∧b∈B[b(omb ),b(onb )])

prmin , (30)

PaprA(O) = aprA(PO∧b∈B[b(omb ),b(onb )])
prmax , (31)

where

CO∧b∈B[b(omb ),b(onb )] = {o ∈ O | ∀b ∈ B b(o) ⊆ [b(omb), b(onb)]}, (32)

PO∧b∈B[b(omb ),b(onb )] = {o ∈ O | ∀b ∈ B b(o) ∩ [b(omb), b(onb)] = ∅}, (33)

where b(omb) and b(onb) are precise and ∀b ∈ B b(omb) ≤ b(onb).

Example 4 In incomplete information table T of Example 1, let O be specified by
values a2(o3) and a2(o4). Using formulae (32) and (33),

CO[a2(o3),a2(o4)] = {o3, o4},
PO[a2(o3),a2(o4)] = {o2, o3, o4}.

Possible indiscernibility relations prmin and prmax on a1 is pr1 and pr8 in Example 1.
Using formulae (28)–(31),

Capr
a1

(O) = {o4},
Capra1(O) = {o3, o4},
Papr

a1
(O) = {o2, o3, o4},

Papra1(O) = {o1, o2, o3, o4}.
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4 Rule Induction in Complete and Continuous Information
Systems

Let single rules that are supported by objects be derived from the lower and upper
approximations of O specified by restriction B = X .

• Object o ∈ apr
A
(O) supports rule A = A(o) → B = X consistently.

• Object o ∈ aprA(O) supports rule A = A(o) → B = X inconsistently.

The accuracy, which means the degree of consistency, is |[o]A ∩ O|/|[o]A|. This
degree is equal to 1 for o ∈ apr

A
(O).

In the case where a set of attributes that characterize objects has continuous
domains, single rules supported by individual objects in an approximation usually
have different antecedent parts. So, we obtain lots of single rules. The disadvantage
of the single rule is that it lacks applicability. For example, let two values a(o)
and a(o′) be 4.53 and 4.65 for objects o and o′ in apr

a
(O). When O is specified

by restriction b = x, o and o′ consistently support single rules a = 4.53 → b = x
and a = 4.65 → b = x, respectively. By using these single rules, we can say that an
objectwith value 4.57 ofa,which is indiscerniblewith 4.53 under δa = 0.05, supports
a = 4.57 → b = x. However, we cannot at all say anything for a rule consistently
supported by an object with value 4.59 discernible with 4.53 and 4.65 under δa =
0.05. This shows that the single rule has low applicability.

To improve applicability, we bring serial single rules into one combined rule.
Let o ∈ U be arranged in ascending order of a(o) and be given a serial superscript
from 1 to |U |. apr

A
(O) and aprA(O) consist of collections of serially superscripted

objects. For instance, apr
A
(O) = {· · · , ohih , o

h+1
ih+1

, · · · , ok−1
ik−1

, okik , · · · } (h ≤ k). The

following processing is done to each attribute in A. A single rule that ol ∈ apr
A
(O)

has antecedent part a = a(ol) for attribute a. Then, antecedent parts of serial sin-
gle rules induced from collection (ohih , o

h+1
ih+1

, · · · , ok−1
ik−1

, okik ) can be brought into one
combined antecedent part a = [a(ohih), a(okik )]. Finally, a combined rule is expressed
in ∧a∈A(a = [a(ohih), a(okik )] → B = X ). The combined rule has accuracy

min
h≤j≤k

|[ojij ]A ∩ O|/|[ojij ]A|. (34)

Proposition 7 Let r be the set of combined rules obtained from apr
A
(O) and

r be the set from aprA(O). If (A = [lA, uA] → B = X ) ∈ r, then ∃l′A ≤ lA, ∃u′
A ≥

uA (A = [l′A, u′
A] → B = X ) ∈ r, where O is specified by restriction B = X and

(A = [lA, uA]) = ∧a∈A(a = [la, ua]).
Proof Asingle rule obtained from apr

A
(O) is also derived from aprA(O). Thismeans

that the proposition holds.

Example 7 Let continuous information table T0 in Fig. 3 be obtained, where U
consists of {o1, o2, · · · , o19, o20}. Tables T1, T2, and T3 in Fig. 4 are created from
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Fig. 4 T0 is an incomplete and continuous information table. T1, T2, and T3 are derived from T0

T0. T1 where set {a1, a4} of attributes is projected from T0, T2 where {a2, a3} is
projected, andT3where {a3} is projected. In addition, objects included inT1,T2, and
T3 are arranged in ascending order of values of attributes a1, a2, and a3, respectively.

Indiscernible classes on a1 of each object under δa1 = 0.05 are:

[o1]a1 = {o1, o10, o14}, [o2]a1 = {o2, o11, o16, o17},
[o3]a1 = {o3}, [o4]a1 = {o4}, [o5]a1 = {o5, o20},
[o6]a1 = {o6, o10, o15}, [o7]a1 = {o7}, [o8]a1 = {o8},
[o9]a1 = {o9}, [o10]a1 = {o1, o6, o10, o14, o15},
[o11]a1 = {o2, o11, o16}, [o12]a1 = {o12}, [o13]a1 = {o13, o19},
[o14]a = {o1, o10, o14}, [o15]a = {o6, o10, o15},
[o16]a1 = {o2, o11, o16}, [o17]a1 = {o2, o17}, [o18]a1 = {o18},
[o19]a1 = {o13, o19}, [o20]a1 = {o5, o20}.

When O is specified by a4 = x, O = {o1, o2, o5, o9, o11, o14, o16, o19, o20}. Let O be
approximated by objects characterized by attribute a1 whose values are continuous.
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Using formulae (3) and (4), two approximations are:

apr
a1

(O) = {o5, o9, o11, o16, o20},
apra1(O) = {o1, o2, o5, o9, o10, o11, o13, o14, o16, o17, o19, o20}.

In continuous information table T1, which is created from T0, objects are arranged in
ascending order of values of attribute a1 and each object is given a serial superscript
from 1 to 20. Using the serial superscript, the two approximations are rewritten:

apr
a1

(O) = {o716, o811, o149 , o155 , o1620},
apra1(O) = {o517, o62, o716, o811, o1110, o121 , o1314, o

14
9 , o155 , o1620, o

17
19, o

18
13},

The lower approximation creates consistent combined rules:

a1 = [3.96, 3.98] → a4 = x, a1 = [4.23, 4.43] → a4 = x,

from collections {o716, o811} and {o149 , o155 , o1620}, respectively, where a1(o716) = 3.96,
a1(o811) = 3.98, a1(o149 ) = 4.23, and a1(o1620) = 4.43. The upper approximation cre-
ates inconsistent combined rules:

a1 = [3.90, 3.98] → a4 = x, a1 = [4.08, 4.92] → a4 = x,

from collections {o517, o62, o716, o811} and {o1110, o121 , o1314, o
14
9 , o155 , o1620, o

17
19, o

18
13}, respec-

tively, where a1(o517) = 3.90, a1(o1110) = 4.08, and a1(o1813) = 4.92.
Next, let O be specified by a3 that takes continuous values. In information

table T3 projected from T0 the objects are arranged in ascending order of val-
ues of a3 and each object is given a serial superscript from 1 to 20. Let lower
and upper bounds be a3(o615) = 4.23 and a3(o118 ) = 4.50, respectively. Then, O =
{o615, o73, o817, o92, o1016, o118 }. We approximate O by objects restricted by attribute a2.
Under δa2 = 0.05, indiscernible classes of objects o1, . . . o20 are:

[o1]a2 = {o1, o4, o7, o8}, [o2]a2 = {o2, o3, o16},
[o3]a2 = {o2, o3, o13, o16}, [o4]a2 = {o1, o4, o7, o8},
[o5]a2 = {o5, o20}, [o6]a2 = {o6}, [o7]a2 = {o1, o4, o7},
[o8]a2 = {o8}, [o9]a2 = {o9}, [o10]a2 = {o10},
[o11]a2 = {o11, o18}, [o12]a2 = {o12}, [o13]a2 = {o3, o13},
[o14]a2 = {o14}, [o15]a2 = {o15}, [o16]a2 = {o2, o3, o16},
[o17]a2 = {o17}, [o18]a2 = {o11, o18}, [o19]a2 = {o19}, [o20]a2 = {o5, o20}.

Formulae (3) and (4) derives the following approximations:
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apr
a2

(O) = {o2, o8, o15, o16, o17},
apra2(O) = {o1, o2, o3, o4, o8, o13, o15, o16, o17}.

In continuous information table T2, objects are arranged in ascending order of values
of attribute a2 and each object is given a serial superscript from 1 to 20. Using objects
with superscripts, the two approximations are rewritten:

apr
a2

(O) = {o78, o815, o1017, o112 , o1216},
apra2(O) = {o51, o64, o78, o815, o1017, o112 , o1216, o

13
3 , o1413},

Consistent combined rules from collections {o78, o815} and {o1017, o112 , o1216} are

a2 = [2.10, 2.28] → a3 = [4.23, 4.50],
a2 = [2.50, 2.64] → a3 = [4.23, 4.50],

where a2(o78) = 2.10, a2(o815) = 2.28, a2(o1017) = 2.50, and a2(o1216) = 2.64. Incon-
sistent combined rules from collections (o51, o

6
4, o

7
8, o

8
15} and {o1017, o112 , o1216, o

13
3 , o1413)

are

a2 = [1.97, 2.28] → a3 = [4.23, 4.50],
a2 = [2.50, 2.70] → a3 = [4.23, 4.50],

where a2(o51) = 1.97 and a2(o1413) = 2.70.
Example 7 shows that a combined rule has higher applicability than single

rules. For example, by using the consistent combined rule a2 = [2.10, 2.28] → a3 =
[4.23, 4.50], we can say that an object with attribute a2 value 2.16 supports this rule,
because 2.16 is included in [2.10, 2.28]. On the other hand, by using single rules
a2 = 2.10 → a3 = [4.23, 4.50] and a2 = 2.28 → a3 = [4.23, 4.50], we cannot say
what rule the object supports, because 2.16 is discernible with both 2.10 and 2.28
under threshold 0.05.

5 Rule Induction in Incomplete and Continuous
Information Tables

WhenO is specified by restriction B = X , we can say for rules induced from objects
in approximations as follows:

• Object o ∈ Capr
A
(O) certainly supports rule A = A(o) → B = X consistently.

• Object o ∈ CaprA(O) certainly supports rule A = A(o) → B = X inconsistently.
• Object o ∈ Papr

A
(O) possibly supports A = A(o) → B = X consistently.

• Object o ∈ PaprA(O) possibly supports A = A(o) → B = X inconsistently.
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We create combined rules from these single rules. Let UC
a be the set of objects with

complete and continuous information for attribute a and UI
a be one with incomplete

and continuous information.

UC
A = ∩a∈AUC

a , (35)

UI
A = ∪a∈AUI

a . (36)

A combined rule is represented by:

(A = [lA, uA] → B = X ) = (∧a∈A(a = [la, ua]) → B = X ). (37)

The following treatment is done for each attribute a ∈ A. o ∈ UC
a is arranged in

ascending order of a(o) and is given a serial superscript from 1 to |UC
a |. Objects in

(Capr
A
(O) ∩UC

a ), in (CaprA(O) ∩UC
a ), in (Papr

A
(O) ∩UC

a ), and in (PaprA(O) ∩
UC

a ) are arranged in ascending order of attribute a values, respectively. And then
the objects are expressed by collections of objects with serial superscripts like
{· · · , ohih , o

h+1
ih+1

, · · · , ok−1
ik−1

, okik , · · · } (h ≤ k). From collection (ohih , o
h+1
ii+1

, · · · , ok−1
ik−1

,

okik ), the antecedent part for a of the combined rule expressed by A = [lA, uA] →
B = X is created. For a certain and consistent combined rule,

la = min(a(ohih),min
Y

e) and ua = max(a(okik ),max
Y

e),

Y =

⎧
⎪⎨

⎪⎩

e < a(ok+1
ik+1

), for h = 1 ∧ k = |UC
a |

a(oh−1
ih−1

) < e < a(ok+1
ik+1

), for h = 1 ∧ k = |UC
a |

a(oh−1
ih−1

) < e, for h = 1 ∧ k = |UC
a |

with e ∈ a(o′) ∧ o′ ∈ Z, (38)

where Z is (Capr
A
(O) ∩UI

a ).
In the case of certain and inconsistent, possible and consistent, possible and incon-
sistent combined rules, Z is (CaprA(O) ∩UI

a ), (PaprA(O) ∩UI
a ), and (PaprA(O) ∩

UI
a ), respectively.

Proposition 8 Let Cr be the set of combined rules induced from Capr
A
(O) and Pr

the set from Papr
A
(O). When O is specified by restriction B = X , if (A = [lA, uA] →

B = X ) ∈ Cr, then ∃l′A ≤ lA, ∃u′
A ≥ uA (A = [l′A, u′

A] → B = X ) ∈ Pr.

Proof A single rule created from Capr
A
(O) is also derived from Papr

A
(O) because

of Capr
A
(O) ⊆ Papr

A
(O). This means that the proposition holds.

Proposition 9 Let Cr be the set of combined rules induced from CaprA(O)and Pr
the set from PaprA(O). When O is specified by restriction B = X , if (A = [lA, uA] →
B = X ) ∈ Cr, then ∃l′A ≤ lA, ∃u′

A ≥ uA (A = [l′A, u′
A] → B = X ) ∈ Pr.

Proof The proof is similar to one for Proposition 8.
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Fig. 5 Information table IT2 containing incomplete information

Proposition 10 Let Cr be the set of combined rules induced from Capr
A
(O) and Cr

the set from CaprA(O). When O is specified by restriction B = X , if (A = [lA, uA] →
B = X ) ∈ Cr, then ∃l′A ≤ lA, ∃u′

A ≥ uA (A = [l′A, u′
A] → B = X ) ∈ Cr.

Proof The proof is similar to one for Proposition 8.

Proposition 11 Let Pr be the set of combined rules induced from Papr
A
(O) and Pr

the set from PaprA(O). When O is specified by restriction B = X , if (A = [lA, uA] →
B = X ) ∈ Pr, then ∃l′A ≤ lA, ∃u′

A ≥ uA (A = [l′A, u′
A] → B = X ) ∈ Pr.

Proof The proof is similar to one for Proposition 8.

Example 8 Let O be specified by restriction a4 = x in IT2 of Fig. 5.

COa4=x = {o2, o5, o9, o11, o14, o16, o20},
POa4=x = {o1, o2, o5, o9, o11, o14, o16, o17, o19, o20}.

Each C[oi]a1 with i = 1, . . . , 20 is, respectively,
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C[o1]a1 = {o1, o10},C[o2]a1 = {o2, o11, o16, o17},
C[o3]a1 = {o3},C[o4]a1 = {o4},C[o5]a1 = {o5, o20},
C[o6]a1 = {o6, o10, o15},C[o7]a1 = {o7},
C[o8]a1 = {o8},C[o9]a1 = {o9},
C[o10]a1 = {o1, o6, o10, o14, o15},
C[o11]a1 = {o2, o11, o16},C[o12]a1 = {o12},
C[o13]a1 = {o13, o19},C[o14]a1 = {o10, o14},
C[o15]a1 = {o6, o10, o15},C[o16]a1 = {o2, o11, o16},
C[o17]a1 = {o2, o17},C[o18]a1 = {o18},
C[o19]a1 = {o13, o19},C[o20]a1 = {o5, o20}.

Each P[oi]a1 with i = 1, . . . , 20 is, respectively,

P[o1]a1 = {o1, o6, o10, o14, o15},
P[o2]a1 = {o2, o9, o11, o16, o17},
P[o3]a1 = {o3},P[o4]a1 = {o4},P[o5]a1 = {o5, o20}
P[o6]a1 = {o1, o6, o10, o15},P[o7]a1 = {o7},P[o8]a1 = {o8},
P[o9]a1 = {o2, o9, o11, o16, o17},
P[o10]a1 = {o1, o6, o10, o14, o15},
P[o11]a1 = {o2, o9, o11, o16, o17},P[o12]a1 = {o12},
P[o13]a1 = {o13, o19},P[o14]a1 = {o1, o10, o14},
P[o15]a1 = {o1, o6, o10, o15},
P[o16]a1 = {o2, o9, o11, o16, o17},
P[o17]a1 = {o1, o2, o9, o11, o16, o17},P[o18]a1 = {o18},
P[o19]a1 = {o13, o19},P[o20]a1 = {o5, o20}.

Four approximations are:

Capr
a1

(O) = {o5, o20},
Papr

a1
(O) = {o2, o5, o9, o11, o16, o17, o20},

Capra1(O) = {o2, o5, o9, o10, o11, o14, o16, o17, o20},
Papra1(O) = {o1, o2, o5, o6, o9, o10, o11, o13, o14, o15, o16, o17, o19, o20}.

UC
a1 = {o2, o3, o4, o5, o6, o7, o8, o10, o12, o13, o14, o15, o16, o20},

UI
a1 = {o1, o9, o11, o17, o18, o19}



20 M. Nakata et al.

Objects in UC
a1 are arranged in ascending order of a1(o) like this:

o3, o12, o7, o2, o16, o6, o15, o10, o14, o5, o20, o13, o8, o4

Giving serial superscripts to these objects,

o13, o
2
12, o

3
7, o

4
2, o

5
16, o

6
6, o

7
15, o

8
10, o

9
14, o

10
5 , o1120, o

12
13, o

13
8 , o144 .

And then, the four approximations are rewritten like these:

Capr
a1

(O) = {o105 , o1120},
Papr

a1
(O) = {o42, o516, o105 , o1120, o9, o11, o17},

Capra1(O) = {o42, o516, o810, o914, o105 , o1120, o9, o11, o17},
Papra1(O) = {o42, o516, o66, o715, o810, o914, o105 , o1120, o

12
13, o1, o9, o11, o17, o19}.

Objects are separated into two parts: ones with a superscript and ones with only a
subscript; namely, ones having complete information and ones having incomplete
information for attribute a1, respectively. That is,

Capr
a1

(O) ∩UC
a1 = {o105 , o1120},

Capr
a1

(O) ∩UI
a1 = ∅,

Papr
a1

(O) ∩UC
a1 = {o42, o516, o105 , o1120},

Papr
a1

(O) ∩UI
a1 = {o9, o11, o17},

Capra1(O) ∩UC
a1 = {o42, o516, o810, o914, o105 , o1120},

Capra1(O) ∩UI
a1 = {o9, o11, o17},

Papra1(O) ∩UC
a1 = {o42, o516, o66, o715, o810, o914, o105 , o1120, o

12
13},

Papra1(O) ∩UI
a1 = {o1, o9, o11, o17, o19}.

From these expressions and formula (38), four kinds of combined rules are created.
A certain and consistent rule is:

a1 = 4.43 → a4 = x.

Possible and consistent rules are:

a1 = [3.90, 3.98] → a4 = x,

a1 = [4.23, 4.43] → a4 = x.
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Certain and inconsistent rules are:

a1 = [3.90, 3.98] → a4 = x,

a1 = [4.08, 4.43] → a4 = x.

A possible and inconsistent rule is:

a1 = [3.90, 4.93] → a4 = x.

6 Conclusions

We have described rough sets that consist of lower and upper approximations and
rule induction from the rough sets in continuous information tables.

First, we have handled complete and continuous information tables. Rough sets
are derived directly using the indiscernibility relation on a set of attributes.

Second, we have coped with incomplete and continuous information tables under
possible world semantics. We use a possible indiscernibility relation as a possible
world. This is because the number of possible indiscernibility relations is finite,
although the number of possible tables, which is traditionally used under possible
world semantics, is infinite. The family of possible indiscernibility relations has a
lattice structure with theminimum and themaximum elements. The families of lower
and upper approximations that are derived from each possible indiscernibility rela-
tion also have a lattice structure for set inclusion. The approximations are obtained by
using the minimum and the maximum possible indiscernibility relations. Therefore,
we have no difficulty of computational complexity for the number of attribute values
with incomplete information, although the number of possible indiscernibility rela-
tions increases exponentially as the number of values with incomplete information
grows linearly.

Consequently, we derive four kinds of approximations. These approximations are
the same as those obtained from an extended approach directly using indiscernibility
relations. Therefore, this justifies the extended approach in our previous work.

From these approximations, we derive four kinds of single rules that are sup-
ported by individual objects. These single rules have weak applicability. To improve
the applicability, we have brought serial single rules into one combined rule. The
combined rule has greater applicability than the single ones that are used to create it.
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Big Data Analytics and Preprocessing

Noha Shehab, Mahmoud Badawy, and Hesham Arafat

Abstract Big data is a trending word in the industry and academia that represents
the huge flood of collected data, this data is very complex in its nature. Big data as
a term used to describe many concepts related to the data from technological and
cultural meaning. In the big data community, big data analytics is used to discover
the hidden patterns and values that give an accurate representation of the data. Big
data preprocessing is considered an important step in the analysis process. It a key
to the success of the analysis process in terms of analysis time, utilized resources
percentage, storage, the efficiency of the analyzed data and the output gained infor-
mation. Preprocessing data involves dealing with concepts like concept drift, data
streams that are considered as significant challenges.

Keywords Big data · Big data analytics · Big data preprocessing · Concept drift

1 Introduction

In recent years internet application usage is rapidly increasing in most life aspects
as it makes life simpler. This results in overwhelming quantities of data that needed
to be processed and shared between people, applications, and companies to make
the best benefit of the current technology revolution. Data’s overwhelming quantity
poses a great challenge regarding the means of managing and efficiently using the
data for different applications which led to the “Big data” term [1]. Big data refers
to any set of data that, with traditional systems, would require large capabilities in
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terms of storage space and time to be analyzed [2]. It is the big volume of the data
sets in large numbers which may be inconsistence or have incorrect values or both
[3].

Big data also produces new opportunities for discovering new values, helps us
to deeply understand of the hidden values, and incurs new challenges, e.g., how to
effectively organize and manage such datasets [4]. These collected datasets consists
of structured, unstructured and semi-structured ones that need to be processed [5],
but processing these huge amounts is a trail of madness because of two mainly
reasons the processing itself is not an easy task and data may not be important as it
may include noise, uncompleted or incorrect messages which consume processing
power and time without any advantage, so data preprocessing and reduction have
become essential techniques in current knowledge discovery scenarios, dominated
by increasingly large datasets [6]. These data cannot be straightforwardly treated
by people or manual applications to acquire sorted out knowledge which prompted
the improvement of data management and data mining systems. The rest of this
chapter is organized as follows; Sect. 2 discusses big data as a concept. Section 3
discusses data analytics related concepts. Section 4 goes deep in describing the big
data preprocessing and terms related to data streams and concept drift.

2 Big Data

The fast development rate of information technology, electronic gadgetsmushroomed
in all fields of life like health care, education, environment service, agriculture,
spacing, climate figures, socialmedia,military, web-based life, and industry. Data are
collected fromeverything in the nonstop behavior process as shown inFig. 1, low-cost

Fig. 1 What caused big data



Big Data Analytics and Preprocessing 27

and widespread sensing and a dramatic drop in data storage costs have significantly
expanded the amount of effortlessly extractable information with unprecedented
speed and volume. In the past decade, the volume of data has increased sharply,
which is currently categorized as “big data” [7].

As indicated by a report from International Business Machine (IBM), Two quin-
tillion and half bytes of data are created every day, and 90% of the data in the world
today were produced within the past two years [1]. Big data is not a standalone
technology, but it is an aftereffect of the last fifty years or more of the technology
revolution. Big data is the amount of data beyond the ability of technology to store,
manage and process efficiently [2]. “Big data is a term that describes large volumes
of high velocity, complex and variable data that require advanced techniques and
technologies to enable the capture, storage, distribution, management, and analysis
of the information.” [6]. Big data is a process of gathering, management and analysis
of data to generate knowledge and reveal hidden patterns [8]. Datasets that could
not be captured, managed and processed by general computers within an acceptable
scope, Hadoop definition [9]. All Data that be collected around of us is considered
a big data source. Table 1 shows some sources of unstructured data that boosted the
big data era [9].

It’s clearly observed that big data differs from traditional data in volume, data
structure, rate and other factors illustrated in Table 2 [9]. Addressing big data is a

Table 1 Unstructured big data sources

Data source Production

Apple devices 47,000 applications/minute are downloaded

Facebook application 34,722 likes/minute are registers
100 Terabytes/day of data is uploaded

Google products Over 2 million search queries/minute are executed

Instagram 40 million photos/day are shared by users

Twitter More than 654 users are using twitter
More than 175 million tweets/day are generated

WordPress application 350 blogs/minute is published by bloggers

Table 2 Differences between traditional and big data

Comparison Traditional data Big data

Volume In GBs TBs, PBs, and ZBs

Data generation rate Per hour/day Faster than traditional data

Data structure Structured Structured, unstructured, semi-structured

Data source Centralized/distributed Fully distributed

Data integration Easy Difficult

Storage technology RDBMS HDPS + NoSQL

Access Interactive Batch/real-time
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challenging and time-demanding task that requires a huge computational infrastruc-
ture to guarantee effective and successful data processing and analysis [10]. To be
addressed, we must know more about its characteristics the best model that could
clearly present them is Big Data multi V Model.

Managing these overwhelming quantities of data cannot be efficiently processed
without understanding the characteristics of big data which can be summarized in the
Vs. model (Variety, Velocity, Volume, Veracity, Value) of data at which scalability
begins to bind. Dealing with the multi v model gives the measure of the correctness
and accuracy of information retrieved as shown in Fig. 2 [11].

Extracting valuable information from data via big data value chain that can be
summarized into four stages as shown in Fig. 3. Data generation, data storage, data
acquisition, and data analysis [12]. First data generation describes how data is being
generated from their resources. This generated data needs to be stored so the data

Big data V mocel
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Semi-structured 

Unstructured

Veracity 

Meaning of data

Quality of data
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Different file 
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methods

Velocity
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Network 
bandwidth

Stream, Batch.

Fig. 2 Big data V model
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Fig. 3 Big data value chain
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storage challenges raised as it describes how can available technology and storage
devices handle storing such a huge amount of data. After storing data, it needs to
acquiesce. Data acquisition is responsible for collecting and integrating data to be
passed to the analysis stage.

The expanding data flooding acquired numerous challenges in all operations
applied to that collected data to separate useful information. Challenges can be
divided into three main categories data challenges, processing challenges, and
management challenges.

Big data is being involved in most of the fields like learning, communication,
health, and many other fields. The Internet has a great impact on the learning process
whatever you want to learn you find many tutorials that could help. Researchers
give great attention to use big data in learning resources and discuss the influence
of using it on implementing and supporting learning management via extracting and
modifying information to fit the environment of online learning resources (OLR). As
data differs in size and types ‘variety, velocity and volume. Their work based on big
data analysis to provide better online learning resources according to the learners’
interests. They proposed a big data emerging technology in supporting resources for
the online learning framework to enhance the teaching and learning process [13].

In communication technologies, the spread of using mobile devices not only as
a communication way but as a data sharing and storing one also. Most of the users
use short-range wireless in sharing data between others because of its high accuracy
in delivering and the free cost. Offloading mobile traffic and disseminating content
among mobile users by integrating big data technologies are raising up, a device to
device framework is proposed to enhance this sharing process in terms of time and
number of users. This framework mainly implemented using Hadoop, Spark, and
MLlib [14]. Making good use of medical big data (MBD) by analyzing the patients’
health information using data mining frameworks [15]. DNA plays a great role in
disease diagnoses and the changing of copy number is a type of genetic variation
in the human genome which reflects cancer’s stage. Using big data analytics and
machine learning algorithms with DNA to detect these changes earlier detection of
changing increases the chances of medicament [16–19].

In data science, monitoring, visualizing, securing, and reducing the processing
cost of high-volume real-time data events and the prediction of future based on big
data analysis process results is still a critical issue [20]. Mining algorithms that can
be applied to special data, streaming and real-time current infrastructures, dealing
with large quantities and varieties and its direct impact on the industry [21]. And
whiten social life, using big data analytics helps in a better understanding of the
social environment and social change in general. Converting social data to informa-
tion and information to knowledge helps in better understanding of social problems
and implement effective solutions [22]. The social behavior of humans affects the
economic systems analyzing the citizens’ behaviors’ and identifying their needs
opens new business areas [23].
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3 Big Data Analytics

Term big data analytics can be defined as the application of advanced analytic tech-
niques including data mining, statistical analysis, predictive analytics, etc. [12]. It
refers to the processes of examining and analyzing huge amounts of datawith variable
types to draw a conclusion by uncovering hidden patterns and correlations, trends,
and other business valuable information and knowledge, in order to increase business
benefits, increase operational efficiency and explore new market and opportunities.
Big data analytics permits users to capture, store, and analyze the huge amount of
data, from internal as well as external of the organization, frommultiple sources such
as the corporate database, sensor-captured data such as RFID, mobile-phone records
and locations, and internet in order to understand the meaningful insights.

Data analysis introduced to help analyze them using data analytics frameworks
that have been built to scale out parallel executions for the purpose of constructing
valuable information frombig data [24].As a result, it affords the potential for shifting
the collective behavior toward alternative techniques, such as a focus on precise
parameter estimation because traditional significance testing is often uninformative
in very large datasets [25]. Also, it is defined to be a channel of acquisition, extraction,
cleaning, integration, aggregation, and visualization, analysis and modeling, and
interpretation.

The analysis process involves five main steps data integration, data management,
data preprocessing, data mining and knowledge presentation that are independent of
the application field analytics used in [3]. Big data analytic concepts can be classi-
fied into three main stages descriptive analytics, predictive analytics, and prescrip-
tive analytics as shown in Fig. 4 [26]. Descriptive analytics helps in understanding
what already happened to the data, predictive analytics helps in anticipating what
will happen to it and prescriptive analytics helps in responding now what and so
what. Advanced analytics combines predictive and prescriptive analytics to provide a

Big data Analytic 
concepts  

Descriptive analytics

Predictive analytics

Prescriptive analytics

Advanced analytics 

Fig. 4 Big data analytics concepts
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forward-looking perspective and make use of techniques encompassing a wide range
of disciplines including simulation, learning, statistics, machine, and optimization
[27]. Deploying and working with big data system analysis faces challenges that can
be classified as data collection, data analytics, and analytic systems issues.

Data collection and management, a massive amount of data is collected which
needs to be represented by removing redundant data and unwanted ones in the prepro-
cessing stage. Data analytics, real-time data streammakes data analysismore difficult
so the main dependence on an approximation which has two notations approxi-
mation accuracy and the output of this approximation, but the data is complex so
the need for using sophisticated technologies like machine learning raises. Systems
issues as an analytic process deal with large distributed amounts of data that confront
some common issues like energymanagement, scalability, and collaboration. Energy
management, the energy consumption of large-scale computing systems has attracted
greater concern from economic and environmental perspectives. Scalability, all the
components in big data systems must be capable of scaling to address the ever-
growing size of complex datasets. Collaboration, dealing with these large amounts
of data require specialists from multiple professional fields collaborating to mine
hidden values that save time and effort [28].

3.1 Big Data Analytics Methods and Architecture

Big data analysis methods can be classified into classical methods and modern
ones. Classical methods are text analytics, audio analytics, and video analytics. Text
analytics (text mining) refers to methods that extract information from textual data.
Social network feeds, emails, blogs, online forums, survey responses, corporate docu-
ments, news, and other data sources. Audio analytics analyze and extract information
from unstructured audio data [29]. When applied to human spoken language, audio
analytics is also referred to as speech analytics. Speech analytics follows twocommon
technological approaches to the transcript-based approach and the phonetic-based
approach. Large-vocabulary continuous speech recognition (LVCSR) systems follow
two-phase process indexing, searching. Phonetic-based systems work with sounds
or phonemes. Video analytics, known as video content analysis (VCA), includes a
variety of techniques to monitor, analyze, and extract significant information from
video streams.Modern data analysismethods such as random forests, artificial neural
networks, and support vector machines are ideally suited for identifying both linear
and nonlinear patterns in the data [30].

Big data analytics architecture is rooted in the concept of data lifecycle framework
that starts with data capture, proceeds via data transformation, and culminates with
data consumption. Big data analytics capability refers to the ability to manage a huge
volume of disparate data to allow users to implement data analysis and reaction. Big
data analytics capability is defined as the ability to gather an enormous variety of
data—structured, unstructured and semi-structured data—from current and former
customers to gain useful knowledge to support better decision making, to predict
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customer behavior via predictive analytics software, and to retain valuable customers
by providing real-time offers.

Big data analytics capability is defined as “the ability to utilize resources to
perform a business analytics task, based on the interaction between IT assets and
other firm resources [31]. Best practice big data analytics architecture that is loosely
comprised of five major architectural layers as shown in Fig. 5: (1) data, (2) data
aggregation, (3) analytics, (4) information exploration, and (5) data governance [30].
The data layer contains all the data sources necessary to provide the insights required
to support daily operations and solve business problems [31]. Data is classified into
structured data, semi-structured data, and unstructured ones. The data aggregation
layer is responsible for handling data from various data sources. In this layer, data is
intelligently digested byperforming three steps, data acquisition to read data provided
from various communication channels, frequencies, sizes, and formats, transforma-
tion cleaning, splitting, translating, merging, sorting, and validating data, and storage
loaded into the target databases such as Hadoop distributed file systems (HDFS) or
in a Hadoop cloud for further processing and analysis [32].

The analytics layer is responsible for processing all kinds of data and performing
appropriate analyses. The information exploration layer generates outputs such as
various visualization reports, real-time informationmonitoring, andmeaningful busi-
ness insights derived from the analytics layer to users in the organization. The data
governance layer is comprised of master data management (MDM), data life-cycle
management, and data security and privacy management. The analytics operation
goes as shown in Fig. 6.
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Target data collected from their sources then stored in distrusted database or
clouds, so all are ready to start analyzing this done by different analyzing tools to get
useful information and data filtering come at the end of the process to extract useful
data according to the target requirement [7]. Researchers pay great attention to the
analysis process and its role with scientific and life issues.

3.2 Big Data Analysis Frameworks and Platforms

Many platforms for large-scale processing data were introduced to support big data
analysis. Platforms can be divided into (processing, storage, analytic) as shown in
Fig. 7. Analytic platforms should be scalable to adapt to the increased amount of
data from border perspective like Hadoop, Map Reduce, Hive, PIG, WibiData, Plat-
fora, and Rapidminer [33]. Analytics tools are scalable in two directions horizontal
scaling and vertical scaling. Vertical scaling helps in installingmore processors,more
memory and faster hardware, typically, within a single server and Involves only a
single instance of an operating system. Horizontal scaling distributes the workload
acrossmany servers. Typically,multiple instances of the operating systemare running
non-separate machines [34].

Figure 8 summarizes the analytics platforms from a scaling point of view. Map-
reduce, Hadoop, Spark, and Apache Flink are examples of big data analytic hori-
zontal scaling platforms [35]. Hadoop MapReduce is an open-source Java-based
framework that is designed to provide shared storage and analysis infrastructure and
used to handle extensive scaleWeb applications. Spark is a next-generation paradigm
for big data processing developed by researchers at the University of California at
Berkeley. It is an alternative to Hadoop which is designed to overcome the disk
I/O limitations and improve the performance of earlier systems. Apache Flink is a

Fig. 7 Platform basic architecture
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distributed processing framework that concentrates on data stream processing that
helps in solving the problem derived from micro-batch processing like in spark.
Hadoop is designed to provide shared storage and analysis infrastructure HDFS.
Its cluster can store data and perform parallel computation across a large computer
cluster having a single master and multiple nodes to extract the information [36].
Hadoop architecture. Spark consists of three main components Driver program and
clustermanager andworker nodes that help in processing stream data efficiently [36].
Apache Flink is an opensource framework that has twomain operators for describing
iterations masters (job manager) and workers iterator (task manager) as shown in
Fig. 14. Job manager schedule tasks, determine coordinate checkpoints, coordinate
recovery on failures, etc. The task manager executes the tasks of a dataflow, and
buffer and exchange the data streams [37].

4 Data Preprocessing

The unbounded and ordered sequence of instances that land over time is called data-
stream. Since most real-world databases are highly influenced by negative elements
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the data streams accompanied by many blemishes such as inconsistencies, missing
values, noise and/or redundancies. Streams also come with potentially infinite size,
thus it is impossible to store all these incoming floods in the memory, so Extracting
knowledge from data involves some major steps as shown in Fig. 8. Preprocessing
is a must as it improves the quality of the data and to ensure that the measurement
provided is as accurate as possible. Data preprocessing is one of the major phases
within the knowledge discovery process which involves more effort and time within
the entire data analysis process.

It may be considered as one of the data mining techniques [6]. The traditional
data preprocessing methods (e.g., compression, sampling, feature selection, and so
on) are expected to operate effectively in the big data age [38]. Data preprocessing
for data mining is a set of techniques used prior to the application of a data mining
method. It is supposedly themost time-consuming of thewhole knowledge discovery
phase (anatomy) [39]. Also, it is the conversion of the original useless data into a
new and cleaned data prepared for further mining analysis [2].

The preprocessing concept involves data preparation, integration, cleansing,
normalization and transformation of data and data reduction tasks [40]. The prepro-
cessing stage can be summarized into two main parts data preparation and data
reduction as shown in Fig. 9. Data Preparation is considered as a mandatory step
that includes techniques such as integration, normalization, cleaning, and transfor-
mation. Data reduction performs simplification by selecting and deleting redundant
and noisy features and/or instances or by discretizing complex continuous feature
spaces [41]. Preprocessing complexity depends on the data source use [2]. Figure 10
summarizes the most common preprocessing stages and the techniques used in each
stage according to the data state [42, 43].
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Fig. 10 Preprocessing stages

4.1 Data Preprocessing Related Concepts and Challenges

Preprocessing operation requires an understanding of popular concepts like data
streams, concept drift, and data reduction as shown in Fig. 11 [2]. Data streams, Big
data comes with a high rate not only the volume of data but also the notion of its
velocity. Inmany real-time situations,we cannot assume thatwewill dealwith a static
set of instances. Persistent data flooding leads to the unbounded and ever-growing

Data streams 

Concept drift

Data reduction

Fig. 11 Preprocessing concepts
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dataset. It will expand itself over time and new instances will arrive continuously
in batches or one by one. Concept Drift defined as changes in distributions and
definitions of learned concepts over time which affects the underlying properties of
classes that the learning system aims to discover. Data reduction is the main step
task, especially when dealing with large data sets that aims at obtaining an accurate,
fast and adaptable model that at the same time is characterized by low computational
complexity to quickly respond to incoming objects and changes [44]. It is preferred
to apply reduction techniques to elements online or in batch-mode without making
any assumptions about data distribution in advance. Data reduction can be applied
according to many proposals like data reduction, instance reduction and feature
selection space simplification [6].

4.1.1 Concept Drift

Precarious data streams lead to occurrences of the phenomenon called concept drift,
the statistical characteristics of the incomingdatamay changeover time [45].Concept
drift locators are external tools used in the aid with the classification module to
measure various properties of a data stream, such as standard deviation, predictive
error, instance distribution, or stability [6]. A detection signal pings the learning
system that the current degree of changes is severe and the old classifier should be
replaced by a new one. This solution is also known as explicit drift handling.

Concept drift problem can be detected in many forms, most of the drift detectors
work in a two-stage setting, the most common of them are shown in Fig. 12. Concept
drift can be detected in the presence of phenomena like sliding windows and online
learners and assembler learners as shown inFig. 13 [6, 46].Detectinggives the highest
importance to the newest ensemble components, and themore sophisticated solutions
allow increasing weights of classifiers which results in the best performance, we can
say that this algorithm is good if it strikes a balance between the power and memory
consumption, recovery and decision time. Concept drift can be detected from the
data distribution of time. According to the speed of change, concept drift can be
classified into sudden, incremental, recurring and gradual drift [47].

4.1.2 Data Reduction

Data mainly collected from IoT sensors, so the data streams could contain noisy
ones. Removing noise from data is important. More than 50% of data scientists’
work time is spent on data preparation [50]. Dealing with continues incoming data
streams is not a straightforward operation that can be done easily due to the following
aspects [6]. First, each instance may be only accessed a predetermined number of
times and then discarded to best utilize the memory and storage space usage. Second,
nowadays real-time is a must, so each Instance must be processed within its limited
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Fig. 12 Concept drift taxonomy
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amount of time to offer real-time responsiveness and keep away from data queuing
[48]. Third, accessing genuine class labels is limited due to a high cost of label query
for each incoming instance. Fourth, accessing these genuine labels may be overdue
as well, in many cases, they are available after a long period. Finally, the statistical
characteristics of instances arriving from the stream may be subject to changes over
time. So, the need for data reduction raised to transform raw data into high-quality
ones which probably fit mining algorithms which mainly done by selecting and
deleting redundant and noisy features and/or instances, or by discretizing complex
continuous feature spaces. Reduction strategies facilitate processing workload of
data and they vary from pure reduction methods to compression ones [43].

Data preprocessing techniques face many challenges like scaling preprocessing
techniques that accommodate the current huge amount of data. Data reduction is an
important phase in big data preprocessing process that there are many issues that still
need more research to be solved or at least enhanced like that all data should be in
a balanced state to make benefit of these data, also dealing with the incomplete data
streams still an urgent issue as these incomplete onesmay have important information
which needed to be used in the next phases to get the knowledge of data which is
the main goal of big data. Data preparation techniques and new big data learning
paradigms need more development that could help in solving data concept drift
issues [2].

4.2 Preprocessing Techniques, Models and Technologies

The are many data preprocessing techniques like data cleaning, data imputation
data integration, data reduction, and data transformation. Data cleaning corrects
inconsistent data and removes noise [40]. Data integration combines data coming
from different resources using techniques like data warehouse techniques [40]. Data
reduction eliminates or removes redundant or irrelevant properties or samples of data.
Data transformation scales data into a certain range to be processedmore easily. Each
preprocessing technology mainly based on a programming model. Table 3 lists the
most common programming models and by which framework they are used.

Investment in developing better algorithms, technologies, and hardware that helps
to have preprocessing steps for data as shown in Fig. 14.MLlib is a powerful machine
learning library that enables the use of Spark in the data analytics field. This library
is formed by two packages Mllib and machine learning [49]. Discretization and
normalization, Discretization transforms continuous variables using discrete inter-
vals, whereas normalization performs an adjustment of distributions [2]. Feature
extraction used to combine the original set of features to obtain a new set of less-
redundant variables. Feature selection tries to select relevant subsets of relevant
features without incurring much loss of information. Feature indexers and encoders
convert features from one type to another using indexing or encoding techniques
[50].
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Table 3 Preprocessing programming models
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Preprocessing technologies’ performance and usefulness differ from each other
from distinct perspectives like effectiveness, time and memory performance and
reduction rate. Effectiveness is a relevant factor in measuring, measured as the
number of correctly classified instances divided by the total number of instances
in the training set (accuracy). Time and memory performance: measured as the total
time spent by the algorithm in the reduction/discretization phase. Usually performed
before the learning phase. The reduction rate is measured as the amount of reduction
accomplished with respect to the original set (in percentage). The best algorithm
is the one with high efficiency and low time and memory utilization and low high
reduction rate without affecting the consistency of data [6].

5 Conclusion

Bigdata is an interestingopen researchpoint that involvedwithmanyapplications and
industries. Big data represents any set of data that require large storage, processing
time and scalable units to be stored and processed. Big data analytics is one of
the major steps that are carried out or applied to data to uncover hidden patterns
to gain information that can be used in many applications [51]. Preprocessing data
is considered as one of the mining techniques to jewel data via removing noise,
representing it in a suitable form to save processing time and storage and provide the
best utilization for the resources with high efficiency. It is a classic concept that still
being used in many fields that concerned with getting the best benefit from the data
like machine learning and artificial. Preprocessing can follow many programming
models according to the technology used to do this task.Maching learning algorithms
are integrated with big data preprocessing architectures to do the preprocessing job.
Preprocessing is not an easy taskwhen the data getmore complex or bigger. Problems
with data streaming and concept drift are popular research issues that needs more
effort.
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Artificial Intelligence-Based Plant
Diseases Classification

Lobna M. Abou El-Maged, Ashraf Darwish, and Aboul Ella Hassanien

Abstract Machine learning techniques are used for classifying plant diseases.
Recently, deep learning (DL) is applied in the classification process of image
processing. In this chapter, convolutional neural network (CNN) is used to classify
plant diseases images. However, CNN suffers from the hyper parameters problem
which can affect the proposed model. Therefore, Gaussian optimization method is
used to overcome the hyper parameters problem in CNN. This chapter proposed an
artificial intelligence model for plants diseases classification based on convolutional
neural network (CNN). The proposed model consists of three phases; (a) prepro-
cessing phase, which augmented the data and balanced the dataset; (b) classification
and evaluation phase based on pre-train CNN VGG16 and evaluate the results; (c)
optimize the hyperparameters of CNN using Gaussian method. The proposed model
is tested on the plant’s images dataset. The dataset consists of nine plants with thirty-
three cases for diseased and healthy plant’s leaves. The experimental results before
the optimization of pre-trainedCNNVGG16 achieve 95.87% classification accuracy.
The experimental results improved to 98. 67% classification accuracy after applied
the Gaussian process for optimizing hyperparameters.
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1 Introduction

The agricultural sector is one of the most important sectors of the economy for
all countries, therefore it is one of the elements of sustainable development. Plant
diseases significantly affect crop productivity and agricultural wealth. The economic
importance of plant diseases in agricultural production in terms of their impact on
the national economy is one of the main factors that affect the quantity of the crop.

Parasitic diseases are themost common diseases among plants, and there aremany
pathogens of the plant including fungi, viruses and bacteria. The simple farmer can’t
easily identify plant diseases, but he goes to an expert in plant diseases, which in
turn may be specialized only in diseases of fruits or vegetables or even in one type of
them. Therefore, in this chapter an intelligent system was built to classify different
types of plant diseases of vegetables and fruits. This system may be a substitute for
the human expert, which achieves the speed and accuracy in the identification and
treatment of plant diseases quickly before the spread of the disease. In this chapter
the researchers try to get optimal performance for the identification of the plants’
diseases.

DL is an artificial neural network architecture which contains many processing
layers. DL have been used in many fields like; image recognition, voice recognition,
and also other huge applications that deal with the analysis of large volumes of data,
like, e.g., self-driving cars and natural language processing systems [1–3]. The DL is
differ than the traditional machine learning in how features are extracted. Traditional
machine learning approaches use feature extraction algorithms as a preceding stage
for the classifier, but in DL the features are learned and represented hierarchically
in multiple levels. So DL is better for machine learning than the traditional machine
learning approaches [4]. There are many types of DL tools, the most commonly used
are the Convolutional Neural Networks (CNN) [3].

Various researches have been done in the field of agriculture, specifically in the
identification of plants and the identification of plant diseases using CNN. In [1] two
well-known architectures of CNNs are compared in the identification of 26 plant
diseases, using an open database of leaves images of 14 different plants. For the corn
specifically the result was for Corn (maize) Zea is 26.1%, Cercospora leaf spot is
35.2%, Common rust is 73.9%, and Northern Leaf Blight is 100%.

Two well-known and established architectures of CNNs AlexNet and GoogLeNet
are compared in [19] in the identification of 26 plant diseases, using an open database
of leaves images of 14 different plants. In [16] developed a similar methodology for
plant disease detection through leaves images using a similar amount of data available
on the Internet, which included 13 diseases and 5 different plants accuracy of their
models, were between 91% and 98%, depending on the testing data.More recently, in
[20] compared the performance of some conventional pattern recognition techniques
with that of CNN models, in plants identification, using three different databases of
images of either entire plants and fruits, or plant leaves, concluding that CNNs
drastically outperform conventional methods. In [21] the researcher developed CNN
models for the detection of 9 different tomato diseases and pests, with satisfactory
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performance (36,573 no of plants). Finally in [1] perform plant disease detection
and diagnosis through deep learning methodologies. Training of the models was
performedwith the use of an open database of 87,848 images, containing 25 different
plants in a set of 58 distinct classes, he use several model architectures.

The CNN has many architectures that concerning the identification of plant
diseases; AlexNet [5], Overfeat [6], AlexNetOWTBn [7], GoogLeNet [8], and VGG
[9]. CNN has a number parameters called hyper parameters, these parameters deter-
mine the network structure, these parameters are variables such as; the number of
hidden layers and the learning rate, the hyper parameters values are set before training
the network [10]. In this chapter, Gaussian Optimization method has been used with
CNN to find the optimal hyper parameters in a fine- tuning CNN.

The rest of this chapter is present as follows. Section 2 describes the basics and
background. Section 3 presents the Materials and methods. Section 4 the results and
discussion. Finally; Sect. 5 presents the conclusion.

2 Preliminaries

This section presents the basic information about CNN, VGG16 & fine-tuning and
Gaussian optimization.

2.1 Convolutions Neural Network

CNN is an evolution of traditional artificial neural networks and it is network archi-
tecture for deep learning [1, 4, 11]. They are used to object recognition and image
classifications. A CNN is like a multilayer neural network, it consists of convolu-
tional layers (may be one or more), and then followed by fully connected layers
(may be one or more). Each layer generates a successively abstraction of the input
data with high level, called a feature map, which save essential unique information.
Amazing performance could to be achieve in modern CNNs by employing a very
deep hierarchy of layers [11]. The numbers of layers used in DL range from five to
more than a thousand. Generally there are many CNN architectures like; AlexNet,
AlexNetOWTBn, GoogLeNet, Overfeat, and VGG [1, 5–9].

In the image analysis tasks, the CNN can be trained to do image classification,
object detection, image segmentation and finally image processing [12, 13].

The CNN architecture as shown in Fig. 1 are consist of two main layers; layers
for feature extraction and layers for classification [4]. The feature extraction layers
are convolution layer and max-pooling layer:

• Convolution Layer
The learnable kernels are used for convolving feature maps from previous layers.
The output of the kernels go through a linear or non-linear activation function
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Fig. 1 a. The prior distribution. b. Shows the situation after two data points have been observed

specified as a sigmoid, inflated tangent, Softmax, rectified additive, and sameness
functions to make the feature maps. Each of the output feature maps can be
conjunctive with much than one input feature map.

Suppose : LRl
i = f (

∑
j∈Mi

LRl−1 ∗ klji + Bl
i ) (1)

Where LRl
i the product of the present layer is, LR

l−1
i is product of the previous

layer, klji is the kernel for the present layer, and Bl
i are biases for the present layer.

Fi represents a selection of input maps. An additive bias B is given for each output
map.

• max-pooling Layer
This bed perfect distribution the dimension of the feature maps depending on the
filler of the land distribution mask [4].

The classification layer uses the extracted features from a previous convolutional
layer to classify each class. The layers are fully connected in the classification layer.
The final layer are represented as vectors with scalar values which are passed to the
fully connected layers. The fully connected feed-forward neuronal layers aremisused
as a soft-max classification layer [4]. Still, in most cases, two to quaternion layers
feature been observed in assorted architectures including LeNet, AlexNet, and VGG
Net [4].

Soft-max function calculates the probabilities distribution of different events. The
soft-max function calculates the probabilities for each class over all possible classes.
The calculated probabilities determining the target class for the present inputs [13].

CNN has a number of hyper parameters. The hyper parameters determine the
structure of the network such as the number of hidden layers and the learning rate,
the hyper parameters are set before the network training [10]. We need to optimize
the hyper parameter to reduce the effort of the human necessary for applyingmachine
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learning and to enhance the performance of machine learning algorithms. The hyper
parameter can be real value such as “learning rate”, integer value such “number of
layers”, binary, or categorical such as “choice of optimize” [14].

For enhancing the deep networks training and to avoid the over-fitting, a lot of tech-
niques were proposed. Typical entirety allows pot normalization (BN), and dropout
[12]. To enhance the expressive commonwealth of CNNs, non-linear activation func-
tions were well-studied, like as ReLU, ELU and SELU. Also, a lot of realm peculiar
techniques were also mature to add fine-tunes networks on special application [12].

2.2 VGG16 Architecture

VGG16 is the CNN model proposed by Simonyan and Zisserman [9]. The model
operated on a dataset contains over 14 million images categories of 1,000 classes. It
achieves 92.7% as test accuracy in ImageNet dataset. VGG16 achieves improvement
over AlexNet by replacing large kernel-sized filters with 3 × 3 kernel-sized filters
one after another. NVIDIA Titan Black GPU’s was used to train VGG16 for weeks.

InVGG16, the imagewith fixed size 224× 224RGB is an input to the convolution
layer. There are stack of convolution layers where the image pass through them using
filters with a very small receptive field: 3 × 3. In one of the configurations, it also
utilizes 1 × 1 convolution filters, which can be seen as a linear transformation of
the input channels then followed by non-linearity transformation. The stride is set
to 1 pixel; the spatial padding of convolution. The input of the layer is such that the
spatial resolution is preserved after convolution, i.e. the padding is 1-pixel for 3 ×
3 convolution layers. After that the spatial pooling is achieved by 5 max-pooling
layers, which follow some of the convolution layers not all ones. Max-pooling is
performed over a 2 × 2 pixel window, with stride 2. After the stack of convolutional
layers, three Fully-Connected (FC) layers are come. The first two FC layers have
4096 channels each, the third one performs 1000-way ILSVRC classification, so
it contains 1000 channels one for each class. The final layer is the soft-max layer.
The fully connected layers’ configuration is the same all networks. All hidden layers
are prepared by the rectification (ReLU) non-linearity. It is also noted that none of
the networks (except for one) contain Local Response Normalization (LRN), such
normalization does not improve the performance on the ILSVRC dataset, but leads
to more complexity for time and memory [9, 15].

The CNN architecture can be reused for new datasets which is differ than its
own dataset, the new datasets may vary in size or nature of images. So; we can use
fine-tuning deal with this situation. Fine-tuning tries to improve the effectiveness or
efficiency of a process or function by making small modifications in the used CNN
architecture to improve or optimize the outcome [16].
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2.3 Hyper Parameters

The hyper parameters are the variables which determine the network structure such
as the number of hidden layers and the variables which determine how the network
is trained such the learning rate), the Hyper parameters are set before training the
network [10]. Automated hyperparameters optimization has several important use
cases; it can reduce the human effort necessary for applying machine learning. It
used to improve the performance of machine learning algorithms.

LetAdenote amachine learning algorithmwithNhyperparameters.Wedenote the
domain of the n-th hyperparameters by Sn and the overall hyperparameters configu-
ration space as S= s1 × s2 ×…sN. A vector of hyperparameters is denoted by λ ∈ S,
and A with its hyperparameters instantiated to λ is denoted by Aλ. The domain of a
hyperparameters can be real-valued (e.g., learning rate), integer-valued (e.g., number
of layers), binary (e.g., whether to use early stopping or not), or categorical (e.g.,
choice of optimizer) [14].

Given a data set DS, our goal is to find

λ∗ = argminλ∈S E(DStrain ,DSvalid)∼DS)V (L , Aλ, DStrain, DSvalid) (2)

where V(L, Aλ, DStrain, DSvalid) measures the loss of a model generated by algorithm
A with hyperparameters λ on training data DStrain and evaluated on validation data
DSvalid. In practice, it is only access to finite data DS ~ DS and thus need to approx-
imate the expectation in Eq. 2 Popular choices for the validation protocol V(·, ·, ·,
·) are the holdout and cross-validation error for a user-given loss function (such as
misclassification rate).

2.4 Gaussian Optimization Method

The optimization method is an iterative algorithm has two main parts, the proba-
bilistic surrogate model and the acquisition function to determine which next point
to be evaluated. The alternate modelling is fitted to all observations of the reference
use made so far in each iteration. Then the acquisition function uses the prophetic
dispersion of the probabilistic copy to determine the utility of various candidate
points, trading off exploration and exploitation. Compared to evaluating the dear
operate, the acquisition role is to compute and can thence be good optimized [14,
17]. The expected improvement (EI):

f (3)

EI can be computed in closed form if the model prediction Y at configuration

Y

according to a normal distribution:
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(4)

where φ(.) is the standard normal density, �(.) is the distribution function, and f ∗
min

is the optimal observed value [14, 17].
Assume that we are then supposition a dataset, the proper random functions

showed in Fig. 1a, in Fig. 1b. The broken lines pretense have functions which are
reconciled with D, and the solidified line depicts the tight quantity of much functions.
Respond how the uncertainness is low nestled to the observations. The combining
of the prior and the data leads to the tooth posterior distribution over functions [17].

3 Materials and Methods

3.1 Plant’s Image Dataset

The dataset of the plant’s diseases images is a “kaggle-dataset” [18], it consists
159.984 images of diseases and healthy leaves’ plants present in Fig. 2; 128,028
of plants leaves images for training and 31,956 images for testing. The images are
present diseased and healthy plant’s leaves. The dataset is characterized by distin-
guishing images which may be taken at different angles and different backgrounds.
Table 1 shows that the data set contains thirty-three categories of nine plants leaves;
apple, cherry, corn, grape, peach, Pepper, potato, Strawberry and tomato.

3.2 The Proposed Plant’s Diseases Classification Model

The AI proposed model is consisting of three main phases (a) preprocessing phase,
(b) classification and evaluation phase and (c) hyperparameter optimization using
Gaussian process phase. Each phase is composed of a number of steps as presented
in Fig. 3. In the AI proposed model; the image of the plants are gained from the
data set, after executing the preprocessing phase, the Boolean variable “optimize”
is set true, then process classification and evaluation phase executed, the output of
this phase is the evaluation of the results. If the results are satisfying and the value of
the “optimize” variable is “false”, the algorithm will end otherwise, the optimization
phase will execute a number of n times. The detail of each process is given below.

(i) Preprocessing phase.

Preprocessing phase is used for processing and formatting images for use in the next
stages, it consisting of two processes; data augmentation and balanced the dataset as
in Fig. 3. The detail of each process is given below.

Data Augmentation The data was augmented to avoid overfitting and present more
varieties in the data set. The augmentation for data was done in five different
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Fig. 2 a. Sample of diseased plants’ leaves b. sample of healthy plants’ leaves

methods. The augmentation methods are; rotate right 30°, rotate left 30 & +90°,
flip horizontally about Y-axis and shear.

Balance Dataset: The dataset showed in the Table 1 is imbalance dataset, the imbal-
anced lead to inaccurate results, so we calculate the class weight for the categories
in the dataset to use it later for our building model. The class weight will be, for
example, the first weight is ‘1.92135642’ which presents 2017 images for the apple
scab is less than third weight ‘4.40165289’ presents 880 images for the cedar-apple
rust.

(ii) classification and evaluation phase

The classification and evaluation phase is consists of 4 processes; hyperparameter
setting, proposed CNN architecture, CNN Training, and evaluation the results. The
detail of each step is given below.
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Table 1 Data set description

# Plant Disease Train samples Test samples

1 Apple Scab 2017 505

2 Black rot 1988 496

3 Cedar apple rust 880 202

4 Healthy 5264 1316

5 Cherry Healthy 2736 680

6 Powdery mildew 3368 840

7 Corn Cercospora leaf spot Gray leaf spot 1644 408

8 Common rust 3816 952

9 Healthy 3720 928

10 Northern Leaf Blight 3125 788

11 Grape Black rot 3776 944

12 Esca_(Black Measles) 4428 1104

13 Healthy 1356 336

14 Leaf blight_(Isariopsis_Leaf_Spot) 3444 860

15 Peach Bacterial_spot 7352 1837

16 Healthy 1152 228

17 Pepper Bacterial_spot 3193 796

18 Healthy 4725 1180

19 Potato Early_blight 3200 800

20 Healthy 488 120

21 Late_blight 3200 800

22 Strawberry Healthy 1460 364

23 Leaf scorch 3552 884

24 Tomato Bacterial spot 6808 1700

25 Early blight 3200 800

26 healthy 5089 1272

27 Late blight 6109 1524

28 Leaf Mold 3048 760

29 Septoria leaf spot 5668 1416

30 Two-spotted spider mite 5364 1340

31 Target Spot 4496 1120

32 Mosaic virus 1196 296

33 Yellow Leaf Curl Virus 17,144 2484

Total 128,028 38,836
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Fig. 3 The proposed model for hyper parameter optimization in fine-tuning CNN using Gaussian
process

Hyperparameter Setting: This process is responsible for setting values of the
hyper-parameters, this work uses three types of hyperparameters; learning rate,
drop_out value, and activation function type.

Proposed CNNArchitecture: The proposed architecture depends on the usage of a
pre-train CNNVGG16 architecture which is a very convincing way since it has been
used previously and has given good results. The proposed architecture is consists
of two main steps; the first one is to create a CNN VGG16 then the second one is
to make some adaptation in the architecture to fit the dataset. Figure 4 presents the
proposed CNN architecture.

As seen in the early section, the VGG16 is a CNN architecture used to classify
1000 classes, it consists of 16 layers. In the proposed architecture, the convolutions
layers in the VGG16 is used, then modifying the rest architecture by adding two
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Fig. 4 CNN proposed architecture

dense layers, Batch Normalization layer, Dropout layer to prevent overfitting, and
finally the classification layer.

The CNN Training Process: In the training process the fine-tuning is used Fig. 5.
The Fine-Tuning is optimized both the weights of the new classification layers that
have been added and also all of the layers from the VGG16 model [16]. The training
process is based on the hyper-parameter values which sat in the previous process

Evaluation the Results: This process is responsible for evolution the accuracy of
the proposedAImodel, the evaluation results used to decide a road chart of themodel
as seen in Fig. 3.

(iii) Hyper Parameter Optimization for CNN using Gaussian process phase.

The optimization method is used for two reasons; the first one is to get the optimal
hyper_ parameters’ values and the other is to provide the human effort in trying to
get the optimal hype_ parameters’ values by doing the system with this task.

The proposed model setting parameters used the learning rate= 1e−6 with Adam
optimizer, dropout rate = 0.2 and activation function is ‘relu’ as initial values. In the
Gaussian method; the model is sampled with expected improvement, then update

Fig. 5 Proposed model with fine—tuning
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the Gaussian model according to the classification accuracy, after that check if the
number of iteration calls is maximum or not to decide whether re-execute the model
or not. After finishing the n calls iteration, it will give optimized hyperparameters.

4 Experiments Results and Discussion

The experiments are done using tensor flow and Keras with GPU google colab. The
experiments are done in three experiments. In the first experiment is implementing
the proposed model without optimization. In the second experiment, perform the
optimization process using the Gaussian method. In the third experiment, implement
the proposed model after optimization.

4.1 Experiment (I): Without Optimization

In this experiment, the structure of VGG16 is modified by adding two dense layers,
adding a BatchNormalization layer, adding a Dropout layer, and finally a classifica-
tion layer. In this experiment, we improved both the weights of the new classification
layers and all layers of the VGG16 model.

The hyper_parameters used are learning rate = 6−1e, drop_out = 0.2 and the
activation function is “relu”. Figure 6 shows the Test-set classification accuracy:
95.87%.

Fig. 6 Training history of
CNN network before
hyperparameter optimization
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Fig. 7 Test accuracies during optimization process

4.2 Experiment (II): Hyper_ Parameter Optimization Using
Gaussian Process

In this experiment, Gaussian process optimization is used with EI and with minimum
11 iteration calls. The hyper-parameters are ‘learning_rate’ within range (from low
= 1e−6 to high= 1e−2), ‘drop_out’ within range (from low= 0.1 to high= 0.9) and
finally ‘activation’ with categories (‘relu’ and ‘sigmoid’). The fitness function is the
function that creates and trains a neural network with the given hyper-parameters,
and then evaluates its performance on the data set. The function then returns the
so-called fitness, which is the negative classification accuracy on the validation set.
It is negative because the performance minimization instead of in Fig. 7.

For example test accuracy is about 91% when learning rate = 6.8.99, Drop_out
= 0.63 and activation function is “sigmoid”. It is illustrated that the best values are;
learning rate = 1e−5 with droup out = 0.3 and activation function is ‘relu’.

4.3 Experiment (III): Hyperparameters Optimization

In this experiment, the CNN architecture is run with new parameters such as learning
rate = 1e−5, drop out = 0.3 and activation function = ‘relu’. It gives Test-set
classification accuracy: 98.67%. Figure 8 shows the historical training.

The results as shown in Table 2 shows that the total test accuracy is improved
with 2.8%. At the plants level, test accuracy for most plants are improved but test
accuracy for a small number of plants doesn’t change such as cherry and corn. It is
noted that the plant, whose accuracy has not changed, has fairly high accuracy.



58 L. M. Abou El-Maged et al.

Fig. 8 Training history of
CNN network of proposed
AI model

5 Conclusion and Future Work

Agriculture plays an important role in the economic development for many countries
so classification the plant’s diseases are very important. Deep learningmimics human
thinking, it has been used extensively in the last decade. VGG16 is an architecture
of CNN. Using fine-tuning CNN VGG16 model by adding several dense layers,
Batch Normalization layer, Dropout layer and finally the classification layer, this
lead to accuracy 95.87%. Automated hyperparameters optimization is important to
help the human by reducing his effort necessary for applying machine learning. It
used to enhance the performance of the algorithm formachine learning. TheGaussian
method can be used for hyperparameters optimization. It uses the predictive distri-
bution of the probabilistic model. The Gaussian method identifies the importance of
different candidate points, trading off exploration and exploitation, this function is
cheap. Using Gaussian process optimization with EI illustrated that the best values
are; learning rate = 1e−5 with drop_ out = 0.3 and activation function is ‘real’.
Using fine-tuning with new parameters: learning rate = 1e−5, drop_out = 0.3 and
activation function = ‘relu’, It gives accuracy 98.76%. I.e. Gaussian process opti-
mization helps in improving accuracy from 95.87% to 98.67%. In future work, we
will use the swarm algorithm for hyperparameters optimization as a trial to enhance
accuracy.
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Table 2 Accuracy test results

# Plant Disease Test accuracy
before hyper
parameters
optimization (%)

Test accuracy after
hyper parameters
optimization (%)

1 Apple Scab 91.47 94.44

2 Black rot 96.58 100.00

3 Cedar apple rust 97.33 99.55

4 Healthy 99.69 100.00

5 Cherry Healthy 98.21 98.21

6 Powdery mildew 98.68 98.68

7 Corn Cercospora leaf spot Gray leaf
spot

95.15 98.04

8 Common rust 99.79 100.00

9 Healthy 92.89 96.70

10 Northern Leaf Blight 99.89 99.89

11 Grape Black rot 97.88 97.88

12 Esca_(Black Measles) 96.24 99.73

13 Healthy 97.93 100.00

14 Leaf
blight_(Isariopsis_Leaf_Spot)

99.41 100.00

15 Peach Bacterial _spot 99.89 99.89

16 Healthy 92.91 95.49

17 Pepper Bacterial _spot 97.86 98.99

18 Healthy 98.74 99.75

19 Potato Early _blight 98.27 99.38

20 healthy 93.20 98.24

21 Late _blight 90.08 98.33

22 Strawberry Healthy 99.55 99.66

23 Leaf scorch 96.15 100.00

24 Tomato Bacterial spot 95.49 99.00

25 Early blight 86.90 99.59

26 Healthy 96.72 98.62

27 Late blight 91.31 98.42

28 Leaf Mold 97.30 98.80

29 Septoria leaf spot 97.52 99.55

30 Two- spotted spider mite 90.63 98.21

31 Target Spot 97.97 99.11

32 Mosaic virus 84.80 92.23

33 Yellow Leaf Curl Virus 97.22 99.84

(continued)
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Table 2 (continued)

# Plant Disease Test accuracy
before hyper
parameters
optimization (%)

Test accuracy after
hyper parameters
optimization (%)

Total 95.87 98.67
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Artificial Intelligence in Potato Leaf
Disease Classification: A Deep Learning
Approach

Nour Eldeen M. Khalifa, Mohamed Hamed N. Taha,
Lobna M. Abou El-Maged, and Aboul Ella Hassanien

Abstract Potato leaf blight is one of the most devastating global plant diseases
because it affects the productivity and quality of potato crops and adversely affects
both individual farmers and the agricultural industry. Advances in the early clas-
sification and detection of crop blight using artificial intelligence technologies
have increased the opportunity to enhance and expand plant protection. This paper
presents an architecture proposed for potato leaf blight classification. This architec-
ture depends on deep convolutional neural network. The training dataset of potato
leaves contains three categories: healthy leaves, early blight leaves, and late blight
leaves. The proposed architecture depends on 14 layers, including twomain convolu-
tional layers for feature extraction with different convolution window sizes followed
by two fully connected layers for classification. In this paper, augmentation processes
were applied to increase the number of dataset images from 1,722 to 9,822 images,
which led to a significant improvement in the overall testing accuracy. The proposed
architecture achieved an overall mean testing accuracy of 98%. More than 6 perfor-
mance metrics were applied in this research to ensure the accuracy and validity of
the presented results. The testing accuracy of the proposed approach was compared
with that of relatedworks, and the proposed architecture achieved improved accuracy
compared to the related works.
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1 Introduction

Current agricultural practices are incredibly challenging. The agricultural sector has
matured into an extremely competitive and international industry in which farmers
and other actors must deliberate local climatic and environmental aspects as well as
world-wide ecological and political factors to ensure their economic subsistence and
sustainable production [1–3].

Potato is considered to be an efficient crop because it produces more protein, dry
matter and minerals per unit area compared to cereals. However, potato production
is vulnerable by numerous diseases, leading to yield losses and/or a decreasing in
tuber quality and causing a rise in potato price. Many diseases especially parasitic
diseases affect potato crops, leading to large crop yield reductions and significant
economic losses for farmers and producers [4] Traditional methods such as visual
inspections, are commonly used to detect and diagnose plant diseases. However,
these methods have several disadvantages; they are expensive because they require
continual monitoring by experts and time consuming because experts are not always
available locally [5, 6].

Recent advances in artificial intelligence have highlighted and accelerated agri-
culture using various types of Artificial Intelligence essential technologies, such
as mobile devices, independent agents (devices) operating in unrestrained environ-
ments, independent and collaborative scenarios, robotics, sensing, computer vision,
and interactions with the environment. Integrating multiple partners and their hetero-
geneous information sources has led to the application of semantic technologies [7,
8]. The continuous interest in creating reliable predictions for planning purposes and
for controlling agricultural activities requires interdisciplinary cooperation with field
specialists for example, between the agricultural research and artificial intelligence
domains [7].

Many studies have investigated the problemof classifying plant leaf diseases using
computer algorithms. These trials have included different leaf types, including apple,
peach, grapevine, cherry, orange, cotton and others [9–11]. In [9], authors proposed
an architecture for to detect leaf diseases by converting images from RGB to HSV
domain to detect the diseases spots in leaves. In [10], another model was introduced
to detect cotton diseased leaf using particle swarmoptimization (PSO) [12] algorithm
and feed forward neural network and it achieved testing accuracy 95%. In [11], more
than 4483 images for different leaves types of fruits which included pear, cherry,
peach, apple, and grapevine leaves have been used in a deep learning architecture to
classify the images into 13 different classes and achieved accuracy from 91% and
98%.

The focus of this research is potato leaf blight classification; this problem was
also addressed in [13, 14]. In [13], the presented algorithms extracted more than 24
(colour, texture, and area) features. The texture features were extracted from the grey
level co-occurrence matrix, and a backpropagation neural network-based classifier
was used to recognize and classify unknown leaves as either healthy or diseased. The
model achieved an overall testing accuracy of 92%.
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In [14], the proposed system involved three main phases: segmentation, feature
extraction, and classification. Image segmentation was conducted using the k-means
algorithm. Then, three types of features were extracted from the segmented images:
colour, texture, and shape. Finally, the extracted features were input into a feed-
forward neural network for classification. The overall testing accuracy was 95.30%.

The main contributions of this research are a proposed deep neural network archi-
tecture with data augmentation which led to a significant improvement in testing
accuracy 98% for potato leaf blight classification. Moreover, the proposed achieved
a competitive result if the is compared to related works. The rest of this paper is
organized as follows. Section 2 introduces artificial intelligence and deep learning.
Section 3 describes the dataset. Section 4 presents the proposed CNN architecture,
and Sect. 5 introduces the augmentation techniques. The experimental results and
environment are reported in Sect. 6. Finally, Sect. 7 summarizes the main findings
of this paper.

2 Artificial Intelligence and Deep Learning

In 1947, Alan Turing foreseen that intelligent computers might ascend by the end of
the century, and in his classic 1950 article “Can a machine think?” he proposed a test
for evaluating whether a machine is intelligent. At the beginning of the 1960s, neural
network research became widespread in the world’s most prominent laboratories and
universities [15]. After that year, AI field has been boosted for the next 50 years in
research and industry [16–18].

Artificial intelligence is a broad field that includes both machine learning and
deep learning, as illustrated in Fig. 1. Machine learning is a subdomain of artificial
intelligence, and deep learning is a subdomain of machine learning [19].

2.1 Deep Learning Activation Functions

Activation functions comprise the non-linear layers and are mixed with other layers
to accomplish a non-linear transformation from input to output [20]. Therefore,
better feature extraction can be reached by choosing appropriate activation functions
[21, 22]. The choice of activation function is critical for complex real-world infor-
mation such as text, image, and video to make neural network learn in adequate
matter. If a linear activation function was selected to learn from images will lead to
losing important features as linear functions are only single-grade polynomials, while
non-linear functions is the common presentation for features for images because of
they are multi-grade polynomials and multi-layered deep neural networks can learn
meaningful features from data [23]. There are several common activation functions,
denoted by f . Here are some examples:
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Fig. 1 Artificial intelligence, machine learning, and deep learning

• Sigmoid function: Changes variables to values fluctuating from 0 to 1 as shown
in Eq. (1) and is frequently used as a Bernoulli distribution [24]:

f (a) = 1

1 + e−a
, (1)

where a is the input from the front layer. An example of the Bernoulli distribution is
shown below:

f̃ =
{
0 if f (a) ≤ 0.5
1 if f (a) > 0.5

. (2)

• Hyperbolic tangent: As shown in Eq. (3), the derivative of f is calculated as
f ′ = 1 − f 2, to be applied into back propagation algorithms:

f (a) = tan h(a) = ea − e−a

ea + e−a
. (3)

• Softmax:SoftMax is themost frequent layer and is used in the last fully connected
layer and calculated as follows:
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f (a) = eai∑
j e

a j
(4)

• Rectified linear unit (ReLU): As shown in Eq. (5), the variants of this function
and it is original one show superior performance in many situations; thus, ReLU
is currently the most widespread activation function in deep learning [25–27].

f (a) = max(0, a). (5)

Softplus:As shown in Eq. (6), Softplus is one of the ReLUvariants that represents
a smooth estimate of ReLU.

f (a) = log
(
1 + ea

)
. (6)

2.2 Neural Networks

Deep learning architectures depends on Feed-forward neural network architectures.
These architectures consist of multiple layers. In these architectures, the neurons in
one layer are linked to all the neurons in the succeeding layer. The hidden layers are
between the input layers and output ones [28].

In most artificial neural networks, Artificial neurons are represented by
mathematical equations that model biological neural structures [29]. Let x =
(x1, x2, x3 . . . , xn) be an input vector for a given neuron, w = (w1, w2, w3 . . . , wn)

be a weight vector, and b be the bias. The output of the neuron is presented in Eq. (7):

Y = σ(w.x + b), (7)

where σ represents one of the activation functions presented in the previous section.

2.3 Convolutional Neural Network

The convolutional neural networks (CNN) are deep artificial neural networks that
have been applied to image classification and clustering, and object identification
within images and video scenes. More specifically, they have also been used to
categorize tumours, faces, individuals, street signs and many other types visual data.
Recently, CNNs have become popular in computer vision fields, and medical image
analysis and applications mainly depend on CNNs.
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CNNs do not perceive images as humans do. Their main components typically
consist of convolutional layers and pooling layers in its first stages [30]. The layers
in a CNN are trained in a robust manner.

Convolutional Neural Networks are the most successful type of architecture for
image classification and detection to date. A single CNN architecture contains
many different layers of neural networks that work on classifying edges and
simple/complex features on shallower layers and more complex deep features in
deeper layers.An image is convolvedwithfilters (kernels) and thenpooling is applied,
this process may go on for some layers and at last recognizable feature are obtained
[31]; however, the same combination of filters is shared among all neurons within a
feature map. Mathematically, the sum of the convolutions is used instead of the dot
product in Eq. (8). Thus, the k-th feature map is calculated by

yk = σ

(∑
m

wk
m ∗ xm + bk

)
, (8)

where the set of input feature maps are summed, * is the convolution operator, and
wk

m represents the filters.
A pooling layer works on reduce the spatial dimensions of the representation

output by a convolutional layer; this operation reduces the number of parameters
and the amount of computation within the network. Pooling works self-sufficiently
on its input at every depth and has a stride parameter similar to that of a filter in a
convolutional layer. Max pooling is most commonly applied.

3 Potato Leaf Blight Dataset

The potato leaf blight dataset was introduced in the Kaggle competition in 2016 [32].
The dataset consists of 1,722 images classified into three categories: healthy potato
leaves (122 images), early blight potato leaves (800 images) and late blight potato
leaves (800 images). Figure 2 provides some example images from each category.

4 Proposed Neural Network Architecture

This study conducted numerous experimental trials before proposing the following
architecture.While similar experiments have been conducted in previous studies [31,
33–35], the resulting test accuracy was unacceptable. Therefore, there was a need to
design a new architecture. Figure 3 shows simple view of the proposed architecture
for the proposed deep potato leaf blight classification.

The proposed deep learning structure in Fig. 4 consists of 14 layers, including
two convolutional layers for feature extraction, with convolution window sizes of
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Fig. 2 Sample images from the potato leaf blight dataset, (a) healthy leaf category, (b) early blight
leaf category and (c) late blight leaf category

Fig. 3 The proposed deep learning structure
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Fig. 4 Layer details of the
proposed deep neural
architecture

5 × 5 and 3 × 3 pixels, correspondingly, followed by two fully connected layers
for classification. The first layer is the input layer, which accepts a 227 × 227-pixel
image. The second layer is a convolutional layer with a window size of 5 × 5 pixels.
The third layer is a ReLU, which is used as the nonlinear activation function. The
ReLU is followed by intermediate pooling with sub-sampling using a window size
of 3 × 3 pixels and another ReLU layer (layer five). A convolutional layer with a
window size of 3 × 3 pixels and another ReLU activation function layer form layers
six and seven. A dropout layer and ReLU is performed in layers eight and nine. Layer
ten is a fully connected layer with 256 neurons and a ReLU activation function, and
the final fully connected layer has 3 neurons to categorize the results into 3 classes
for potato leaf blight classification. The model uses a softmax layer as layer number
fourteen to determine the class membership, which predicts whether a potato-leaf
image belongs to the healthy, early or late blight category.
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5 Data Augmentation

The proposed architecture has an enormous amount of learnable parameters
compared to the amount of images available in the training set. The original dataset
contains 1722 images representing the 3 classes of potato leaf blight. Because of
the large difference between the learnable parameters and the number of images in
the training set, the model is highly likely to suffer from overfitting. Deep learning
architectures achieve better accuracy when large training datasets are offered. One
increasingly popular way to make such datasets larger is to conduct data augmenta-
tion (also sometimes called jittering) [36]. Data augmentation can increase the size of
a dataset by up to 10 or 20 times its original size. The additional training data helps the
model avoid overfitting when training on small amounts of data. Thus, data augmen-
tation assists in building simpler, more robust, and more generalizable models [37].
This section introduces the common techniques for overcoming overfitting.

5.1 Augmentation Techniques

Augmentation Techniques are applied on order to overcome overfitting. This is done
by increasing the number of images used for training. Data augmentation schemes
are applied to the training set, and they can make the resulting model more invariant
to reflection, zooming and small noises in pixel values. Images in the training data are
transformed by apply augmentation techniques. The equation used for transformation
is as follows:

Reflection X: Each image is flipped vertically as shown in Eq. (9):

[
x ′

y′

]
=

[
1 0
0 −1

]
.

[
x
y

]
. (9)

Reflection Y: Each image is flipped as shown in Eq. (10).

[
x ′

y′

]
=

[−1 0
0 1

]
.

[
x
y

]
. (10)

Reflection XY: Each image is flipped horizontally and vertically as shown in
Eq. (11).

[
x ′

y′

]
=

[−1 0
0 −1

]
.

[
x
y

]
. (11)
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Zoom: The content of each image ismagnified in the training phase by first cropping
the image from 0,0 to 150,150 and then scaling the result to the original image size
(277 * 277 pixels) using Eq. (12):

[
x ′

y′

]
=

[
Xscale 0

0 Yscale

]
.

[
x
y

]
(12)

Gaussian noise is considered additive noise, and it generally interferes with the
grey values in digital images. The probability density function with respect to the
grey values is shown in Eq. (13) [38]:

P(g) =
(√

e

2πσ 2

) −(g−μ)2

2σ2

, (13)

where g is the grey value, σ is the standard deviation andμ is the mean. As illustrated
in Fig. 5, in terms of the probability density function (PDF), the mean value is zero,
the variance is 0.1 and there are 256 grey levels.

The data augmentation technique mentioned above were applied to the potato
leaf dataset, increasing the number of images fivefold, from 1,722 to 9,822 images.
This increase leads to a significant improvement during neural network training.
Additionally, it reduces overfitting in the proposed design and makes it more robust

Fig. 5 The probability density function for Gaussian noise
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Fig. 6 Samples of augmented images: (a) original image, (b) reflected image around the X axis,
(c) reflected image around the Y axis, (d) reflected image around the X-Y axes, (e) Gaussian noise
applied to the original image, (f) zoomed image from [0,0] to [150,150], (g) zoomed image from
[50,50] to [200,200], (h) zoomed image (f) reflected around the X axis, (i) zoomed image from
(f) reflected around the Y axis, (j) zoomed image from (f) reflected around the X-Y axis and
(b) zoomed image from (f) with applied Gaussian noise

during the testing and verification phases. Figure 6 shows the result of applying the
described data augmentation techniques to a sample image from the dataset.

6 Experimental Results

The proposed architecture was implemented usingMATLAB, and GPU specific. All
trials were finalised on a computer equipped with an E52620 Intel Xeon processor
(2 GHz) and 96 GB of memory.

To measure the accuracy of the proposed architecture for potato leaf blight clas-
sification using the proposed deep convolutional neural network, the dataset was
divided into 2 sets of 80% and 20%; the 80% portion was used for training, while
the remaining 20% was used for testing. The average overall testing accuracy for the
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original (non-augmented) dataset was 94.8%, while the average overall testing accu-
racy for the augmented dataset was 98%. A confusion (or error) matrix is considered
a quantitative approach for characterizing image classification accuracy because it
provides concrete evidence about the performance of a model. The confusion matrix
for one of the testing accuracy trials on the original (non-augmented) dataset is
presented in Fig. 7, while Fig. 8 shows a confusion matrix for the augmented dataset.
The augmentation process has been applied into the training set which contains only
80% of the original dataset.

There are three types of accuracy scores [39]

• Producer’s Accuracy: The ratio of images properly classified into class X with
respect to the number of the images observed to be class X. This metric reflects
the model’s accuracy from themodel’s perspective and is equivalent to sensitivity.

• User’s Accuracy:The ratio of images properly classified into class Xwith respect
to the total number of images predicted as classX. Thismetric reflects the accuracy
from the perspective of the model’s user and shows its positive predictive power.

• Overall Accuracy: The ratio of properly classified images with respect to the
total number of images.

Fig. 7 Confusion matrix for one of the trials on the original (non-augmented) dataset
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Fig. 8 Confusion matrix for one of the trials on the augmented dataset

Tables 1 and 2 present the producer’s and user’s accuracy for the original and
augmented datasets, respectively.

Performance Evaluation and Discussion
To fully evaluate the performance of the proposed architecture, more performance
measures must be investigated in this study. The most common performance metrics

Table 1 Producer’s and user’s accuracy for the proposed architecture on the original (non-
augmented) dataset

Early blight leaf (%) Late blight leaf (%) Healthy leave (%)

Producer accuracy 94.0 95.5 95.2

User accuracy 98.8 93.1 80.8

Table 2 Producer and user accuracy for the proposed architecture on the augmented dataset

Early blight leaf (%) Late blight leaf (%) Healthy leave (%)

Producer accuracy 99.4 97.5 91.7

User accuracy 99.4 98.1 88.0
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in the deep learning field are Precision, Recall, F1-score, Selectivity,Negative Predic-
tive Value, Informedness and Markedness [40]. The calculations for these metrics
are presented in Eqs. (14)–(20).

Precision = TP

(TP + FP)
(14)

Recall = TP

(TP + FN)
(15)

F1 − score = 2.
Precision .Recall

(Precision + Recall)
(16)

Selectivi t y = T N

T N + FP
(17)

Negative Predictive Value = T N

T N + FN
(18)

I n f ormedness = Precision + Selectivi t y − 1 (19)

Markedness = Recall + Negative Predictive Value − 1 (20)

where TP is the number of true positive samples, TN is the count of true negative
samples, FP is the count of false positive samples, and FN is the count of false
negative samples from a confusion matrix.

Table 3 presents the performance measures for the proposed deep learning archi-
tecture on the datasets with/without the augmentation process, clearly showing that
the performance measure results are better on the augmented dataset in terms of
the achieved accuracies. The adopted augmentation techniques increased the dataset
size, reduced overfitting, and finally, helped the model achieve better performance
metrics and improved its overall testing accuracy.

Table 4 illustrates comparative results for related works and the proposed archi-
tecture. All the related works presented in Table 2 were applied to potato leaf blight
datasets—not the same dataset used in our research, but the images are highly similar
to those in our dataset. The results reveal that the proposed architecture achieved the
highest overall testing accuracy (98%). Moreover, the proposed architecture is more
robust and immune overfitting due to the augmentation process adopted in this study.
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Table 3 Performance measures for the proposed deep learning architecture on the datasets with
and without augmentation

Without augmentation (%) With augmentation (%)

Precision 83.71 94.75

Recall 88.44 93.22

F1-score 85.96 93.98

Selectivity 94.86 98.59

Negative predictive value 96.66 98.13

Informedness 78.58 93.35

Markedness 85.11 91.35

Table 4 Comparison results of related works and the proposed architecture

Related work Year Description Accuracy (%)

[13] 2016 K-means clustering + segmentation based on
colour, texture, and shape + backpropagation
neural network

92.00

[14] 2017 K-means clustering + segmentation based on
colour, texture, and shape + feed-forward
neural network

95.30

Proposed architecture 2019 Deep convolutional neural networks 98.00

7 Conclusions and Future Work

Crop diseases are a common threat to food security in all nations, but with the
artificial intelligence advances in detection and classification allow these threats
to be maintained and eliminated at early stages rapidly and accurately. This paper
presented a proposed deep learning architecture for potato leaf blight classifica-
tion. The proposed architecture consists of 14 layers: two main convolutional layers
for feature extraction with different convolution window sizes followed by two fully
connected layers for classification. Augmentation processes were applied to increase
the number of dataset images from 1722 to 9822, resulting in a substantial improve-
ment in the overall testing accuracy. The proposed architecture achieved an overall
mean testing accuracy of 98%. A confusionmatrix showing all the different accuracy
types has been presented in this research, and the performance measures are calcu-
lated and presented in this research. Finally, the results of a testing accuracy compar-
ison between the proposed architecture and other related works were presented. The
proposed architecture achieved better results than the relatedworks in terms of overall
testing accuracy. One prospect for future work is to apply transfer learning based on
more advanced pre-trained deep neural network architectures such asAlexNet,VGG-
16, and VGG-19. Using pre-trained architectures may reduce the computation time
in the training phase and may lead to better testing accuracy.
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Granules-Based Rough Set Theory
for Circuit Breaker Fault Diagnosis

Rizk M. Rizk-Allah and Aboul Ella Hassanien

Abstract This chapter presents a new granules strategy integrated with rough set
theory (RST) to extract diagnosis rules for redundant and inconsistent data set of
high voltage circuit breaker (HVCB). In this approach, the diagnostic knowledge
base is performed by the granules of indiscernible objects based on tolerance rela-
tion in which the objects are collected based on permissible scheme. This permis-
sible scheme is decided by the opinion of the expert or the decision maker. In addi-
tion, a topological vision is introduced to induce the lower and upper approxima-
tions. Finally, the validation and effectiveness of the proposed granules strategy are
investigated through a practical application of the high voltage circuit breaker fault
diagnosis.

Keywords Circuit-breaker · Granular · Rough set theory · Topological space

1 Introduction

HIGH-voltage circuit breakers are very important switching equipment in the elec-
trical power system, and have the double function of control and protection in the
electrical network. The equipment fault in electric power system effects the operation
of systems, which may cause great losses and lead to series of safety and economic
problems, in some serious cases it even results in system failure. Therefore, the early
fault diagnosis for the high voltage circuit breakers are one of the important means
to ensure the system operation safe.
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Rough set theory proposed by Pawlak [1], is a powerful and versatile tool for
dealing with inexact, uncertain and insufficient information. It has been successfully
applied but not limited to various fields, such as [2–6].

In the theory of rough sets, a pair of lower and upper approximation operators is
constructed based on an equivalence relation on the universe of discourse. Equiva-
lence classes of equivalence relation form a partition of the universe; partition is a
basic concept in Pawlak rough set model. In order to relax the restriction of partition,
many authors try to replace the partition with coverings [7], neighborhood systems
[8] and abstract approximation space [9].

Granular computing is an emerging field of study focusing on structured thinking,
structured problem solving and structured information processing with multiple
levels of granulation [10, 11]. In the viewpoint of granular computing, knowledge of
universe can be described by granular structure. Xu et al. [12] construct a generalized
approximation space with two subsystems, as there may be no connection between
two subsystems, so the corresponding lower approximation and upper approximation
are not dual to each other.

In this chapter, we propose a new reduction approach based on a granular structure
for fault diagnosis of circuit-breaker. Since there are instabilities inmeasuring process
and fluctuations of the information system, a new relation is introduced. This relation
involves a certain tolerance whose possible values may be assigned by the expert.
Also, this relation is aided for forming the partitions. In addition, granular structure
based on the topological vision is employed to establish the lower and the upper
approximation.The lower approximation is obtained from the set system that contains
U (universe of discourse), subsets of U and the empty set. The upper approximation
is obtained from the dual set system, consists of complements of all elements of the
set system. Finally, the correctness and effectiveness of this approach are validated
by the result of practical fault diagnosis example.

The rest of the chapter is organized as follows. In Sect. 2 we describe some
basic concepts regarding rough set theory. In Sect. 3, granular reduction approach
is proposed for solving high voltage circuit breaker. Section 4 presents the exper-
imentation and the results. The conclusion and future work are included in
Sect. 5.

2 Basic Concepts

In this section, we will review some basis concepts related to rough set theory.
Throughout this chapter, we suppose that the universe U is a finite nonempty set.

An information system (IS) [1] is denoted as a pair I = (U, A), where U, called
universe, is a nonempty set of finite objects; A is a nonempty finite set of attributes
such that a : U → Va for every a ∈ A; Va is the value set of a. In a decision system,
A = C ∪ D, where C is the set of condition attributes and D is the set of decision
attributes. For an attribute set P ⊆ A, there is an associated indiscernibility relation
IND(P) as in (1):
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IND(P) : {
(x, y) ∈ U 2 | ∀ a ∈ P, a(x) = a(y)

}
(1)

If (x, y) ∈ IND(P), then x and y are indiscernible by attributes fromP. The family
of all equivalence classes of IND(P), i.e., the partition determined by P, is denoted
as U

/
P . An equivalence class of IND(P), i.e., the block of the partition U

/
P ,

containing x is denoted by [x]P . The indiscernibility relation is the mathematical
basis of rough set theory.

In rough set theory, the lower and upper approximations are two basic operations.
Given an arbitrary set X ⊆ U , the P-lower approximation of X, denoted as PX , is
the set of all elements of U which can be certainly classified as elements of X based
on the attribute set P. The P-upper approximation of X, denoted as PX , is the set of
all elements of U, which can be possibly classified as elements of X based on the
attribute set P. These two definitions can be expressed as in (2) and (3) respectively
as follows:

PX = {x ∈ U |[x]P ⊆ X} (2)

PX = {x ∈ U |[x]P ∩ X �= φ} (3)

The P-boundary region of X is: PN (X) = PX − PX . Where, X is said to be
roughly if and only if PX �= PX and boundary region �= φ, X is said to be definable
if and only if PX = PX and boundary region =φ.

Another issue of great practical importance is that of “superfluous” data in a
data table. Superfluous data can be eliminated, in fact, without deteriorating the
information contained in the original table [1]. Let P ⊆ A and a ∈ P . It is said
that attribute a is superfluous in P if IND(P) = IND(P − {a}) otherwise, a is
indispensable in P.

The set P is independent (orthogonal) if all its attributes are indispensable. The
subset P ′ of P is a reduct of P (denotation RED (P)) if P ′ is independent and
IND(P) = IND(P ′).

More than one reduct of P may exist in a data table. The set containing all the
indispensable attributes of P is known as the core. Formally as in (4).

Core(P) = ∩RED(P) (4)

3 The Proposed Granular Structure and Reduction

The condition of equivalence relation in the approximation space limits the range of
applications, which absolutely does not permit any overlapping among its granules,
seems to be too restrictive for real world problems. The purpose of this article is to
use a granular structure to overcome this limitation that is, the partition determined
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byP does permit small degree of overlapping that assigned by the expert, i.e., [xi ]P ∩
[x j ]P �= φ. Then the classification which is formed by this approach is reformed as
a general topological method, science it does not use any distance measures and
depends on a structure with minimal properties.

3.1 Knowledge Base

The approximation generalized space is a pair of (U, R), where U is a non-empty
finite set of objects (states, patients, digits, cars, … etc.) called a universe and R
is an equivalence relation over U which makes a partition for U, i.e. a family C =
{X1, X2, . . . , Xn} such that Xi ⊆ U ,Xi ∩ X j �= φ ∨Xi ∩ X j = φ for i �= j ,i, j =
1, 2, . . . , n and ∪ Xi = U , the class C is called the knowledge base of (U, R). Thus
the introduced relation is defined as follows:

Definition 3.1 Let δ = (U, R) be a generalized approximation space, then R(x) =
{y ∈ U : x Ry} is called R-related element of x as in (5):

x RP y =
∑

a∈P

|a(xi ) − a(y j )|/|P| ≤ λ, i, j = 1, 2, . . . , |U | (5)

where λ is user defined that assigned by expert and the collection of all R-related
element in δ is denoted by χ = {R(x) : x ∈ U }.

The following is an example of an approximation space and its associated
knowledge base.

Example 3.1 Let U = {1.3, 2.1, 1.05, 2.3, 1.5} and relation R which partition U
into classes with permissible degree, i.e. λ ≤ 0.25, then knowledge base is:

U/R = {{1.3, 1.05, 1.5}, {2.1, 2.3}, {1.3, 1.05}, {1.3, 1.5}}
X1 = {1.3, 1.05, 1.5}, X2 = { 2.1, 2.3}, X3 = {1.3, 1.05}, X4 = {1.3, 1.5},

X1 ∩ X2 = φ, X1 ∩ X3 �= φ, X1 ∩ X4 �= φ, X2 ∩ X3 = φ, X2 ∩ X4 = φ,

X3 ∩ X4 �= φ and ∪ Xi = U

3.2 Topological Granular Space

A topological space [1] is a pair (U, τ ) consisting of a set U and family τ of subset
of U satisfying the following conditions:

(T1) φ ∈ τ and U ∈ τ .
(T2) τ is closed under arbitrary union.
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(T3) τ is closed under finite intersection.

The pair (U, τ ) is called a space, the elements of U are called points of the space,
the subsets of U belonging to τ are called open set in the space, and the complement
of the subsets of U belonging to τ are called closed set in the space; the family τ of
open subsets of U is also called a topology for U.

It often happens that some of subsets, τ , comes from a real-life issue, these subsets
can be used as known knowledge about the universe. In some cases it is very compli-
cated to satisfy the conditions (T2) and (T3). In this case, the complements of subsets
of τ can also be understandable in general, thus they can be used as another type
of known knowledge. Consequently, topological granular approximation method is
proposed as follows:

Definition 3.2 Let (U, S) consisting of a set U and family S of subset of U, denoted
by a set system onU, satisfying the condition T1. Then the triplet (U, S, Sc) is called
a topological granular space. For any X ⊆ U , lower and upper approximations of
X in (U, S, Sc) are defined as in (6) and (7) respectively by

SX = ∪ {A ∈ S|A ⊆ X} (6)

SX = ∩{
A ∈ Sc|X ⊆ A

}
(7)

where SX , SX and SX − SX are called the positive domain, negative domain and
boundary domain ofX in (U, S, Sc), respectively. For any X ⊆ U ,X is called lower-
definable if SX = X , X is called upper-definable if SX = X . If X is lower-definable
and upper definable, then X is called definable.

Example 3.2 Let topological granular space (U,C,Cc) is defined as

U = {1, 2, 3, 4, 5, 6, 7},
S = {U, φ, {1, 3}, {4, 7}, {3, 6, 7}, {2, 5}, {1, 3, 5}, {3, 5, 7}},
Sc = {U, φ, {2, 4, 5, 6, 7}, {1, 2, 3, 5, 6}, {1, 2, 4, 5},

{1, 3, 4, 6, 7}, { 2, 4, 6, 7}, {1, 2, 4, 6}},
X = {1, 3, 5, 7},

Then we can compute the lower and upper approximation using Definition 3.2 as
follows:

SX = {1, 3, 5, 7}, SX = {U }.

Remark It should be pointed out that the notions of the lower and upper approxima-
tion proposed in Definition 3.2 are generalization of Pawlak rough approximations.
In Pawlak approximation space (U, R), taking S = U

/
R, it is not difficult to check

that SX = RX and SX = RX for all X ∈ P(U ).
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3.3 Reduction of Knowledge

Let B ⊆ A, a ∈ B then a is superfluous attributes in B if the partitions is described
as in (8):

U/I N D(B) = U/I N D(B − {a}) (8)

The set M is called a minimal reduct of B if:

U/I N D(M) = U/I N D(B) & U/I N D(M) �= U/I N D(M − {a}), ∀a ∈ M.

For example let the reduct of B denoted by RED(B) =
{a, b, c}, {a, b}, {a, b, d}, {c, d}. But the minimal reduct is M = {{a, b}, {c, d}}.
Then the core is the set of all characteristic of knowledge, where cannot be eliminated
from knowledge at reduct of knowledge as in (9).

CORE(B) = ∩RED(B) = {a, b} ∩ {c, d} = φ (9)

4 Experimentation and Comparison of Results

In order to certify the correctness of the fault diagnosis method, take ZN42-27.5kV
indoor vacuum circuit breaker fault diagnosis as an example. High voltage circuit
breaker uses operating actuator’s control contact to break or close the circuit. An
action includes three stages-energy storage, closing operation and opening operation.
We monitor its current signal of opening and closing operating coil with Hall sensor.
The currentwaveformof typical opening/closing operating coil is illustrated in Fig. 1.

Fig. 1 The current
waveform of opening/closing
operating coil
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Table 1 The original decision table

U I1 I2 I3 D

x1 1.61 1.11 2.23 1

x2 1.62 1.17 2.18 0

x3 1.61 1.21 2.28 0

x4 1.61 1.13 2.21 0

x5 1.64 1.09 2.27 1

x6 1.625 1.13 2.26 1

x7 1.63 1.15 2.21 0

Taking t0 as time zero, we measured three characteristic parameters of I1, I2 and
I3. These three values can respectively reflect the information of supply voltage and
coil resistant, as well as electromagnet core’s movement. So, we chose these three
values as condition attribute and took it that whether has “closed core jamming at the
beginning (HKS)” fault as decision attribute. To select seven groups of data to build
the original decision table, while D represents that the sample whether has any fault.
If 1 means yes, while 0 means no. The original decision table is shown in Table 1.

This section is devoted to analyze the fault samples data of high voltage circuit
breaker with regarding the proposed approach method and get diagnosis rules from
it. The obtained rules show the proposed approach is practical and feasible regarding
two cases, the normal operation case and abnormal operation case. The distinguished
feature of the proposed approach is to overcome the drawbacks of classical rough
set theory such as discretization of continuous attributes and disjoint classes.

The proposed approach is implemented in details regarding all attributes, P =
{I1, I2, I3}. Let the universe U = {x1, x2, x3, x4, x5, x6, x7} represents the sample
date of the circuit breaker and X = {x2, x3, x4, x7} represents the decision at normal
operation of circuit breaker that means no fault. Then, the equivalence classes are
determined by groping that objects that satisfy R-related element by using Definition
3.1 as shown in Table 2.

The relation R which partition U into classes with permissible degree, i.e. λ ≤
0.02, then knowledge base is:

Table 2 Demonstrates the relation matrix

P x1 x2 x3 x4 x5 x6 x7

x1 0 0.04 0.05 0.0133 0.03 0.0217 0.0267

x2 0.04 0 0.05 0.0267 0.0633 0.0417 0.02

x3 0.05 0.05 0 0.05 0.0533 0.0383 0.05

x4 0.0133 0.0267 0.05 0 0.0433 0.0217 0.0133

x5 0.03 0.0633 0.0533 0.0433 0 0.0217 0.0433

x6 0.0217 0.0417 0.0383 0.0217 0.0217 0 0.025

x7 0.0267 0.02 0.05 0.0133 0.0433 0.025 0
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U/I N D(P) = {{x1, x4}, {x2, x7}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x2, x4, x7}}
S = {φ, {x1, x4}, {x2, x7}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x2, x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6, x7}, {x1, x3, x4, x5, x6}, {x1, x2, x4, x5, x6, x7},
{x2, x3, x5, x6, }, {x1, x2, x3, x4, x6, x7},
{x1, x2, x3, x4, x5, x7}, {x1, x3, x5, x6},U }

The lower and upper approximations are obtained using the Definition 3.2 as
follows:

PX = {x2, x3, x4, x7} and PX = {x1, x2, x3, x4, x7}.

For attribute reduction the superfluous attribute is checked to get the minimal
reduction as follows:

U/I N D(P − {I1}) = {{x1, x4}, {x2}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x4, x7}}
S = {φ, {x1, x4}, {x2}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6, x7}, {x1, x3, x4, x5, x6, x7},
{x1, x2, x4, x5, x6, x7}, {x2, x3, x5, x6}, {x1, x2, x3, x4, x6, x7},
{x1, x2, x3, x4, x5, x7}, {x1, x2, x3, x5, x6},U }.

U/I N D(P − {I2}) = {{x1, x4, x7}, {x2, x4, x7}, {x3, x5, x6}, {x1, x2, x4, x7},
{x3, x5, x6}, {x3, x5, x6}, {x1, x2, x4, x7}}

S = {φ, {x1, x4, x7}, {x2, x4, x7}, {x3, x5, x6}, {x1, x2, x4, x7},
{x3, x5, x6}, {x3, x5, x6}, {x1, x2, x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6}, {x1, x3, x5, x6}, {x1, x2, x4, x7}, {x3, x5, x6}
{x1, x2, x4, x7}, {x1, x2, x4, x7}, {x3, x5, x6},U }.

U/I N D(P − {I3}) = {{x1, x4, x6}, {x2, x7}, {x3}, {x1, x4, x6, x7}, {x5},
{x1, x4, x6, x7}, {x2, x4, x6, x7}}

S = {φ, {x1, x4, x6}, {x2, x7}, {x3}, {x1, x4, x6, x7}, {x5},
{x1, x4, x6, x7}, {x2, x4, x6, x7},U }

{S}c = {φ, {x2, x3, x5, x7}, {x1, x3, x4, x5, x6},
{x1, x2, x4, x5, x6, x7}, {x2, x3, x5}
{x1, x2, x3, x4, x6, x7}{x2, x3, x5}, {x1, x3, x5},U }

We found that

U/I N D(P − {I1}) = U/I N D(P)

U/I N D(P − {I2}) �= U/I N D(P)
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Table 3 Represents the
reduct for {I2, I3} U I2 I3 D

x1 1.11 2.23 1

x2 1.17 2.18 0

x3 1.21 2.28 0

x4 1.13 2.21 0

x5 1.09 2.27 1

x6 1.13 2.26 1

x7 1.15 2.21 0

U/I N D(P − {I3}) �= U/I N D(P)

Then attribute I1 is superfluous attribute and we get:

U/I N D(P − {I1}) = U/I N D(P)

The minimal reduct of P is M = {I2, I3} which is shown in Table 3.
The proposed approach also is implemented in case of fault occurrence. Let the

universe U = {x1, x2, x3, x4, x5, x6, x7} represents the sample date of the circuit
breaker and X = {x1, x5, x6} represents the decision at abnormal operation of circuit
breaker. Then, the equivalence classes as discussed earlier.

U/I N D(P) = {{x1, x4}, {x2, x7}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x2, x4, x7}}
S = {φ, {x1, x4}, {x2, x7}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x2, x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6, x7}, {x1, x3, x4, x5, x6},
{x1, x2, x4, x5, x6, x7}, {x2, x3, x5, x6, },
{x1, x2, x3, x4, x6, x7}, {x1, x2, x3, x4, x5, x7}, {x1, x3, x5, x6},U }

The lower and upper approximations are obtained using the Definition 3.2 as
follows:

PX = {x5, x6} and PX = {x1, x5, x6}.
For attribute reduction the superfluous attribute is checked. In addition, the lower

and upper approximation is obtained as follows:
When I1 is eliminated, we obtain

U/I N D(P − {I1}) = {{x1, x4}, {x2}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x4, x7}}
S = {φ, {x1, x4}, {x2}, {x3}, {x1, x4, x7}, {x5}, {x6}, {x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6, x7}, {x1, x3, x4, x5, x6, x7},
{x1, x2, x4, x5, x6, x7}, {x2, x3, x5, x6}, {x1, x2, x3, x4, x6, x7},
{x1, x2, x3, x4, x5, x7}, {x1, x2, x3, x5, x6},U }
and PX = {x5, x6} and PX = {x1, x5, x6}.
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For elimination I2 we have

U/I N D(P − {I2}) = {{x1, x4, x7}, {x2, x4, x7}, {x3, x5, x6},
{x1, x2, x4, x7}, {x3, x5, x6}, {x3, x5, x6}, {x1, x2, x4, x7}}

S = {φ, {x1, x4, x7}, {x2, x4, x7}, {x3, x5, x6}, {x1, x2, x4, x7},
{x3, x5, x6}, {x3, x5, x6}, {x1, x2, x4, x7},U }

{S}c = {φ, {x2, x3, x5, x6}, {x1, x3, x5, x6}, {x1, x2, x4, x7},
{x3, x5, x6}, {x1, x2, x4, x7}, {x1, x2, x4, x7}, {x3, x5, x6},U }
and PX = φ and PX = {x1, x3, x5, x6}.

Finally, when I3 is omitted we get

U/I N D(P − {I3}) = {{x1, x4, x6}, {x2, x7}, {x3}, {x1, x4, x6, x7},
{x5}, {x1, x4, x6, x7}, {x2, x4, x6, x7}}

S = {φ, {x1, x4, x6}, {x2, x7}, {x3}, {x1, x4, x6, x7}, {x5},
{x1, x4, x6, x7}, {x2, x4, x6, x7},U }

{S}c = {φ, {x2, x3, x5, x7}, {x1, x3, x4, x5, x6}, {x1, x2, x4, x5, x6, x7},
{x2, x3, x5}, {x1, x2, x3, x4, x6, x7}{x2, x3, x5}, {x1, x3, x5},U }
and PX = {x5} and PX = {x1, x4, x5, x6}.

We found that

U/I N D(P − {I1}) = U/I N D(P)

U/I N D(P − {I2}) �= U/I N D(P)

U/I N D(P − {I3}) �= U/I N D(P)

Then attribute I1 is superfluous attribute and we get:

U/I N D(P − {I1}) = U/I N D(P).

The minimal reduct of P is M = {I2, I3} which is shown in Table 3.
The condition of equivalence relation in the approximation space limits the range

of applications,which absolutely does not permit any overlapping among its granules,
seems to be too restrictive for real world problems. The purpose of this article is to
use a granular structure to overcome this limitation that is, the partition determined
byP does permit small degree of overlapping that assigned by the expert, i.e., [xi ]P ∩
[x j ]P �= φ. Then the classification which is formed by this approach is reformed as
a general topological method, science it does not use any distance measures and
depends on a structure with minimal properties.
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5 Conclusion and Future Work

This chapter has presented an effective and efficient approach to extract diagnosis
rules from inconsistent and redundant data set of high voltage circuit breaker using
a granular reduction approach. The extracted diagnosis rules can effectively reduce
space of input attributes and simplify knowledge representation for fault diagnosis.
The motivation of the proposed granular reduction approach is to overcome the
drawbacks of traditional rough set theory which is not only suitable for continuous
attributes, but also suppress the universe to disjoint equivalence classes. The proposed
granular reduction has two characteristic features. Firstly, the fault diagnosis deci-
sion table is treated as continuous attributes instead of discrete attributes, where
dealing with continuous attributes increases the computational complexity. In addi-
tion, the partitions of the universe are built by considering a general relation, which
permits a small degree of overlapping that assigned by the expert. Secondly, the lower
and upper approximations are established based on topological vision. Finally, the
proposed approach represents a good promotion to build the fault diagnose expert
system by considering the no fault case and the occurring fault case. Therefore, the
correctness and effectiveness of this approach are validated by the result of prac-
tical fault diagnosis example. For future work, we attempt to construct a program
language for large scale information system in the real-world applications.
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SQL Injection Attacks Detection
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Technique
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Abstract A Structured Query Language (SQL) injection attack (SQLIA) is one of
most famous code injection techniques that threaten web applications, as it could
compromise the confidentiality, integrity and availability of the database system of
an online application.Whereas other known attacks follow specific patterns, SQLIAs
are often unpredictable and demonstrate no specific pattern, which has been greatly
problematic to both researchers and developers. Therefore, the detection and preven-
tion of SQLIAs has been a hot topic. This paper proposes a system to provide better
results for SQLIA prevention than previous methodologies, taking in consideration
the accuracy of the system and its learning capability and flexibility to deal with the
issue of uncertainty. The proposed system for SQLIA detection and prevention has
been realized on an Adaptive Neuro-Fuzzy Inference System (ANFIS). In addition,
the developed system has been enhanced through the use of Fuzzy C-Means (FCM)
to deal with the uncertainty problem associated with SQL features. Moreover, Scaled
Conjugate Gradient algorithm (SCG) has been utilized to increase the speed of the
proposed system drastically. The proposed system has been evaluated using a well-
known dataset, and the results show a significant enhancement in the detection and
prevention of SQLIAs.
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1 Introduction

In just a few decades, the Internet has become the biggest network of connections
known to users. However, with the rising dominance of the Internet in our daily lives,
and the broadened use of its web-based applications, threats have become more and
more prominent. SQLIA is a widely common threat, and it has been rated as the
number one attack in the open web application security project (OWASP) list of
top ten web application threats [1] as shown in Fig. 1. SQLIA is a class of code
injection attacks that take advantage of a lack of validation of user input [2, 3]. There
are several SQLIA techniques performed by hackers to insert, retrieve, update, and
delete data from databases; shut down an SQL server; retrieve database information
from the returned error message; or execute stored procedures [4, 5]. Generally, there
are several classifications of SQLIA, such as tautologies, illegal/logically incorrect
queries, union query, piggy-backed queries, stored queries, inference, and alternate
encodings [6–11].

The main problem of SQLIAs and other security threats is that developers did
not previously consider structured security approaches and dynamic and practical
policy framework for addressing threats. Moreover, when such approaches are taken
into consideration, attackers aim to develop new ways that can bypass the defenses
designed by developers; they began to use different techniques to perform the SQLIA
[12, 13]. The rising issue is that SQLIA techniques have become more and more
complex. Thus, most of the current defense tools cannot address all types of attacks.
Furthermore, there is a large gap between theory and practice in the field nowadays;
some existing techniques are inapplicable in real, operating applications. Some of the
used techniques also need additional infrastructures or require themodification of the
web application’s code [4, 12]. Lack of flexibility and scalability is another challenge,
as some existing techniques solve only a subset of vulnerabilities that lead to SQLIAs
[14, 15]. The lack of learning capabilities is another significant hurdle. In the last few

Fig. 1 OWASP top list [1]
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years, machine learning techniques were adapted to overcome the aforementioned
problems [13, 15, 16]. However, most existing machine learning techniques suffer
from high computational overhead. Furthermore, a number of existing solutions
do not have the capability to detect new attacks [14]. Uncertainty is a common
phenomenon in machine learning, which can be found in every stage of learning
[15, 17, 18].

One of the most important machine learning techniques is the neural network
(NN) model. The main characteristic of NN is the fact that these structures have the
ability to learn through input and output samples of the system. The advantages of
the fuzzy systems are the capacity to represent inherent uncertainties of the human
knowledge with linguistic variables; simple interaction of the expert of the domain
with the engineer designer of the system; easy interpretation of results, which is
achieved due to the natural rules representation; and easy extension of the base of
knowledge through the addition of new rules [19]. Nevertheless, an interpretation
of the fuzzy information in the internal representation is required to reach a more
thorough insight into the network’s behavior. As a solution to such problem, neuro-
fuzzy systems are employed to find the parameters of a fuzzy system (i.e., fuzzy
sets and fuzzy rules) by utilizing approximation techniques from NN. By using a
supervised learning algorithm, the neuro-fuzzy systems can construct an input-output
mapping based on either human knowledge or stipulated input-output data pairs.
Therefore, it is rendered a powerful method that addresses uncertainty, imprecision,
and non-linearity [20–22].

Web applications have become a crucial method for daily transactions.Web appli-
cations are often vulnerable to attacks, in which attackers intrude easily to the appli-
cation’s underlying database [6]. SQLIAs are increasing continuously and expose the
Web applications to serious security risks as attackers gain unrestricted access to the
underlying database [10]. Programming practices such as defensive programming
and sophisticated input validation techniques can prevent some of the vulnerabilities
mentioned but attackers continue to find new exploits that can avoid the restrictions
employed by the developers [11]. The various types of injections at different levels
require a solution that can deal with such changes. This research work focuses on
the analysis and finding a resolution of the problem of SQLIA, in order to protect
Web applications.

This paper presents a modified approach for the detection and prevention of
SQLIA. This modified approach is proposed to address the problems of uncertainty,
adaptation, and fuzziness that are associated with existing machine learning tech-
niques in the field of SQLIA. An ANFIS has the ability to construct models solely
based on the target system’s sample data. The FCM has been utilized in this work
as a clustering method to enhance system performance by solving the fuzziness and
uncertainty problems of the input data.Moreover, the SCGalgorithmhas been used to
speed up and, thus, improve the training process. Finally, a malicious SQL statement
has beenprevented fromoccurring in the database. To the best of our knowledge, there
is no previous work that uses ANFIS-FCM for detecting and preventing SQLIAs.
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The subsequent parts of this paper are organized as follows: Sect. 2 provides a
background and a literature survey of works related to SQLIA detection and preven-
tion systems, an overview of the proposed is explained in Sect. 3, the experimental
result and evaluation of the proposed system are discussed in Sect. 4, and Sect. 5
presents the conclusion of the work and the directions that could be taken in future
works.

2 Literature Review and Related Work

There are four main categories of SQL injection attacks against databases, namely
SQL manipulation, code injection, function call injection, and buffer overflow [23].
SQLI detection and prevention techniques are classified into the static, dynamic,
combined analysis, andmachine learning approaches, aswell as the hash technique or
function and black box testing [3, 24–27]. Static analysis checks whether every flow
from a source to a sink is subject to an input validation and/or input sanitizing routine
[28]; whereas dynamic analysis is based on dynamically mining the programmer’s
intended query structure on any input and detects attacks by comparing it against the
structure of the actual query issued [29]. The existing machine learning models deal
with uncertain information, such as input, output, or internal representation. Hence,
the proposed system can be classified as a machine learning technique.

The analysis for monitoring and NEutralizing SQLIAs, known as the AMNESIA
technique, suggested in [3] is a runtime monitoring technique. This approach has
two stages: a static stage, which automatically builds the patterns of the SQL queries
that an application creates at each point of access to the database, and a dynamic
stage, in which AMNESIA intercepts all the SQL queries before they are sent to the
database and checks each query against the statically built patterns. If the queries
happen to violate the approach, then this technique prevents executing the queries
on the database server. This tool limits the SQLIAs when successfully building the
query models in the static analysis, but it also has some limitations, particularly in
preventing attacks related to stored procedures and in supporting segmented queries.
A. Moosa in [5] investigates Artificial Neural Networks (ANN) in SQL injection
classification—a technique that is an application layer firewall, based on ANN, that
protects web applications against SQL injection attacks. This approach is based on
the ability of the ANN concept to carry out pattern recognition when it is suitably
trained. A set of malicious and normal data is used to teach the ANN during the
training phase. The trained ANN is then integrated into a web application firewall
to protect the application during the operational phase. The key drawback of this
approach is that the quality of a trained ANN often depends on its architecture and
the way the ANN is trained. More importantly, the quality of the trained ANN also
depends on the quality of the training data used and the features that are extracted
from the data. With relatively limited sets of training data, the resulting ANN seems
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to be sensitive to content that has an SQL keyword. Another work related to ANN-
based SQLI detection is introduced in [30, 31]. It depends on limited SQL patterns
for training, which renders it susceptible to generate false positives.

Shahriar and Haddad in [32] introduced a fuzzy logic-based system (FLS) to
assess the risk caused by different types of code injection vulnerabilities. Their work
identified several code-level metrics that capture the level of weakness originating
from the source code. These metrics, along with essential MF, can be used to define
the subjective terms in the FLS. There are three FLS systems, each of which has three
general steps: defining linguistic terms (fuzzifying crisp inputs), defining rule sets
and evaluating the rules based on inputs, and, finally, aggregating the rule outputs
and defuzzifying the result. This approach can effectively assess high risks present in
vulnerable applications, which is considered as an advantageous aspect. Neverthe-
less, fuzzy logic-based computation is flexible and tolerates inaccuracy while spec-
ifying rule and membership functions. The main problem of this technique is the
overhead on the system caused by web code scanning and training. In [33], Joshi and
Geetha designed an SQL injection attack detection method based on Naïve-Bayes
machine learning algorithm combined with role-based access control mechanism.
The Naïve-Bayes classifier is a probabilistic model, which assumes that the value
of a particular feature is unrelated to the presence or absence of any other feature.
The Naïve Bayes algorithm detects an attack with the help of two probabilities,
the prior probability and the posterior probability. The drawback of this system is
that small datasets are used in testing and evaluating the system’s efficiency. Said
datasets, based on and used in the test cases, are mostly derived from only three
SQLIA attacks: comments, union, and tautology. Therefore, this technique cannot
detect the other types of SQLI.

The main objective of this paper is to propose an adaptive approach that solves
and bypasses the limitations of ANN and machine learning approaches. It also aims
to reduce the occurrence of errors in the stage of producing the output of the adaptive
network and improve the accuracy of the system in detecting and preventing SQLIs.
This shows the ability of the system to resolve uncertainty and fuzziness problems
founded in SQLI attack statement. Moreover, the proposed system can avoid the
overhead problem that is encountered in neuro-fuzzy approaches by applying the
SCG learning algorithm.

3 Proposed System

This paper introduces an ANFIS with FCM cluster method for detecting and
preventing SQLIs, which is presented in Fig. 2. As previously mentioned in the intro-
duction, the reason behind choosing machine learning and ANFIS lies in ANFIS’s
ability to avoid the issues of uncertainty and lack of flexibility, andmachine learning’s
ability to handle and overcome the problems that arose in previous techniques. In
addition, to overcome the overhead problem that initially faced the proposed system,
the SCG algorithm was used instead of the BP algorithm to enhance the proposed
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Fig. 2 The proposed SQLI detection and prevention system

system’s training speed [34]. The following subsections describe, in detail, the steps
of the proposed system as mentioned in the following:

• Parsing and Extracting SQLI Features from Dataset
• SQL Signatures Fuzzification
• Clustering
• Building an initial and learned ANFIS
• Prevention of SQLIAs

3.1 Parsing and Extracting SQLI Features from Dataset

In the proposed system, the SQL statement is treated as features, which characterize
the SQLI attack keywords. Keywords that include create, drop, alter, where, table,
etc., are the most well-known keywords in the SQL language, and they are used to
perform operations on the tables in underlying database. The proposed system has
investigated the most common features that have been used in numerous approaches
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Table 1 SQLI signatures and keywords

Signature Keywords

Punctuations(PU) ;, and, , , or, ‘, +, −, !, , ;, Existence of statements that always result
in true value like “1 = 1” or “@ = @” or “A = A”

Dangerous words(DW ) delete, drop, create, wait, rename, exec, shutdown, sleep, load_file,
userinfo, information_schema, if, else, convert, xp_cmdshell, sp_,
ascii, hex, execchar(\w*\w*), xp_, sp_,

Combination words(CW ) \\, //, �, <<, &#, &#x, */, /*, \*, *\, %, @@, (, ), {, }, [, ], *, –

SQL keyword(K) Union, union all, select, from, insert, where, table, into, update, set,
alter, like, revoke, truncate, having, union select, join, group

related to machine learning and NN dealing with the problem of SQLIAs [3, 15,
16, 35]. These features are categorized into four signatures, namely punctuation
signatures (PU), dangerous words signatures (DW ), combination word signatures
(CW ), and SQL keyword signatures (K). Each query statement, whether it is a normal
or an attack query, is converted into a vector of numerical values; each number inside
the vector represents a signature. The value of a signature is calculated by the addition
of the frequency of each feature in the signature. A query statement is thus parsed
into a list of signatures, as illustrated in Table 1. There are more than 70 features
that have been used in the feature extraction stage. Each feature belonged to one
of the following signatures: the SQL keyword signature, a punctuations signature, a
dangerous words signature, or a combination of words signature that appear in the
content of the query statement.

The features are chosen because of their ability to identify most of the SQLIA
types, such as tautologies, union, piggybacked, illegal/logically incorrect, inference,
alternate encodings, and stored procedures. They also work on increasing the ability
of the system to detect a new malicious code, and other features can be added.
Undoubtedly, the appropriate selection of the system features is the most critical
step in establishing strong and practical SQLI detection and prevention systems.
Basically, the feature extraction stage can be described as follows: if a keyword is
discovered in the sentence, its corresponding signature will increase the value by 1.
Therefore, if a feature appears more than once corresponding, its signature’s value
will increase by the number of occurrences.

3.2 SQL Signatures Fuzzification

Due to its low computational requirement and capability ofmodelling human percep-
tion, FL is probably the most efficient and flexible method available for managing
degrees of uncertainty in the detection of dangerous attacks. FL is a theory that
allows the natural descriptions, in linguistic terms, of problems to be solved rather
than having to use numerical values. Therefore, after the stage of feature extraction,
the numerical signatures that represent SQL statement features are converted into
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linguistic terms. A linguistic variable is defined as a variable whose values are words
or sentences in a natural or synthetic language. For example, ‘frequency of dangerous
words’ can be a linguistic variable that takes the fuzzy sets “low”, “medium” and
“high” as its linguistic term.

3.3 Clustering Methods

Before a final optimal model can be derived, the initial fuzzy model in the proposed
systemcanbe determined based on the fuzzy rules formedby either using theSubtrac-
tive Clustering (SC), Grid Partitioning (GP) or FCM clustering method, as SC and
GP are two main clustering methods that are commonly used with ANFIS. GP is the
most frequently used input partitioningmethod for ANFIS [34]. In this paper, wewill
explore the suitability of FCM as a powerful data clustering method; in which each
data point has a membership degree between 0 and 1 to each fuzzy subset [36]. As
aforementioned, the data point resembles a vector of five numbers; FCM partitions
a collection of n vectors xi, i = 1, 2, …, n into fuzzy groups, and determine a cluster
center for each group i = 1, 2, …, c that are arbitrarily selected from the n points.
Where n is the total number of training data set and c is the cluster center. The steps
of the FCM method are explained briefly [36]:

1- The centers of each cluster ci, i = 1, 2,…, c are randomly selected from the n
data patterns (training data set) {x1, x2, x3, …, xn}.

2- The membership matrix (μ) is computed with the following equation.

μi j = 1
∑c

k=1

(
di j
dk j

)2/ m−1
, (1)

where μi j is the degree of membership of object j (new signature value; punctuation
signature or dangerous words or combination words) in cluster I, m is the degree of
fuzziness determined by the user;m = 2 is initially chosen,m is important because it
significantly influences the fuzziness of the resulting partition and di j = ∥

∥ci − x j

∥
∥

is The Euclidean distance between ci and xj

3- The objective function is calculated with the following equation:

J (U, c1, c2, . . . . . . , cc) =
c∑

i=1

n∑

j=1

μm
i j d

2
i j 1 ≤ m < ∞ (2)

where U is the partition matrix that contains all the data points and the computed
cluster center in each cluster.
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4- The new c fuzzy cluster ci, i = 1, 2, …, c is calculated using the following
equation [36].

ci =
∑n

j=1 μm
i j x j

∑n
j=1 μm

i j

. (3)

By applying the FCMclustering to each class of data individually, a set of rules for
identifying each class of data has been obtained. Due to this, the systemmust be pre-
configured with the numbers of clusters that is determined by the user. The individual
sets of rules are then combined to form the rule base of the classifier. Furthermore,
according to the Sugeno model, each rule has a number of consequence parameters
in FIS output part; where each MF is determined by two parameters c and σ (σ is
used to determine the width of the MF and c is the center point of the Gaussian MF).

3.4 Building an Initial and Learned ANFIS

ANFIS is basically a graphical network representation of Sugeno-type fuzzy systems
endowedwith the neural learning capabilities [34, 36]. Inputs for the proposedANFIS
for SQLI detection and prevention are the numerical values (the four signatures). The
output of the system has been configured in such manner that it is equal to 2 if there
is an attack, and 1 otherwise. Gaussian MF has been used for fuzzy set due to its
nonlinear, smooth and continuous derivatives [35]. An ANFIS presented in Fig. 3 it
is functionally equivalent to the fuzzy inference system (as seen in Fig. 4). Figure 3
illustrates the reasoning mechanism for the Sugeno model where it is not only the
basis of ANFIS model; but also, it is simple in computation and easy to be combined
with optimizing and self-adapting methods [17]. Subsequently, the corresponding
equivalent ANFIS architecture is as shown in Fig. 4, where nodes of the same layer
have similar function [33–35].

Fig. 3 First-order Sugeno fuzzy model
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Fig. 4 ANFIS structure

1. ANFIS Layers

The input data and output data were fed into the ANFISmodel to extract the rules.
The ‘fuzzification’ layer is set and adapted according to the parameters for the chosen
membership. After that, the strength firing layer represents the IF conditions to set the
rules. The output of thefiring strength is normalized in the normalization layer.Before
the final layer, there is another adaptation layer that works as a ‘defuzzification’ layer
of the rules, where the consequent model parameters are tuned to derive the best
matching between input and output [36]. Here, a four-input and single-output fuzzy
system has been used. three fuzzy variables including ‘low’, “medium” and ‘high’
have been used to describe the features. Their respective MFs (μA) are Gaussian
function that introduces the fuzzification operation of input parameters.

Layer 1: The output of this layer represents the membership grade of the inputs; for
example, the MF for PU signature can be parameterized as given in the following
equation [33–35]

μAi (PU ) = exp

[

−
(
PU − ci

2σi

)2
]

(4)

O1,i = μAi (PU ), for i = 1 (5)

where {σ1, ci } is the premise parameter set that changes the shape of the
membership function; and O1,i is the output of the i-th node of layer l.

Layer 2: Every node in this layer represents the firing strength of a rule:

O2,i = wi = μAi (PU )μBi (DW )μci (CW )μDi (K ), i = 1, 2 (6)
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where Ai, Bi,, Ci, Di are the fuzzy sets for each signature. Each rule is assigned a
firing strength that measures the degree to which the rule matches the inputs.

Layer 3: Each node in this layer calculates the ratio of the ith rule’s firing strength to
the sum of all rules’ firing strengths. The outputs of this layer are called normalized
firing strengths.

O3,i = w̄i = wi
∑

i wi
, i = 1, 2 (7)

Layer 4: Every node in this layer is an adaptive node with a node function, where
w̄i is a normalized firing strength from layer 3 and {ai,qi,ti,eiri} is the parameter
set of this node. Parameters in this layer are referred to as consequent parameters.
Consider a first order Sugeno type of fuzzy system having the rule base.

Rule 1 : If PU islowandDW islowandCW islowandK islow
thenoutput f 1 = 0.0229 ∗ PU + 0.0101 ∗ DW + 0.266 ∗ CW
+ 0.0392 ∗ K + 1.5112
Rule 2 : If PU ishighandDW ishighandCW ishighandK ishigh
thenoutput f 2 = 0.2212 ∗ PU + 0.1280 ∗ DW + 0.0574 ∗ CW
+ 0.0301 ∗ K + 0.9644
Rule 3 : If PU islowandDW ishighandCW ishighandK ishigh
thenoutput f 1 = −0.0372 ∗ PU + 0.0583 ∗ DW + 0.0647 ∗ CW
+0.0886 ∗ K + 0.816
Rule 4 : If PU islowandDW ishighandCW islowandK ishigh
thenoutput f 1 = 0.3932 ∗ PU + 0.3844 ∗ DW − 0.0456 ∗ CW
+0.0688 ∗ K + {1}.1169
...
...
...

(8)

Rule 8

Layer 5: The output of the fuzzy system in the SQLI detection system is linear and
the single node in this layer computes the overall output as the summation of all
incoming signals.

O5,1 =
∑

i

w̄i fi =
∑

i wi fi
∑

i wi
(9)

2. Learning Algorithm

In this paper, the ANFIS has been utilized which is a fuzzy inference system
implemented in the framework of adaptive networks. ANFIS has been utilized in
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Table 2 Hybrid learning process

Type Path forwards Path backwards

Premise parameter Fixed Back propagation or SCG

Consequent parameter Least Squares estimation Fixed

this paper because it is proficient in constructing input-output mapping accurately
based predetermined input output data pairs. In addition, it is dealing with fuzzy
and uncertain input data in SQLI attack problem. The advantage of ANFIS is that
it obtains the membership functions and set the rules by itself adaptively using the
training data. ANFIS uses different types of learning algorithms of NN like back
propagation algorithm (BP), least mean squares algorithm etc.…. [22, 37]. ANFIS
is a NN that is functionally the same as a Takagi–Sugeno type inference model. That
employing learning method works similarly to that of NN to update the parameters
of the Takagi–Sugeno type inference model.

In ANFIS, parameters that determine MF shapes of each input in the first layer
which is nonlinear while the fourth layer contains linear consequent parameters. All
these parameters are adjusted by BP algorithm or a combination of least squares
estimation and BP algorithm. In the hybrid method, premise parameters are adjusted
by BP algorithm while consequent parameters are adjusted by least squares estima-
tion. There are two parts of a hybrid learning algorithm, namely the forward path
and backward path [21, 37] as shown in Table 2. In the forward path, the premises
parameters must be in a steady state. A recursive least square estimator method was
applied to repair the consequent parameter in the fourth layer. As the consequent
parameters are linear, then least square estimator method can be applied to accel-
erate the convergence rate in hybrid learning process. Next, after the consequent
parameters are obtained, input data is passed back to the adaptive network input, and
the output generated will be compared with the actual output. While backward path
is run, the consequent parameters must be in a steady state. The error occurred during
the comparison between the output generated with the actual output is propagated
back to the first layer [21, 37]. There is a number of training algorithms that can be
used in training the premise parameters of the ANFIS systems. In this system, two
training algorithms have been evaluated, the BP and SCG algorithms. SCG algorithm
has been presented as one of the algorithms that enhance the processing time [22,
37]. Generally, the SCG algorithm shows great performance over a wide variety of
problems [21]. Therefore, in this paper, ANFIS has been improved with the SCG
learning algorithm to speed up its training process [38].

3.5 Prevention of SQLIA

After ANFIS model has been trained with the input and output training data,
the system that has been tested using the testing dataset and SQLIA is detected;
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this system prevents the malicious SQL statement from accessing the database by
converting it into a comment. As it is well-known, the comment statements do not
execute in the database engine.

4 Experimental Results and Discussion

All these experiments were carried out onwindows 10 (64-bit) operating systemwith
i7 processor and 8GBRAM. To evaluate the performance of the proposed system, all
methods and training functions that are used are coded in MATLAB. The dataset is
downloaded from Testbed [39], which is then used to evaluate the Amnesia approach
in [3]. The testbed has two sets of inputs: “legit” set, which consists of legitimate
inputs for the application, and “attack” set, which consists of attempted SQLIAs. All
types of attacks were represented in this set with the exception of the multi-phase
attacks. The multi-phase attacks include inference attacks and illegal/logically incor-
rect queries, such attacks require human intervention and interpretation. The testbed
includes seven folders; four ofwhich are used for the training and the remainder of the
three sets are used for testing. At first, to compare the efficiency of the different clus-
tering methods GP, SC and FCM, the popular measure, RMSE (root mean squared
error), was employed for performance evaluation according to the next formula:

MSE =
∑N

i=1 (yi − oi )2

N
(10)

RMSE = (MSE)
1/2 (11)

where yi is the target value, oi the observed output, and n is the number of data set
[38].

The results are shown in Table 3; in which the RMSE of the testing dataset

Table 3 The RMSE for the clustering methods in different epochs based on BP learning algorithm

Epochs No. Clustering method RMSE of the test data set

40 GP 0.1632

SC 0.1342

FCM 0.0468

60 GP 0.15838

SC 0.1205

FCM 0.0402

100 GP 0.1307

SC 0.0984

FCM 0.0402
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displays the error between the target output and the observed output in the testing
dataset. According to the results, it is verified that with the use of 60 epochs, the
FCM cluster has achieved the minimum value of the RMSE among the others. The
GP and the SC clustering behaviours did not achieve the minimal error, such as the
case with FCM. The reason for such results is that the interpretation of m (fuzziness
degree) is different than the case of FCM, where values of m increase the sharing of
points among all the clusters which will lead to better performance; they also lead to
the reduction of the objective function of the dissimilarity measure. Therefore, this
improvement in FCM-ANFIS is related to its ability to manage uncertainty and the
fuzziness degree in dangerous attacks’ statements. Moreover, any value with more
than 60 epochs resulted in the overtraining of the model.

Figure 5 shows the waveforms of RMSE for the ANFIS-FCM system based on BP
learning algorithm in details. It is obvious that RMSE waveforms start descending
before 50 epochs. After 60 epochs, the RMSE curve tends to be stabilized with very
small variation (overfitting). In this case, the network parameters are saturated as the
network output matches the target; any additional epochs will decrease the accuracy
performance inside NN as the reason of overtraining [40].

Figure 6 indicates that the suggested system is improved by the SCG Algorithm
and reaches the same RMSE in less epochs. With 60 epochs, the utilized BP learning
algorithm archives 0.0402 RMSE and this value is obtained through the utilization of
the SCG learning algorithm in only 5 epochs. As a result, the SCG learning algorithm
needs lower computational time as SCG involves twice as much calculation work
per iteration when compared with BP. As stated in [41], one iteration in SCG needs
the calculation of two gradients, and in addition to this it requires one call to the error

Fig. 5 RMSE curve for the ANFIS-FCM system based on BP learning algorithm
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Fig. 6 RMSE curves for ANFIS based on BP and SCG learning algorithm

function, while one iteration in standard BP needs the computation of one gradient
and one call to the error function.

In the third experiment, the performance of the suggested system under SCG
learning algorithm with different number of epochs is discussed. As shown in Fig. 7,
the RMSE curve starts descending before 20 epochs. After 20 epochs, the RMSE
curve tends to be stabilized; this is due to the error decreasing in monotonic towards
zero, which is characteristic for SCG. In this case, an error increase is not allowed and
second order information (second derivatives) of global error function hasn’t been

Fig. 7 RMSE curve for the ANFIS-FCM system based on SCG learning algorithm
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Table 4 Time per seconds for testing phase based on different learning algorithms

Training folder
subject

Testing folder
subject

No of attack
URLs

No of legit
URLs

Testing Time per seconds

BP algorithm SCG
algorithm

Bookstore Employee 6530 1268 45.821000 39.00562

Checkers Employee 6939 2019 58.950023 47.99056

Classifieds Office talk 6958 1000 43.85002 38.70112

Events Portal 5970 1980 55.560023 45.98002

Table 5 Comparison of the processing time between BP and SCG for training and testing phases

Learning algorithm Time per minutes

BP 11.3481206

SCG 7.99533351

positively definite, only in the beginning of the minimization. This is not surprising
because the closer the current point is to the desired minimum the bigger is the
possibility that global error function is positive definite [41].

The fourth experiment compares between the two learning algorithms in terms
of the computational cost (processing time) under different attack folders for each a
testing phase and all phases respectively. Table 4 reveals that using SCG as a learning
algorithm inside the proposed system requires less time as compared with BP in all
attack folders (about 20%reduction in time) in the testing phase. For thewhole system
(training and testing phases), as it was expected, the SCG learning algorithm achieves
reduction in the running time with 30% as shown in Table 5. This improvement is
due to that SCG does not require a line search at each iteration step, unlike the other
training algorithms. In another words, the used step size scaling mechanism avoids
the time consuming line search per learning iteration. This mechanism makes the
SCG learning algorithm faster than the BP learning algorithm.

In the fifth experiment, the accuracy of the proposed system that employs the
SCG algorithm and the FCM clustering method for the detection and prevention of
SQLI, this is compared with the algorithm suggested byN. Sheykhkanloo in [30] that
utilized traditional neural network. The traditional NN model has 10 hidden layers
and 32 input features. Generally, the correct response of the NN system depends
on the number of hidden layers that are commonly determined by the user. From
the illustrated results in Fig. 8, the proposed system outperforms the other one by
3.08%. Based on the research findings, the proposed system for SQLIA detection
and prevention trained by the SCG training algorithmwith four inputs and one output
achieved high accuracy, less time, and avoided the computational complexity of the
network.

In the last experiment presented in Table 6, the accuracy of the proposed system
compared with the algorithm suggested by C. Basta in [15] shows 98.4% accuracy
with the duration being 217 s for 13,079 attacks, i.e. 16.6 ms for one attack; while
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Fig. 8 Comparative study
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Table 6 Comparative Study of the accuracy and processing time

Technique Accuracy Time per sec for one attack

Proposed system 99.8 14.7

Genetic fuzzy classifier 98.4 16.6

the proposed system shows 99.8% accuracy with the duration being 180.920011 s
for 12,241 attacks, i.e. 14.7 ms for one attack.

5 Limitations

The solution has some limitations such as the dependability on the quality of the
training data and the features extracted from it.With a relatively limited set of training
data, the resulting classifier can be sensitive to the features of benign queries. Despite
the success of the technique overall, an acceptable amount of overhead still takes
place due to the learning phase.

6 Conclusions and Future Work

In this paper, a new approach based on the ANFIS system for SQLIA detection and
prevention has been proposed. The proposed model includes two main elements:
URL parser and feature extraction and the training ANFIS classifier. The proposed
system has been implemented with the benign and malicious URLs depending on
the extracted features. Furthermore, the FCM is employed as a clustering method in
the first layer of ANFIS to enhance the system’s performance by dealing with fuzzy
and uncertain inputs. Additionally, SCG learning algorithm is employed instead of
BP learning algorithm for enhancing the system’s processing time. The approach
that is based on the ANFIS classifier has the advantages of learning through patterns
(input and output system data), and the easy interpretation of its functionality. Future
work includes upgrading the system to detect XSS attacks with the ANFIS classifier.
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Furthermore, the learning algorithm can be replaced with another appropriate one to
fine tune parameters, and then the results should be evaluated to deduce the better
optimization approach. Finally, employing a new algorithm to encrypt data query for
preventing SQLIA could be considered in future work.
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Convolutional Neural Network
with Batch Normalization
for Classification of Endoscopic
Gastrointestinal Diseases

Dalia Ezzat, Heba M. Afify, Mohamed Hamed N. Taha,
and Aboul Ella Hassanien

Abstract In this paper, an approach for classifying gastrointestinal (GI) diseases
from endoscopic images is proposed. The proposed approach is built using a convo-
lutional neural network (CNN) with batch normalization (BN) and an exponential
linear unit (ELU) as the activation function. The proposed approach consists of eight
layers (six convolutional and two fully connected layers) and is used to identify eight
types of GI diseases in version two of the Kvasir dataset. The proposed approach was
compared with other CNN architectures (VGG16, VGG19, and Inception-v3) using
five elements (number of convolutional layers, number of total parameters of the
convolutional layers, number of epochs, validation accuracy and test accuracy). The
proposed approach achieved good results compared to the compared architectures. It
achieved a validation accuracy of 88%, which is superior to other architectures and
a test accuracy of 87%, which outperforms the Inception-v3 architecture. Therefore,
the proposed approach has less trained images and less computational complexity in
the training phase.

Keywords Endoscopic gastrointestinal (GI) images · Kvasir dataset ·
Convolutional neural network (CNN) · Batch normalization (BN) · Exponential
linear unit (ELU)

1 Introduction

The American Society for Gastrointestinal Endoscopy (ASGE) supports the anal-
ysis of endoscopic images in gastrointestinal (GI) tract to assist clinicians in making
correct decisions [1]. Endoscopic imaging technology has refined the diagnostic and
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therapeutic purposes that can be used as alternative techniques by which patients
can avoid biopsy and surgical procedures [2]. Explorations of the digestive system
based on endoscopic images are performed using gastroscopy for the upper GI tract
and colonoscopy for the lower GI tract. Based on statistical analyses of GI disor-
ders, various different diseases exist such as oesophageal, stomach and colorectal
cancer [3], that may result in death. The most common cancers in the GI tract are
colorectal cancer representing 1.80 million cases, and stomach cancer representing
1.03 million cases. In the United States, approximately 862, 000 colorectal cancer
and 783 000 stomach cancer deaths occur each year [4]. The factors related to GI
diseases, include environmental factors (Helicobacter pylori infection, a wrong diet,
food storage), treatment factors (using antibiotics to kill a specific bacterium, poorly
qualified gastroenterologists), genetic factors (inherited cancer genes), and unknown
factors. In some cases, optical diagnoses by endoscopic imaging examination suffer
from endoscopist errors, lengthy procedures and poor quality images [5]. Therefore,
computer-assisted diagnosis systems for GI images can affect accurate and rapid
classification by discriminating between normal and diseased GI tract and reducing
the mortality level for GI diseases [6].

In general, endoscopic images for the GI tract are considered to be biomed-
ical images. It is essential to create deep learning algorithms to process these huge
images before the disease diagnosis. A major challenge in biomedical images is to
perform classification for low-level visual images obtained from imaging devices.
The deep convolutional neural network (CNN) is a common learning algorithm that
has achieved success in medical images classification [7]. For example, CNNs have
been efficiently applied for polypdetection in colonoscopyvideos [8], for lung images
classification [9], for pancreas segmentation in CT images [10], and for brain tumour
segmentation in magnetic resonance imaging (MRI) scans [11]. Additionally, CNN
frameworks running on accelerated hardware have been utilized for medical image
retrieval [12] and for medical image segmentation ration [13]. Thus, the CNN archi-
tecture has encouraged rapid automated classification for large number of medical
images.

This paper demonstrates a CNN model for classifying GI diseases from endo-
scopic images. The remainder of this paper is structured as follows. Related works
are discussed in Sect. 2, especially from the perspective of previous CNN architec-
tures when using BN [14] and when ELU is used as the activation function [15].
Section 3 presents an explanation of the image dataset used in this paper. In Sect. 4,
the proposed methodology is explained. The experimental outcomes are notified in
Sect. 5. Lastly, a few concluding comments are estimated in Sect. 6.

2 Related Works

CNNs have been used extensively to solve issues related to computer vision, such as
image identification [16] because a CNN is one of the most effective ways to extract
features for non-trivial tasks [17]. Numerous variants of CNN architectures can be
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found in the literature that have advanced results in different image classification
task, for example, VGG16 and VGG19 [18], which won the runner-up award in the
ILSVRC-2014. VGG16 is a 16-layer network containing 13 convolutional layers,
three fully-connected layers, and five max-pooling layers, while VGG19 is a 19-
layer network containing 16 convolutional layers, three fully-connected layers, and
five max-pooling layers. Despite the successes of these architectures, one of their
drawbacks is that they are difficult to train [19].

In addition, a wide range of techniques have been developed to improve the
performance or facilitate the training of CNNs, such as incorporating BN or using an
ELU as the activation function. BN is a technique introduced by Ioffe and Szegedy
for accelerating deep network training. BN has become a typical element in modern
better performingCNNdesigns such as InceptionV3 [20], which achieved the lowest
error rate (3.08%) in the ImageNet challenge. BN helps the network to train faster,
achieve higher accuracy, stabilize the distribution and reduce the internal covariate
shift [14, 21, 22].

The experimental results in [15] indicated that the ELU activation function accel-
erates learning in deep neural networks, leads to higher classification accuracies
that achieve better generalization performance than other activations function such
as rectified units (RELUs), and using ELU with BN outperforms RELU with BN.
According to the previous work, a CNN model incorporating the BN technique
and using ELU as an activation function accelerates GI diseases identification from
endoscopic images.

3 Dataset Description

The Kvasir dataset [23] has two versions. Deep learning methods were implemented
using version one in [24, 25]; however, version two, which was released in 2017, has
not been used until now in any previous studies in this field. Therefore, in this paper
the proposed model is applied to version two of the Kvasir database. Kvasir version
two has a size of 2.3 GB and contains 8,000 images with 720 × 576 pixels. These
data are divided into eight classes with 1,000 images for each class. This Kvasir
dataset was created from endoscopic images of GI tract diseases. The descriptions of
the eight classes are listed in Table 1. These data consist of three types: anatomical
landmarks, pathological findings, and polyp removal, as shown in Fig. 1.

4 The Proposed Approach

The proposed approach involves four phases: images preprocessing, data augmen-
tation, feature extraction, and classification. The feature extraction phase includes
convolutional layers, BN layers, ELU layers, and max-pooling layers, while the clas-
sification phase contains fully connected layers, BN layer, ELU layer, dropout layer,
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Table 1 Descriptions of the 8 of endoscopic images classes in the GI tract

Class Types Description

Dyed and lifted-polyps Polyps Removal = endoscopic
mucosal resection (EMR)

A polyp detected by injection of
saline injection and
indigocarmine. The presence of
non-lifted areas indicates
malignancy

Dyed and resection margins Polyps Removal = endoscopic
mucosal resection (EMR)

Polyp indicator is either
completely removed or not.
Residual polyp tissue leads to
continued growth and
malignancy development

Normal caecum Anatomical landmarks The nearest part of the large
bowel. This is used as an
indicator for colonoscopy and
the appendiceal orifice

Normal pylorus Anatomical landmarks The region around the opening
from the stomach into the first
part of the small bowel
(duodenum). It appears as a dark
circle encircled by
homogeneous pink stomach
mucosa

Normal Z-line Anatomical landmarks The transition place between the
oesophagus and the stomach. It
is used as a reference mark
when explaining pathology in
the oesophagus

Polyps Pathological findings Lesions in the bowel noticeable
as mucosal outgrows. The
polyps are flat, elevated or
pedunculated, and are
distinguishable from normal
mucosa by color and surface
shape. Most bowel polyps are
safe, but some have the
possibility to become cancerous

Ulcerative colitis Pathological findings A chronic inflammatory illness
impacting on the large bowel.
The level of inflammation
changes among none, mild,
moderate and severe

(continued)
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Table 1 (continued)

Class Types Description

Esophagitis Pathological findings It acted as an inflammation of
the esophagus visible as a break
in the Esophageal mucosa in
relation to the Z-line. It used as
indictor for gastric acid flows
back into the esophagus as
gastroesophageal reflux,
vomiting or hernia

Fig. 1 Endoscopic images of gastrointestinal (GI) tract for anatomical landmarks, pathological
findings, and polyps removal: (a) Z-line, (b) pylorus, (c) caecum, (d) oesophagitis, (e) polyps,
(f) ulcerative colitis, (g) dyed and lifted polyps, (h) dyed resection margins

and a softmax layer. Figure 2 demonstrates a structural representation of the proposed
approach. In the proposed approach, the RMSProp optimizer [26] with a learning
rate of 1e−4, categorical cross-entropy as the loss function [27], a batch size of 32
and 115 epochs were used as shown in Table 2.
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Fig. 2 Graphical representation of the proposed CNN approach. Conv. Layer = Convolutional
layer, BN. Layer = Batch normalization layer, ELU layer = Exponential Linear Unit layer, FC1 =
the first fully connected layer, FC2 = the second fully connected layer

Table 2 Hyper-parameters values of the proposed CNN approach. FC1 = the first fully connected
layer, FC2 = the second fully connected layer

Hyper-parameters Layer
1

Layer
2

Layer
3

Layer
4

Layer
5

Layer
6

FC1 FC2 General

Number of filters 64 64 64 64 128 128 – – –

Kernel size 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 – – –

Stride 2 2 2 2 2 2 2 2 –

Padding Same Same Same Same Same Same – – –

Number of
neurons

– – – – – – 512 8 –

Batch size – – – – – – – – 32

Number of epochs – – – – – – – – 115

Dropout rate – – – – – – – – 0.3

Learning rate – – – – – – – – 1e−4

4.1 Images Preprocessing Phase

The dataset was split into three separate file groups. The first file group comprised
the training set, which included 700 images of each class; each class was stored in
a separate file. The second file group comprised the validation set, which included
150 images of each class, and each class was stored in a separate file. The third file
group was the test set, which included 150 images for each class, and each class was
stored in a separate file.
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Table 3 Data augmentation techniques and their corresponding values

Transformation type Value

Rotation 20

Width shift 0.2

Height shift 0.2

Shear 0.2

Zoom 0.2

Horizontal flip True

Fill mode Nearest

Before loading the images into the proposed approach, all the images in the
training, validation and test sets were resized to a resolution of 400× 400 to decrease
the computational time and normalized by dividing the colour value of each pixel by
255 to achieve values in the range 0, 1.

4.2 Data Augmentation Phase

Data augmentation techniques increase the amount of training data available, which
is crucial when training a deep learning model from scratch [28]. Data augmentation
was used in this paper to overcome the overfitting that can result from small training
dataset sizes. The data augmentation has a lot of techniques, such as rotation, width
shift, height shift, shear, zoom, horizontal flip and fill mode. These techniques were
used in this paper to apply various transformation to the images as listed in Table 3.

4.3 Feature Extraction Phase

The convolutional layers, BN layers, ELU layers, and Max pooling layers were used
to extract important features from the images.

• Convolutional Layers: the proposed approach involves six convolutional layers
[29]. All convolutional layers contain 64 filters except for the last two layers (layer
five and layer six) which each contained 128 filters. A kernel size of 3× 3, a stride
of 2 and the same padding were used in all convolutional layers (see Table 2).

• Batch Normalization is a recent approach for accelerating deep neural network
training that normalizes each scalar feature independently by making it have a
mean of zero and unit variance, as shown in step one, two and three in Algorithm
1. Then, the normalized value for each trainingmini-batch is scaled and shifted by
the scale and shift parameters γ andβ as shown in step four in Algorithm 1. This
conversion confirms that the input distribution of each layer remains unchanged
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within different mini-batches; thus, BN reduces the internal covariate shift and the
number of iterations required for convergence and simultaneously improves the
final performance. BN maintains non-trainable weights (the mean and variance
vectors) that are updated via layer updates instead of through back propagation
[30]. The BN can be considered as another layer that can be inserted into the
model architecture, similar to a convolutional layer, an activation layer or a fully
connected layer [31]. The proposed CNN approach includes eight BN layers
in which six are used in the feature extraction phase and two are used in the
classification phase. In the proposed approach, the BN layers were added before
each activation function layer.

• An Exponential Linear Unit (ELU) is the activation function used in the
proposed approach and given in [32] as

elu(x) =
{

α(exp(x) − 1) i f x ≤ 0
x i f x > 0

(1)

in which the gradient w.r.t. the input is

d

dx
elu(x) =

{
elu(x) + α i f x ≤ 0
1 i f x > 0

(2)



Convolutional Neural Network with Batch Normalization … 121

where α = 1.
The proposed CNN approach involves seven ELU layers in which six are used in
the feature extraction phase and one is used in the classification phase. Each ELU
layer was implemented after each BN layer as shown in Fig. 2.
Max-Pooling aims to down-sample the input representation in the feature extrac-
tion phase [33]. In this paper, six max-pooling layers of size (2 × 2) were used
and these layers were implemented after each ELU layer.

4.4 Classification Phase

The classification phase classifies the images after flattening the output of the feature
extraction phase [34] using two fully connected layers (FC), in which the first (FC1)
contains 512 neurons and the second (FC2) contains 8 neurons, a BN layer, an ELU
layer and a dropout layer [35] with a dropout rate of 0.3 to prevent overfitting. Finally,
a softmax layer was added [36].

4.5 Checkpoint Ensemble Phase

When training a neural network model, the checkpoint technique [37] can be used to
save all the model weights to obtain the final prediction or to checkpoint the neural
network model improvements to save the best weights only and then obtain the final
prediction, as shown in Fig. 3. In this paper, checkpointing was applied to save the

Fig. 3 The rounded boxes going from left to right represent a model’s weights at each step of
a particular training process. The lighter shades represent better weight. In checkpointing neural
network model, all the model weights are saved to obtain the final prediction P. In checkpointing
neural network improvements, only the best weights are saved to obtain the final prediction P
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best network weights (those that maximally reduced the classification loss of the
validation dataset).

5 Experimental Results

The architecture of the proposed approach was built using Keras library [38] using
Tensorflow [39] as the backend. The Keras library’s ImageDataGenerator function
[40] was used to normalize the images during images preprocessing phase and to
perform the data augmentation techniques as shown in Fig. 4, while theModelCheck-
point function was used to perform the checkpoint ensemble phase. The proposed
approach has 2,702,056 total parameters of which 2,699,992 are trainable parameters
and 2,064 are non-trainable parameters that come from using the BN layers.

The proposed approach was tested using traditional metrics such as accuracy
(Table 4), precision, recall, F1 score (Table 5), and a confusion matrix (Table 6).

Accuracymeasures the ratio of correct predictions to the total number of instances
evaluated and is calculated by the following formula [41]:

Accuracy = Number of correct prediction

Total number of prediction
(3)

Precisionmeasures the ability of amodel to correctly predict values for a particular
category and is calculated as follows:

Precision = particular category predicted correctly

all category predictions
(4)

Recall measures the fraction of positive patterns that are correctly classified and
is calculated by the following formula:

Recall = Correctly Predicted Category

All Real Categories
(5)

The F1 score is the weighted average of the precision and recall. Additionally, the
confusion matrix is a matrix that maps the predicted outputs across actual outputs
[42]. Additionally, the pyplot function of matplotlib [43] was used to plot the loss
and accuracy of the model over the training and validation data during training to
ensure that the model did not suffer from overfitting, as shown in Fig. 5.

To evaluate the proposed approach, transfer learning and fine-tuning techniques
[44] with data augmentation technique were applied to the VGG16, VGG19 and
Inception-v3 architectures using the same dataset and batch size used in the proposed
approach. Transfer learning was conducted first by replacing the fully connected
layers with new two fully connected layers, where FC1 contains 512 neurons and
FC2 contains 8 neurons, and one added dropout layer after the flatten layer with
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Fig. 4 Generation of normal caecum picture via random data augmentation

Table 4 Accuracy and loss values of the proposed approach

Accuracy (%) Loss

Training data 88 0.37

Validation data 88 0.38

Test data 87 0.38
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Table 5 Classification results of the proposed approach

Classes Precision Recall F1-score Support

Dyed-lifted-polyps 0.81 0.93 0.87 150

Dyed-resection-margins 0.94 0.79 0.86 150

Oesophagitis 0.75 0.93 0.83 150

Normal-caecum 0.94 0.98 0.96 150

Normal-pylorus 0.97 1.00 0.99 150

Normal-z-line 0.91 0.71 0.81 150

Polyps 0.92 0.82 0.87 150

Ulcerative-colitis 0.89 0.93 0.91 150

Avg/total 0.89 0.89 0.89 1200

Table 6 Confusion matrix of the proposed approach

Actual class

Predicted class A B C D E F G H

A 140 7 0 0 0 0 2 1

B 31 118 0 1 0 0 0 0

C 0 0 139 0 0 11 0 0

D 1 0 0 147 0 0 0 2

E 0 0 0 0 150 0 0 0

F 0 0 43 0 0 107 0 0

G 0 0 1 8 4 0 123 14

H 0 0 1 1 0 0 8 140

A = Dyed-lifted-polyps, B = Dyed-resection-margins, C = Oesophagitis, D = Normal-caecum, E
= Normal-pylorus, F = Normal-z-line, G = Polyps, H = Ulcerative-colitis

Fig. 5 Accuracy and loss values of the proposed approach on the training and validation data
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Table 7 Comparative results for GI diseases identifications

Model E1 E2 E3 E4 (%) E5 (%)

VGG16 13 14,714,688 50 87 87

VGG19 16 20,024,384 50 87 87

Inception-v3 94 21,802,784 50 81 80

Proposed approach 6 336,067 115 88 87

E1 = Number of convolutional layers, E2 = Total parameters of the convolutional layers, E3 =
Number of epochs, E4 = Validation accuracy, E5 = Test accuracy

a dropout rate of 0.3 in VGG architectures and a dropout rate of 0.5 in inception-
v3 architecture to prevent overfitting. During the transfer learning, the RMSProp
optimizer with a learning rate of 1e−4 was used, and the models were trained for 15
epochs. Then, the top convolutional block of the VGG16 and VGG19 architectures
and the top two blocks of Inceptionv3 architecture were fine-tuned, with a small
learning rate of 1e−5 and trained for 35 epochs.

The elements used for comparison were the number of convolutional layers, the
total number of parameters of the convolutional layers, the number of epochs, vali-
dation accuracy and test accuracy, as shown in Table 7 which shows as comparison
of the models’ results when identifying GI diseases. The first and second compar-
ative elements are the number of convolution layers and the number of parameters
of the convolutional layers. The proposed approach includes the fewest convolu-
tional layers and parameters compared to the other architectures, which reduces its
computational complexity in the training phase. The third comparative element is the
number of epochs in the training phase. The proposed approach has the maximum
number of epochs; however, the great number of epochs was expected because unlike
the other architectures, the proposed approach network was not pre-trained; thus,
more epochs are required to achieve a stable accuracy. As shown by the validation
accuracy comparison, the proposed approach obtained an accuracy of 88%, which
is better than the accuracy of the compared models. Regarding test accuracy, the
proposed approach achieved an accuracy of 87%, similar to VGG16 and VGG19,
while Inception-v3 achieved an accuracy of only 80%.

6 Conclusion

Automatic classification of GI diseases from imaging is increasingly important; it
can assist the endoscopists in determining the appropriate treatment for patients who
suffer from GI diseases and reduce the costs of disease therapies. In this paper, the
proposed approach is introduced for this purpose. The proposed approach consists
of a CNN with BN and ELU. The results of comparisons show that the proposed
approach although it has low trained images and low computational complexity
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in training phase, outperforms the VGG16, VGG19, and Inception-v3 architec-
tures regarding validation accuracy and outperforms the Inception-v3 model in test
accuracy.
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A Chaotic Search-Enhanced Genetic
Algorithm for Bilevel Programming
Problems

Y. Abo-Elnaga, S. Nasr, I. El-Desoky, Z. Hendawy, and A. Mousa

Abstract In this chapter, we propose chaotic search-enhanced genetic algorithm for
solving bilevel programming problem (BLPP). The proposed algorithm is a combi-
nation between enhanced genetic algorithm based on new selection technique named
effective selection technique (EST) and chaos searching technique. Firstly, the upper
level problem is solved using enhanced genetic algorithm based on EST. EST enables
the upper level decisionmaker to choose an appropriate solution in anticipation of the
lower level’s decision. Then, lower level problem is solved using genetic algorithm
for the upper level solution. Secondly, local search based on chaos theory is applied
for the upper level problem around the enhanced genetic algorithm solution. Finally,
lower level problem is solved again using genetic algorithm for the chaos search solu-
tion. The incorporating between enhanced genetic algorithm supported by EST and
chaos theory increases the search efficiency and helps in faster convergence of the
algorithm. The performance of the algorithm has been evaluated on different sets of
test problems linear and nonlinear problems, constrained andunconstrained problems
and low-dimensional and high-dimensional problems. Also, comparison between the
proposed algorithm results and other state-of-the-art algorithms is introduced to show
the effectiveness and efficiency of our algorithm.
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1 Introduction

In the common form of optimization problems, there are just one decision maker
seeks to find an optimal solution [1, 2]. On the contrary, many optimization problems
appeared in real world in engineering design, logistics problems, traffic problems,
economic policy and so on consist of a hierarchical decision structure and have
many decision makers [3, 4]. This hierarchical decision structure can modeled as
“k” levels nested optimization problems. The first level is the upper level and its
decision maker is the leader. Next levels are lower levels and its decision makers are
the followers. Any decision taken by leader to optimize his/her problem is affected
by the followers’ response. The hierarchical process starts by taking the upper level
decision maker his/her decisions. Then, the lower level decision makers take its own
decisions upon the leader’s decisions [5–7]. BLPP solution requirements produce
difficulties in solving such as disconnectedness and non-convexity even to the simple
problems [8, 9].

Since 1960s, the studies of bilevel programming models have been started and
since that many strategies have been appeared to solve it. The methods devel-
oped to solve BLPP can be classified into two main categories: classical methods
and evolutionary methods. The classical methods include the K-th best algorithm,
descent direction method, exact penalty function, etc. [10, 11]. Classical methods
can treat only with differentiable and convex problem. Furthermore, the BLPP solu-
tion requirements produce disconnectedness and non-convexity even to the simple
problems. Lu et al. proposed a survey on multilevel optimization problems and its
solution techniques [12], they proposed detailed comparisons betweenBLPP solution
methods. They accentuated that classical methods have been used to solve a spec-
ified BLPP and have not been used to solve various multilevel programming prob-
lems especially for large-scale problems. The evolutionary methods are conceptually
different from classical methods. It can treat with differentiable and convex optimiza-
tion problem.Evolutionarymethods are inspired by natural adaptation as the behavior
of biological, molecular, swarm of insects, and neurobiological systems. Evolu-
tionary methods include genetic algorithms, simulated annealing particle swarm
optimization ant colony optimization and neural-network-based methods… etc.
[13–16].

In this chapter, we propose a combination between genetic algorithm based on
a new effective selection technique and chaos search denoted by CGA-ES. Genetic
algorithm is well suited for solving BLPP and chaos theory is also represented as
one of new theories that have attracted much attention applied to many aspects
of the optimization [17]. Using genetic algorithm supported with our new effective
selection technique and chaos theory enhances the search performance and improves
the search efficiency. The search using chaos theory not only enhances the search
characteristics but also it helps in faster convergence of the algorithm and avoids
trapping the local optima.

The performance of the algorithm has been evaluated on different sets of test prob-
lems. The first set of problems is constrained problemswith relatively smaller number
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of variables named TP problems [18, 19]. The second set is SMD test set [20]. SMD
problems are unconstrained high-dimensional problems that are recently proposed.
The proposed algorithm results have been analyzed to show that our proposed algo-
rithm is an effective strategy to solve BLPP. Also, comparison between the proposed
algorithm results and other state-of-the-art is introduced to show the effectiveness
and efficiency of the proposed algorithm.

This chapter is organized as follows. In Sect. 2, formulation of bilevel optimiza-
tion problem is introduced. Section 3 provides our proposed algorithm to solve
BLPP. Numerical experiments are discussed in Sect. 4. Finally, Sect. 5 presents
our conclusion.

2 Bilevel Programming Problems

BLPP consists of two nested optimization problems with two decision makers. The
two decision makers are constructed in hierarchical structure, leader and follower.
The leader problem is to take a decision that make the follower take his/her decision
in the interest of leader’s problem. Contrariwise, the follower doesn’t have a problem.
He/She make an optimal decision upon the leader’s decision. Thus, the lower-level
problem is parameterized by the upper-level decision and appears as a constraint
in the upper-level problem. Bilevel Programming Problems can be formulated as
follows:

BLPP : Min
x,y

F(x, y)

s.t. G(x, y) ≤ 0,
(Upper level)

where for each given x obtained by the upper level, solves y

Min
y

f (x, y)

s.t. g(x, y) ≤ 0
(Lower level)

where F(x, y), f (x, y) : Rn1 × Rn2 → R are object functions of the upper and
lower level problems. G(x, y) : Rn1 × Rn2 → Rp, g(x, y) : Rn1 × Rn2 → Rq are
the constraint functions of the upper and lower level problems. x ∈ Rn1, y ∈ Rn2 are
the decision variables controlled by the upper and lower level problems, respectively.
n1, n2 are the dimensional decision vectors for the upper and lower level problems.
A vector v· = (x ·, y·) is an feasible solution if it satisfies all upper and lower level
constrains G(x, y), g(x, y) and if vector y· is an optimal solution for the lower level
objective function f (x, y) solved for the upper level vector solution x · [21].
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Check chromosome in constrains and repair out constrain values 

Evaluate chromosome in the objective function

Do:

Children population [Select parents from population and recombine parents (Crossover and 
mutation operators)] 

Evaluate children in the objective function

Construct best population of parents and children population

While satisfactory solution has been found

Fig. 1 The pseudo code of the general GA algorithm

3 The Proposed Algorithm (CGA-ES)

Our proposed algorithm for BLPP is based on concepts of one of evolutionary algo-
rithms, genetic algorithm, and chaos theory. In this section, we first introduce basic
concepts of genetic algorithm and chaos theory and then we explain the proposed
algorithm in details.

3.1 Basic Concepts of Genetic Algorithm

Genetic algorithm (GA) is a powerful search technique inspired by the biological
evolution process. GA was proposed originally by Holland [21] in the early 1970s.
Since then it has beenwidely used for solving different types of optimization problem.
GA starts with a set of random individuals (chromosomes) that are generated in
feasible boundaries. Then, the individuals move through a number of generations in
search of optimal solution. During each generation, genetic search operators such
as selection, mutation and crossover are applied one after another to obtain a new
generation of chromosomes. New generation of chromosomes are expected to be
better than its previous generation. The evaluation of chromosomes is according to
the fitness function. This process is repeated until the termination criterion is met,
and the best obtained chromosome is the solution. Figure 1 shows the pseudo code
of the general GA algorithm. Generate an initial population.

3.2 Chaos Theory for Optimization Problems

Chaos theory studies the behavior of systems that follow deterministic laws but
appear randomand unpredictable. Chaos theorywas initially described byHenon and
summarized by Lorenz. Chaos being radically different from statistical randomness,
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especially the inherent ability to search the space of interest efficiently, could improve
the performance of optimization procedure. It could be introduced into the optimiza-
tion strategy to accelerate the optimum seeking operation and find the global optimal
solution [22]. Chaos theory distinguishes from other optimization techniques by its
inherent ability to search the space of interest efficiently. The chaotic behavior is
described using a set of different chaotic maps. Some of chaotic maps are discrete
time parameterized or continuous time parameterized. The basic idea of chaos search
for solution is to transform the variable of problems from the solution space to chaos
space and then perform search for solution. The transformation starts with deter-
mining the range of chaos search boundary. Then, chaotic numbers are generated
using one of chaotic maps. The transformation finishes by mapping the chaotic
numbers into the variance range search. Logistic map is known that is more conve-
nient to be used and increase the solution quality rather than other chaotic maps.
Here we offer some well-known chaotic maps found in the literature [23].

• Chebyshev map
Chebyshev map is represented as:

xt+1 = cos
(
t cos−1(xt )

); (1)

• Circle map
Circle map is defined as the following representative equation:

xt+1 = xt + b − (a − 2π) sin(2πxt ) mod (1);
xt+1 = cos

(
t cos−1(xt )

); (2)

where a = 0.5 and b = 0.2.
• Gauss/mouse map

The Gauss map consists of two sequential parts defined as:

xt+1 =
{
0 if xt = 0
1/xt else mod (1)

; (3)

where 1
xt
mod (1) = 1

xt
−

⌊
1
xt

⌋
.

• Intermittency map
The intermittency map is formed with two iterative equations and represented as:

xt+1 =
{

ε + xt + cxnt if 0 < xt ≤ p
xt−p
1−p elseif p < xt < 1

; (4)

where c = 1−ε−p
p2 , n = 2.0 and ε is very close to zero.
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• Iterative map
The iterative chaotic map with infinite collapses is defined with the following as:

xt+1 = sin

(
aπ

xt

)
; (5)

where a ∈ (0, 1).
• Liebovitch map

The proposed chaotic map can be defined as:

xt+1 =

⎧
⎪⎨

⎪⎩

αxt 0 < xt ≤ p1
p2−xt
p2−p1

p1 < xt ≤ p2
1 − β(1 − xt ) p2 < xt ≤ 1

; (6)

where α = p2(1−(p2−p1))
p1

and β = ((p2−1)−p1(p2−p1))
p2−1 .

• Logistic map
Logistic map demonstrates how complex behavior arises from a simple determin-
istic system without the need of any random sequence. It is based on a simple
polynomial equation which describes the dynamics of biological population.

xt+1 = cxt (1 − xt ); (7)

where x0 ∈ (0, 1), x0 /∈ {0.0, 0.25, 0.50, 0.75, 1.0} and when c = 4.0 a chaotic
sequence is generated by the Logistic map.

• Piecewise map
Piecewise map can be formulated as follows:

xt+1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xt
p 0 < xt < p
xt−p
0.5−p p ≤ xt < 0.5
(1−p−xt )
0.5−p 0.5 ≤ xt < 1 − p

(1−xt )
p 1 − p < xt < 1

; (8)

where p ∈ (0, 0.5) and x ∈ (0, 1).
• Sine map

Sine map can be described as:

xt+1 = a

4
sin(πxt ); (9)

where 0 < a < 4.
• Singer map

One dimensional chaotic Singer map is formulated as

xt+1 = μ
(
7.86xt − 23.31x2t + 28.75x3t − 13.302875x4t

); (10)



A Chaotic Search-Enhanced Genetic Algorithm for Bilevel … 135

where μ ∈ (0.9, 1.08).
• Sinusoidal map

Sinusoidal map is generated as the following equation:

xt+1 = ax2t sin(πxt ); (11)

where a = 2.3.
• Tent map

Tent map is defined by the following iterative equation:

xt+1 =
{
xt/0.07 xt < 0.7
10
3 (1.0 − xt ) xt ≥ 0.7

(12)

3.3 CGA-ES for BLPP

The proposed algorithm to solve the BLPP is incorporation between an enhanced
genetic algorithm and chaos search. Firstly, the upper level problem using genetic
algorithm based on our new effective selection technique. Then, lower level problem
is solved for the obtained upper level solution. Secondly, another search based on
chaos theory is applied to the obtained solution.

Effective selection technique: The new effective selection technique operates on
enabling the upper level decision maker to choose an appropriate solution in antic-
ipation of the lower level’s decision. After the individuals are evaluated by upper
level objective function and are selected according to its fitness. Then, these selected
solutions are evaluated by lower level problem objective function and are selected
according to its fitness. The steps of the proposed algorithm are listed in details as
follows:

Step 1. Solve upper level problem using genetic algorithm based on effective
selection technique with constrain handling.
Step 1.1 Constrains handling
Any solution for the upper level is feasible solution for the upper level only if it
is feasible and optimal solution for the lower level. Constrains can be handled by
adding constrains of the lower level problem to upper level constrains.
Step 1.2 Initial population
The population vectors are randomly initialized and within the search space
bounds [23].
Step 1.3 Obtaining reference point
At least one feasible reference point is needed to enter the process of repairing
infeasible individuals of the population and to complete the algorithm procedure.



136 Y. Abo-Elnaga et al.

Step 1.4 Repairing
When the problem is constrained, some of generated individuals don’t satisfy
constrains and become infeasible individuals. The proposed of repairing process
is to transform the infeasible individuals to be feasible individuals. The reader
can refer to [24].
Step 1.5 Evaluation
The individuals are evaluated using both upper level objective function and lower
level objective function.
Step 1.6 Create a new population
In this step, a new population is generated by applying a new effective selection
technique as mentioned above, crossover operator and mutation operator [25].

• Ranking: Ranks individuals according to their fitness value, and returns a
column vector containing the corresponding individual fitness value, in order
to establish later the probabilities of survival that are necessary for the selection
process.

• Selection: There are several techniques of selection. The commonly used tech-
niques for selection of individuals are roulette wheel selection, rank selection,
steady state selection, stochastic universal sampling, etc. Here we will use
Stochastic Universal Sampling (SUS) [26] where, the most important concern
in a stochastic selection is to prevent loss of population diversity due to its
stochastic aspect.

• Crossover: InGAs, crossover is used to vary individuals fromone generation to
the next; where it combines two individuals (parents) to produce a new individ-
uals (offspring)with probability (Pc). There are several techniques of crossover,
one-point crossover, two-point crossover, cut and splice, uniform crossover and
half uniform crossover, etc. Here, we will use One-point crossover involving
splitting two individuals and then combining one part of one with the other
pair. This method performs recombination between pairs of individuals and
returns the new individuals after mating, and gives offspring the best possible
combination of the characteristics of their parents.

• Mutation: Premature convergence is a critical problem in most optimization
techniques, which occurs when highly fit parent individuals in the popula-
tion breed many similar offspring in early evolution time. Mutation is used to
maintain genetic diversity from one generation of a population to the next. In
addition, Mutation is an operator to change element in a string which is gener-
ated after crossover operator. In this study, we will use real valued mutation;
which means that randomly created values are added to the variables with a
low probability (Pm).

Step 1.7 Migration
In this step, the best individuals of the new generation and old generation are
migrated for the new generation.
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Step 1.8 Termination test for GA
Terminated of algorithm is achieved either when the maximum number of gener-
ations is achieved, or when the individuals of the population convergence occur.
Otherwise, return to step 1.6.
Step 2. Solve lower level problem using genetic algorithm as upper level steps
for the solution of the upper level decision variables.
Step 3. Evaluate the solution obtained from solving lower level problem using
upper level objective function.
Step 4. Search based on chaos theory for the solution obtained in step 3.
In this step, chaos search is applied to the solution obtained in step 3 (x∗

i , y∗
i )[23].

The detailed description of chaotic search is described as follows:
Step 4.1 Determine chaotic search range
The range of chaotic search is [a, b] for the upper level variables and [c, d] for
the lower level variables. The range is determined by the following equation

x∗
i − ε1 < ai , x

∗
i + ε1 > bi (13)

y∗
i − ε2 < ci , y∗

i + ε2 > di (14)

where ε1, ε2 is specified radiuses of chaos search for the upper level and lower
level variables receptively.
Step 4.2 Generate chaotic number using logistic map
We choose the logistic map because it is more convenient to use and increase the
solution quality rather than other chaotic maps [23]. Chaotic random numbers zk

is generated by the logistic map by the following equation

zk+1 = μzk
(
1 − zk

)
, z0 ∈ (0, 1), z0 /∈ {0.0, 0.25, 0.50, 0.75, 1.0}, k = 1, 2, . . .

(15)

Step 4.3 Map the chaos variable into the variance range
Chaos variable zk is mapped into the variance range of optimization valuable
[a, b] and [c, d] by:

xi = x∗
i − ε1 + 2ε1z

k ∀i = 1, . . . , n (16)

yi = y∗
i − ε2 + 2ε2z

k ∀i = 1, . . . ,m (17)

Step 4.4 Update the best value
Set chaotic iteration number as k = 1 → Do

xki = x∗
i − ε + 2εz ∀i = 1, . . . , n (18)

yki = y∗
i − ε2 + 2ε2z

k ∀i = 1, . . . ,m (19)
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If F
(
xk, yk

)
< F(x∗, y∗) then set (x∗, y∗) = (xk, yk).

Else if F
(
xk, yk

) ≥ F(x∗, y∗) then give up the K -th iterated
Result (x∗, y∗).
Loop runs until F(x∗, y∗) is not improved after k searches.

Step 4.5 Update the boundary
Update the boundary value [a, b] and [c, d] of the new optimal point (x∗, y∗) as
the new chaos search range. Use Eqs. (4) and (5) to map the chaos variables into
the new search range then go to 4.2.
Step 4.6 Stopping Chaos search
Stop chaos search for, K -th for the specified iterations and put out (x∗, y∗) as the
best solution.
Step 5. Solve lower level problem using genetic algorithm for the solution
after chaos search then evaluate the solution obtained from solving lower
level problem.
In this step, repeat step 2 and 3 for the solution obtained from chaos search
(x∗, y∗).
Step 6. Stopping algorithm
Compare the result before chaos search at step 3 and after chaos search at step 5.
The best result is the algorithm solution. The flow chart of the proposed algorithm
is shown in Fig. 2.

4 Numerical Experiments

Our proposed algorithm has been evaluated on several sets of well-known multi-
modal test problems including linear and nonlinear problems, constrained and uncon-
strained problems, low-dimensional and high-dimensional problems. The first set of
problems is 10 constrained problems with relatively smaller number of variables
named TP problems [18, 19]. TP problems have been extensively used test-suite
for comparing different algorithms that have been solved BLPP. The second set is
SMD test set constructed in [20]. The used set of SMD problems are un-constrained
high-dimensional problems that are recently proposed,which contains problemswith
controllable complexities. SMD test problems cover a wide range of difficulties asso-
ciated with BLPP as non-linearity, multi-modality and conflict in upper and lower
level objectives.

CGA-ES is coded in matlab 7.8 and the simulations have been executed on an
Intel core (TM) i7-4510u cpu @2.00GHZ 2.60 GHz processor. CGA-ES involves
a number of parameters that affect the performance of algorithm. The applied GA
parameters for both upper and lower level problem are:

(a) Generation gap 0.9

(b) Crossover rate 0.9

(continued)
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(continued)

(c) Mutation rate 0.7

(d) Selection operator Stochastic universal sampling

(e) Crossover operator Single point

(f) Mutation operator Real-value

(g) GA generation 200–1000

(h) Chaos generation 10,000

(i) Specified neighborhood radius 1E−3

Table 1 proposes a standard test problems fromTP1 to TP10. The problem dimen-
sions (n,m) are given in the first column, and the problem formulation is defined in the
second column. Dimensions (n) denotes to the upper level dimensions. Dimensions
(m) denotes to the lower level dimensions.

4.1 Results and Analyses

In this section, we first introduce analyses of our results for the chosen test set. We
compare our results and other algorithms results solved same chosen test set. The
results and comparisons reveal of our proposed algorithm feasibility and efficiency to
solve BLPP and that it has better ability and precision than other proposed methods
in literature.

1. Results analyses for TP test set

Sinha et al. presented an improved evolutionary algorithmbased on quadratic approx-
imations of lower level named asBLEAQ. InTable 2, TP problems result is presented.
The results for upper level and lower level objective functions are introduced in
second column. The best solutions of upper level and lower level objective functions
according to the reference of the problems are in the third column [18, 19].

As indicated in Table 1, our proposed algorithm find solutions better than the best
solutions according Sinha for four problems TP3, TP4, TP5, TP6 and reach to same
solutions as best known solutions for both levels TP7 and reach to same solutions as
best known solutions for upper levels for TP2. The remainder problems have also a
small difference from best known solutions.

2. Results analyses for SMD test set

Table 2 presents results for SMDproblems. In the second columnour proposed results
for upper level and lower level objective functions. The optimal solution of upper
level and lower level objective functions SMD problems are in the third column [20].
From Table 3, our proposed algorithm reach to optimal solutions for two problems
SMD1, SMD3. The remainder problems have also a small error.
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Fig. 2 The flow chart of the proposed algorithm CGA-ES
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The simulation results of various numerical studies have been demonstrated
the superiority of CGA-ES to solve BLPP. CGA-ES superior on other algorithms
proposed in literature solved same test problems. It can produce better solutions and
performs well. CGA-ES can manage the difficulties resulting from the increasing
dimension.

Table 1 BLPP formulation for problems TP1–TP10

Problem Problem
dimensions
(n, m)

Problem formulation

TP1 n = 2

m = 2

Minimize F(x, y) = (x1 − 30)2 + (x2 − 20)2 − 20y1 + 20y2

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎨

⎪⎪⎩

Minimize f (x, y) = (x1 − y1)2 + (x2 − y2)2

s.t.

0 ≤ yi ≤ 10 i = 1, 2

⎫
⎪⎪⎬

⎪⎪⎭

x1 + 2x2 ≥ 30,

x1 + x2 ≤ 25,

x2 ≤ 15

TP2 n = 2

m = 2

Minimize F(x, y) = 2x1 + 2x2 − 3y1 − 3y2 − 60

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = (y1 − x1 + 20)2 + (y2 − x2 + 20)2

s.t

x1 − 2y1 ≥ 10

x2 − 2y2 ≥ 10

−10 ≤ yi ≤ 20 i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

x1 + x2 + y1 − 2y2 ≤ 40,

0 ≤ xi ≤ 50 i = 1, 2

TP3 n = 2

m = 2

Minimize F(x, y) = −x21 − 3x22 − 4y1 + y22
s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = 2x21 + y21 − 5y2

s.t

x21 − 2x1 + x22 − 2y1 + y2 ≥ −3

x2 + 3y1 − 4y2 ≥ 4

0 ≤ yi i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

x21 + 2x2 ≤ 4,

0 ≤ xi i = 1, 2

(continued)
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Table 1 (continued)

Problem Problem
dimensions
(n, m)

Problem formulation

TP4 n = 2

m = 3

Minimize F(x, y) = −8x1 − 4x2 + 4y1 − 40y2 − 4y3

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = x1 + 2x2 + y1 + y2 + 2y3

s.t

y2 + y3 − y1 ≤ 1

2x1 − y1 + 2y2 − 0.5y3 ≤ 1

2x2 + 2y1 − y2 − 0.5y3 ≤ 1

0 ≤ yi i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

0 ≤ xi i = 1, 2

TP5 n = 2

m = 2

Minimize F(x, y) = r t (x)x − 3y1 + 4y2 + 0.5t (y)y

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = 0.5t (y)hy − t (b(x))y

s.t

−0.333y1 + y2 − 2 ≤ 0

y1 − 0.333y2 − 2 ≤ 0

0 ≤ yi i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

where, h =
(
1 3

3 10

)

, b(x) =
(

−1 2

3 −3

)

x, r = 0.1

t (.) denotes transpose of a vector

TP6 n = 1

m = 2

Minimize F(x, y) = (x1 − 1)2 + 2y1 − 2x1

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = (2y1 − 4)2 + (2y2 − 1)2 + x1y1

s.t

4x1 + 5y1 + 4y2 ≤ 12,

4y2 − 4x1 − 5y1 ≤ −4

4x1 − 4y1 + 5y2 ≤ 4,

4y1 − 4x1 + 5y2 ≤ 4

0 ≤ yi i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

x1 ≥ 0

(continued)
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Table 1 (continued)

Problem Problem
dimensions
(n, m)

Problem formulation

TP7 n = 2

m = 2
Maximize F(x, y) = − (x1 + y1)(x2 + y2)

1 + x1y1 + x2y2
s.t

y ∈ argmin
(y)

⎧
⎪⎪⎨

⎪⎪⎩

Maximize f (x, y) = (x1+y1)(x2+y2)
1+x1 y1+x2 y2

s.t

0 ≤ yi ≤ xi i = 1, 2

⎫
⎪⎪⎬

⎪⎪⎭

x21 + x22 ≤ 100,

x1 − x2 ≤ 0

0 ≤ xi , i = 1, 2

TP8 n = 2

m = 2

Minimize F(x, y) = |2x1 + 2x2 − 3y1 − 3y2 − 60|
s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f (x, y) = (y1 − x1 + 20)2 + (y2 − x2 + 20)2

s.t

2y1 − x1 + 10 ≥ 0

2y2 − x2 + 10 ≥ 0

−10 ≤ yi ≤ 20 i = 1, 2

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

x1 + x2 + y1 − 2y2 ≤ 40,

0 ≤ xi ≤ 50 i = 1, 2

TP9 n = 10

m = 10 Minimiyze F(x, y) =
10∑

i=1

(|xi − 1| + |yi |)

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Minimize f (x, y) = e
(1+ 1

4000

10∑

i=1
(yi )2−

10∏

i=1
cos(

yi√
i
))

10∑

i=1
(xi )2

s.t

−π ≤ yi ≤ π i = 1, 2, . . . , 10

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

TP10 n = 10

m = 10 Minimiyze F(x, y) =
10∑

i=1

(|xi − 1| + |yi |)

s.t

y ∈ argmin
(y)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Minimize f (x, y) = e
(1+ 1

4000

10∑

i=1
(yi xi )2−

10∏

i=1
cos(

yi√
i
))

s.t

−π ≤ yi ≤ π i = 1, 2, . . . , 10

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
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Table 2 CGA-ES results and best known solutions for TP1–TP10

Problem CGA-ES results Best solutions in [18, 19]

F(x ·, y·) f (x ·, y·) F(x∗, y∗) f (x∗, y∗)
TP1 −225.0001 99.9999 225.0000 100.0000

TP2 0 200.0000 0 100.0000

TP3 −18.9365 −1.1563 −18.6787 −1.0156

TP4 −29.3529 3.008 −29.2000 3.2000

TP5 −3.9014 −2.0300 −3.6000 −2.0000

TP6 −1.2520 8.0708 −1.2091 7.6145

TP7 −1.9600 1.9660 −1.9600 1.9600

TP8 8.7468E−05 199.9989 0 100.0000

TP9 8.6845E−06 2.7183 0 1.0000

TP10 1.23793E−04 2.7183 0 1.0000

Table 3 CGA-ES results and best known solutions for SMD1-SMD6

Problem CGA-ES results Optimal solutions

F(x ·, y·) f (x ·, y·) F(x∗, y∗) f (x∗, y∗)
SMD1 0 0 0 0

SMD2 4.7659e−06 2.2190e−06 0 0

SMD3 0 0 0 0

SMD4 5.5692E−12 3.4094E−11 0 0

SMD5 1.1324e−09 1.1324e−09 0 0

SMD6 9.3428E−11 9.3428e−11 0 0

5 Conclusions

In this chapter, we proposed a genetic algorithm based on a new effective selection
technique and chaos theory to solve bilevel programming problems. To verify the
performance of CGA-ES, extensive numerical experiments based on a suite of multi-
modal test have applied. A careful observation will reveal the following benefits of
the CGA-ES:

• CGA-ES is presented as a powerful global feasible and efficient technique to solve
BLPP.

• CGA-ES overcomes the difficulties associated with BLPP as non-linearity, multi-
modality and conflict in upper and lower level objectives.

• The combination between genetic algorithm technique and chaos search offer the
advantages of both genetic algorithm as a powerful global searching technique
and chaos search as an efficient and fast searching technique.
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• The new effective selection technique enables the upper level decision maker to
choose an appropriate solution in anticipation of the lower level’s decision.

• The new effective selection technique helps in dispensing of solving lower level
problem for every generation that fast convergence to the optimal solution.
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Bio-inspired Machine Learning
Mechanism for Detecting Malicious URL
Through Passive DNS in Big Data
Platform

Saad M. Darwish, Ali E. Anber, and Saleh Mesbah

Abstract Malicious links are used as a source by the distribution channels to broad-
cast malware all over the Web. These links become instrumental in giving partial
or full system control to the attackers. To overcome these issues, researchers have
applied machine learning techniques for malicious URL detection. However, these
techniques fall to identify distinguishable generic features that are able to define the
maliciousness of a given domain. Generally, well-crafted URL’s features contribute
considerably to the success ofmachine learning approaches, and on the contrary, poor
features may ruin even good detection algorithms. In addition, the complex relation-
ships between features are not easy to spot. The work presented in this paper explores
how to detect malicious Web sites from passive DNS based features. This problem
lends itself naturally to modern algorithms for selecting discriminative features in
the continuously evolving distribution of malicious URLs. So, the suggested model
adapts a bio-inspired feature selection technique to choose an optimal feature set in
order to reduce the cost and running time of a given system, as well as achieving an
acceptably high recognition rate. Moreover, a two-step artificial bee colony (ABC)
algorithm is utilized for efficient data clustering. The two approaches are incorpo-
rated within a unified framework that operates on the top of Hadoop infrastructure
to deal with large samples of URLs. Both the experimental and statistical analyses
show that improvements in the hybrid model have an advantage over some conven-
tional algorithms for detecting malicious URL attacks. The results demonstrated that
the suggested model capable to scale 10 million query answer pairs with more than
96.6% accuracy.
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Keywords Machine learning · Malicious URLs · Passive DNS · Big data ·
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1 Introduction

The web has become a platform for supporting a wide range of criminal enterprises
such as spam-advertised commerce, financial fraud, and malware propagation. The
security group has responded to this by creating blacklisting tools. The distribution
channels use harmful URLs as a medium to spread malware throughout the Internet.
These relationships help to give the attackers, who use systems for various cyber-
crimes, partial or comprehensive control over the system. Systems with the ability to
detect malicious content should be quick and precise to detect such crimes [1]. DNS
data analysis has several advantages compared to other methods like the blacklist
of compromised domains as the DNS traffic has a considerable number of useful
features to classify domain names affiliated with fraudulent activities [2].

Detection of malicious domains through the analysis of DNS data has a number
of benefits compared to other approaches such as blacklists [2, 3]. First, DNS data
constitutes only a small fraction of the overall network traffic, whichmakes it suitable
for analysis even in large-scale networks that cover large areas. Moreover, caching,
being an integral part of the protocol, naturally facilitates further decrease in the
amount of data to be analyzed, allowing researchers to analyze even the DNS traffic
coming to top level domains. Second, the DNS traffic contains a significant amount
of meaningful features to identify domain names associated to malicious activities.
Third, many of these features can further be enriched with associated information,
such as autonomous system number, domain owner, and so on, providing an even
richer space exploitable for detection. The large amount of features and the vast
quantity of traffic data available have made DNS traffic a prime candidate for exper-
imentation with various machine-learning (ML) techniques applied to the context
of security. Fourth, although the solutions to encrypt DNS data exist, still a large
fraction of DNS traffic remains unencrypted, making it available for the inspection
in various Internet vantage points. Fifth, sometimes researchers are able to reveal
attacks at their early stages or even before they happen due to some traces left in the
DNS data.

Detecting malicious URLs is an essential task in network security. Despite many
exciting advances over last decade for malicious URL detection using machine
learning techniques, there are stillmany open problems and challengeswhich are crit-
ical and imperative, including but not limited to the following [4]: (1) High volume
and high velocity: The real-world URL data is obviously a form of big data with
high volume and high velocity. It is almost impossible to train a malicious URL
detection model on all worlds’ URL data using machine learning. (2) Difficulty in
collecting features: collecting features for representing aURL is crucial for applying
machine learning techniques. In particular, some features could be costly (in terms
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of time) to collect, e.g., host-based features. (3) Feature representation: In addi-
tion to high volume and high velocity of URL data, another key challenge is the
very high-dimensional features. Some commonly used learning techniques, such as
feature selection, dimension reduction and sparse learning, have been explored, but
they are far from solving the challenge effectively. Besides the high dimensionality
issue, another more severe challenge is the evolving high dimensional feature space,
where the feature space often grows over time when new URLs and new features are
added into the training data. This again poses a great challenge for a clever design
of new machine learning algorithms which can adapt to the dynamically changing
feature spaces. (4) Concept drifting and new emerging challenges: Another chal-
lenge is the concept drifting where the distribution of malicious URLs may change
over time due to the evolving behaviors of new threats and attacks. This requires
machine learning techniques to be able to deal with concept drifting whenever it
appears. Besides, another recent challenge is due to the popularity of URL short-
ening services, which take a long URL as input and produce a short URL as an
output.

A variety of approaches have been attempted to tackle the problem of Malicious
URL Detection. According to the fundamental principles, these approaches can be
broadly grouped into three major categories: (i) Blacklisting, (ii) Heuristics, and
(iii) Machine Learning approaches. The key principles of each category are briefly
described in [4]. Despite many exciting advances over last decade for malicious URL
detection using machine learning techniques, there are still many open problems
and challenges which are critical and imperative, including but not limited to the
following [3]: high volume and high velocity, difficulty in acquiring labels, difficulty
in collecting features, feature representation, and concept drifting [1]. In recent times,
improvements in technology and infrastructure have led to creating the problem of
big data. Accordingly, it is necessary for cyber security professionals to design and
implement novelmethods to efficiently and effectivelymitigate cyber security threats
in a big data world. Hadoop, an open-source distributed storage platform that can run
on commodity hardware, has been utilized to better accommodate the big data storage
requirements ofmassive volume and fast-speed processing criteria of potentially very
complex, heterogeneous data structures [5].

1.1 Problem Statement and Research Motivation

Compromisedwebsites that are used for cyber-attacks are named asmalicious URLs.
In fact, nearly one third of all websites were identified as potentially malicious in
nature, showing that malicious URLs are used widely in order to commit cyber-
crimes [3]. To overcome the problem tomaintain and update a blacklist, some systems
inspect the web page content and analyze the behavior after visiting the Web page.
Unfortunately, this increases the run time overhead and affects the user experience.
With the development of machine learning, several classification-based methods,
using the features ofWeb page content andURL text, are also used to detectmalicious
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URLs.However, the attackers adjust their strategies accordingly and invent newkinds
of attacks [6]. This work is motivated by the observation that attackers tend to abuse
certain domain features during this process. By basing a detection system on such
features, we can effectively detect and blacklist the malicious web pages.

1.2 Contribution and Methodology

This paper addresses the problem of detecting malicious Web sites using machine
learning over URL-based features. The challenge is to construct a system that is
accurate, scalable, and adaptive. To this end, the contributions of this paper are the
following: (1) Show that better classification is possible by extracting more mean-
ingful URL data characteristics that outweigh the advantages that a skilled learner
makes. For this reason, a bio-inspired reduction process is applied that adopts GA to
refine the lists of features (optimal features), with the goal of building a robust and
efficient learning model. (2) Adapt a two-step artificial bee colony (ABC) algorithm
for efficient Malicious URL clustering.

The rest of this paper is organized as follows: Sect. 2 presents a review of the
recent related works. Section 3 introduces the proposed malicious URL detection
model. Section 4 exhibits the experimental results to evaluate the performance study
of the proposed model. Finally, we conclude the paper and give future directions in
Sect. 5.

2 Related Work

Because the suggested technique is based on passive domain name-based features of
the URL, more emphasis in surveying related work that incorporates those features
are placed. Ma et al. [6] presented an approach for classifying URLs automati-
cally as either malicious or benign based on supervised learning across both lexical
and host-based features. Another approach was suggested by Zhang et al. in 2007
[7] that presented the design and evaluation of Carnegie Mellon Anti-phishing and
Network Analysis Tool (CANTINA), a novel content-based approach for detecting
phishing web sites. CANTINA uses the well-known Term Frequency/Invest Docu-
ment Frequency (TF-IDF) algorithm and applies it to anti-phishing, to robust
hyperlinks, the idea of overcoming problems with page.

Kan and Thi [8] introduced the notion of bag-of-words representation for clas-
sifying URLs. Concurrently, in 2009, Guan et al. [9] had examined the aspect of
instant messaging (IM) for classifying URLs. Although they used several URL-
based features, they also take advantage of a number of IM-specific features such as
message timing and content. Yet, this algorithm needs more URL message samples
tomake their experimentsmore accurate and convincible.Watkins et al. [3] a strategy
focused on an integral feature of Big Data was launched in 2017: the overwhelming
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majority of network processing in a historically guarded business (i.e., using defense-
in-depth) is non-malicious. The core objective of Bilge et al. [10] work is to build an
exposure system that is designed to detect such domains in real time by applying 15
unique features grouped into four categories. Although URLs cyber security models
have been studied for nearlymany decades, there is still room tomake itmore efficient
and practical in the real application.

According to the aforementioned review, it can be found that past studies were
primarily devoted to (1) Blacklisting, which cannot predict the status of previously
URLs or systems based on site content or behavior assessments that require visits
to potentially risky sites. (2) Not addressing the issues related to the selection of
optimal feature set from the pool of extracted features. In general, with appropriate
classifiers, it is feasible to automatically shift through comprehensive feature sets
(i.e., without requiring domain expertise) and identify the most predictive features
for classification. However, to best of my knowledge, little attention has been paid to
devising a new bio-inspired feature selection technique for a malicious URL detec-
tions system that relies on a big number for training samples (big data environment).
Most of the current bio-inspired optimization techniques for malicious URL detec-
tion depend on combining two or more algorithms to enhance the exploration and
exploitation fitness of the basic algorithm. The next Section discusses in detail the
suggested model that integrates the Hadoop framework to handle big data with a
bio-inspired artificial Bee colony algorithm for URL classification.

3 The Proposed Model

The work presented in this paper explores how to detect malicious Web sites from
passive DNS based features. This issue naturally leads to new algorithms in which
biased features may be chosen while Malicious URLs are constantly being spread.
So, the suggested model adapts a bio-inspired feature selection technique to choose
an optimal feature set in order to reduce the cost and running time of a given system,
as well as achieving an acceptably high recognition rate. Moreover, a two-step arti-
ficial bee colony (ABC) algorithm is utilized for efficient data clustering. The two
approaches are incorporated within a unified framework that operates on the top
of the Hadoop infrastructure to deal with large samples of URLs. Herein, a modi-
fied representation learning model based on genetic algorithm is proposed to select
the most representative features that keep the classification accuracy as high of the
state of the art models that use hundreds or thousands of features, allowing possible
embedded programs to run fast looking for the characteristics that match malicious
URL behavior. Moreover, this model requires large datasets to train and to tune the
learning prediction algorithm. To address this problem, Apache Hadoop is employed
as a distributed computing platform. Figure 1 shows the main components of the
suggested prediction model, and how these components are linked together and the
following subsections discuss its steps in detail.
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Fig. 1 The proposed malicious URL detection model
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3.1 Training Phase

Step 1: Passive DNS Dataset. The challenges of access to DNS data faced by the
research community lie in two aspects [2]: (1) first is the data collection phase; the
peculiarity of many existing DNS-based malicious domain detection techniques is
that they work best in big data scenarios. Thus, they may not be able to produce
meaningful results on datasets collected in small networks. Meanwhile, integrating
data from DNS servers belonging to different organizations would often face signif-
icant bureaucratic/legal obstacles, due to the sensitive nature of DNS logs. (2) Even
a bigger challenge lies in data sharing. Unfortunately, security related data are noto-
riously sensitive and hard to share. In general, Passive DNS data collection happens
through the installation of sensors to DNS servers or the connection to DNS server
logs for the purpose of obtaining real DNS queries. Furthermore, passive DNS data
are linked to the behavior of individual users, so passive DNS data could be used
to detect malicious domains with techniques that rely on user-level features (e.g.,
temporal statistics of user queries).

Step2:DataManagementPhase. Traditional computing storage platforms like rela-
tional databases do not scale effectively against the onslaught of big data challenges
posed by malicious URL detection. There should be only two types of headings. The
headings of the lower level stay unnumbered and formatted as run-in headings. To
address this problem, some authors suggested using distributed computing platforms
such as Apache Hadoop. Hadoop, an open-source distributed storage platform that
can run on commodity hardware, has been utilized to better accommodate Big data
processing requires of massive volume and high speed along with heterogeneous
data structures theoretically very complex. Hadoop provides a software framework
for distributed storage and distributed computing. It divides a file into the number of
blocks and stores it across a cluster of machines. It does distributed processing by
dividing a job into a number of independent tasks. These tasks run in parallel over
the computer cluster.

Hadoop MapReduce includes several stages [11]: In the first step, the program
locates and reads the «input file» containing the raw data. As the file format is
arbitrary, there is a need to convert data into something the program can process. The
«InputFormat» and «Record Reader» does this job. InputFormat uses the InputSplit
function to split the file into smaller pieces. Then the Record Reader transforms the
raw data for processing by the map. It outputs a list of key-value pairs. Once the
Mapper processes these key-value pairs, the result goes to «OutputCollector». There
is another function called «Reporter» which intimates the user when the mapping
task finishes. In the next step, the Reduce function performs its task on each key-
value pair from the Mapper. Finally, Output Format organizes the key-value pairs
from Reducer for writing it on HDFS.

Step 3: Data Preprocessing. Data pre-processing is an important phase in machine
learning, since the quality of the data and its useful information affects the capacity
of the proposed model to learn directly; therefore, it is extremely important that the
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data are preprocessed before feeding it into the model [12]. Data preprocessing is
the process of simply transforming raw data into an understandable format. Prepro-
cessing involves various steps that help to convert raw data into a processed and
sensible format such as data cleaning, data integration, data transformation, and data
reduction. The main use of the cleaning step is based on detecting incomplete, inac-
curate, inconsistent and irrelevant data and applying techniques to modify or delete
this useless data.

Step 4: Feature Extraction. In machine learning, feature extraction starts from
an initial set of measured data and builds derived values (features) intended to be
informative and non-redundant, facilitating the subsequent learning and general-
ization steps, and in some cases leading to better human interpretations. Feature
extraction is a dimensionality reduction process, where an initial set of raw variables
is reduced to more manageable groups (features) for processing, while still accu-
rately and completely describing the original data set [6]. Content-features usually
require downloading the web-page, which would affect the feature collection time.
In general, the success of a machine learning model critically depends on the quality
of the training data, which hinges on the quality of feature representation. Given a
URL u ∈ U where U denotes a domain of any valid URL strings, the goal of feature
representation is to find a mapping g : U → R

d such that g(U) → X where X ∈ R
d

is a d-dimensional feature vector, that can be fed into machine learning models. The
process of feature representation can be further broken down into two steps:

• Feature Collection: This phase is engineering oriented, which aims to collect
most if not all relevant information about the URL.

• Feature Preprocessing: In this phase, the unstructured information about the
URL is appropriately formatted and converted to a numerical vector so that it can
be fed into machine learning algorithms.

The suggested model relies on DNS Answer-based, TTL Value-based, and
Domain-Name-based features. See [3] for more details.

Step 5: Feature Selection Using Genetic Algorithm. It is essential to select a
subset of those features which are most relevant to the prediction problem and are
not redundant. Heuristic search is an intelligent search process through an extremely
wide range of solutions to detect a satisfactory solution. No exhaustive sequential
selection process can generally be guaranteed for the optimal subset; any ordering
of the error probabilities of each of the 2n feature subsets is possible. In this case,
an instance of a GA-feature selection optimization problem can be described in a
formal way as a four-tuple (R, Q, T, f ) defined as [13, 14]:

• R is the solution space (initial population—a combination of 16 feature vector per
URL—a matrix n × 16) where n represents the number of URL samples. Each
bit is signified as a gene that represents the absence or existence of the feature
within the vector. Every feature vector is represented as a chromosome.

• Q is the feasibility of predicate (different operators—selection, crossover, and
mutation). The crossover is the process of exchanging the parent’s genes to
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produce one or two offspring. The purpose of mutation is to prevent falling into
a locally optimal solution of the solved problem [14]. A uniform mutation is
employed for its simple implementation. The selection operator retains the best
fitting chromosomeof one generation and selects the fixed numbers of parent chro-
mosomes. Tournament selection is probably the most popular selection method
in genetic algorithm due to its efficiency and simple implementation.

• ζ is the set of feasible solutions (new generation populations). With these new
generations, the fittest chromosome will represent the URL feature vector with a
set of salient elements. This vector will specify the optimal feature combination
explicitly according to the identification accuracy.

• f is the objective function (fitness function). The individual that has higher fitness
will win to be added to the predicate operators mate. Herein, the fitness function
is computed based on accuracy Acc value that shows the difference between the
real URL’s classification, and it’s computed one.

Acc = (True Posi tive + True Negative)/(no. Positive + no. Negative)
(1)

Accuracy (Acc) is the ratio of the correctly identified domains to the whole size
of the test set. The higher the value is, the better (Acc ∈ [0, 1]). True Positive (TP)
is the correctly identified malicious domains, True Negative (TN) is the correctly
identified benign domains, P is the total number of malicious domains, and N is the
total number of benign domains.

Step 6: Artificial Bee Colony (ABC) Classifier. The final step includes employed
an artificial bee colony to classify theURLsmalicious or benign based on the training
dataset that contains the best feature vector of each URL. In this case, to accelerate
the convergence rate and maintaining the balance between exploration and exploita-
tion, in this research work two-step ABC algorithm is utilized to improve the ABC
algorithm for clustering problems by using K-means algorithm [15]. The combina-
tion of ABC and K-means (named ABCk) uses the merits of the k-means and ABC
algorithms for solving the problem of malicious URL classification. In this case,
the suggested model uses sensitivity as a fitness function. Sensitivity is defined in
Eq. 2 as the ratio of the True Positives to the sum of the True Positives and the False
Negatives. The True Positives are the correctly identified malicious domains, and the
False Negatives are the domains that are malicious but were incorrectly identified as
non-malicious.

Sensitivity = True Posi tive

True posi tive + False negative
(2)
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3.2 Testing Phase

In this step, given the unknown URL, the model starts with extracting the features
vector for this URL that follows the indices of the best features vector learned from
the training stage. This extracted feature vector is then classified according to its
similarity to the final cluster centers generated from applying the artificial bee colony
classifier in the training phase.

4 Experimental Analysis and Results

In this section, many experiments are conducted to validate the performance of the
suggestedmalicious URL detectionmodel and compare it with some common detec-
tion techniques. The performance is validated in terms of precision, false positive
rates, Accuracy, True Negative rate, Recall, and F-Measure based. The experiment
was carried out in Intel Xeon E5-2620v3 @ 2.4 GHz (12 CPUs) processor with
32.00 GBRAM implemented in Java. The experiments are conducted using a bench-
mark dataset that is comprised of captured passiveDNSdata, which are answers (e.g.,
IP address, time to live (TTL), record counts) from authoritative DNS servers given
domain name queries from the browsers of users. A big dataset totaling 184 million
rows is extracted.

• Experiment 1: (The significance of features selection)

Aim: To validate the benefits of employing a feature selection module within
the suggested model; this experiment implements the suggested model using
both full features vector and optimal features vector to investigate the difference
between the two runs in terms of detection accuracy and time.
Observations: The results in Figs. 2 and 3 reveals that the use of optimal
features achieves an increase in accuracy in terms of True Positive, True Nega-
tive, False Positive and False Negative of approximately 1% compared to using
full feature vector. Although this increase is relatively small, the benefit is to
reduce the testing time for eachURL fromapproximately one second to 500ms.
Discussions: As the proposed model tries to select of the most prominent
features that contain the URLs characteristics which is able to distinguishWeb
sites either malicious or benign, so this features vector as expected yields
increasing in detection accuracy. One possible explanation of these results is
that the feature selectionmodule able to remove redundant features (high corre-
lated features) and discards features leading to mislabelled based on fitness
function.

• Experiment 2: (Classifier evaluation)

Aim: Since there is a wide range of supervised classification algorithms, this
set of experiments is conducted to assess a sample of the collected dataset
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Fig. 2 Confusion matrix
using optimal features
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Fig. 3 Confusion matrix
using all features
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according to three classifiers using Weka [16] as well as ABC and two-step
ABC classifiers. The three classifiers were tested covering tree-based (Random
Forest, C4.5) and function-based (SVM). The classification was made without
parameters tuning through a ten-fold cross-validation as a first step to select
the most promising approach.
Observations: Results for accuracy, true positives and true negatives are given
in Fig. 4 for each classifier. Among the tested classifiers, SVM yields the
worst accuracy (86.31%) while being efficient in identifying legitimate URLs
(93.1%). Tree-based classifiers have approximately the same performance
(around 90%)with disproportionate true positives and true negatives. TheABC
classifier has approximately the same performance of random forest classifier.
The best performer is two-step ABC classifier, correctly classifying 96.6% of
URLs, being the best.
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Discussions: ABC classifier takes a long time because of its stochastic nature.
It is also observed that the position of bees and food sources is identified
randomly initially which takes more time for optimizing, especially in clus-
tering problems. The solution search equation of ABC is good at exploration,
but poor at exploitation, which results in the poor convergence. It is also noted
that the convergence speed of ABC algorithm is decreased as dimensions of
the problem are increased. In two-step ABC algorithm, the initial positions
of food sources are identified using the K-means algorithm instead of random
initialization. So, it yields more accurate classification.

• Experiment 3: (Concept drift)

Aim: Phishing tactics and URL structures keep changing continuously over
time as attackers come up with novel ways to circumvent the existing filters.
As phishing URLs evolve over time, so must the classifier’s trained model
to improve its performance. In general, retraining algorithms continuously
with new features is crucial for adapting successfully to the ever-evolving
malicious URLs and their features. An interesting future direction would be
to find the effect of variable number of features using online algorithms in
detecting phishing URLs. Herein, the whole passive DNS data set is divided
into 15 patches; each patch contains approximately 1,200,000 samples with
different numbers of benign and malicious URLs. The suggested model was
trained with each patch separately to validate its classification error rates using
each patch as a training set.
Observations: Fig. 5 shows the classification error rates for the suggested
classifier after training using different patches. The x-axis shows the patch
number in the experiment. The y-axis shows the error rates on testing the
suggested classifier. Figure 5 reveals that the error rate fluctuates between 2.2
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Fig. 5 Error rates of the suggested classifier after training them on different patches

and 2.4% for all patches. So, the suggested model demonstrates the stability
regarding error rate despite the changing the dataset used.
Discussions: one possible explanation for these results is that the suggested
model is built based on optimal features vector that has discriminative ability to
distinguishbetweenbenign andmaliciousURLs.This feature vectorminimizes
the inter-class similarity while maximizes intra-class similarity. The inter-class
cluster show the distance between data point with cluster centre, meanwhile
intra-class cluster show the distance between the data point of one cluster with
the other data point in another cluster.

5 Conclusion

DNS data carry rich traces of the Internet activities, and are a powerful resource
to fight against malicious domains that are a key platform to a variety of attacks.
To design a malicious domain detection scheme, one has to consider the following
major questions that hinder the advances of the field: (1) data sources: what types
of DNS data, ground truth and auxiliary information are available; (2) features and
data analysis techniques: how to derive features to match intuitions of malicious
behaviors, and what types of detection techniques the malicious domain discovery
problem can be mapped to; (3) evaluation strategies and metrics: how to evaluate the
robustness of a technique given the adaptive nature of attackers, and what metrics to
use for these purposes.

The work presented in this paper proposes a new model to discover malicious
domains by analyzing passive DNS data. This model takes advantage of the dynamic
nature of malicious domains to discover strong associations among them, which are
further used to infer malicious domains from a set of existing known malicious ones.
The central finding of the work in this paper is that machine learning techniques
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can alleviate the disadvantages of blacklists, heavyweight (use more features and so
have a higher accuracy) and lightweight (useless features and consumes the features
from the browser) classifiers for detecting malicious URLs. This paper demonstrated
that the approach of using an optimal number of features (middleweight) extracted
from the original features vector had clear advantages over larger feature sets. One
of the major contributions of the work in this paper was to explore a hybrid machine
learning technique (K-mean and ABC) that used selected discriminative features and
the use of the Hadoop framework to handle the big size of URLs data. The results
demonstrated that the suggested model capable of scaling 10 million query answer
pairs with more than 96.6% accuracy. The major limitation of the suggested model
is that it cannot take an arbitrary given domain and decide whether it is potentially
malicious or not. Similarly, if a domain never shares IPs with other domains, it will
not appear in the domain graph, and the suggested model is not applicable to such
domain either. Future endeavors in this regard include improving the level of filtering
of non-malicious data to provide the analysts with an even smaller set of candidate
data to investigate.
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TargetAnalytica: A Text Analytics
Framework for Ranking Therapeutic
Molecules in the Bibliome
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Abstract Biomedical scientists often search databases of therapeutic molecules to
answer a set of molecule-related questions. When it comes to drugs, finding the most
specific target is a crucial biological criterion. Whether the target is a gene, protein,
and cell line, target specificity is what makes a therapeutic molecule significant. In
this chapter, we present TargetAnalytica, a novel text analytics framework that is
concerned with mining the biomedical literature. Starting with a set of publications
of interest, the framework produces a set of biological entities related to gene, protein,
RNA, cell type, and cell line. The framework is tested against a depression-related
dataset for the purpose of demonstration. The analysis shows an interesting ranking
that is significantly different from a counterpart based on drugs.com’s popularity
factor (e.g., according to our analysis Cymbalta appears only at position #10 though
it is number one in popularity according to the database). The framework is a crucial
tool that identifies the targets to investigate, provides relevant specificity insights, and
help decision makers and scientists to answer critical questions that are not possible
otherwise.
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1 Introduction

The problem of ranking certain biological entities according to their association with
other entities is well-established. Such a problem is manifested in various studies.
For instance, gene ranking is a crucial task in bioinformatics for making biotarget
predictions and has been previously investigated. (1) Bragazzi et al presented an
algorithmic approach for gene ranking that leads to a list of few strong candidate
genes when studying complex and multi-factorial diseases [1], and (2) Winter et
al conducted a study that ranks gene entities using a modified version of Google’s
PageRank,which they calledNetRank [2]. Protein ranking is another problem that has
also been researched; Weston et al demonstrated the importance of protein ranking
in a network constructed from a sequence database [3]. Their algorithm proved more
significant than rankings generated from a local network search algorithm such as
PSI-BLAST. Other studies have ranked biological entites as sets to provide answers
to various scientific questions. Wren et al., mined PubMed for biological entities
(genes, proteins, phenotypes, chemicals, and diseases), grouped them in sets, and
ranked them to satisfy scientific needs [4]. While some researchers addressed the
ranking algorithmically [5], others addressed it from a biological networks point of
view. Using centrality measures for the purpose of identifying the most influential
elements in the network is also common [6, 7].

From a drug discovery point of view, ranking molecules in a biological network
holds great promise in the efforts of expanding the domain of druggable targets,
especially one that integrates network biology and polypharmacology. Integrating
network biology and polypharmacology holds the promise of expanding the cur-
rent opportunity space for druggable targets. The authors shows how such net-
works offers great implications for tackling the two major sources of attrition in
drug development–efficacy and toxicity [9]. In this chapter we focus our effort on
exploring the efficacy part of drug development from a drug specificity point of
view. For a drug to be effective, it must a target specific gene, protein, or a cell type
etc. TagetAnalytica is designed to study this aspect of the research based on two
foundations (1) the very large network of biological entities we extracted from the
biomedical literature, and (2) querying the network as a knowledge graph to answer
a given question that is corresponding to a molecule, using a SPARQL query. The
ranking analytics generated here are essentially a post-processing phase that takes
place over the query result of the given question being asked. To date, graph databases
do not provide ranking based on the specificity notion that is required for ranking
the molecules. Such a complex approach: (mining → transforming → persisting
→ querying then → ranking) is worthwhile because it is flexible and can answer
an unlimited number of question for various purposes (drug discovery, drug design,
decision support, hypothesis testing, etc). An example of a query can be: list all the
molecules related to Breast Cancer and BRCA1 gene and HMECs and Adipocytes
cell type. What we mean by specificity is not by forcefully limiting a given molecule
to be associated with one specific target, but rather show how a few arbitrary entities
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present themselves to be specific enough to cure a certain disease(s) with minimal
side effects as it will be described in Fig. 1 in a future section.

In this chapter, we show that starting with a disease-related set of publications
of interest (e.g., depression), an entity recognition step is performed to identify the
biological entities associated with the drugs of study. TargetAnalytica empowers
analytics framework to deriving ranking insights when specificity is key. In the heart
of the framework is a network centrality algorithm that generated the ranking ana-
lytics utilizing the biological specificity notion. When it comes to drugs, specificity
is a crucial biological criterion in the search when querying the entities that are spe-
cific to a gene, protein, RNA, etc. Therefore, specificity it has inspired the design of
our algorithm to identify top-k ranked drugs. Experiments comparing our ranking
algorithm with counterpart centrality measures (i.e., degree) expressed consistent
correlations (both positive and negative) that ranged from [0.55–0.60]. The results
highlight the promise that TargetAnalytica offers in two folds: (a) a fully mature
framework that is capable for processing biomedical abstracts and generate biolog-
ical entities. The entities are recognized by means of Natural Language Processing
usingMachine Learning algorithms and andOntology-based feature extraction tools,
(b) an interesting network analysis algorithm that generates ranking analytics [8] that
we also demonstrate its importance in deriving decisions related to drug discovery
and design.

1.1 Biological Specificity

Specificity is one of fundamental notions in biochemistry. The ability of enzymes
to catalyze biochemical reactions and transform substrate molecules into new prod-
ucts depends on its specificity and catalytic power. When the enzyme and substrate
bind, they form an enzyme-substrate complex, which enables the substrate to be cat-
alytically converted into a product molecule [11]. Specificity of an enzyme towards
a particular substrate by performing kinetic measurements. This can be done by
testing a series of varied concentrations to study a particular substrate and apply-
ing non-regression analysis to obtain the specificity constants for comparison. The
specificity constant (also called kinetic efficiency), is a measure of how efficiently an
enzyme converts substrates into products. A comparison of specificity constants can
help determine the preference of an enzyme for different substrates (i.e., substrate
specificity). The higher the specificity constant, the more the enzyme “prefers” that
substrate [12].

Specificity is also important both for drug discovery and for determining toxicity
profiles.Most drugs exert their therapeutic effects by binding to specific receptor sites
with subsequent change in receptor’s conformation, which triggers the transduction
of a signal to produce a biological effect. Drug-target specificity plays a crucial role
in this process. A drug’s specificity to a particular receptor warrants that it will only
bind to a particular enzyme, thus exerting a specific biological effect. In experience,
the majority of drugs will act on more than one receptor site once they reach an
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appropriately high concentration [13]. Conversely, nonspecific drug molecules can
bind to different target enzymes in human body, exerting wide range of biological
reactions, some of which are manifested in occurrence of adverse effects [14]. In the
process of pre-clinical drug development specificity of binding to target molecule or
receptor constitutes one of the desired properties for drug candidate [15].

Target specificity is a critical consideration for any small-molecule tool [16]. As
more and more drugs are developed to inhibit particular molecular targets, it seems
reasonable that extreme specificity of a potential drug for the intended target will be
important [17]. An effective drug molecule often must bind with high specificity to
its intended target in the body; lower specificity implies the possibility of significant
binding to unintended partners, which could instigate deleterious side effects [18].
Specificity of the new molecule’s binding with the target protein is one of the crucial
characteristics evaluated in the process of early drug discovery [19]. In the case
of new antitumor drug development efforts, specificity of new molecule’s binding
with certain Deoxyribonucleic acid (DNA) sequence (typically encoding for the
oncogenes) is a subject to detailed investigation and a crucial success factor [20].
The overall process of drug discovery is thus facilitated by experiments with highly
specific compounds. And, of course, a highly specific drug would be expected to
have fewer side effects, simplifying the process of evaluating the results of a clinical
trial [17]. Some studies explored how Binding Specificity may involve proteins,
DNA, and Ribonucleic acid(RNA) when investigating a given disease [21].

This brief introduction constitutes the heuristic and the computational motivation
for measuring specificity algorithmically as a network analysis measure. To illustrate
the concept, we present the following simple mockup scenario. For a given disease,
suppose we find that a given number of molecules are mentioned in publications in
conjunction with the following biological entity types (DNA, RNA, protein and cell
type). Typically, some molecules exhibit stronger binding with a given DNA, RNA,
or a protein instance than others.

As mentioned above, the stronger the binding, the stronger the specificity. Here
we presented a weighted network that models the binding specificity aspects and
captures its essence. Figure 1 shows how the five hypothetical molecules (MK1,
MK2, MK3, MK4, and MK5) are linked to specific instances of genes, proteins,
RNA, and cell types. In a real example, a molecule may bind with an RNA instance,
while another may not.

Considering the figure, one can observe MK3 is binding to exactly one entity
instances, {tRNA, breast, BRAC1, EML4} for RNA, cell type, DNA, and protein
entities respectively. On the other hand, MK5 is binding with two DNA instances
{BRCA1, and HNF1A}. This suggests that MK3 is more specific in terms of binding
with a DNA entity than MK5. Another observation, it appears that MK4 is binding
with two protein instances {p53, and Leptin}, but is missing information on binding
with cell type and genes. When comparing MK3 with MK4, we can clearly that
MK3 is specific and has more knowledge than MK2. The missing gene and cell type
information makes MK2 more risky. Therefore, MK3 would be ranked higher.
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Fig. 1 Motivating example for explaining the notion of specificity using a limited number of
biological entities (e.g. DNA, protein, cell type and RNA), and their association with the therapeutic
molecule mentions in a given set of publications. The hexagon shapes at the bottom represents five
hypothetical molecules encodedwithMKi where i is a numerical index to distinguish themolecules.
Each MKi is also encoded with a given color to better visualize the outgoing connections to the
corresponding biological entities. It is imperative to note that some molecules MKi have exactly
one link associated with a given instance of a gene, cell type, etc such as the case in MK3 in each
of the four categories. Others have exactly one instance with some category when info existed but
missing any links with some other categories. This is clear in the case of MK1 and MK4. On the
extreme, others molecules have several connections to several instances associated with in the same
category and and also missing connections to whole categories as in the case of MK2 and MK5.
Clearly the case of MK3 is more desirable than MK2 and MK5

When comparing MK2 with MK5 we realize that MK5 is less specific than MK4.
This is related to the fact that MK5 is connected with three different proteins namely
(P110α, EML4, and Leptin), while MK4 is connected to two protein instances as
opposed to three. Despite the fact thatMK2 ismissing cell type and gene information,
it remainsmore specific thanMK5.The risk of being of not being specific enough also
increases the possibility of being toxic, therefore, we suppress its ranking analytics
even if we have more knowledge (MK5 has gene knowledge while MK2 is missing
such knowledge). This addresses the toxicity component that is mentioned above [9].
Both MK1 and MK4 have the same specificity so should be ranked about the same.
However, when comparing MK1 or MK4 with MK2 or MK5, we find that MK1 and
MK4 have higher ranking insights thank either MK2 and MK5. The full description
of the example is also summarized in Table 1.
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Table 1 Summary of the preliminary example which is plotted in the figure above. There are four
column entities in each molecule. The last column shows the order of ranking analytics for each
molecule according to the notion of specificity (to be fully described onward). According to this
notion we have the following order: MK3 is ranked#1, then MK1 and MK4 are ranked#2, then
MK2 and MK5 are ranked last 3 and 5 respectively

Disease Cell type Gene Protein Rank analytics

MK1 Alzheimer’s Brain – P110α 2

MK2 Diabetes Blood – 2 Instances 3

MK3 Breast cancer Breast BRCA1 EML4 1

MK4 Lung cancer Lung – p53 2

MK5 Breast cancer Breast 2 instances 3 instances 4

2 Methods

2.1 Data Gathering, Processing, and Entity Identification

The main focus of this chapter is to present the components of a novel framework
its main objective is to analyze a network of entities that we identifying in publica-
tions. In order to produce useful results, it is important to collect data items that are
highly relevant to the ranking problem we are addressing. This offers a deep level
of validation of the final results. It also establishes confidence in the methods and
the algorithm covered in this chapter. This is why we searched PubMed for the dis-
ease keyword(“depression”). This search Query returned exactly 390,000 PubMed
abstracts, from which we extracted the publication ID (PMID) and abstracts (AB).
Such abstracts represents the raw dataset that we further analyzed to identify the
entities. This dataset is very rich with molecules (we use the term molecule and drug
interchangeably here). To be sure, we also searched the well-known “drugs.com”
database and have downloaded the entire list of depression drugs. The list includes
drugs in their prescribed name or the commercial brand-name.

Using means of machine learning and Natural Language Processing (NLP) tools,
we extracted the mentions of biological entities of each of the abstracts. The co-
occurrences among such entities and themolecules/drugs (prescribed or brand name)
offer ranking insights that we further use to bring order to the therapeutic molecules.
The types of biological entities varied from molecular, taxonomic, and clinical. For
each type, we used appropriate tools and algorithms to extract the entities. As stated
above, there is a great need to capture high quality recognized entities sowe can estab-
lish confidence in themethods andproducebeneficial results. Thiswas achievedusing
a dictionary lookup mechanism empowered by some specialized ontology whenever
possible. Ontology offers a comprehensive list of terms along with their seman-
tics. For biological entities (e.g., protein, cell, RNA, etc), we used a tool called A
BioMedicalNameEntityRecognition(ABNER) [22], which recognizes the instances
and their entity types found in the text. We extracted and tagged these entities with
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Fig. 2 Workflow of three processes: (1) a pre-processing step, where the literature is mined and
entities are recognized, (2) post-processing step, where the triple store is queried, and (3) ranking
step, where the ranking is produced

their original type and source of extraction (ABNER, etc). This part will play a sig-
nificant role in the algorithm we present below. As for the actual drug names, we fed
the list downloaded from drugs.com to another well-known information extraction
tool known as LingPipe [23] we trained and used against the dataset to identify such
drug names.

2.2 From Text to Graph

When we analyzed the abstracts, we identified entities of the following types:
biological, chemical, disease, and gene. Representing the entire set of entities
as a network offers an attractive theoretical model that can be computationally
explored. Representing the resulting entities to Resource Descriptor Framework
(RDF)[24] triples offers a mechanism to linking these entities naturally into a graph.
Each triple is uniquely described in the information that it communicates (sub-
ject →predicate→object). For instance, to express some breast cancer knowledge
extracted it can be done in the following factual items: (“breast cancer” is a dis-
ease type), (“breast cancer” is mentioned in a PMID:28042876), (“breast cancer”
co-occurred with “BT-549”), (“BT-549” is a cell line type), and (PMID:28042876
mentions a Molecule ID). This info can be expressed in triples and visualized Fig. 3
demonstrates.
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Fig. 3 Graph resulting from the biological entities identified from a set of publication and
expressed as RDF triples. Specifically, there is a triple expressing that lung cancer was mentioned
in PMID:28042876. Another triple also shows a drug-ID, was also mentioned in the same PMID
among other facts demonstrated by the graph diagram

This way of modeling the entities using RDF has the advantage of being queried
usingSemanticWebQueryLanguages (e.g., SPARQL).The outcomeof theSPARQL
queries becomes the input data to theMolecRank analytics algorithm. Figure 2 shows
the workflow of how the pre-processing step communicates with post-processing
until the ranking is completed.

Listing 10.1 shows the SPARQL query that we issue to calculate the frequencies
of molecules and their entities associations.

Listing 10.1 A SPARQL query that calculates the frequencies of the RX Drugs to contribute to
the network weight

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

SELECT ?xrDrug (GROUP_CONCAT(?strength; separator = ", ")
AS ?strengths)

WHERE {
SELECT ?xrDrug (concat(?type, " = ", str(COUNT(?pubmed)))
AS ?strength)

WHERE {
GRAPH ?pubmed {
?molec xsd:name ?xrDrug .
?feature xsd:type ?type .
FILTER (!sameTerm(?molec, ?feature))
}

GROUP BY ?molecNo ?type
}

}
GROUP BY ?molecNo
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2.3 The Ranking Algorithm and Heuristics

Here we present the heuristic that empowers our network analysis algorithm to gen-
erate molecule ranks of a given search query. This algorithm is designed based on the
notion of molecular specificity. The notion starts with a molecule and how it is con-
nected to the various entity types. A molecule is considered specific if it is attached
to one instance in each entity type. Contrarily, the more entity instances of the same
type a molecule is linked to, the more general and less significant. This specificity
notion is not be to confused with the knowledge-gain which entails: the more we
know about the molecule (even if it is not specific enough), the more it contributes
to the rank. For example: if we have two different molecules A and B, such that
A is attached to a single instance of three entity types. Whereas, B is attached to a
single instance of each of the four entities types. Then B should be ranked higher
than A since we know more knowledge by subscribing to more entities. The notion
of specificity has a precedence over the notion of knowledge-gain when there is a
tie. Figure 1 shows this notion when examining molec1 vs molec3. In the case of
molec1 is subscribes to three feature types (disease, cell and protein) which MK3
subscribes to all four entities (disease, cell, gene and protein). Hence, it is ranked
higher as also shown in Table 1.

Depending on the purpose of the ranking, for scientists who are actively searching
formolecules for a given purpose, a SPARQLquerymay include a context of a disease
(i.e., depression in this case). Such a query can be asked in the following form: list all
molecules that are found associated with depression disease, all proteins instances,
all cell types, all chemical entities). We see that both types of ranking are necessary.
The algorithm we present here is indeed capable of producing both types of ranking
results. On the one hand, the global ranking starts with molecule of type and returns
a ranked list of of all of the molecules in the dataset. On the other hand, a specific
ranking starts with an instance of any type (e.g., gene, protein, etc) as a starting node.
Following are the steps that describeMolecRank, and the corresponding pseudocode
in Algorithm 1.

1. Generate the network, resulting from the query result, into feature types clusters.
2. For each molecule, associated with a given feature type, calculate the set of its

neighbors.
3. For each molecule and its neighbors, generate two matrices:

(a) A knowledge-gain matrix: whether a molecule is subscribed to a feature type
regardless of its cardinality. This part of the measure was inspired by Shan-
non’s entropy. Particularly, the notion of information-gain for subscribing to
various feature types [25]. Here we also keep in mind the knowledge gained
by the association with a category. In Shannon’s Entropy, this is represented
by 1’s and 0’s, here we do the same by normalize by the actual network
weights. This accounts for the value of the feature subscribing to a category
and doesn’t allow the specificity to be overrun.
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(b) A specificity matrix: the cardinality of the global knowledge-gains each fea-
ture type regardless of number of instances it connects to.

4. Normalize the knowledge-gain matrix (if cardinality is > 0) replace with 1, oth-
erwise it is 0.

5. Normalize the specificity matrix (if cardinality is = 1) replace with 1, otherwise
it is 0.

6. For each matrix, calculate the sum of each row. This generates two scores for each
molecule.

7. Merge the scores using a common sense heuristic that has the following charac-
teristics:

(a) Favoring specificity bymultiplying by the sum of total knowledge-gains. This
guarantees that knowledge-gain is always lower

(b) Incorporating a noice factor ε that is of a value between [0, 1]

8. Sort the score in descending order and return top K matches.

Data: A SPARQL query result in CSV format
Result: Ranked D’s based on their computed scores
1 - Construct a network G of drugs and all other feature instances;
while G not clustered do

2 - Associate each Di with each feature instance (make bipartite);
end
for Di ∈ G do

3 - Generate neighbors’ adjacency matrices S and C ;
end
for e ∈ S do

if e > 1 then
e ← 0, otherwise e ← 1 ;

end
end
for e ∈ C do

if e > 0 then
e ← 1, otherwise e ← 0 ;

end
end
4 - Calculate the product of S and the weights of each feature ;
5 - Calculate the row sum of each matrix S and C ;
6 - Calculate specificity Ψ and knowledge-gain Ω ;
7 - Combine Ψ and Ω as in equation: 1 ;
8 - Sort descendingly and return list of D’s ;

Algorithm 1: MolecRank Pseudocode: MolecRank: A Molecule Ranking Algo-
rithm for Biomedical Knowledge Networks
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2.4 Experiments Using Mockup Data

The example show in Table 1 and Fig. 1 is a good step to demonstrate the idea of
specificity in general. However, it lacks some significant details once it is connected
to the drug mentions in publications and how they are impacted by their frequencies
of appearances.Which is something that the earlier example lacks to show. To remedy
this issue and demonstrate a much more closer example, here we show some drugs,
and they association with entities along with the frequencies of each association
hypothetically derived from publications. Table 2 captures a list of four drugs (D1
…D4) and their corresponding feature association and weights.

The table displayed in the manner it is because it makes it possible to construct a
network which can be further analyzed. The Drug column can be viewed as a source
node while the Feature Instance is the target node. This makes the network bipartite
in nature where the source node is a Drug and the target is a feature of a specific
type. The remaining columns (Feature Frequency and Feature type) act as attributes
for edges and nodes. This table can be fed into Python iGraph library as a CSV value
to produce the desired network. This explains how step 1 and 2 of the algorithm are
accomplished in the algorithm. Figure 4 shows how the final network as weighted
bipartite graph. The figure shows the drugs in blue with a bigger nodes than all the
other nodes to represent the source nodes. All nodes are labeled with the instance

Table 2 Contrived dataset of drugs (D1,D2,…,D4) and their corresponding neighbors of biological
entities, types and counts. The entities types are DNA, RNA, Protein, Cell Type, and Cell Line

Molecule/drug Feature instance Feature frequency Feature type

D1 g1 0.1 DNA

g24 0.23 DNA

rna1 0.05 RNA

g2 0.15 DNA

D2 prt1 0.3 PROT

prt2 0.15 PROT

ctype1 0.05 CTYPE

cline1 0.25 CLINE

g1 0.1 DNA

D3 g24 0.1 DNA

rna3 0.1 RNA

prot13 0.1 PROT

cline1 0.17 CLINE

cline23 0.05 CLINE

D4 g24 0.15 DNA

prt2 0.15 PROT

cline1 0.15 CLINE

rna1 0.25 RNA
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Fig. 4 Visual of a simulated network of molecules and their corresponding entities. Each feature
type is colored differently

and type to make it easier for the reader to understand and trace the algorithm steps.
This also applies for the edges as they are labeled in addition to having different
thickness according to the weight to demonstrate which links are more frequent and
which are not.

Calculating the adjacency matrices (specificity and knowledge-gain) is a straight-
forward process: Since Drugs are encoded as a source so we query the graph and
retrieve all source. For each source, we access it neighbors which are only the feature
instances. The source is prohibited to connect to a drug since the graph is bipartite.
This is why it is guaranteed to have neighbors of all types except for Drug nodes.
Now start with specificity matrix since it is more significant and requires more work.
For each drug, a count of howmany links to the neighbors for each type is calculated.
For each type, if the count is= 1, a value of one is placed in the type field, otherwise,
a zero value is placed. For instance D1’s adjacency record would be (D1→ DNA:0,
RNA:1, PROT:0, CTYPE:0, CLINE:0).
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Now, when applying the Feature Frequency values, we get the following con-
sidering the feature frequency weights, which captures the specificity strength, it
produces (D1→ DNA:0, RNA:0.05, PROT:0, CTYPE:0, CLINE:0). Clearly this is
because the RNA Feature Instance “rna1” is specific which has a 1 value in the
specificity matrix. When multiplying by the strength of such specificity, presented
as a weight, it produces the values of “0.05”. The RNA type instance is the only
specific feature according to out definition. The remaining entities are not specific,
hence their corresponding elements are values of a “0”.

Calculating the knowledge-gain is treated differently. The data demonstrates that
one drug may have association with more than one instance of the same type. An
example of that is actually D1 where it links to three different DNA instances (g1,
g2, g24). This makes the D1 is not specific for linking to a given DNA, however, it
is information we gained that must be factored in. The algorithm treats such proba-
bilistically as in Eq. 1. This may result in a marginal number but it does address the
issue of how much information we gained correctly, which eventually contribute to
the final rank of the molecule significantly.

Ω(di) = Pr
(wi1)

× Pr
(wi2)

× Pr
(wi3)

(1)

The full results of computing the specificity andknowledge-gain are shown inTable 3.
The two measures (specificity and knowledge-gain) are represented as row vectors
respectively. This step produces a single score for each feature type in each vector. In
turn, calculating the final ranks using the two vectors for each drug is a mechanical
step. The final ranks for each drug drug are: [(‘D4’: 1.4), (‘D2’, 0.845), (‘D3’, 0.609),
(‘D1’, 0.103)].

Ψi = [∀i=1 | (ψi + ε)] (2)

n∑

i=1

Θi = [Ψi + Ωi] (3)

3 Network Centrality Analysis

Before we share the ranking analytics generated in this chapter, we would like to
provide an overview of the most common network centrality measures.

3.1 Centrality Analysis

TheCentralityAnalysis is amethod that is used to rank network elements and identify
interesting ones [26]. The interestingness of vertices is based on the connection
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Table 3 Shows the both the specificity versus knowledge-gain for each molecule and its corre-
sponding feature. A molecule is represented by two rows, the top row is for specificity, while the
bottom is for information gain. Hence the grouping to it easier for the readers to understand the step
and make sense to the data

DRUG DNA RNA CLINE CTYPE PROT

D1_SPEC 0 0.05 0 0 0

D1_IG 0.003 0.05 0 0 0

D2_SPEC 0.1 0 0.25 0.05 0

D2_IG 0.1 0 0.25 0.05 0.045

D3_SPEC 0.1 0.1 0 0 0.1

D3_IG 0.1 0.1 0.009 0 0.1

D4_SPEC 0.15 0.25 0.15 0 0.15

D4_IG 0.15 0.2 0.15 0 0.15

structure of the given network. Such a ranking is useful in the identification of key
players, particularly in biological networks. For example, highly connected vertices
in protein interaction networks often signals functionally significant proteins, which
in the case of deletion, it leads to lethality [27]. Centrality in the formal terms is a
function such that each vertex in the network has a numeric value C(v) [28]. Once
assigned, such a value determines whether a vertex a is more important than b if and
only if C(a) > C(b).

Various centrality methods are used to express a notion of importance based on
a certain characteristic, which leads to an interesting ranking. The simplest form of
such ranking is established from the degree of the vertex. The degree is a local value
derived from the immediate neighbors connected to this vertex in consideration. This
can be formalized as:

Cd (u) =
N∑

u

Auv (4)

where u is the focal node, v represents all other nodes, and N is the total number of
nodes and A is the adjacency matrix such that Auv is the cell that captures whether
any two nodes are connected. A value of 1 shows connected and a value of 0 shows
otherwise [29, 30]. In biological networks, the degree is often used to co-relate with
another variable [31, 32].

Another ranking mechanism is based on the length of the shortest-path within the
network (a.k.a. closeness centrality). It is formally defined as the reciprocal sum of
the minimal distance, for pairwise strongly connected vertices, to all other vertices
in the network. Therefore, closeness only applies to a strongly connected network.
The closeness centrality is defined as

Cclo(u) = 1∑
v∈V dist(u, v)

(5)
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The shortest-path betweenness is another intuitive centrality measure. It is quan-
tified by the counting ability of a vertex to minor communications between two other
vertices. The rate of communication can is expressed as

δst(v) = σst(v)

σst
(6)

While σst denotes the number of shortest paths between two vertices s and t, and
σst(v) denotes the number of shortest paths between two vertices s and t that use v.
The betweenness centrality is defined as :

Cspb(v) =
∑

s �=v∈V

∑

t �=v∈V
σst(v) (7)

The contemporary PageRank [33] is a link analysis algorithm that is designed for
a directed network. Vertices gain their reputation by being voted by others. Though,
originally designed for establishing order for the web, it has been widely used among
the major centrality measures. The PageRank formula is expressed as follows:

Pr(k) =
∑

h→k

Pr(h)

o(h)
, k = 1, 2, . . . , n (8)

where Pr(h) is the PageRank of page h, o(h) is the number of out-links of page h
and the sum is extended to all Web pages h pointing to page k; n is the number of
pages in the Web [34].

3.2 Discussion

We have presented TargetAnalytica a fully mature analytics platform. TargetAnalyt-
ica is equipped with Machine Learning and Ontology-based entity recognition tools.
The entities of interest are potential targets to answer a specific question (a query).
Though the TargetAnalytica tested the hypotheses around gene, protein, cell type and
a cell line as possible targets, it is also possible to extend to allows the incorporation
of other entities (whether they are exported from ontologies or databases). To demon-
strate the potential of TargetAnalytica, we performed a ranking-type analysis against
a PubMed dataset related to the Depression disease. The purpose of such analysis
was to explore how the specificity of biological targets (genes, protein, cell type)
can drive interesting ranking analytics that is very different from their counterparts.
Specifically, we compared our ranking with Drugs.com’s Popularity measure. We
have found out that drugs such as Cymbalta is the known to number #1 in popularity
was ranked as #10 according to the ranking algorithm. Clearly, there are other factors
such as marketing, and promotions might contribute to the popularity. TargetAna-
lytica, however, produces more objective ranking that is not biased by commercial
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Table 4 Shows the correlations among SpecRank scores for each drug and how how correlation it
has with the centrality

Centrality MR-Deg MR-Clos MR-Bet MR-ECC

Correlation −0.58 −0.62 −0.59 0.55

marketing and addresses the ranking in a purely biological way. This is indeed more
advantageous to scientists and decision makers to work with.

We also compared the ranking analytics to common network centrality measures.
According to the correlation analysis it appears that there are some interesting pat-
terns consistent which we believe consistent with the centrality measures. While
degree, closeness, and eccentricity demonstrated the highest “negative” correlation
of (−0.60), and eccentricity have a positive correlation (0.55).Most of the co-relation
values, negative or positive are above 0.50 and they range from (0.55–0.60) regard-
less of the sign. This can be explained due to the fact that the centrality measures
are all about the underlying network structure(edge frequencies and how they are
connected). For example, the degree centrality non-selectively counts the neighbors
of the each drug. However, specificity selectively count the edges of the neighbors
according to the singularity and the strength of the bond. This means the more
neighbors connected with edges to the drug the less the specificity. However, the
information of the neighbors are not entirely lost since it was captured by the notion
of knowledge-gain,whichwas computed by themultiplications of the probabilities of
how the neighbors of connected. Table 4 shows how the various centrality measures
are co-related with our ranking algorithm.

Since the ranking algorithm favors the specificity over the knowledge-gain, the
specificity always triumph. This explains why there is about 0.60 of negative cor-
relation, which there remaining 0.40 for a perfect correlation is lost due accounting
for the knowledge-gain probabilities. The same notion is also applied for closeness
and betweenness since the two measures consider the neighbors of the vertices in
question (i.e., the drug). As for eccentricity, which is about finding the maximum
distance of a drug, which depends on the neighbors.

According the specificity, we selectively look for the singular neighbors, which
will affect contribute to the distance andmakes is longer. In otherwords, the higher the
specificity values, the farther themaximumdistance,which is also explain the positive
correlation. It is interesting to see that the absolute values all ranged around 0.55–60
which indeed demonstrates the spirit of the algorithm in capturing the quality of the
connection as opposed to the bare frequencies without losing the other connectivity
information embedded in the network. The ranking algorithm could potentially be
a favorite ranking analytics measure that summarizes all other measures. Clearly,
the algorithm can be not only used for ranking molecules but can also be used in
a merely theoretical and also all other problems where specificity is in question.
Table 5 shows the top-10 drugs and the corresponding ranks in each of the centrality
measures (degree, closeness, betweenness, and eccentricity) respectively.
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Table 5 Shows the top-10 drugs ranked using the specificity-centrality to rank the drugs and the
corresponding order using the various centrality measures

RX_DRUG SPEC DEG CLOS BET ECC

Protriptyline 1 40 41 36 26

Ludiomil 2 49 55 51 28

Symbyax 3 56 60 61 20

Amoxapine 4 33 36 34 48

Sinequan 5 63 68 65 8

Parnate 6 44 61 48 21

Methylphenidate 7 19 19 18 53

Trintellix 8 53 56 52 10

Surmontil 9 70 72 70 1

Cymbalta 10 42 48 41 3

Fig. 5 Shows the order derived by the popularity measure generated by drugs.com database. The
drugs appear in an ascending order, the most popular drugs comes first

By inspecting the list of the top-10 we see some surprising incidents. Though
Cymbalta is ranked number 1 in popularity on the drugs.com database, it claims the
10th position on the MolecRank list. Figure 5 shows the list of the top-10 popular
drugs. The popularity notion is calculated using various aggregate statistics from
analytics generated from the website. The details of such a measure if currently
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Fig. 6 Shows the order derived by the centrality measures for the the top-10 drugs. We, here,
notice that the lower the eccentricity, the higher the other measures. The opposite is also true which
confirms the correlation analysis demonstrated and explained above

unpublished as it is proprietary to the database. According to the ranking algorithm,
a drug such as Protriptyline comes first. There are a few factors to consider in this
analysis, which are yet to be incorporated in the next future phase: (1) The interaction
with alcohol, (2) the impact on pregnancy, (3) Controlled Substance Act. Without
keeping these factors inmind, it is not directly possible to link the popularity of a drug
to its specificity. However, learning that Protriptyline is manufactured by companies
such as Pfizer and Sanofi among a few other pharmaceutical companies, one may
conclude that the confidence in the drug’s ability to treat depression. As for not being
as popular as Cymbalta, that could be to various factors such as marketing and media
advertisements. Figure 6 shows the order of each of the top-10 drugs according to the
various centrality measures above. The figure shows that when degree, betweenness,
and closeness are high in the rank, the eccentricity is low, and the opposite is true.
This is consistent with what we have observed above in the correlation analysis of
specificity-centrality and all other centrality measures.

4 Future Directions

The pharmaceutical expert authors have validated the preprocessing results (entity
identifications), their associationswith each other and disease, and validated the ranks
manually to increase the confidence in the future ranking analytics predictions. This
offers a great value to scientists and subjectmatter expertswho are seeking the use of a
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credible tool for starting exploration of large datasets related tomolecules. Thismoti-
vates the authors to extend the scope of the study in various directions: (2) studying
other types of disease (e.g., Alzheimer’s, cancer, and diabetes) in addition to depres-
sion, (2) naturally the scale of the study will be much bigger which could be millions
of publications as opposed to 390,000 for depression, (3) as we are validating the
results, we have discovered associations of adverse drug reactions. This is something
that needs to be explored further and incorporate such knowledge into the algorithm.
We believe the ranks should be penalized by the number of side effects associated
with a drug, (4) the algorithm delves into the realm of intractability as new entities
are added or search results are abundant. An interesting possibility is to redesign the
algorithm and make it a hybrid between classical and quantum employing Grover’s
algorithm.We have only explored a small fraction of a 30M publications and expand
the entity type to model organisms, biological assays, chemical entities, etc to enrich
the network and get more comprehensive analytics.
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Earthquakes and Thermal Anomalies
in a Remote Sensing Perspective
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and Atma Deep Dutta

Abstract Earthquakes are the sudden tremors of the ground leaving behind damages
to life and property, ranging from smaller to massive scale. Since very early times,
earthquake prediction has been in the limelight of the scientific community. In the
texts of ancient civilizations, earthquake predictions can be found which is based
on the position of the planets with respect to the earth. With the advent of real time
observations fromvarious data sourcesmany attempts are going on this direction. The
present chapter investigates and put forward some facts based on data obtained from
satellites for an earthquake which occurred in Imphal, India, in 2016. It studies the
thermal anomaly data that took place before the earthquake. MODIS Land Surface
Temperature (LST) product was used wherein daily night time images of 6 years
have been used for the study. Good quality pixels having maximum information
were identified by performing Quality Assurance of the datasets. A change detection
technique for satellite data analysis namely Robust Satellite Technique has been used
and RETIRA index has been calculated. The study of this RETIRA index has been
done for 3 years and it has been found that the RETIRA index is considerably high
for the earthquake year. But it cannot be concluded that high value of RETIRA index
is a sure indicator for an earthquake and hence it leaves scope for future studies.
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1 Introduction

Prediction of earthquakes, form in themselves, a specialized study. However, after
their occurrences, there are lots of ways and means to study their causes as a lot of
data can be reconstructed after its occurrence. Hence, a better understanding about
the earthquake phenomenon can be made by analysing the past earthquakes and
their characteristics. The most widely acclaimed reasons behind the occurrence of an
earthquake among all the geological theories are the tectonicmovement and the stress
developed in rocks beyond the elastic limit. Researchers, since the last decade are
continuously trying to find clues, more technically precursors, that is left by nature
before an eminent earthquake. Ultra low frequency (ULF), magnetic field, Total
ElectronContent (TEC) change in ionosphere, noises in communication signal across
wide frequencies which can be observed in mobile network, TV and GPS signals
etc., sudden bright light emission from ground, thermal infra-red anomalies, gravity
anomalies, abnormal cloud patterns, changes in animal behaviour etc. are some of the
previously reported and tested precursory signals in the field of earthquake detection
[1]. But the main problem with these precursors is that they are not consistent which
means that they do not occur prior to all the earthquakes. Uncertainty involved in
time and place of occurrence of earthquake has lured the scientists across the globe
but decades of research have failed to reliably predict the time and magnitude of
occurrence an earthquake. But, from time to time this topic of earthquake prediction
has been rekindled by newer and more sophisticated ways to analyse the precursors
before an earthquake and provide important clues for prediction of an earthquake.

Since the last decade, the fluctuations in Earth’s thermally emitted radiation,
detected by thermal sensors on board satellites have been regarded as an observ-
able precursor prior to earthquakes. Although a large number of studies have been
performed since the 1980s but these studies have often been questioned and greeted
with scepticism due to insufficiency of validation dataset, scarce importance related
to causes other than seismic events and also the poor methodologies deployed to
discern the existence of thermal anomalies [2]. Recently, a statistical approach named
Robust Satellite Technique (RST) has been extensively used as a suitable method for
studying anomalous behaviour of TIR signals prior to and after earthquake events [3].
This chapter uses the RST technique to investigate the presence of thermal anomaly
prior to Imphal Earthquake that occurred on 4th January 2016 and understand the
spatio-temporal correlation between the earthquake occurrence and the appearance
of such transient anomaly in space-time domain. Six years of MODIS Land Surface
Temperature data in terms of reference dataset has been used to analyse the thermal
behaviour of the study area.
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1.1 Application of Thermal Remote Sensing in Detection
of Thermal Anomaly: A Brief History

A British geologist Milne in 1931 reported possible air temperature fluctuations in
relation to seismic event long before the advent of remote sensing. Attempts were
made tomeasure potential precursory Land Surface Temperature (LST) Change with
the implementation of remote sensing in seismology in the 1980s. Land Surface
Temperature (LST) is one among the most important parameters in the physical
processes of the surface energy and water balance at local through global scales
because it acts as the direct driving force in the exchange of long-wave radiation
and turbulent heat fluxes at the surface-atmosphere interface [4]. LST is the physical
manifestation of surface energy and moisture flux exchange between the atmosphere
and the biosphere [5, 6]. International Geosphere and biosphere Program considers
LST as one of the high priority parameters in studying climate change, monitoring
vegetation, urban climate and environmental research [7].

Land Surface Temperature (LST) changes both changes significantly, in both
space and time owing to the diversity of land surface features such as vegetation, soil
and topography [8, 9]. Natural reasons contributing to TIR signal variability include
local geographical factors such as altitude solar expositions, meteorological, spatial
and temporal variations of observational conditions and vertical humidity profiles
among others. Several phenomena, other than being natural, are reckoned to insti-
gate the raising of Land Surface Temperature before earthquakes strike. However,
such phenomena are still vaguely understood and not widely acknowledged by the
scientific community.

Subsequent research was carried out by scientists using satellite data to study
the thermal regime of the earth before and after earthquakes that struck India, Iran,
China and Japan [10–20]. Diverse methodologies were propounded by researchers
for detecting thermal anomalies. Recently, a study carried Zhang et al. [5, 6] reported
thermal anomaly, 2 months prior toMS 6.2 Earthquake in Zadio, Qinghai on October
17th 2016 and it was concluded that the earthquake occurred after the anomaly
reached its peak. A study by Bhardwaj et al. [21] show that 3–17 days prior to the
Nepal Earthquake of 2015, 3–14 K of temperature anomaly had been observed.
Rise in temperature diminished the snow cover of the region considerably was
also reported from the study. However, not all earthquakes are preceded by thermal
anomalies have been presumed by few reports [22–26]. Tronin et al. [10, 27] studied
earthquakes in Japan and China. Thermal images of 7 years acquired from NOAA–
AVHRR satellite thermal data over China were used as reference dataset to investi-
gate the presence of thermal anomaly. For each image, temporal mean and standard
deviation were computed and subsequently, pixels showing ±2 standard deviation
from the average were deemed to be a deviation from the normal regime. Fluctu-
ations in the thermal regime was observed 6 days to 24 days prior to the seismic
event and persisted for a week after the earthquake. Amplitude of the anomaly was
around 3°C. Meteorological and topographical factors were not held responsible
for the observed time dependent pattern of the anomaly [28]. Inference was drawn
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that thermal anomalies were sensitive to the earthquakes greater than 4.7 and can
be spatially distributed within 100–200 km from the epicentre [27]. Ouzounov and
Freund were the pioneers of the method of differentiation of spatially averaged LST
in order to discern thermal anomaly [17]. The earthquake under probe was the Bhuj
earthquake that jolted Gujarat on January 26th 2001. Subsequently differentiation of
daily night timeMODIS LST of the earthquake year and same of the non-earthquake
year were carried out. Results claimed that a TIR anomaly with amplitude of 3–4 °C
was observed 5 days prior to the earthquake and died out shortly after the event
passed.

Saraf et al. [18] also concentrated on Bhuj, Gujarat Earthquake. As the result
showed, inferences were drawn by analysing NOAA–AVHRR images over time
period from December 2000 to February 2001. Homogeneous images belonging
to the same period of the month, time of the day, same sensor data of 2003 were
analysed visually in the process for obtaining information about the thermal regime
in the non-earthquake year. Thermal anomaly of magnitude 5–7 °C was reported
[18].

A study by Blackett et al. [29] challenged the argument led by Saraf et al. [25] for
Bhuj, Gujarat Earthquake. It was deduced that LST differencing based in multiple
years cannot justly indicate a potential precursory Land Surface Temperature change
before the earthquake, since both the year of interest and the temporal mean of the
years have considerable effect on the calculations [30]. Blackett et al. [29] ascer-
tained that the presence of missing data owing to cloud cover, mosaicking gap
etc. particularly over normally warmer and cooler areas can induce errors in RST
calculations.

Saraf et al. [18, 26] focused on the earthquakes of Algeria that occurred in May
2003.Historical datasetswere not used in the study.Rather, a spatio-temporal analysis
of LST fluctuations was carried out using images of the earthquake year only. The
anomalous pixels were premised on the comparison of the concerning pixel values
and value of neighbouring pixel. For the anomalous pixels, the LST difference was
reported as high as 5–10 °C.

Panda et al. [19] researched the presence of thermal anomalies prior to the
Kashmir earthquake (Mw 7.6) that struck on October 8th 2005 and pursued a
different approach. Daily MODIS LST products (pertaining to daytime) between
September 26th 2005 and October 27th 2005 were used for studying the earthquake
year. For retrieving historical thermal background, thermal images of the same time
period between 2000 and 2004 were analysed by averaging the daily pixel values of
images through 2000–2004 [19]. Subsequently, the daily averages were subtracted
from corresponding days in the earthquake year 2005. The results showed that LST
anomaly reached 5–10 °C around the epicentre region. Truth be told, the fundamental
issues in some of these methods of investigations were the absence of a thorough
meaning of Thermal anomaly and the rare consideration paid to factors other than
seismic movement (e.g. meteorological) which could be liable for the appearance of
thermal infrared anomalies [14, 31].
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ARobust Satellite Technique (RST) has been employed to unearth thermal anoma-
lies preceding certain earthquakes. RST is a multi-temporal approach of data anal-
ysis that considers every anomaly in the space-time domain as a deviation from an
‘unperturbed’ state, specific for each place and time of observation [11]. In order to
reconstruct the normal behaviour of the signal, long term historical series of satellite
records are processed in multi-temporal sequence stacked according to homogeneity
criteria [32]. The same RST technique has been used to exploit the thermal regime
before and after several earthquakes as for example the Kocaeli Earthquake, Turkey
(1999) [11], the Bhuj Earthquake, India (2001) [14], the Abruzzo Earthquake, Italy
(2009) [31]. However, depending on the availability of the data, the number of years
that has been used as a reference dataset has varied. It is seen that takingmore number
of years increases the accuracy and reliability of the methodology implemented to
detect thermal anomaly but there is no hard and fast rule for the number of years
that should be taken for consideration for the computation of historical or reference
datasets. It is judicious to use 4–10 years of data for computing the reference dataset
[13]. Night time LST data has been preferred in most of the studies because of the
fact that it is less sensitive to the soil–air temperature differences which are normally
higher during daytime than at night and cloud cover and shadows as well [3].

1.2 The Physical Basis of Thermal Infrared Anomaly

The earth’s crust passes through an earthquake preparatory phase before an imminent
earthquake. Accumulation of stresses and resultant pressure development prompts
the ascent in LST. The enhanced TIR emanation from Earth’s surface retrieved by
satellites prior to earthquakes is known a thermal anomaly [22–24]. A number of
studies have been performed in the past years using satellite data acquired in TIR
(thermal infrared radiation band, 8–14 μm) which imply the existence of a rela-
tion between anomalous space-time signal fluctuations and earthquake occurrence.
Various studies have been performed in the previous years using satellite informa-
tion procured in TIR which infer the presence the presence of a connection between
abnormal space time TIR fluctuations and earthquake event.

Thermal Remote Sensing was a blessing to the scientific community who were
intrigued in investigating the thermal regime of earth’s surface. Subsequently,
researcher postulated theories justifying the reason of occurrence of thermal anoma-
lies before and after earthquake. Yet, theories explaining the physical basis of the
occurrence of pre earthquake TIR anomaly are widely debated since the first realiza-
tion of this anomalous phenomenon [33]. The propounded theories include increased
degassing activity particularly for optically active gases like CO2 and CH4 [11, 12,
34], near-ground air ionization due to enhanced radon emission leading to the conden-
sation of water vapour and, hence, the release of latent heat [35, 36] and activation
of positive-hole pairs in rocks under stress [11, 12, 17, 34, 37].

Pertaining to the first model, it is well known that Earth’s degassing activity
(and particularly of optically active gases like CO2 and CH4) is more intense near
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seismogenic faults [38]. Abrupt variations of such gases in near-surface atmospheric
layers could result in a local greenhouse effect. This may increase the near-surface
temperature and, consequently TIR emission [11, 12, 34]. The Thermal IR transients
affect areas of several thousand square kilometres and could appear up to several
hundred kilometres far away from the Earthquake epicentre zone. This distribution
of thermal anomaly in space-time is consistent with atmospheric gas dispersion
[11, 12, 34].

Respect to the theory of near-ground air ionization due to enhanced Radon emis-
sion, using data analysis in laboratory experiments Freund et al. [22] described that
substantial air ionization can take place at the surface of rocks. The build-up of stress
within the Earth’s crust prior to major Earthquake may correspondingly lead to air
ionization. This may evoke ionospheric perturbations and a host of other phenomena.
Pulinets et al. [35, 36] put forward an explanation of enhanced TIR emission prior to
strong earthquake. Ionizing radiation by Radon gas in the near-surface atmosphere
over active tectonic faults and tectonic plate boundaries was held responsible for the
enhanced, hence abnormal LST increase prior to earthquakes.

Freund’s positive-hole pair activation keeps parity with lab experiments. The
theory says that most crustal rocks contain dormant electronic charge carriers in the
form of peroxy defects. When rocks are under stress, these peroxy links break. This
in turn releases electronic charge carriers, known as positive holes. The positive holes
remain in the form of positive-hole pairs (PHP). When rock deformation takes place,
the PHP breaks and releases positives holes. When p-holes arrive at the rock surface,
they recombine and release energy, which in turn leads to an enhanced IR emission
[34].

Another concept is known as Remote sensing rock Mechanics put forward by
Geng, Cui and Deng in 1992 in the wake of the emergence of modern thermal
remote sensing techniques and requirement of prediction of rock failure [20, 26,
39], has some credibility. Based on several experimental studies, it was inferred that
rock infrared radiation energy increased with gradually increasing stress on the rock
subjected to loading. A similar phenomenon may be triggering the increased LST
prior to earthquakes. These experimental studies indicate that the structure of the
rock material changes on the application of stress [20, 39]. Studies also concluded
that the infrared radiations descended with the reduction in stress after rock failure.

2 Materials and Methods

2.1 Study Area

The earthquake under investigation is the Imphal Earthquake that jolted Imphal, the
capital of the state of Manipur in the north-east India on January 4, 2016 with a
moment magnitude of 6.7. This was the largest seismic event in the last six decades.
Prior to this event, the region experienced an earthquake of magnitude 7.3 in 1957.
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Epicenter of the Imphal Earthquake of 2016 was located at 24.834°N and 93.656°E
near Noney Village of Tamenglong district of Manipur. The focal depth of the earth-
quake was estimated to be 50 km. Eleven people lost their lives, 200 others were
injured and various structureswere damaged. The shakewaswidely felt in the eastern
and north-eastern India and was even felt in Bangladesh. The entire north-east region
of India comes under seismic zone V with regards to the seismic zone map of India.
This means that the entire region is very much vulnerable to earthquakes. The study
is a post event analysis of this earthquake event (Fig. 1).

2.2 Datasets Used

The MODIS (Moderate Resolution Imaging Spectro-radiometer) LST, namely,
MOD11A1 daily night time images of 6 years (2011–2016) was used to examine
the ground thermal condition before and after the Imphal Earthquake. MODIS is an
instrument aboard Terra and Aqua satellite. Terra orbits earth from North Pole to
South Pole across the equator in the morning at 10:30 a.m., whereas, Aqua orbits
earth from South Pole to North Pole over the equator in the afternoon at 1:30 p.m.
MODIS consists of 36 spectral bands from 0.4 to 14 μm. MODIS also caters eight
day and monthly global gridded LST products. The daily LST product (Level 3)
has a spatial resolution of 1 km. LST is gridded in the Sinusoidal Projection. A tile
consists of 1200 × 1200 grids in 1200 rows and 1200 columns. The exact grid size
is 0.928 km by 0.928 km at spatial resolution of 1 km.

The daily MOD11 LST and Emissivity data are acquired by implementing gener-
alized split window algorithm. The split window method corrects for atmospheric
effects based on the differential absorption in adjacent infrared bands [40]. The
product comprises of daytime/night time LSTs, quality assessment bit flags, satel-
lite view angle, observation time and emissivity which are collectively termed as
Sub datasets (SDS) [41]. All of the thermal data are downloaded from USGS
Earth Explorer. Information on earthquake as regard to location of epicenter, focal
depth, magnitude, time of event and casualty were acquired from The United States
Geological Surveys (USGS) website and Indian Meteorological Department (IMD)
website.

2.3 Data Pre-processing

In order to extract information fromrawdata, pre-processingofMOD11A1night time
productswere essential. Three adjacent tiles ofMODIS data cover the area of interest.
Associated tiles were mosaicked and re-projected in ArcMap 10.3.1. Each MODIS
HDF file contains Quality Science dataset layers which provide user information
regarding usability and usefulness of the data product. Information extracted from
these quality sciences SDS are used for analysis. The LST Quality Science Dataset
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Fig. 1 Shake Map of Imphal Earthquake. (Image downloaded from https://earthquake.usgs.gov/
archive/product/shakemap/us10004b2n/atlas/1582928540336/download/intensity.jpg.)

layers are binary encoded meaning each pixel has an integer value that must be
converted to bit binary value for cloud masking and interpretation. MODIS LST
image contains both good and bad quality pixels. The bad quality pixels are attributed
due to cloud or sensor defects.

In order to determine the pixel values in the Quality Control image to be retained
as good quality pixels, a number of permutations and combinations were calculated.

https://earthquake.usgs.gov/archive/product/shakemap/us10004b2n/atlas/1582928540336/download/intensity.jpg
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Table 1 Defined bit flags for quality assurance scientific dataset QC night/day in MOD11A1
adapted from the Collection 6 MODIS Land Surface Temperature Products Users Guide

Bits Bit flag name Key

1 and 0 Mandatory QA flag 00: LST produced, good quality not necessary to examine more
detailed QA

01: LST produced, other quality, recommended examination of
more detailed QA

10: LST not produced due to cloud effect
11: LST not produced other than due to cloud effect

3 and 2 Data quality flag 00: Good Quality data
01: Other Quality data
10: TBD
11: TBD

5 and 4 Emissivity error flag 00: Average emissivity error ≤ 0.01
01: Average emissivity error ≤ 0.02
10: Average emissivity error ≤ 0.04
11: Average emissivity error > 0.04

7 and 6 LST error flag 00: Average LST error ≤ 1 K
01: Average LST error ≤ 2 K
10: Average LST error ≤ 3 K
11: Average LST error > 3 K

Different combinations and permutations of bit flags compose an 8 bit binary number
which has a decimal equivalent in Quality Control (QC) image within 0–255 range.
Only those binary values which are acceptable are taken for calculations such as
Mandatory QA flag 00 and 01, Data Quality flag 00 and 01, Emissivity error flag 00,
01, 10 and LST error flag 00 and 01. Here the Least Significant Bit (LSB) is 0. The
bit flag values involved in analysis are as follows (Table 1):

Next the QC layer is used to create a logical mask. Bits that are “No Data” in QC
layer will be “No Data” in the destination, if a pixel is not NA in “QC layer” and has
an acceptable bit flag value like 00 or 17 or 25, and then the value of the source is
written in the destination.

The no data (NULL) value has to be set to zero. Unfortunately, the value zero
also indicates highest quality pixels. In order to preserve pixels with value zero, pixel
with a QC value of 0 and a valid LST value are of highest quality, while pixels with
a QC value of 0 and an invalid LST value can be set to NULL (Fig. 2).

The no data (NULL) value must be set to zero. Tragically, the value 0 also shows
most astounding quality pixels. Keeping in mind the end goal to save good quality
pixels, pixels with a QC value equals to 0 and valid LST value are of good, while
pixels with a QC value of 0 and an invalid LST value can be set to NULL.

Informationonhow to convert the digital values of the satellite data canbeobtained
in theMODIS Land Surface Temperature product user guide [5]. The LST night time
dataset is a 16 bit unsigned integer with a valid range of 7500–65,533. It has a scale
factor of 0.02 which means that the LST night time data is 50 times magnified.
Scale factor is used for a linear DN value rescaling to temperatures in Kelvin scale.
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Fig. 2 LST night time SDS converted to Celsius scale

Temperatures in °C can be evaluated with the formula

(DN ∗ 0.02−273.15).

It must be remembered that the no data pixels are ignored in this conversion.

2.4 Robust Satellite Technique (RST)

Robust Satellite Technique is a change detection technique for satellite data analysis
used formonitoring natural hazards and is invariantwith the utilization of any satellite
or sensor. Therefore, RST can be utilized on different satellite data and applied for
different events such as earthquakes, volcanoes, floods, forest fires etc. [31]. Beside
thermal anomaly detection prior to earthquakes, Robust Satellite Technique has been
used forAshPlume detection andTracking [32], for oil spill detection andmonitoring
[42, 43], for monitoring sea water turbidity by RST [44], RST technique for Sahara
dust detection andmonitoring,RST for pipeline rupture detection [15],RSTapproach
for volcanic hotspot detection and monitoring among others [28] (Fig. 3).

Fig. 3 Flowchart of RETIRA index computation
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Themethodology is premised on analyzingmulti-temporal homogeneous satellite
thermal IR images of several years which are co-located in time and space domain.
Each pixel of the satellite image is processed in terms of expected and natural vari-
ability range of the TIR signal for each pixel in the satellite image. Anomalous TIR
signal, therefore an anomalous pixel, is identified as a deviation from its normal or
expected value using a unit less index called Robust Estimator of TIR Anomalies
(RETIRA) index [22]. Mathematically RETIRA index is as follows

RETIRA INDEX = �LST(r, t) − μ�LST(r)

σ�LST(r)

where �LST(r, t) = the difference between the current LST value on the associated
image LST(r, t) at the location ‘r’ ≡ (x, y), at the acquisition time ‘t’ (t = τ) and its
spatial average of the image T(t). μ�LST(r) and σ�LST(r) are the time average and
standard deviation of �LST(r, t) respectively, at the location (r) calculated on cloud
free pixels.

Time average and temporal mean are evaluated by processing several years of
homogeneous cloud free reference datasets. It must be noted that only land pixels are
taken into consideration leaving all sea pixels. The numerator part i.e. the difference
between �LST(r, t) and μ�LST(r) can be thought of as the signal to be investigated
for possible relation with seismic activity while the standard deviation in the denomi-
nator (σ�LST(r)) represents the noise due to natural and observational causes. That is
to say, the computation of the RETIRA index is based on the comparison of the signal
and its local variability which is noise. The index depicts the strength of the thermal
anomaly. Temporal mean and standard deviation is calculated using cell statistics
tool in ArcMap 10.3.1. Temporal mean is the mean LST calculated for every pixel
over the reference time period. Standard deviation is the measure of deviation of LST
from the mean LST. For each day RETIRA index was calculated for two earthquake
years and one non earthquake year. For each day, a high value and a low value of
RETIRA index was obtained. This chapter takes under consideration on high values
of RETIRA indices for analysis. A baseline value of 3.5 was considered above which
RETIRA indices are abnormal.

3 Results and Discussions

3.1 Results of Night Time RETIRA Index Computation
for Earthquake Year 2016 (Observation)

On 26th December 2015, 2nd January 2016, 11th January 2016 and 12th January
2016 RETIRA indices obtained on computation were abnormal. In fact 2 days before
the earthquake, the RETIRA index was beyond baseline. As the earthquake event
passed, the values of RETIRA indices decreased. But a week after the earthquake
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event on 11th January and 12th January there was a surge in the values of RETIRA
Indices (Figs. 4, 5, 6, 7 and 8).

3.1.1 Analysis

In an attempt to identify any correlation between transient temporal thermal anoma-
lies earthquake events, a graphical analysis was carried out for the main earthquake
year. For each day under investigation, RETIRA INDICES were plotted. On 26th
December 2015, the RETIRA INDEX was abnormal. This was the first instance
within the days under investigation when the RETIRA INDEXwas observed anoma-
lous. 2 days prior to the main seismic event of magnitude 6.8 on Richter scale i.e.
on 02.01.2016, the RETIRA INDEX was again above the baseline value. After the
earthquake gradual lowering of RETIRA INDICES were observed. Again, 7 and
8 days after the earthquake, RETIRA INDICES were anomalous. The graph also
depicts that the RETIRA INDICES increased gradually before it became anomalous
on 11th January 2016 and 12th January 2016. A fitting curve was interpolated from
the RETIRA INDICES as a function of time. To achieve a good degree of precision
a polynomial of degree 5 was used to interpolate (Figs. 9 and 10).

3.2 Graphical Results of Night-Time RETIRA Index
Computation for Secondary Earthquake Year
(2014–2015) (Analysis)

With an aim to see if there exists similar kind of trend of RETIRA INDICES in
some other earthquake year over the study area, another earthquake year was taken
into consideration. Between the 25th December 2014 and 14th January 2015, two
earthquakes, one on 28th December 2014 and the other on 6th January 2015, both
of magnitude 4.8 were recorded in the north-eastern region of India, within the
study area. Hence this period has been considered as another seismically perturbed
year. Again, RETIRA INDICESwere plotted as a function of time for each day under
investigation.As it can be seen from the graph, theRETIRA INDICESwere abnormal
prior to the first seismic event of magnitude 4.8 on 28.12.14. After the event the value
of RETIRA INDICES dropped. Before the second seismic event on 06.01.2015, the
RETIRA INDICES once again gradually increased (see graph). Similar trend of
RETIRA INDEX was seen for the main earthquake year where prior to the seismic
event the indices escalated. For this secondary earthquake year, a fitting curve was
interpolated from the RETIRA INDICES as a function of time. Again, to achieve
a good degree of precision a 5th order polynomial was used to interpolate. But the
curves were inconclusive of a strong relation between the magnitude of earthquakes
and the fluctuation of RETIRA INDICES. This is due to the fact that the main
earthquake year saw a magnitude 6.8 earthquake whereas the secondary earthquake
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Fig. 4 Results of night-time RETIRA index computation for the main earthquake year (25th Dec
2015–14th Jan 2016)
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Fig. 4 (continued)
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Fig. 4 (continued)
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Fig. 4 (continued)
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Fig. 4 (continued)
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Fig. 4 (continued)

Fig. 5 Abnormal LST pixel values on 26.12.2015
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Fig. 6 Abnormal LST pixel values on 02.01.2016

year (2014–15) experienced two earthquakes of relatively smaller magnitude 4.8, but
if we closely look at the both the graphs for the two earthquake years, the RETIRA
INDICES had higher abnormal values for 2014–2015 (Figs. 11 and 12).

3.3 Results of Night-Time RETIRA Index Computation
for Non-earthquake Year (2013–2014) (Observation)

See Fig. 13.

3.3.1 Analysis

Similar graphical analysis was carried out for the non-earthquake year also where
RETIRA INDICES were plotted for each day. The year 2013–14 has been consid-
ered as a non-earthquake year because of the reason that no earthquake of magni-
tude greater than 5.0 occurred within the time window under consideration (i.e.
25th December 2013–14th January 2014). Only one seismic event of magnitude 4.2
occurred in the study area during this period. As the graph depicts, there is only one
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Fig. 7 Abnormal LST pixel values on 11.01.2016

time on 8th January 2014, when the RETIRA INDICES touch the baseline that is
exactly 3.5. Above this, the index would be abnormal. A fitting curve was interpo-
lated from the RETIRA INDICES as a function of time. A polynomial of degree 5
was used to interpolate. Degree of order 5 was enforced to achieve a good degree
of precision. But the fitting curve never crossed the baseline of 3.5. Analysing the
fitting curves reveals that the two earthquake years are similar and a non-earthquake
years show quite a different trend (Figs. 14 and 15).

3.4 Pixel Based Analysis for the Main Earthquake Year

Pixels labeled ‘No data’ hindered our understanding of the evolution of thermal
anomaly. Cloud cover, among others is the main reason for such ‘no data’ pixels.
With this aim a pixel based analysis was carried out. The results shown in the table
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Fig. 8 Abnormal LST pixel values on 12.01.2016

Fig. 9 Graphical analysis of the Earthquake year (2015–16)
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Fig. 10 Graph depicts a fitting curve between 25.12.2015 and 14.01.2016

Fig. 11 Graph depicting RETIRA INDICES plotted against the days under investigation for
secondary earthquake year (2014–2015)

dictate that the number of pixels with abnormal RETIRA index surged from 3 (nine
days prior to the earthquake) to 115 (two days prior to the earthquake). On the
day of the earthquake, RETIRA index was normal but 7 and 8 days after the event
the RETIRA indices were beyond normal value and number of anomalous pixels
increased from 16 to 51 in 1 day. These anomalous pixel counts give us some idea
about the evolution of thermal anomalies before and after the event (Table 2).



Earthquakes and Thermal Anomalies in a Remote Sensing Perspective 207

Fig. 12 Graph depicting a fitting curve of RETIRA INDICES plotted against the days under
investigation for secondary earthquake year (2014–2015)

4 Conclusion and Future Scope of Day

Till date a valid prediction specifying the date, time, place and magnitude of earth-
quake have not been standardized [45]. Study of earthquake precursors in many
ways facilitate the understanding of their occurrences and thereby lead one step
closer to predict earthquakes. Single precursor in pre-seismic monitoring research
has its own limitations [46]. Devoting attention to multiple precursors is a promising
choice which can raise the reliability and credibility of the relationship between
thermal anomalies and imminent seismic events [3]. The region under study did
show an anomalous behavior of LST prior to the main earthquake year 2015–2016.
The RETIRA index showed thermal anomaly on 26th December 2015, 2nd January
2016, 11th January 2016 and 12th January 2016 for the main earthquake year, before
and after the seismic event. In addition the pixel based analysis also reiterated the rise
in temperature in the same year. For statistically validating the results of RETIRA
index of the main earthquake year, a secondary earthquake year and anon-earthquake
year were considered. Although, the present study showed that the RETIRA index
has crossed over the baseline in both the earthquake years, yet the earthquake with
relatively higher magnitude has relatively lower RETIRA index values whereas the
earthquake with low magnitude has a higher RETIRA index above the baseline as
in the case of secondary earthquake year (2014–2015). The present study is incon-
clusive in this aspect and leaves scope for future investigations. However, efforts in
investigating precursory earthquake signals had been carried out withOutgoing Long
Wavelength Radiation (OLR) [47] pertaining to this Imphal Earthquake of 2016. The
authors’ result showed that on 27th of December, 2015 an abnormal OLR flux of
303 W/m2 was recorded against a mean of 279 W/m2 [47]. Such precursor studies
if combined and applied may pave way for further investigations in this direction to
strengthen earthquake prediction.
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Fig. 13 Results of night-timeRETIRA index computation for non-earthquakeyear (25thDec 2013–
14th Jan 2014)
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Fig. 13 (continued)
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Fig. 13 (continued)
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Fig. 13 (continued)
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Fig. 13 (continued)
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Fig. 13 (continued)

Fig. 14 Graphical analysis of the non-earthquake year (2013–2014)

Forecastingmoderate and strong earthquakes in the future, prior to several months
and days at the regional and global scale is highly demanded to mitigate disaster. Up
to this point, no single quantifiable geophysical variable and information investiga-
tion strategy represents impressive potential for an adequately dependable earthquake
forecast. Passive microwave remote sensing can be good choice because of its ability
to penetrate cloud masking observation of the surface in the cloud cover. Passive
microwave remote sensing suffers from one main disadvantage, i.e. its spatial reso-
lution (1–5 kms) unlike thermal infrared imagery (nearly 1 km). The combination of
TIR and microwave information proves to be essential viewpoint for understanding
Land Surface Temperature changes before earthquakes. Such data combination can
exploit the high accuracy and spatial resolution of satellite TIR data and the infil-
trating cloud capacity of microwave data. Combined analysis of multiple precursors
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Fig. 15 A fitting curve of the non-earthquake year (2013–2014)

Table 2 Table depicting the number of anomalous pixels recorded on days before and after the
earthquake event of 2016

Days under investigation with
abnormal RETIRA index values

RETIRA index highest value No. of pixels with RETIRA
index > 3.5

26.12.2015 3.69 3

02.01.2016 3.97 115

04.01.2016 (Mw = 6.8) 2.97 NIL

11.01.2016 4.08 16

12.01.2016 3.92 51

is a feasible option because it can reduce the detection of false thermal anomalies.
Because utilizing only a single approach to identify the pre-earthquake anomaly is
not statistically robust [21].

In themeantime, ground estimations, for example, air temperature data, geochem-
ical observation, groundwater level changes along faults can provide a superior under-
standing and supplement themissing data attributed due to cloud cover. Newmachine
learning algorithms can optimize this multi-method scheme. Big data analysis based
on long-term series of remote sensing data and global earthquake cases is an impor-
tant means to establish the statistical relationship between thermal anomalies and
earthquake events [46].

Acknowledgements The authors are deeply thankful to the United States Geological Survey for
making available the Shake Map used in this study. They also express their thanks for the satellite
data and data products made available as freeware on which this research is based.



Earthquakes and Thermal Anomalies in a Remote Sensing Perspective 215

References

1. Jeganathan, C., Gnanasekaran, G., Sengupta, T.: Analysing the spatio-temporal link between
earthquake occurences and orbital perturbations induced by planetary configuration. Int. J.
Adv. Remote Sens. GIS Geogr. 3(2), 123–146 (2015)

2. Pavlidou, E., van der Mejide, M., van der Werff, H. M. A., Ettma, J. Time series analysis of
remotely sensed TIR emissions: linking anomalies to physical processes. Presented at AGU
Fall Meeting 2013, San Francisco, USA, 9–13 Dec 2013, pp. 1–2

3. Eleftheriou, A., Fizzolla, C., Genzano, N., Lacava, T., Lisi, M., Paciello, R., Pergolla, N.,
Vallianatos, F., Tramutoli, V.: Long term RST analysis of anomalous TIR sequences in relation
with earthquakes occurred in Greece in the period 2004–2013. Pure Appl. Geophys. 173,
285–303 (2016)

4. Anderson, M.C., Norman, J.M., Kustas, W.P., Houborg, R., Starks, P.J., Agam, N.: A thermal
based remote sensing technique for routine mapping of land surface carbon, water and energy
fluxes from field to regional scales. Remote Sens. Environ. 112, 4227–4241 (2008)

5. Zhang, H., Zhang, F., Ye, M., Che, T., Zhang, G.: Estimating daily air temperatures over the
Tibetan Plateau by dynamically integratingMODIS LST data. J. Geophys. Res. Atmos. (2016)

6. Zhang, X., Zhang, Y.: Tracking of thermal infrared anomaly before one strong earthquake—in
the case of MS 6.2 earthquake in Zadoi, Qinghai on October 17th, 2016. Int. J. Rock Mech.
Min. 879–908

7. Townshend, J.R.G., Justice, C.O., Sloke, D., Malingreau, J.P., Cihlar, J., Teillet, P., Sadwoski,
F., Ruttenberg, S.: The 1 km resolution global dataset: needs of the International Geosphere
Biosphere Programme. Int. J. Remote Sens. 3417–3441 (1994)

8. Vauclin, M., Vieria, R., Bernard, R., Hatfield, J.L.: Spatial variability of surface temperature
along two transects of a bare. Water Resour. Res. 1677–1686 (1982)

9. Prata, A.J., Caselles, V., Coll, C., Sobrino, J.A., Ottle, C.: Thermal remote sensing of land
surface temperature from satellites: current status and future prospects. Remote Sens. Rev.
175–224 (1995)

10. Tronin, A.A.: Satellite thermal survey—a new tool for study of seismoactive regions. Int. J.
Remote Sens. 1439–1455 (1996)

11. Tramutoli, V., Aliano, C., Corrado, R., Filizzola C., Genzano, N., Lisi, M.: Assessing the
potential of thermal infrared satellite surveys for monitoring seismically active areas: the case
of Kocaeli earthquake, August 17, 1999. Remote Sens. Environ. 409–426 (2005)

12. Tramutoli, V., Di Bello, G., Pergola, N., Piscitelli, S. Robust satellite techniques for remote
sensing of seismically active areas. Ann. Geophys. (2001)

13. Lisi, M., Filizzola, C., Genzano, N., Paicello, R., Pergola, N., Tramutoli, V.: Reducing atmo-
spheric noise in RST analysis of TIR satellite radiances for earthquake prone areas satellite
monitoring. Phys. Chem. Earth 85–86, 87–97 (2015)

14. Genzano, N., Aliano, C., Filizzola, C., Pergola, N., Tramutoli, V.: A Robust Satellite Technique
for monitoring seismically active areas: the case of Bhuj-Gujarat Earthquake. Tectonophysics
431, 197–210 (2007)

15. Filizzola, C., Pergola, N., Pietrapertosa, C., Tramutoli, V.: Robust satellite techniques for seis-
mically active areasmonitoring: a sensitivity analysis on September 7, 199Athen’s Earthquake.
Phys. Chem. Earth 29, 517–527 (2004)

16. Aliano C., Corrado R., Filzzola C., Pergola N., Tramtoli V.: Robust satellite technique for
thermalmonitoring of earthquake prone areas: the case ofUmbria-Marche, 1997 seismic events.
11(2), 362–373

17. Ozounov, D., Freund, F.: Mid infrared emission prior to strong earthquakes analyzed by remote
sensing data. Adv. Space Res. 33, 268–273 (2004)

18. Saraf, A.K., Rawat, V., Banerjee, P., Choudhury, S., Panda, S.K., Dasgupta, S., Das, J.D.:
Satellite detection, of earthquale thermal infrared precursors in Iran. Nat. Hazards 47, 119–135
(2008)



216 U. K. Mukhopadhyay et al.

19. Panda, S.K., Choudhury, S., Saraf, A.K., Das, J.D.: MODIS land surface temperature data
detects thermal anomaly preceeding 8th October 2005 Kashmir Earthquake. Int. J. Remote
Sens. 28, 4587–4596 (2007)

20. Rawat, V.: Applications of thermal remote sensing in earthquake precursor studies. 47, 119–135
(2008)

21. Bhardwaj, A., Singh, S., Sam, L., Bhardwaj, A., Martin-Torres, F.J., Singh, A., Kumar, R.
MODIS based estimates of strong snow surface temperature anomaly related to high altitude
earthquakes of 2015. Remote Sens. Environ. 188, 1–8 (2017)

22. Freund, F.T., Kulachi, I., Cyr, G., Ling, J., Winnick, M., Tregloan, R.: Air ionization at rock
surfaces and pre-earthquake signals. J. Atmos. Sol. Terr. Phys. 71, 1824–1834 (2009)

23. Freund, F., Keefiner, J., Mellon, J.J., Post, R., Teakeuchi, A., Lau, B.W.S., La, A., Ouzounov,
D.: Enhanced mid-infrared emission from igneous rocks under stress. Geophys. Res. Abstr. 7,
09568

24. Freund, F.T.: Pre-earthquake signals: underlying physical processes. J. Asian Earth Sci. 41,
383–400 (2011)

25. Saraf, A.K., Choudhury, S.: NOAA-AVHRR detects thermal anomaly associated with 26th
January, 2001 Bhuj Earthquake, Gujarat, India. Int. J. Remote Sens. 26, 1065–1073 (2005)

26. Saraf, A.K., Rawat, V., Choudhury S., Dasgupta, S., Das, J.: Advances in understanding of the
mechanism for generation of earthquake thermal precursors detected by satellites. Int. J. Appl.
Earth Obs. Geoinform. 373–379 (2009)

27. Tronin, A.A., Hayakawa, M., Molchanov, O.A.: Thermal IR satellite data application for
earthquake research in Japan and China. J. Geodyn. 519, 534 (2002)

28. Harris, A.J., Swabey S.E.J., Higgins, J.: Automated threshold 463 of active lava using AVHRR
data. Int. J. Remote Sens. 16, 3681–3686

29. Blackett, M., Wooster, M.J., Malamud, B.D.: Exploring land surface temperature earthquake
precursors: a focus on the Gujarat (India) earthquake of 2001. Geophys. Res. Lett. 38, L15303

30. Okyay, U.: Evaluation of thermal remote sensing for detection of thermal anomalies as earth-
quake precursors: a case study for Malataya Puturge Doganyol (Turkey) earthquake July 13,
2003. M.S. Thesis, Universitat Jaume-I, Spain

31. Pergola, N., Aliano, C., Coveillo, I., Filzzola, C., Genzano, N., Lavaca, T., Lisi, M., Mazzeo
G., Tramutoli, T.: Using RST approach and EOS-MODIS radiances for monitoring seismically
active regions: a study on the 6th April 2009 Abruzzo earthquake. Hazards Earth Syst. Sci. 10,
239–249

32. Marchese. F., Pergola, N., Telesca, L.: Investigating the temporal fluctuations in satellite
AVHRR thermal signals measured in the volcanic area of Etna (Italy). Fluct. Noise Lett.
305–316 (2006)

33. Gorny, V.I., Salman, A.G., Tronin, A.A., Shilin, B.B.: The Earth outgoing IR radiation as an
indicator of seismic activity. J. Geophys. Res. Solid Earth 83, 3111–3121

34. Tramutoli, V., Aliano, C., Corrado, R., Filizzola, C., Genzano, N., Lisi, M., Martinelli, G.,
Pergola, N.: On the possible origin of thermal radiation infrared radiation (TIR) anomalies
in Earthquake prone areas observed using Robust Satellite Techniques (RST). Chem. Geol.
157–168

35. Pulinets, S., Ozounov, D.: Lithosphere–Atmosphere–Ionosphere Coupling (LAIC) model—an
unified concept for earthquake precursors validation. J. Asian Earth Sci.41, 371–382 (2011)

36. Pulinets, S.A., Ouzounov, D., Karelin, A.V., Boyarchuk, K.A., Pokhmelnykh, L.A.: The phys-
ical nature of thermal anomalies observed before strong earthquakes. Remote Sens. Rev. 12,
175–224

37. Ouzounov, D., Bryant, N., Logan, T., Pulinets, S., Taylor, P.: Satellite thermal IR phenomena
associated with some of the major earthquakes in 1999–2003. Phys. Chem. Earth 31, 153–163
(2006)

38. Irwin, W.P., Barnes, I.: Tectonic relations of carbon dioxide discharges and earthquakes. J.
Geophys. Res. Solid Earth 85, 3113–3121

39. Wu., L.X., Cui, C.Y., Geng, N.G., Wang, J.Z.: Remote Sensing rock mechanics (RSRM) and
associated experimental studies. Int. J. Rock Mech. Min. 879–888 (2000)



Earthquakes and Thermal Anomalies in a Remote Sensing Perspective 217

40. Wan, Z., Dozier, J.: A generalized split window algorithm for retrieving land surface
temperature from space. IEEE Trans. Geosci. Remote Sens. 34(4), 892–905

41. Wan, Z.: New refinement and validation of the Collection 6 MODIS land surface temperature/
emissivity products. Remote Sens. Environ. 36–45 (2014)

42. Grimaldi, C.S.L., Coviello, I., Lacava, T., PergolaN., Tramutoli, V.: A newRSTbased approach
for continuous oil spill detection in TIR range: the case of the Deepwater Horizon platform
in the Gulf of Mexico. In: Liu, Y., MacFadyen A., Ji., Z.G., Weisberg, R.H. (eds.) Monitoring
and Modeling the Deepwater Horizon Oil Spill: A Record-Breaking Enterprise, Geophysical
Monograpph Series, pp. 19–31. American Geophysical Union (AGU), Washington, DC, USA
(2011)

43. Casciello, D., Lacava, T., Pergola, N., Tramutoli, V.: Robust Satellite Technique (RST) for
oil spill detection and monitoring. International Workshop on the Analysis of Multi-temporal
Remote Sensing Images, 2007, MultiTemp 2007, 18–20 July 2007

44. Lacava, T., Ciancia, E., Coviello, I., Polito, C., Tramutoli, V.: AMODIS based Robust Satellite
Technique (RST) for timely detection of oil spilled areas. Phys. Chem. Earth 45–67 (2015)

45. Geller, R.S.: Predicting Earthquakes is impossible. Los Angeles Times, Feb 1997
46. Jiao, Z.H., Zhao, J., Shan, X.: Pre-seismic anomalies from optical satellite observations: a

review. Nat. Hazards Earth Syst. Sci. 18, 1013–1036
47. Venkatanathan, N., Hareesh, V., Venkatesh, W.S.: Observation of earthquake precursors—a

study on OLR scenario prior to the Earthquakes of Indian and neighboring regions occurred in
2016. ISSN: 0974–5904, vol. 9, No. 3, pp. 264–268, June 2016



Literature Review with Study
and Analysis of the Quality Challenges
of Recommendation Techniques
and Their Application in Movie Ratings

Hagar El Fiky , Wedad Hussein , and Rania El Gohary

Abstract During the past few decades, the web-based services and organizations
likeAmazon,Netflix andYouTube have been raised aggressively. Theseweb services
have shown the demand for the recommender systems and their growing place in
our lives. More steps deeper, we noticed that the severity of the quality and accuracy
of these recommendation systems is very high to match users with same interests.
For that reason and for being in competitive position with the most outstanding
recommendation web services, these recommendation systems should be always
monitored and evaluated from a quality perspective. However, due to the steep growth
rate of the available web-based services, new challenges like data sparsity, scalability
problem and cold start issue have been burst and threaten the performance and the
quality of the predicted recommendations. Accordingly, many data scientists and
researchers got excited to figure out ways for these challenges especially if they are
in scaled environments and distributed systems. These solutions could be achieved
using multiple approaches such as machine learning and data mining.
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1 Introduction

The intensive expansion of the available and accessible digital data and the number
of active users to the internet has a direct impact on the performance and effi-
ciency of predicting the users’ interests and preferences in an accurate manner.
Many of internet-based applications, require users’ interactions to express their satis-
faction, opinion, and ratings towards a certain item or product of interest through
recommendation systems.

A recommendation system is a system that aims to predict interests based on
users’ preferences. However, these systems tend to be more accurate only with
an enormous amount of data fed into them. The quality of these recommendation
systems varies from one domain to another depending on the industry such as enter-
tainment, medical, academic, research, news, tourism, products, and data collection
from users within any of these domains. The major differentiating factor between
all these systems is the quality of their recommendations, which directly impact the
users.

This chapter is focused on illustrating the major techniques of recommender
systems followed by the various challenges of recommendation systems. On the
other hand, we discussed how the recommendation system got evaluated through
common quality measurers. The purpose of this chapter is to represent the latest
and most recent strategies of evaluating larger-scale internet-based recommendation
systems in order to recommend accurately the right item for the right user especially
if its newly registered user. Besides, the exploration of data sparsity issues that are
caused by such systems.Movie recommendation systems like such as IMDb, Netflix,
RottenTomatoeswere all built and used for recommendation purposes; however, they
are not all of the same reliability, quality, and validity. Readers will be exposed to
distinct factors and strategies in evaluating the quality as well as the challenges that
affect the performance of such recommendation systems.

The rest of the chapter is organized as follows: Sect. 2 presents an overview of
recommendation systems. In Sect. 3 a comparative analysis between the advantages
and disadvantages of recommendation systems is introduced. Section 4, we discuss
the prediction from the point of view of large-scale systems and their main issues.
Section 5 sheds the light on the quality issues and challenges of recommendation
systems. In Sect. 6, quality evaluation measures are discussed. Section 7, we have
provided a brief explanation of the literature review and some related work on recom-
mendation systems and their applications. Finally, we summarized how IMDb and
Netflix distributed movie rating datasets have contributed and helped in solving and
improving the quality of the movie rating prediction systems in Sect. 8.
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2 Overview of Recommendation Systems

Recommendation systems are systems or applications that attempt to suggest items to
significant potential customers, based on the available data and information or based
onpredefined interests andpreferences that these systems asked their customers about
[1, 2]. Recommendation systems are not field specific since they can be applied in
any area like what articles to read [3], brands to shop, music to listen to or even
movies to watch.

These systems got mature by time and by enlarging the training set they continu-
ously dealwith. Themoremature these systems got themore significant improvement
they do in the revenue of companies’ electronic commerce and in the facilitation, they
offer for the users over the internet. Recommendation and prediction algorithms have
been associated with each other due to their common final goal. These recommen-
dation systems have been ultimately utilized in many applications such as Netflix,
Amazon, Google news and YouTube.

In the past few years, it has been discovered the plinth relationship between the
movie rating prediction and the recommendations later on. These two factors are
inter-dependable on each other producing a connected ring. This connected ring
operates as follows, the predictive models feed the recommendation systems with
certain features of the user’s interest as an input and in return, the recommendation
systems reply back with items of the same interests and preferences of that user.
Therefore, the more the rating prediction was based on the accurate and precise
algorithm, the more efficient will be the generated recommendation system in the
future.

In [4], the authors showed the following flowchart in Fig. 1 that illustrates the
variety of techniques that could be implemented in any recommendation system.
A regular recommender system is categorized into one of three distinct techniques;
Content-based filtering, Collaborative filtering, and Hybrid filtering.

Collaborative filtering (CF), constructs a model from the user’s history such as
items viewed or purchased by the user, in addition to equivalent decisions taken by
other users. Accordingly, the constructed model is utilized to predict items similar
to the users’ interests as shown in Fig. 2.

CF can be further subdivided into two filtering techniques which are; Model-
based, and memory-based filtering techniques. Model-based filtering technique is
based on datamining andmachine learning techniques such as clustering, association
rules, etc. While the memory-based filtering technique is used to rate items using the
correspondence between the users and items.

Content-based filtering (CB), uses a sequence of distinguished features of an item
so that further items could be recommended with the same characteristics. Content-
based filtering technique depends mainly on the item’s characteristics, and the user’s
persona.

Hybridfiltering technique is amixture of twoormore recommendation approaches
in order to dominate the drawbacks of using any approach individually and to improve
the overall prediction quality [5–7] and computational performance [8]. An example
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Fig. 1 Diagram of recommendation systems techniques (https://www.sciencedirect.com/science/
article/pii/S1110866515000341)

Fig. 2 Collaborative filtering user-item rating matrix (https://www.sciencedirect.com/science/art
icle/pii/S1110866515000341)

https://www.sciencedirect.com/science/article/pii/S1110866515000341
https://www.sciencedirect.com/science/article/pii/S1110866515000341
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of hybrid filtering is combing memory-based and model based techniques. Although
this category showed potentials in improving the prediction quality, space and time
complexity were highly exceeded in addition to the high cost of implementation
using constraint resources.

Social filtering (SF) or community-based recommendation systems is based on
the interests of the user’s circle of friends. These recommendation systems are built
upon the saying of “Tell me who your friends are and I will tell you who you are”
[9]. These systems collect social information from social networks such as Facebook
and Instagram to generate recommendations based on the votes of the user’s friends.

Knowledge-based systems (KB), are usually depending on the certain domains
in which they get their knowledge from, to recommend items to users. Knowledge-
based systems are also known as case-based systems, in which a similarity equation
computes the degree of matching the user’s interests with the final recommendations
[10].

3 Advantages and Dis-advantages of Recommendation
Techniques

After reviewing multiple scientific studies and researches, it was discovered that
the disadvantages of one algorithm can be overcome by another algorithm [11].
Consequently, we have determined and analyzed the advantages and disadvantages
of recommendation techniques and their impact on these systems’ overall quality.
Among various types of recommendation techniques, CF has showed a great effec-
tiveness and accuracy even in large range problems. While on the other hand other
techniques like CB cannot afford data sparsity, scalability and accuracy [12]. Due to
the nature of hybrid filtering techniques, they can overcome each other’s weakness in
order to gain better efficiency [5–7]. As per the adaptive and learning- based nature
of CF and CB they can recommend based on the implicit data with no domain knowl-
edge requirement. Accordingly, their quality of recommendations got improved over
time due to dealing with more implicit data. Unlikely the KB techniques made their
recommendations depending on their knowledge base so any preference change in
it may reflect in the recommendations as they map the user interests to the products
features as well as considering the product’s value factors like delivery schedule and
warranty conditions not only the product’s specific features [13].

Tables 1 and 2 are produced to conclude these strengths and weaknesses respec-
tively of various recommendation techniques from different quality perspectives.

3.1 Advantages

See Table 1.
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Table 1 Advantages of various recommender systems

Quality perspective Recommender system

CF CB Hybrid SF KB

Accuracy and efficiency X X

Ignoring domain knowledge X X

Quality improvement over time X X

Preference change sensibility X

Considering non-product
properties

X

Matching users’ needs to the
recommended item

X

Recommendations sensitivity X

Scalability adaptation X X

Overcome latency X

3.2 Dis-advantages

See Table 2.

4 Large Scale Recommender Systems

Themain challenge for large scale recommendation systems is to enhance the recom-
mendation process for large volume and diversity of data, through the utilization of
all the available information to analyze social interaction, ratings and content simi-
larity graphs (similarity between user’s profile and item’s properties). In addition to

Table 2 Dis-advantages of various recommender systems

Quality perspective Recommender system

CF CB Hybrid SF KB

Latency X

Privacy X

Plenty of past data affects the
quality

X

Requires domain knowledge X

Low performance when limited
resource

X

Recently added user X X

Recently added item X
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the flexibility of these algorithms towards the dynamically improving graphs and the
ability of these algorithms to scale to large graphs [14]. As in [15] the CF- based
recommender systems got scaled to large scale ratings graphs using the Lenskit
Recommender library and Apache Spark. Approaching the market and industry
field, authors in [16] have introduced a solution based on the Hadoop framework to
construct a large-scale and distributed advertising recommendation system in which
the seller pays for the advertising when it only got clicked by users. These experi-
ments and studies have shown the intervention of recommendations and predictions
into large scale systems and how they tried to overcome their main issues. The major
large-scale shortcomings are abated in the following challenges.

4.1 Data Diversity

Since the data diversity is one of the major factors in the large-scale recommender
systemdue to the variety andmultiplicity of available information.Keeping the user’s
preferences and personal info from the social networks has helped a lot in solving
the poor performance of cold start recommendation of new users [17]. As they keep
this information to fill many gaps in user profiles through extracting the hidden user
preferences.

However, handling all information in social networks made the latest CF tech-
niques not able to absorb the data volume, variety and complexity of new information.
Thus, amendments and extensions of traditional techniques have been introduced like
matrix factorization, social based matrix factorization [18, 19] to combine the hidden
preferences within the current techniques.

Based on this, social networks have played a double agent role in the domain of
data diversity. This means as social networks have helped in filling many gaps in the
user’s profile, however, it also has introduced the issue of large-scale data.

4.2 Data Size

The data size issue started to appear when the total number of users and items
in the system increase exponentially exceeding the performance capabilities of the
traditional collaborativefilteringmethods.At this point, the computational processors
became highly demanding to be practically utilized [20]. However, this problem can
be solved with dimensionality reduction techniques, data partitioning and parallel,
and distributed algorithms.

The scalability of recommendation systems depend on the availability of the
resources, system architecture that allows distributed or parallel data management
and processing and lastly adaptable, scalable algorithms. Previously, distributed or
parallel algorithms were introduced and designed to achieve better recommenda-
tion results. However, recent algorithms can achieve comparable results without
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consuming all of the available data. Users are the first-dimension input of recommen-
dation systems over the web followed by items’ properties. Item property contains
a lot of high-level semantic meanings that requires a huge amount of computing
resources. The most common techniques for this issue are to involve the extraction
of high-level metadata to be later on compared with the user’s preferences [21].

Incremental Collaborative Filtering Algorithm
In the current recommendation systems i × j ratings matrix is given as an input
where i is the list of users while j is the list of items. In return, the system has to
predict which j’s are assigned to which i’s. This raises multiple problems such as
scattering of rating matrixes and noise production resulting in poor recommenda-
tion quality. Consequently, latent factor analysis methods (feature analysis methods)
such as s Principal Component Analysis (PCA), Latent Dirichlet Analysis (LDA)
and Singular Value Decomposition (SVD) are used to compute the correlation on
ratings matrixes in order to get more accurate and scalable results [22]. For example,
in Netflix prize, they used the latent factor technique to achieve higher accuracy
[23]. Another example of the incremental approach was in recommending videos in
real time. Using both different users’ actions and considering extra item factors’ like
video type and period, has led the authors in [24] to reach more efficient and accu-
rate recommendations. As the incremental approach is handling the efficiency and
accuracy, it also succeeded to solve scalability issues. In [25], the author proposed
a buffer methodology to store the new data incrementally. So that they update their
algorithm when only the buffer has appropriate rating amount not when each new
rating is added.

Deep Learning Solutions
Deep learning solutions depends onmerging different techniques for achieving better
recommendations accuracy [26]. Smirnova and Vasile in [27] have highlighted the
drawbacks of ignoring the contextual information in users’ profiles like the date, time
of rating transaction anduser’s offline timedurationusingRecurrentNeuralNetworks
(RNN). Authors introduced a Contextual Recurrent Neural Networks (CRNNs), that
uses the contextual information of the network in the input and output of the CRNN
to form the item prediction. Finally, in [28] the authors have succeeded to enhance
the classic RNN model throughout feeding the model with valuable distributed
representations gathered from user ratings, user review and item properties.

Based on the findings of the above models, deep learning such as neural networks
has succeeded to prove that it could improve the quality of recommendation systems.
Although a lot of research papers in deep learning have tackled how to achieve
better recommendation results, all these algorithmswere focusingmainly on reaching
more precise and relevant user-preferences recommendations rather than attacking
the large-scale problems. In this light of this, this area needs to be the upcoming
challenge for researchers to pay attention for and solve due to its significance.
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5 Quality Challenges of Large-Scale Recommendation
Systems

In this section, we have focused on the challenges of recommendation systems that
affect directly the quality of the recommendation systems. The challenges are many
and different however; they are generally domain independent. Thus, we took the
following challenges from the quality perspective and discussed how they affect the
system’s accuracy and performance.

5.1 Cold Start Issue

This problem arises when a new item or a new user added in the database [29]. Since
any newly added item has no ratings so it could not be recommended using a CF
system. For example, MovieLens (movielens.com) cannot recommend new movies
until these movies have got initial ratings. In the CB, a new user problem becomes
more difficult as it is harsh to find similar users or to establish a user profile without
knowing the prior user’s interests [13]. Authors in [30] have succeeded in figuring out
an algorithm that can recommend venues or events to users taking into consideration
the new user’s interest and the new user’s location preference. This algorithm has
shown great effectiveness and efficiency in new spatial items recommendation.

5.2 Sparse

Sparsity is one of the issues that affects the quality of recommendation systems’
results due to the inconsistency that users do with rating the items. Not all users rate
most of the items. Consequently, the accuracy of the resultant rating matrix is not of
that good quality and it became difficult to find users with a similar rating [29]. This
sparsity issue is one of the outstanding demerits of the CF approach as it leads to a
hesitation in results accuracy. In [31], authors have proposed a fusing algorithm that
merges both the user and item information to generate recommendations for target
users. The integrated user, item and user-item information to predict the ratings of
the items until they reached a solution that showed an efficiency against sparse data
and produces higher recommendation quality.

5.3 Large Scale and Scalability

With the tremendous increase of data, the systems become the large scale and having
millions of items. Thus, the presence of these large scales and distributed systems,
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recommendation techniques have been suffering from processing these amounts of
data. For example, IMDB.Com recommends more than 3 billion products to more
than 300 million users in 2018. In other words, the more the training data increased
the poorer the quality of recommendations are predicted. Various approaches have
been proposed to enhance the quality of the predicted items like clustering, reducing
dimensionality, and Bayesian Network [32]. Authors in [20] have been approached
the problem using CF algorithm that search in few clusters instead of searching in the
whole database, by reducing dimensionality through SVD [33] and by pre-processing
approaches that merges clustering and content-analysis with CF algorithms [34].

5.4 Time Threshold

Is one of the major challenges that face any recommendation system as they should
ignore the old and ancient items. Ignoring this threshold threatens the quality of the
suggested preferences later on. Thus, consistently new items need to be considered
so as to prosper the quality of the items suggested to the users.

5.5 Latency Problem

Collaborative filtering-based systems struggle from latency problems whenever new
items added frequently to the database [35]. Latency problems mean taking recom-
mendations from already existing rated items instead of the newly added items as
they are not rated yet. Which makes the results biased to the existing items only
although the newly added items might be matching the user’s interests. Being biased
to specific items, would eventually cause eminent degradation in the efficiency and
quality of the recommended results. And this quality enhancement is considered one
of the known challenges for the CF. Unlike the CF, CB is more efficient towards the
latency on account of overspecialization [36].

5.6 Privacy Problem

Earning a personalized service is one of the major rewards of recent technologies,
especially recommendation systems. However, these systems require the collection
of personal data and interests of users, which could lead to catastrophic disasters if
used unethically.

The major privacy challenge that affects a recommendation system especially if
it is collaborative filtering, is storing private data of users within distributed servers.
Real applications such asNetflix is particularly famouswith capturing highly person-
alized data such as location, mail addresses, and debit cards. This causes the data to
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be at great risk of misuse leading to poor quality of recommendation systems, thus
the associated local geographical regions are greatly impacted.

According to previous incidents such as selling personal data to third parties, users
became very suspicious of their commonly used systems. Therefore, recommenda-
tion systems should seek the trust and privacy of their user’s data. Lastly, crypto-
graphic algorithms were introduced to enable personalized services being delivered
without the impact of other factors such as peer users [35]. Moreover, other systems
[37], allow users to distribute their personal data anonymously without revealing
their true identity.

6 Quality Evaluation Measures

Quality is defined as a set of rules ormeasurements bywhich the degree of excellence
of certain items is measured. Recommendation algorithms or systems require critical
quality evaluation to ensure the standards of the service being provided are fulfilled.
Different types of metrics are adopted to evaluate the quality of such systems such
as statistical, qualitative, ranking and user satisfaction metrics. The type of metric is
highly dependable on the type of filtering technique used within the recommendation
system and the features of the dataset that is fed into these types of systems [38].

However, deciding the correct measuring metric and utilizing it with the correct
recommendation system is a very challenging process that could lead to a successful
or failure status.Moreover, the objective of quality examinationmay differ depending
on the scenario presented in the system [39]. Therefore, such evaluations are highly
challenging and complex. To conclude, the classification of these metrics could be
very time consuming and tiring process. The main categories of these metrics are
presented well below [40, 41] as the following:

6.1 Statistical Metrics

Statistical or probabilistic metrics are extremely efficient and effective when they are
utilized in assessing the reliability and validity of predictions through comparing the
predicted ratings with the user’s actual ratings. Problems require these methods are
often considered as regression problems. The key examples of these metrics include:

• Mean Absolute Error (MAE)
• Root Mean Squared Error (RMSE)
• Logarithmic Loss (log loss)
• Cross-Entropy.

The most well-known metrics of them are Mean Absolute Error (MAE) and Root
Mean Squared Error (RMSE) as represented in Eqs. (1) and (2) respectively.
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MAE = 1
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where P(u, i) is the predicted rating for user u on item i, r(u,i) is the actual rating
and N is the total number of ratings on item set. This metric evaluates the error in
predicting the predictive numeric score.

6.2 Qualitative Metrics

Qualitative metrics are popular in the recommendation systems domain and highly
beneficial when the main objective is to have a model that cuts down the number of
errors. Accordingly improves the quality of the recommended outputs.

In [13], these measures are heavily used in various recommendation applications.
The key instances include:

• Accuracy
• Recall
• F-measure
• Kappa statistic
• Coverage.

Since items here are classified as relevant and irrelevant to the user, these metrics
are the best fit for a classification problem.

6.3 Ranking Metrics

These metrics, are widely used in Recommendation Systems, are built based on the
concept of how well the recommender ranks the recommended items. Accordingly
improves the accuracy of the ranked output. The main examples of these measures
include:

• Precision
• Recall
• Normalized Discounted
• Mean Average Precision (MAP)
• Hit Rate (HR)
• Fallout
• Area under the ROC Curve (AUC).
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These metrics are concerned with evaluating the quality of a ranked list of items
instead of the average quality of the raw scores produced by the recommender system.
Consequently, problems being solvedwith thesemethods are categorized as a ranking
problem [13].

6.4 User Satisfaction Metrics

The last category of metrics that will be discussed in this chapter is the user satis-
faction metrics that involve demonstrable experiments that have taken place with
users to assess their satisfaction level in recommender systems. This measure is very
useful since it collects enormous, real feedbacks from users personally. However,
this metric may contain biased feedbacks and lack of an objective measure for the
quality assessment of recommendation systems [13].

7 Related Work

7.1 Background

Based on the facts that the most significant part of generating valid recommendations
is the prediction, as any recommendation system needs to take into consideration the
user’s preferences [42]. The generations of recommendation approaches [43] have
been varying for that reason. However; the three major approaches are Collaborative
filtering (CF), content-basedfiltering (CBF), and knowledge-based recommendation.

As there aremultipleways for recommendations either by depending on similarity
between users or similarity between items [44], these ways are recognized as Collab-
orative Filtering that depends on the past behavior of users having similar interests
as the current user. As a user and item-based collaborative filtering has been very
successful in both market and academia. As CF proved its successful intervention
in the large-scale systems it also showed that after it has been extended it played an
important role in the distributed systems.

In [45] CF has been extended to interact with the opportunistic network to produce
a distributed recommender system based on collecting user activities then generating
users’ profiles for distributed users connected through a network that does not have
a dedicated internet connection. Afterwards, the CF technique used to calculate
the recommendations. Diversity of data in this solution has many advantages over
centralized server like reducing the cost of computing data of millions of users on
the central server and cost of high internet connectivity of central server—as the
connection cost has been distributed among users—providing higher security for
users personal information as it will not be saved on the central server and applicable
in areas with limited internet connection. CF in [46, 47] mainly was based on the
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nearest neighbors (NN), where users with similar preferences or similar purchasing
behavior [3]. That’s why it relies on two different types of data: first the set of
users and second the set of items. In another meaning; users rate items and receive
a recommendation for different items based on other users’ (that have the same
preferences and similar rating criteria) ratings.

The exponential increase of web services has led the recommender systems to
become the backbone of the internet-based systems such as Netflix, YouTube and
Google. In general CFmethods play a critical role in reaching out to newly registered
users, and successfully predict and recommend their services or products to the
users accurately. The newly proposed method in this paper was CF recommendation
based on dimensionality reduction through SVD and clustering through k-means.
The aim of the introduced CF method is to improve the performance of RS and
overcome their problems of data sparsity, cold start and scalability issues. The target
was met using singular value decomposition (SVD) for reducing the dimensionality
of characteristics [48] because the SVD is well known for its capability to enhance
the scalability of recommender systems [23, 49].

This occurs by reducing the number of features of the data group through matrix
factorization methods and k-means to cluster similar users, through similar prefer-
ences in terms of ratings. Therefore, the user clustering process helps in improving the
recommendation performance because the considered cluster contains many fewer
users in comparison with the general population that consists of all users. Experi-
mental results of this method proved a significant improvement in the accuracy and
efficiency of the recommendation system.

The performance of the proposed method was compared with k-means and
k-nearest neighbor-based recommendation systems through RMSE. As RMSE
provides the distinction between the true and the predicted likelihood about the
user selecting an item and of course the lower the value of RMSE, the better the
performance. The proposed method has an RMSE ranging from 0.7 to 0.6 while
K-means had values from 0.75 to 0.65 and finally KNN has a range of values from
almost 0.9 to 0.85 which proves the effectiveness of the proposed method.

Similar researches such as [50, 51], were conducted to address the most accu-
rate and appropriate clustering technique for recommendation systems. In other
researches [52, 53] were focused on problems issued by big data, in which solutions
proposed to resolve this issue by merging multiple clustering techniques together
and MapReduce in the association of multiple factors that affect the quality in terms
of performance of recommendation systems. Lastly, the research [54], was intro-
ducing a new method to improve the quality of recommendation systems to provide
personalized services based on building trust relationships on online social media.

Content-basedfiltering [55, 56]which is counting on the user’s current preferences
to recommend on him in the future. CBF uses its two different types of data that are
the user’s profile, and the items’ descriptions or categories, to recommend on the user
based on the similarity of the item’s categories’ with user’s preferences categories’.
On the other hand,we found the knowledge-based recommendation [57, 58] approach
differs a bit in the way it suggests its recommendations as it counts on rules. It has
introduced the combination of the user’s current preferences along with the user’s
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constraints [59] that are implicitly mentioned in his given requirements. An example
of such a constraint is topics= Java. That indicates the fact that this user is interested
mainly in any java related topics [60, 61]. Finally, the authors presented a hybrid
recommendation.

Data mining has shown a great intervention in the prediction field and its quality,
especially in movie rating prediction. Data mining applications have solved a lot
of accuracy and performance problems related to movie rating prediction. In [62],
the authors have proposed a new prediction movie rating application that is mainly
based on two features. These two features that are generated based on their data study
are: first, the Genre that could be any of the following: action, adventure, animation,
comedy, crime, drama, family, musical, horror, mystery or romance. Second, the
Word groups feature that is considered aswords used inmovies like a badword, terror
words or drug words. They have extracted these two attributes from a movie infor-
mation dataset created by them. Their data mining application model was developed
on theWeka [63] tool which creates a decision tree that stores the movie information
then suggests the rating of the movies upon. Their proposed model has succeeded in
reaching an accuracy of 80%.

7.2 Applications

Social Networks
Since social networks have been playing a great role in our lives nowadays. It has
been entered the recommendation systems world aggressively and showed a great
deviation in the recommended results. That’s why the large-scale recommendation
systems have been tackled from the social network perspective, in terms of diversity
and volatility. This has forced the researchers to focus on more information about
the user other than his/her ratings and preferences. Like the context (spatial, time,
and social) and the context development with time.

In [17], the authors have discussed different context aware recommendation
systems. Like Context-aware recommender systems (CARS), Time-aware recom-
mender systems (TARS) and Community-aware or “Social” recommender systems.
The user context can be fixed or dynamically changes over time according to [64].
In CARS, there is a pre-filtering step where only relevant and in context information
is selected then ranked. And post-filtering step that re-ranks, and filters the result
of traditional recommender [65]. CARS has solved the cold start, and scalability
problems as it collects the information from various sources in the social network to
tune the context and fill gaps [66].

Moving Ratings
Netflix was one of the pioneers to contribute to the movie rating prediction and
recommendation systems industry. In October 2006, Netflix has succeeded to release
a largemovie rating dataset and challenged the datamining, machine learning as well
as the computer science communities to develop systems that could beat the accuracy



234 H. E. Fiky et al.

of its recommendation system in [67]. After discovering the critical relationship
between what the subscribers really love to watch with the success or abandon of
their service. They decided to engage their subscribers to express their opinions
in the movies they watched in the form of ratings. Subsequently, they figured out
their recommendation system “Cinematch” that analyzes the accumulated movie
ratings collected from subscribers using a variant of Pearson’s correlation to make
personalized predictions to the subscribers based on their interests and preferences.
“Cinematch” has improved the movie average rating by 10%.

In [68], the authors decided to take the Netflix challenge, in terms of minimizing
the root mean squared error (RMSE) while predicting the ratings on their test dataset.
Authors have managed to reach a RMSE score of 0.8985 which represents one of
the outstanding single-method performance results according to their knowledge. In
Addition to the reason behind this RMSE score was their proposed smooth and scal-
able method, which is based on parallel implementation of alternating-least-squares
with weighted-λ-regularization (ALS-WR) that was developed based on CF algo-
rithm. After applying their proposed solution on Netflix challenge, they succeeded to
achieve performance improvement of 5.91% over Netflix’s recommendation system.
However, they could not win the prize as the challenge was to improve it by 10%.

Not only data mining but also machine learning participated in the movie ratings
prediction system. As many prediction systems were based on multiple machine
learning related algorithms, like baseline predictor, KNN, Stochastic Gradient
Descent, SVD, SVD++, asymmetric SVD, Global Neighborhood model and Co-
clustering by BVD (Block Value Decomposition). In [69], the authors counted on
the RMSE (Root-Mean-Square-Error) as the main criteria to evaluate their perfor-
mance. For Each algorithm from the above, the RMSE values were graphed versus
the different k values (dimensions) of each algorithm, till the co clustering algo-
rithm generated better performance than the other methods as it reaches the smallest
RMSE at certain K value and this K value highly depends on the characteristics of the
dataset. While in [70], they have proposed an approach for improving the prediction
accuracy based on machine learning algorithms that reached an accuracy of 89.2%.

Going the extra mile in the rating prediction domain, we will find that merging
personalization with prediction could enhance the generated recommendation
systems better and better. After highlighting the inaccuracy rating predictions that
still occurs with the new users like what happens in the cold start issue, the authors
in [71] have introduced a personalized rating prediction method based on several
extensions of the basic matrix factorization algorithm which take the user attributes
into their considerations when generating the predictions. The authors have found
that there is a directly proportional relation between utilizing the text-based user
attributes and personalized rating predictions, which are more accurate than asking
users to explicitly provide themwith their preferences. They have experimented with
their solution on large two datasets: MovieLens100K and IMDb1M.

Deep learning and neural networks also have shown an intervention in the movie
rating prediction as well. Where in [72], the author has proposed a technique based
on the artificial neural networks that attains to achieve better accuracy and sensitivity
compared to the recent techniques. He has managed to achieve accuracy of 97.33%
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and a sensitivity of 98.63% when applying his proposed algorithm on 150 movies
collected from IMDB. As per all of the above-mentioned experiments, they have
shown a great enhancement in overall prediction performance evaluation in terms
of accuracy and sensitivity using different approaches as they were concerned with
handling the data diversity and new item or new user issues. However, none of
them have to pay much attention to the large scale and scalability challenge that has
been threating the distributed contemporary recommendation systems. Our research
among the studies has shed light on this gap in order to be inspected later on. We
have collected many of movie ratings predictions researches in Table 3.

8 Conclusion

This chapter presents a systematic review of many quality challenges and quality
evaluation factors for large scale and distributed recommendation systems. We have
investigated the quality of recommendation systems from different perspectives.
Also, we have shed light on the gap that can be covered in the future to enhance
the quality of cold start and data sparsity problems. This study presents the chal-
lenges and the achievements that have been tackled inmovie ratings recommendation
systems. Moreover, showing that the most used datasets in movie rating predictions
are IMDb and Netflix due to their data enrich. This study has highlighted also on
the relation between the movie ratings prediction and the movie recommendation
systems. Since the more accurate the movie rating predictions are, the better quality
can be obtained for the recommendation systems. In future work, a model will be
developed to evaluate and enhance a large-scale recommendation system’s quality.
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Predicting Student Retention Among
a Homogeneous Population Using Data
Mining

Ghazala Bilquise , Sherief Abdallah , and Thaeer Kobbaey

Abstract Student retention is one the biggest challenges facing academic institu-
tions worldwide. In this research, we present a novel data mining approach to predict
retention among a homogeneous group of students with similar social and cultural
background at an academic institution based in the Middle East. Several researchers
have studied retention by focusing on student persistence from one term to another.
Our study, on the other hand, builds a predictivemodel to study retention until gradua-
tion.Moreover, our research relies solely onpre-college and college performance data
available in the institutional database.We use both standard as well as ensemble algo-
rithms to predict dropouts at an early stage and apply the SMOTEbalancing technique
to reduce the performance bias ofmachine learning algorithms.Our study reveals that
the Gradient Boosted Trees is a robust algorithm that predicts dropouts with an accu-
racy of 79.31% and AUC of 88.4% using only pre-enrollment data. The effectiveness
of the algorithms further increases with the use of college performance data.

Keywords Data mining · Retention · Dropout · Attrition · Higher education

1 Introduction

In today’s knowledge society, education is the key to creativity and innovation, which
are essential elements of progress. Attainment of education is formalized by earning
a college degree, which not only provides individuals with opportunities for pro-
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fessional growth but also lowers unemployment rate and thereby boosts the local
economy [1]. Despite the enormous socio-economic benefits of earning a college
degree, nearly 30% of students leave college without earning any credential [2]. This
situation is prevalent worldwide [3] with the Middle East being no exception [4].

Previous works have shown that the decision to drop out mostly occurs in the
first year of college as students struggle to cope with the challenges of an academic
environment and transition from high school [5]. Intervention strategies within the
first year of studies can improve retention rates by up to 50% [6]. Therefore, an early
identification of students at risk of premature departure enables the institution to
target their resources to benefit students who need it the most.

A promising avenue to address the challenge of early dropouts is the use of data
mining andmachine-learning techniques.While some studies have used Educational
Data Mining (EDM) techniques to study retention, this subject lacks critical inves-
tigation in the Middle East.

Our study goes beyond previous retentionworks usingEDMin severalways. First,
while other studies have differentiated students based on culture, race, ethnicity and
more [7], our study is based on a homogeneous population with similar social and
cultural background. The factors that influence students to drop out in other cultures
do not apply to our environment. Therefore, we focus solely on performance data to
predict retention.

Second, our study utilizes enrollment data and longitudinal data of two consec-
utive terms to predict retention until graduation, unlike other papers that focus on
persistence by utilizing student data in one term only [5].

Third, we use a larger dataset than most studies and focus on student retention
across multiple disciplines rather than a single discipline [8, 9]. We also apply bal-
ancing techniques to get more reliable and unbiased results.

Our research is based on a Higher Education Institution located in theMiddle East
that offers degree programs for nationals. Therefore, the students of the institution
form a homogeneous group belonging to the same nationality, culture and heritage.
The education of all students is funded either federally or through a sponsor. During
the year 2011 and 2012 only 70% enrolled students completed their graduation on
time.

The purpose of this study is to apply an EDM approach to predict undergraduate
students at risk of dropping out without earning a degree. In addition, we seek to
determine the earliest stage when an effective prediction is possible and identify the
top predictive factors of retention at each stage.

2 Related Work

Several studies have undertaken the task of investigating student success in under-
graduate programs by predicting student performance [10–12] or ability to progress
from one term to another [5, 13]. On the other hand, only a few studies have focused
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on retention until graduation in higher education [7–9]. Moreover, to the best of our
knowledge, no such study has been conducted till date in the Middle East.

A variety of factors have been identified by studies as predictive variables of
dropouts. A study based in a Slovenia identified the type of program, full time or part
time, as the major predictor of student success [14]. On the other hand, student age,
credit hours and residency status are reported as top predictive factors of graduation
in a US based study [15]. Ethnicity [16], transferred hours and proximity to college
[17] are also revealed as crucial factors for retention. Math test scores, ethnicity, and
special education needs are identified as top predictor variables of dropouts in a High
School study [18].

Previous studies have focused their retention efforts in their local environment;
thusmaking it hard tomap those studies to our unique setting. The factors such as eth-
nicity, race, proximity, residency status and more, that influence students to drop out
other cultures do not apply to the our unique setting. Moreover this data is not easily
available in the institutional database. Acquiring such data would require conducting
surveys which are not only time-consuming. but would also lead to reduction in the
dataset size of the experiment, thus, making it counterproductive to a data mining
approach.

The Decision Tree and Rule Induction algorithms have been applied to predict
dropouts from the first year of High School using both institutional data and data
collected from surveys [19]. Various factors such as social status, family background,
psychological profile as well as academic performance were used to study retention.
However, the top predictive factors for retention revealed by the study were perfor-
mance score in Physics, Humanities, Math and English courses. This finding further
reinforces our decision to use academic performance data rather than compromising
the size of the dataset by collecting additional data via surveys.

Machine learning techniques have been used to predict attrition by investigating
failure rates in cornerstone courses. An EDM approach was used to predict early
failures in a first year programming course at a Brazilian University [20]. The study
used weekly performance grades and demographic data. Potential dropouts were
identified in an introductory engineering course using demographic, academic and
engagement data [21]. In another similar study the performance in a high-impact
engineering course was predicted using cumulative GPA, grades attained in pre-
requisite courses as well as course work assessment scores [11].

The aforementioned studies are based on the assumption that success in funda-
mental courses would eventually lead to retention in the corresponding program of
study. However, our research focuses on retention across several disciplines; there-
fore, we do not consider the outcome of a single course.

Several studies have investigated retention in a degree program, high school or
online program by exploring re-enrollment of students in subsequent terms. Various
machine-learning algorithms and a genetic programming algorithm were used to
predict dropouts among High School at an early stage [22]. The study collected data
of 419 students in progressive stages, starting with secondary school performance,
pre-enrollment data and gradually adding more data on a weekly basis. A very high
accuracy of 99.8% was reported with the genetic algorithm, which outperformed all
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other algorithms. We believe that such a high-performance figure may be a sign of
overfitting, especially due to the small size of the dataset.

Machine-learning algorithms have also been used to study persistence in online
studies [16, 23, 24]. Predictive modelling techniques were applied to predict the per-
sistence of freshmen students until the next term in aUS based publicUniveristy [15].
None of the aforementioned studies considered graduation and measured dropouts
as failure to re-enroll in the following term. In our study, we consider this as a study
of persistence rather than retention. Moreover, unlike retention studies, investiga-
tion of persistence does not utilize longitudinal student data across many terms until
graduation.

Student demographic data and prior performance scores have also been used
frequently to predict their success in academics. Weekly performance grades and
demographic data were used to predict early failures in a first year programming
course at a Brazilian University [20]. Potential dropouts were identified in an intro-
ductory engineering course using demographic, academic and engagement data [21].
Similarly, the work in [11] evaluated the performance in a high-impact engineering
course to predict dropouts using cumulative GPA, pre-requisite course grades and
course work assessment grades.

An EDM approach was used to predict the successful graduation of first-year
students in an Electrical Engineering program in a Netherlands-based University
[8]. The study utilized 648 student records collected over a ten year period. The
data consisted of pre-university and university performance scores and achieved a
maximum accuracy of 80%.

Dropouts were investigated in a Columbian System Engineering undergraduate
program using 802 student records collected from the year 2004 to 2010 [9]. The
dataset of the study comprised of attributes such as admission data, course grades,
and financial aid per term. The study achieved an AUC score of 94%. Although the
reported performance is very good, the study is focused on a single disciplne and
the dataset size is too small for the results to be generalized. Our study achieves
a similar performance of 92% AUC with a much larger dataset size of 4,056 and
includes several undergraduate programs.

Eight years of enrollment data comprising of over 69,000 heterogeneous student
records was used to predict graduation at an American University [25]. The dataset
consisted of demographic data such as ethnicity, gender and residency information.
Also, external assessments such as SAT and ACT scores, academic achievement in
all courses were used to predict dropouts. The study achieved anAUC score of 72.9%
using the Logistic Regression algorithm.

Student retention was investigated in a System Engineering undergraduate pro-
gram using 802 student records collected from the year 2004 to 2010 [9]. The dataset
of the study comprised of attributes such as admission data, course grades, and finan-
cial aid per term. The study achieved an AUC score of 94%. Although the reported
performance is excellent, the study is based on a single discipline and the dataset
size is too small for the results to be generalized.

Factors of retention leading to graduationwere investigated usingLogisticRegres-
sion and Neural Networks in a US-based University using 7,293 records [7]. Data
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was collected for a ten year period and consisted of pre-college and first-term col-
lege data. Pre-college data included demographic information, external assessment
scores, high school scores, distance from home and work status, while college data
included first semester GPA and earned hours. Missing data was handled by deleting
the record thus reducing the dataset size. The study achieved an AUC of 77.7%.

Similar to our study, both the aforementioned studies [7, 25] have used AUC to
evaluate the performance of the predictive models. Our results surpass the results of
both the studies with an AUC of 92% using Gradient Boosted Trees algorithm.

3 Methodology

The likelihood of obtaining reliable and accurate results increases with the use of
a structured approach. In this study, we follow the CRISP-DM (cross-industry pro-
cess for data mining) approach [26], which provides an organized framework for
performing data mining tasks. We follow the five main phases of the CRISP-DM
methodology. (1) Business Understanding: the needs of the business are assessed
and the goals of data mining are determined to create a plan for our study. (2) Data
Understanding: the data is acquired and and explored to identify quality issues. A
strategy to deal with these issues is set up at in this phase. (3) Data Preparation:
data quality issues are resolved and the data is pre-processed and prepared for gen-
erating the predictive models. (4) Modeling: the machine-learning algorithms are
selected and applied to the pre-processed dataset to generate predictive models. (5)
Evaluation: the results of the various algorithms are compared and findings of the
experimentation are discussed.

Our study aims to answer the following three research questions:
Research Question 1: Can machine-learning algorithms effectively predict reten-
tion/dropouts in a homogeneous group of students using performance data?

To answer this research question, we generate predictive models using five stan-
dard and five ensemble classification algorithms. Due to the stochastic nature of
machine-learning algorithms, predictive models cannot perform with 100% accu-
racy. Therefore, an effective model is one with a reasonable performance in a given
domain. The reviewed literature on retention showed that predictive models have
achieved accuracies ranging from 72 to 77% [7]. Therefore, we evaluate the predic-
tions of our models against a minimum threshold requirement of 75% AUC to be
labeled as effective.
Research Question 2: How early can we predict potential dropouts using machine
learning? To answer this research question, we use three datasets with pre-college,
college term 1 and college term 2 features. The performance of the algorithms on
each dataset is compared using a pair-wise t-test to determine if the difference is
significant or merely due to chance.
ResearchQuestion 3:Which attributes are the top predictors of retention? To answer
this research question, we analyze the relevance of each attribute to the class label.
We begin by calculating the feature weight of each attribute using information gain,
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gain ratio, gini index, correlation and chi-squared statistic. We then examine the top
predictors of retention identified by the Decision Tree model. We also explore the
weights assigned to each attribute by the predictive models of the Support Vector
Machine (SVM), Logistic Regression, Random Forest and Gradient Boosted Trees
algorithms.We summarize and report the topmost predictive features for each dataset
by the frequency of its appearance.

3.1 The Dataset

The enrollment dataset consists of 22,000 enrollment records for the academic year
2011–2013, inclusive, for each term (excluding the summer term since new enroll-
ments do not take place in summer). The academic year 2013 is chosen as a cut off
period to allow the nominal degree completion time, which is a period of 6years.

Each enrollment record is described by 84 features, which includes student demo-
graphic data, personal data, High School performance scores, IELTS performance
scores, English and Math placement scores and the current term GPA. From this
dataset we filter out the newly enrolled students in each term, which results in 4056
newly enrolled student records and perform the initial preparation tasks in MS Excel
and MS Access as shown in Fig. 1.
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Fig. 1 Dataset extraction and preparation tasks performed in MS Excel and MS Access
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In addition to the enrollment records we also extract the dataset of graduation
records of all students who have graduated till date. We then integrate the gradua-
tion records with the enrollment records and generate a class label to identify new
enrollments that either graduated or dropped out in their respective program of study.

Nextwe extract the term2GPAby joining enrollment records of subsequent terms.
Nearly 30 attributes pertaining to student personal data are removed to anonymize
the dataset. These include details such as Student ID, name, contact numbers, parent
data, sponsor data, advisor details, and more.

We also impute two new features called High School Type (public or private) and
Age at enrollment. High school type is generated by cross-listing the high school
name attribute against a list of all high schools in the city downloaded from a public
website and age is computed using the date of birth feature.

3.2 Data Preprocessing

The quality of the dataset determines the performance of the data mining algorithms.
Therefore, pre-processing is a crucial step that is needed to ensure the success of the
algorithms as well as the validity of the results. Three main pre-processing tasks are
performed in Rapid Miner, which include handling missing values, balancing the
dataset, and feature selection. Figure 2 shows the tasks performed with Rapid Miner
to pre-process the data, generate, apply and evaluate the predictive models.

MissingValues: To handlemissing valueswe use three approaches. First, any feature
that has more than 20% of missing values is excluded from the study. This results in
removal of around 20 attributes. Second, all other attributes, except Term 2 GPA, are
imputed using the K Nearest Neighbor (k-NN) algorithm with the value of k set to
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Fig. 2 Pre-processing tasks performed in Rapid Miner
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3. No action is taken for Term 2 GPA since a missing value in this feature indicates
that the student did not register in term 2 and dropped out in term 1. The dataset with
the imputed values is exported and used in the next steps to reduce processing time
for each experimentation run.

Feature Selection: The high dimensionality of a dataset can lead to many problems
such as overfitting of themodels thus producing to amodel that cannot be generalized
[21]. Therefore, we further reduce the features by removing irrelevant attributes such
as enrollment status, grading system, campus codes and more and select only those
features that are related to student demographic data, pre-college performance and
college performance. Moreover, any feature that is used to generate new attributes,
such as date of birth and high school name, is excluded from the study. The resultant
dataset consists of the 20 features shown in Table 1.

Creating Three Sub-datasets: The pre-processed dataset is divided into three dis-
tinct datasets to determine at what stage we can effectively predict students who are
likely to drop out. The three datasets are described below:

1. Pre-collegeDataset: Consists of demographic data, pre-college performance data
(High School, IELTS, English and Math placement test scores).

2. College Term 1 Dataset: Pre-college dataset + Term 1 GPA + program of study
3. College Term 2 Dataset: College Dataset 1 + Term 2 GPA.

Table 1 Dataset features

Type Attribute Data type

Demographic data Age Numeric

Gender Binary

HS Type Binary

HS Stream Nominal

Pre-college performance HS Avg Numeric

HS math Numeric

HS english Numeric

HS arabic Numeric

IELTS band Numeric

IELTS listening Numeric

IELTS writing Numeric

IELTS speaking Numeric

IELTS reading Numeric

English placement Numeric

Math placement Numeric

College Term Numeric

Program of study Nominal

Term 1 GPA Numeric

Term 2 GPA Numeric

Class label Graduated Binary
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Balancing Datasets: Our dataset at this stage is unbalanced with the graduates
(majority class) representing 74% of the observations while the dropouts (minority
class) representing only 26% of the records. A model generated by the machine-
learning algorithms using an unbalanced dataset is more likely to producemisleading
results. Therefore, balancing the dataset is essential to reduce the bias caused by the
majority class and improve classification performance [27, 28].

While there are many techniques of balancing a dataset, specifically, in this study
we have chosen the SyntheticMinorityOversampling Technique (SMOTE) proposed
by Chawla et al. [29]. The SMOTE algorithm is a popular technique used in several
studies [20].This technique artificially generates new minority class observations
using the k-NN algorithm until the dataset is balanced.

Training and Validation: We employ the ten-fold cross-validation with stratified
sampling to split the original dataset into ten subsets while preserving the ratio of the
minority and majority samples. The machine-learning algorithms are trained using
nine subsets, while testing is performed using the remaining subset. This process
is repeated ten times by holding out another subset and training with the remaining
nine. The final performance is reported as an average of all the iterations.

The resultant dataset after the data preparation and pre-processing phase has 4,056
records and includes data of new enrollments in the academic year 2011 to 2013.

3.3 Predictive Modelling

Our study uses five standard classification algorithms, namely, Decision Tree, Naïve
Bayes, Logistic Regression, SVM and Deep Learning. In addition, we also employ
five ensemble algorithms Random Forest, Voting, Bagging, AdaBoost and Gradient
Boosted Trees to achieve a robust prediction. The algorithms classify each instance
of the testing data in into two classes Y (graduated) or N (did not graduate).

Furthermore, we use a parameter optimization operator in Rapid Miner to maxi-
mize the performance of the Decision Tree algorithm. Using multiple combinations
of the parameters, the following optimal settings are determined by the optimizer
and used for the rest of our experimentation:

• Minimal gain: 0.046,
• Confidence: 0.34
• Split criteria: Gini-index.

The aim of our research is to effectively predict dropouts using a dichotomous
class label that classifies the graduates (positive class) and dropouts (negative class).
Our primary interest is to accurately predict the dropouts while notmisclassifying the
graduates. Inaccurate classification leads to poor utilization of resources in dropout
interventions for students who would have graduated, whilst also missing out on
students who are actually at risk of dropping out.

To ensure that the algorithms perform effectively for our requirement, we use
five evaluation metrics to measure and compare the performance of our predictive
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models, namely Accuracy, True Negative Rate (TNR), True Positive Rate (TPR),
AUC of the Receiver Operator Characteristic (ROC) curve and F-Measure. The TNR
measures the percentage of correctly classified dropouts, where as the TPRmeasures
the percentageof accurately classifiedgraduates. TheAUCof theROCcurves focuses
on correctly identifying the graduates (TPR) while lowering the misclassification of
the dropouts (TNR).

Accuracy is popular metric used by several researchers [5, 8, 11, 15, 16, 27, 30].
It computes the percentage of correct classifications in a confusing matrix. However,
accuracy is an unreliable metric when used with an unbalanced dataset since it can
result in a performance bias. Since a balancing technique (SMOTE) is applied to our
dataset, we use accuracy to measure the overall performance the models.

The True Negative Rate (TNR) measures the percentage of correctly classified
dropouts, where as the True Positive Rate (TPR) measures the percentage of accu-
rately classified graduates. TheAUCof theROCcurves focuses on correctly identify-
ing the graduates (TPR) while lowering the misclassification of the dropouts (TNR).
The curve is plotted with the TPR in the y-axis and 1- TNR in the x-axis. Within the
context of our study, a higher value of AUC indicates that the model has correctly
classified a large number of dropouts as well as graduates.

4 Results and Discussion

In this section, we discuss our experimental findings and answer each research ques-
tion that was presented in Sect. 3.

4.1 Research Questions

Question 1—Can machine-learning algorithms effectively predict retention/
dropouts in a homogeneous group of students using performance data? To
answer this research question, we generate predictive models on three datasets using
five standard classification algorithms as well as five ensemble algorithms. The per-
formance of each model is evaluated to determine if the algorithm performs effec-
tively, with an AUC of at least 75%, as described in Sect. 3.

Standard Classifiers Table 2 shows the result of the standard classifiers across all
three datasets.

None of the standard classifiers are able tomeet the threshold requirement of AUC
75% when the pre-college dataset is used. However, when the dataset is enhanced
with college term 1 performance, all the standard algorithms perform effectively
with an AUC score above the threshold requirement ranging from 77 to 84.8%. The
Logistic Regression and SVM algorithms perform the best, achieving accuracies of
up to 77.3%. Both algorithms predict graduates and dropouts equally well with TPR
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Table 2 Standard classifier results

Model Accuracy (%) TNR (%) TPR (%) AUC (%) F-Measure
(%)

Pre-college dataset

Decision tree 71.59 67.17 76.02 73.80 72.80

Naïve bayes 67.22 77.10 57.34 73.90 63.60

Logistic
regression

67.92 70.22 65.63 74.40 67.16

SVM 67.09 72.64 61.53 73.30 65.13

Deep learning 62.80 46.40 79.19 70.16 68.02

College term 1 dataset

Decision tree 75.77 70.54 81.00 79.40 76.96

Naïve bayes 73.97 77.49 70.45 81.80 73.01

Logistic
regression

77.20 75.82 78.57 84.80 77.51

SVM 77.31 75.46 79.23 84.70 77.77

Deep learning 69.68 61.14 78.21 77.50 72.07

College term 2 dataset

Decision tree 80.41 88.40 72.41 81.70 78.70

Naïve bayes 75.23 76.93 73.53 83.33 74.81

Logistic
regression

77.42 76.51 78.34 86.00 77.62

SVM 77.95 76.38 79.52 85.80 78.27

Deep learning 75.20 67.01 83.39 82.90 77.08

Bold formatting is used to highlight the best results of the evaluation metric for each dataset

of 79.2 and TNR of 75.4%. The use of College Term 2 data further enhances the
performance of the algorithms with an AUC score of above 80%. Again, the Logistic
Regression and SVM algorithms perform the best with an AUC score of 86%, and
overall accuracy of 77.9%.

Ensemble Classifiers Table 3 shows the result of the ensemble classifiers across all
three datasets.

Overall, the ensemble algorithms perform better than the standard algorithms
when the pre-college dataset is used. Except for Voting and AdaBoost all ensemble
algorithms are able to meet the threshold requirement of AUC 75%.

The Gradient Boosted Trees classifier consistently performs the best across all the
three datasets. It achieves an AUC score of upto 92.2% with an accuracy of 84.7%.
All other classifiers have also improved in their performancewith the lowest accuracy
of 78.9% achieved by the Voting algorithm. AdaBoost and Bagging algorithms are
the best at predicting dropouts at 88.4%.

Question 2—How early can we predict potential dropouts using machine learn-
ing? We answer this research question by examining the performance of each clas-



254 G. Bilquise et al.

Table 3 Ensembler classifier results

Model Accuracy (%) TNR (%) TPR (%) AUC (%) F-Measure
(%)

Pre-college dataset

Random forest 70.35 73.75 66.94 77.10 69.21

Gradient
boosted trees

79.31 72.35 86.27 88.40 80.66

Voting 70.54 75.00 66.09 71.90 69.15

AdaBoost 71.23 66.74 75.72 71.20 72.47

Bagging 73.02 69.10 76.87 79.50 74.02

College term 1 dataset

Random forest 77.79 73.00 82.57 85.00 78.84

Gradient
boosted trees

82.10 79.59 86.04 90.10 83.35

Voting 77.26 74.93 79.59 77.70 77.77

AdaBoost 75.62 70.48 80.77 78.60 76.80

Bagging 76.69 71.63 81.75 83.40 77.79

College term 2 dataset

Random forest 81.16 82.67 79.65 88.80 80.88

Gradient
boosted trees

84.75 83.32 86.17 92.20 84.97

Voting 78.96 80.83 77.10 81.60 78.56

AdaBoost 80.21 88.40 72.02 83.90 78.44

Bagging 82.01 88.47 75.56 89.10 80.76

Bold formatting is used to highlight the best results of the evaluation metric for each dataset

Fig. 3 Standard Classifier AUC performance

sifier across all the datasets. Figures 3 and 4 show the performance of the Standard
and Ensemble Algorithms respectively.

The predictive capabilities of all the standard algorithms increases when the Col-
lege Term 1 and College Term 2 datasets are used. The results indicate that although
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Fig. 4 Ensemble Classifier AUC performance

pre-college data can provide a good initial prediction of students likely to dropout,
the Term 1 and Term 2 performance data can produce more effective and accurate
predictions.

The Logistic Regression and SVM classifiers have shown the most increase in
performance among the standard algorithms (up to 11% AUC), while the Decision
Trees’ performance has improved by 5.6% only. However, among the ensemble
algorithms the increase is not very high ranging from 2 to 7%. The Gradient Boosted
Trees classifier has shown very little increase proving to be a robust and reliable
predictor for all the three datasets.

A pairwise t-test of significance to test the difference in performance between
the Pre-college and College Term 1 dataset reveals that the increase in performance
is indeed significant (α < 0.001, for each algorithm). Although the difference in
performance between the College Term 1 and College Term 2 data set is not very
large, yet a pair-wise t-test shows that this increase is also significant.

Research Question 3: Which attributes are the top predictors of retention? To
answer this research question, we first analyze the attributes by feature weights to
study its relevance with respect to the class label. We begin by calculating the feature
weight of each attribute using five feature weight algorithms, namely, information
gain, gain ratio, gini index, correlation and chi-squared statistic.We rank the attributes
by lowest weight to highest.

Figure 5 shows the feature ranking of all features using the five feature weight
algorithms.

Term1 GPA and Term2 GPA are consistently picked as the most significant pre-
dictors by all feature weight algorithms, followed by High School average and then
High School Math. Some of the least relevant attributes are Age, IELTS Speaking
score, College, Placement and High School Type which are ranked the lowest by
most of the feature weight algorithms.

We also use the Decision Tree algorithm for its interpretability and ability to
identify the top predictor of retention. The root node of the decision tree model
shows the most influential attribute in classifying dropouts. Figures 6, 7 and 8 shows



256 G. Bilquise et al.

Fig. 5 Feature rankings

Fig. 6 Decision tree for Pre-college dataset

the Decision Tree model produced for the Pre-College, College Term 1 and College
Term 2 dataset respectively.

The Decision Tree model reveals that, the High School Average, High School
Stream and IELTS band are the top predictors of retention when the pre-college data
set is used.

We also identify the top predictive attributes using the feature weights assigned by
the SVM, Logistic regression, Gradient Boosted Trees and Random Forest algorithm
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Fig. 7 Decision tree for college term 1 dataset

Fig. 8 Decision tree for college term 2 dataset
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across each dataset. A high weight indicates a higher relevance of the attribute to the
prediction. All algorithms also assign highest weight to High School Average and
High School Stream and in addition also identify age as the top predictor of retention.

Interestingly,when theCollegeTerm1Dataset is used, the pre-enrollment features
do not play an important role in predicting dropouts. It is theTerm1GPAandProgram
of Study that are the top predictors of graduation. When College Term 2 dataset is
used, then Term 2 GPA as well as Term 1 GPA are the top predictors of graduation.

5 Conclusion

In this chapter, we used the structured CRISP-Data Mining methodology to predict
student dropout among a homogeneous population using a dataset of 4056 student
records. The dataset includes student performance data prior to enrollment, in addi-
tion to the academic performance data in each term of the first-year of studies.

We evaluated ten machine learning algorithms, including standard and ensemble
algorithms, for classifying a student as a successful graduate or a dropout. The ten
algorithms were applied to three datasets of student performance at various stages
of their academic journey form enrollment to end of the second term.

Overall, the ensemble algorithms have performed better than standard algorithms
across all the three datasets, thus proving to be more reliable and better at handling
misclassifications. Among these, the Gradient Boosted Trees is the most effective
algorithm performing equally well on all datasets, proving to be a robust and reliable
predictor. It achieves an AUC score of 88.4% for the pre-college dataset, 90.1% for
College Term1 dataset and 92.2% for College Term 2 dataset.

Our research predicts dropouts at a very early stage using pre-enrollment data
with an accuracy of 79.31% and AUC of 88.4% using the Gradient Boosted Trees
algorithm. Our results will enable the academic institution to start remedial support
at an early stage from the first term onwards by directing resources to where they are
required the most.

In addition, our study also identified the top predictors of retention at each stage
starting from enrollment to end of term 1. High School Average and IELTS Band
were found to be the top predictors of retention when a student joins the college.
This result indicates that students who did well in High School and possess a good
level of English have a better chance of meeting the academic demands of college.

Interestingly, when the College Term 1 dataset is used, the pre-enrollment features
do not play an important role in predicting dropouts. It is theTerm1GPAandProgram
of Study that are the top predictors of graduation.

The results also show that the program of study is an important predictive factor
in determining dropouts. Hence it can be said that if students do not choose their
program of study wisely, it is likely they will eventually discontinue their studies.
Students often choose their discipline of study based on their interest or prospective
career choices without aligning it with their academic capabilities. Therefore, this
often leads to academic struggle and abandonment of the studies. It is, therefore,



Predicting Student Retention Among a Homogeneous … 259

essential for the academic institution to advise students in wisely choosing their
programs of study to ensure success.

It is crucial to collect relevant data to enhance the accuracy of the predictions.
While our research has achieved a good accuracy using demographic and perfor-
mance data, we believe that augmenting the dataset with more detailed data (such as
attendance, sponsorship status, and working status) can provide better predictions.
Although such data is recorded in the system, it was unavailable at the time of this
study.

Another interesting research avenue to pursue would be to expand the study to
include the other campuses of the same college and other similar colleges within the
region.
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An Approach for Textual Based
Clustering Using Word Embedding
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Abstract Numerous endeavors have been made to improve the retrieval procedure
in Textual Case-Based Reasoning (TCBR) utilizing clustering and feature selection
strategies. SOPHisticated Information Analysis (SOPHIA) approach is one of the
most successful efforts which is characterized by its ability to work without the
domain of knowledge or language dependency. SOPHIA is based on the conditional
probability, which facilitates an advanced Knowledge Discovery (KD) framework
for case-based retrieval. SOPHIA attracts clusters by themes which contain only one
word in each. However, using one word is not sufficient to construct cluster attractors
because the exclusion of the otherwords associatedwith thatword in the same context
could not give a full picture of the theme. The main contribution of this chapter is
to introduce an enhanced clustering approach called GloSOPHIA (GloVe SOPHIA)
that extends SOPHIA by integrating word embedding technique to enhance KD in
TCBR.A new algorithm is proposed to feed SOPHIAwith similar terms vector space
gained from Global Vector (GloVe) embedding technique. The proposed approach
is evaluated on two different language corpora and the results are compared with
SOPHIA, K-means, and Self- Organizing Map (SOM) in several evaluation criteria.
The results indicate that GloSOPHIA outperforms the other clustering methods in
most of the evaluation criteria.
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1 Introduction

Case-Based Reasoning (CBR) [1] is the process towards perceiving and tackling
issues ‘reasoning’ in light of past encounters ‘cases’. In general, an effective CBR
system design is achieved by selecting the appropriate features and retrieving cases
correctly [2]. CBR is used in Information Retrieval (IR) [3] and machine learning
[4]. Textual Case-Based Reasoning (TCBR) is a type of CBR that is applied on
unstructured text [5]. Unlike simple attribute-value or structured object types of
CBR where knowledge is easily gained and represented. In TCBR, the case is more
complicated, since a single case may constitutes several subject areas and complex
linguistic terms. Along these lines, it is testing issue in TCBR to look for comparative
cases that contains various expressions of the same topics. For the most part, the
retrieval procedure in TCBR utilizing clustering to arrange cases into subsets can
improve the retrieval procedure in TCBR frameworks via looking only at comparable
cases. Clustering [6] is a quest for potential relations and partitioning a dataset as
per these. Clustering is considered one of the most essential data mining tasks. Text
clustering is necessary for many applications such as, organizing web content [7]
and text mining [8, 9]. Today Natural Language Processing (NLP) methods [10] (for
instance: N-gram) can be accomplished on a lot bigger datasets, and they particularly
outperform the basic models [11].

SOPHisticated Information Analysis (SOPHIA) [12] approach is one of the most
successful efforts in case-based clusteringwhich is characterized by its ability towork
without prior domain of knowledge or language dependency. SOPHIA is based on the
entropy of conditional probabilities to intelligently extract narrow themes from the
case-base, where the theme is represented by a single word that can attract cases for
their clusters. Thus, the semantic distance between a case and the theme is evaluated
using Jensen–Shannon divergence [13] which facilitates an advanced Knowledge
Discovery (KD) framework for case-based retrieval with one-shot, rather than iterat-
ing till divergence as in some other clustering approaches. However, using one word
as a theme in SOPHIA is not sufficient to construct cluster attractors. This is because
of the exclusion of the other words, associated with that word-theme in the same con-
text, could not give a full picture of the theme. For example, Poetry can be a theme
and Poet would be another theme although both belongs to the same context. Thus,
single word theme allows SOPHIA to have more number of clusters to incorporate
the whole attractors as possible as it can. However, if we combinemore similar words
in a single theme, then we will be able to attract more cases by any of its words.
For instance, if ‘Poetry’ and ‘Poet’ themes could be combined in a single theme, the
result would be better than each of these words having its own theme, because the
two topics are in fact in the same context. One successful way to measure the simi-
larities of words within a text is the word embedding technique [14]. Basically, word
embedding is a technique that maps words into real number vectors for language
modeling and learning features. The whole text is represented in a D-dimensional
embedding space. In 2014, Pennington et al. [15] have proposed a prosperous word
embedding technique called GloVe (Global Vector). It is an unsupervised method to
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discover connections between words and becomes a good alternative to the external
ontology such as Wikipedia [16] or WordNet [17] or the predefined classes to find
these relationships. Word embedding can be used to search for similar words and
create vector space of words to become themes for clustering.

To this end and to enhance the TCBR, this chapter proposes an approach to
integrate Global Vector (GloVe) word embedding technique into SOPHIA clustering
method to form the so-called GloVe SOPHIA (GloSOPHIA). The chapter proposes
an algorithm to construct themes based on threshold similarities between words.
The proposed approach is evaluated on two different languages corpora namely
Arabic Watan-2004 [18–20] and English Reuters-21578 corpus [21]. The key idea
of using two different language corpora is to prove that the proposed approach is
language independent. The experimental results are evaluatedusing several clustering
evaluation criteria, and is comparedwith other clusteringmethods, namely, SOPHIA,
K-means [22], and Self-Organizing Map (SOM).

The rest of this chapter is organized as the following. Section 2 demonstrates
some research efforts related to the work of this chapter. Section 3 describes the
proposed approach. Section 4 shows the evaluation criteria that are used to evaluate
the performance of the proposed approach. Section 5, discusses the experimental
results. Section 6 concludes the chapter.

2 Related Work

Numerous endeavors have beenmade to enhance the clustering of TCBR. Vernet and
Golobardes [23] used clusters to represent the space of each class. Their clustering
method is introduced in two levels. In the first level, clusters the training data are
clustered into spheres one for each cluster. In the second level, the spheres are clus-
tered to detect the behavior of the elements existing in the sphere. In this second level,
policies are applied, Mean Sphere and (MKM) approaches. Their algorithm aims to
reduce the number of features in order to reduce CPU time and to avoid noise data.
However, their technique depends on the labeled data, and that is not available in
every dataset. Cunninghamet, et al. [24] proposed an algorithm dependent on graph,
which improves the Bag-Of-Words (BOW) by preserving word order, and based on
n-grams to give a higher weight for similarity. Nonetheless, the proposed algorithm
cannot discriminate between the problem and solution. Proctor et al. [25] proposed
a method dependent on Information Gain (IG). The later is a statistical algorithm
to identify predictive elements for classification in order to discriminate problem
from solution. It is based on Shannon’s theory that the value of a message increases
as its likelihood of occurring decreases. The algorithm computes the IG score for
all words in the corpus, then the list of score is sorted and take a subset of highly
predictive words. Recio-Garcıa et al. [2] proposed TCBR clustering technique based
on a Lingo method [26] that is based on Singular Value Decomposition (SVD) [27].
They used Lucene to retrieve similar cases and Carrot2 to cluster the cases using the
framework jcolibri. However, their previous works are not expanding well to larger
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dataset. Another effort which is called SOPHIA is introduced by Patterson et al. [12].
The main idea of their proposed approach is to build clusters based on the entropy
of conditional probabilities to intelligently extract narrow themes from the case-base
where a theme is a single word that groups semantically related cases. However,
their experiment was set to a high number of clusters which in turn decreases the
quality of clustering due to forming empty clusters or clusters with only few cases.
Additionally, using just a single word to form a cluster theme is not sufficient (for
example: Poetry can be a theme and Poet would be another theme). Fornells, et al.
[28] provided a plugging called Thunder for the jcolibri framework. Thunder allows
CBR experts tomanage casememories organized in clusters and to incorporate a case
memory organization model based on SOM [29] as a clustering technique to man-
age case retrieval. Guo et al. [30] integrated Growing Hierarchical Self-Organizing
Map (GHSOM) [31] clustering to enhance feature selection in TCBR. They used
GHSOM to solve the performance drawback occurs in SOM due to the very frequent
similarity calculations that become necessary in a highly dimensional feature space
that becomes a critical issue when handling large volumes of text. However, their
proposed cluster technique inherits the same drawbacks of SOM in terms of random
weights for the initialization and sensitivity to input order [32, 33].

3 The Proposed GloSOPHIA Approach

The primary goal of the proposed GloSOPHIA is to supply SOPHIA with word
embedding. Figure 1 shows the proposed approach. The proposed approach initially
begins with a preprocessing phase of the data followed by a group of steps including
normalization, build word embedding vector space, construct word group vector
space, narrow theme discovery, similarity knowledge discovery, and case assignment
discovery steps. In the following, we describe the preprocessing phase followed by
the details of those steps.

3.1 Preprocessing

Usually, preprocessing of the data is a crucial step in knowledge discovery. The
final output of the data prepossessing is considered a training data set. Since the
data preprocessing depends on the language of data, the way of processing might
be slightly different. For example, converting a text to lowercase is applicable in
English but not in Arabic and removing diacritics is applicable in Arabic but not in
English. The data preprocessing phase includes the following:

• Normalize the characters to a single form . (For Arabic only)
• Remove Arabic diacritics using “arabicStemR” package. (For Arabic only)
• Convert text to lowercase. (For English only)
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• Lemmatize words and removes “pronoun, punctuation, coordinating conjunction,
determiner, numeral, ad-position, particle” using the excellent package called
“udpipe” (it used as Part Of Speech (POS) tagging tool) [34, 35].

• Remove stop words and noises.
• Stripe white-spaces, remove numbers and punctuation.
• Documents tokenization and convert toDocument-Termmatrixwith term frequen-
cies tf .

• Remove sparse terms that sparsity ratio is more than 99%.

3.2 GloSOPHIA Steps

Having described the preprocessing phase, we describe the details of the 6 steps
constituting Glosophia. Figure 1 depicts steps order and the data flow between them.
In step 1, case-base normalization using conditional probability is illustrated. In step
2, GloVe model is used to get the matrix of word-word co-occurrence. In step 3,
the vectors is constructed of the closest words Ω that have a minimum threshold
of cosine similarity. In step 4, subset of themes is selected to construct the clusters.
Finally, steps 5 and 6 respectively, similarity are calculated between the clusters and
all cases and the most similar clusters are assigned. It is worth emphasizing that steps
from 2 to 4 do not depend on step 1.

Step 1. Normalization In this step, a case knowledge is discovered for feature (word)
space [36] as step 1 in SOPHIA. Let X denotes the set of all documents in the corpus
and Y the set of all words in X . The normalization process is represented by the
following formula [12]:

P(y|x) = tf (x, y)
∑

t∈Y tf (x, t)
(1)

Where, x is a document in X, y is a term in Y and tf (x, y) is the term frequency
for the term y in the document x.

Step 2. Build Word Embedding Vector Space The word embedding vector space
is generated using GloVe model from the case-base. The main formula for GloVe is
as following [15]:

J =
v∑

i,j=1

f (Xij)(w
T
i w̃J + bi + b̃J − logXij)

2 (2)

Where, w ∈ R
d are word vectors with transpose wT , w̃ ∈ R

d are independent
context word vectors, Rd is real coordinate space of d dimensions, V is the size of
the vocabulary, Xij the frequency of term j in the context of term i, and f (Xij) is the
weighting function. bi and b̃J represent the bias of wi and w̃J respectively. wT

i w̃J is
calculated by Eq. 3.
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Fig. 1 GloSOPHIA steps

wT
i w̃J = log(Pij) = log(Xij) − log(Xi) (3)

Where, Pij is the conditional probability of the term j in the context of the term
i, Xi is all the terms that appeared in context of the term i and can be calculated as
follows:

Xi =
∑

k

Xik (4)
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Step 3. ConstructWordGroupVector Space In this step, we propose the algorithm
1 to construct the themes from the generated word embedding vector space in the
previous step. The proposed algorithm takes a word-word matrix X generated from
GloVe method with a threshold that ranges from 0 to 1 (0 means no similarity and
1 means typical word) and returns a vector space with the closest terms. X in line 1
of the algorithm is normalized using the Euclidean norm which is Square Root for

Sum of Squares (SRSS)
√
x21 + · · · + x2n to scale each element by vector-wise scaling

for the whole matrix. In line 2, the algorithm calculates pairwise cosine similarity
between each two words in X . Line 3 sorts in descending the similar words in each
vector. Line 4 trims the vectors having only words with similarity greater than or
equal the threshold t. Line 5 removes each vector Z from the vector space Ω having
words count |Z| less than or equal 1 1. Lines 6 to 9 demonstrate copying words from
vectors that contain a mutual word(s). Finally, it should be mentioned that there will
be some duplicated vectors resulted from the word copying process, these vectors
will be removed so that only the unique vectors representing the output vector space
(themes). The later process is described in line 10. Table 1 demonstrates a simple
example of themes after narrowed by step 4 where � is the narrow theme after
removing themes that have less attraction and N is the number of desired clusters.
The example shows 7 themes (N = 7) when threshold t = 0.72 gained from watan-
2004 corpus.

Algorithm 1 Generate themes.
Input: Terms vector space from GloVe algorithm → X , threshold → t
Output: Closest terms Vector space which is based on a threshold t → Ω
1: Normalizing X using L2 norm
2: Calculates pairwise cosine similarities for X.
3: Sort all related terms descending by similarity value.
4: Ω ← all terms with similarity values ≥ threshold t.
5: Eliminates all vectors in Ω that have terms ≤ 1.
6: for each vector Z ∈ Ω vector space do:
7: Ω(Z) ← all vectors that have mutual terms with Z vector.
8: uniqueTerms ← all unique terms in Ω(Z).
9: for each Z ∈ Ω(Z) do: Z ← uniqueTerms
10: end for
11: end for
12: Remove duplicated vectors from Ω .

Step 4. NarrowThemeDiscovery In this step, SOPHIA formula’s is updated in such
a way that allows the theme to be represented as a vector. The theme in GloSOPHIA
is a conditional probability over a set of words that co-occur with any of the theme
terms z ∈ Z . The updated equation here can be represented by:

P(y|Z) =
∑

x∈X (Z) tf (x, y)∑
x∈X (Z),t∈Y tf (x, t)

(5)
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Table 1 Narrow themes � when N = 7 and threshold = 0.72

Narrow themes English translated

May be pleased with, Abi, Huraira

Olympic, Olympiad, Olympiad

Match, lost, our team

Crude, oil, barrels

George, Bush, Washington

Governorate of, Dhofar, Directorate

Elected, presidential, election

Where, y is the word that co-occurs with any from Z terms in the same document,
X (Z) is all documents that contains any word from Z terms, tf (x, y) is the term
frequency for the term y in document x, and Y : all terms that co-occur with any term
from Z .

By applying Eq. 5, a vector of normalized values for every theme in Ω is ready to
be compared with documents. Then a selection process of the most significant subset
of themes in Ω is performed as a cluster attractor. The later process is performed by
calculating the entropy as the following:

H (Y |Z) = −
∑

y∈Y
p(y|Z) log p(y|Z) (6)

Where, Y is all words that co-occur with any term in the vector Z ∈ Ω .
Z1 ∈ �i, Z2 ∈ Ω−�i → H (Y |Z1) ≥ H (Y |Z2), then:

� =
N⋃

i

Zi (7)

Where, � is a set of selected narrow themes. Based on the rule that states that
only themeswith in-between case frequency are informative, only the termswith case
frequencies range between min_cf (minimum case frequency for a single word) and
max_cf (maximum case frequency for a single word) is included. Also, only themes
Ω from narrow themes that have case frequencies range between theme_min_cf
(minimum case frequency for the whole theme) and theme_max_cf (maximum case
frequency for the whole theme) is included. It should be Noted that the length of
vector space |Ω| must be greater than or equal to N in order to generate |�| that is
equals to the number of clusters N . If |Ω| is less than N then it will fail to generate
the desired number of clusters.
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Step 5. Similarity Knowledge Discovery Similar to SOPHIA, Jensen- Shannon
divergence (JS) [13] is used to measure the semantic similarity between document
and cluster theme according to the following:

JS{0.5,0.5}[p1, p2] = H [p] − 0.5H [p1] − 0.5H [p2] (8)

Where, H [p] is the entropy of probability distribution p and average probability
distribution = 0.5p1 + 0.5p2. The lower value of JS represents a higher similarity
between two probabilities.

Step 6. Case Assignment Discovery The attractor theme Z will be assigned to case
when:

Z = argmin
t∈Ω

JS{0.5,0.5}[p(Y |x), p(Y |t)] (9)

Now, all cases are assigned to the clusters having the highest similarities such that
every case is assigned to only one cluster. The case assignment can be also softened
by adding a weight to every cluster instead of choosing the highest similar.

4 Evaluation Criteria

In order to evaluate the performance of the proposed approach, several performance
measures are used like F-measure on beta = 0.4 [12], Purity [3], Normalized Mutual
Information (NMI) [3], Rand Index (RI) [3], Silhouette [37], Dunn Index (DI) [38],
and Connectivity [39]. These performance measures are categorized into two main
groups; external and internal evaluation criteria. External criteria depend on labels
of the clusters. On the other hand, internal evaluation criteria depend on the quality
of the clusters and the degree of its separation. Broadly speaking, good results in
internal evaluations does not mean it is effective in application [3].

4.1 External Evaluation

In the following,we explain the external criteria used in the evaluation of the proposed
approach.

F-Measure: The evaluation of clustering is performed by using labels added by
experts ET (d) to the documents. New label CT (d) is assigned by calculating the
percentage of labels in the cluster that exceed a threshold β, while A, B, and C are
total numbers of “true positive”, “false positive” and “false negative” respectively.
F-measure is calculated as following [12]:

A = A + |ET (d) ∩ CT (d)| (10)
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B = B + |CT (d)\ET (d)| (11)

C = C + |ET (d)\CT (d)| (12)

F = 2A

2A + B + C
(13)

A high F-measure is obtained by making many clusters. Simply, F measure is 1
if the number of documents = clusters number. Thus, increasing the clusters number
to gain a high F measure will decrease the quality of the clustering.

Purity: Purity has a value ranging from0 to 1 scale, where 0 indicates a bad clustering
and 1 a perfect clustering. It assigns the class d for each cluster m which has the
maximum number of documents to the cluster. Purity is calculated according to the
following [3]:

Purity = 1

N

∑
max |m ∩ d | (14)

NMI: Normalized Mutual Information performance measure is derived from maxi-
mum likelihood function [3] and is calculated according to the following:

NMI(M ,D) = I(M ,D)√
H (M )H (D)

(15)

where,M ,D are class and cluster labels respectively. I(M ,D) is mutual information
and H (M ), H (D) is entropy of M and D respectively. In NMI, the result is not
improving due to the increase in the number of clusters. That can solve the existing
problem in F-measure and Purity. This is due to the fact that it is normalized by
increasing the denominator with the number of clusters.

RI: Rand Index performance measure indicates how similar the clusters are to the
experts classes [3] and is calculated according to the following equation:

RI = TP + TN

TP + FN + FP + TN
(16)

Where, TP,TN ,FP,FN are the number of documents with the same class in the
same cluster (true positive), same class in different cluster (true negative), different
class in the same cluster (false positive), different class in different cluster (false
negative) respectively.

4.2 Internal Evaluation

In the following, we explain the internal criteria used in the evaluation of proposed
approach.
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Silhouette: Silhouette is used to calculate the closeness of each point in one cluster to
the points in the other clusters and to judge some attributes such as clusters geometry
using a similarity distancemeasure;e.g., Euclidean orManhattan distance. Silhouette
performance measure has a range from [−1 to 1] [37].

For each data point i in the cluster Ci.

a(i) = 1

|Ci| − 1

∑

j∈Ci,i 	=j

d(i, j) (17)

Where, d(i, j) is the distance between data points i and j in the cluster Ci

b(i) = min
k 	=i

1

|Ck |
∑

j∈Ck

d(i, j) (18)

s(i) = b(i) − a(i)

max a(i), b(i)
, if |Ci| > 1 (19)

If |Ci| = 1, then, s(i) = 0.

DI: Dunn Index specifies non-sparse well-separated clusters. It is defined as the
ratio between the minimum inter-cluster to the maximum intra-cluster distances [38]
according to the following equation.

DI = min1≤i≤j≤n d(i, j)

max1≤k≤n d ′(k)
(20)

Where, d(i, j) is the minimum distance between clusters i and j. d ′(k) is largest
intra-cluster distance of cluster k. Dunn Index has a value between 0 and ∞. The
higher the value of D, the better clustering quality.

Connectivity: Connectivity uses the k-nearest neighbors to assess connectivity
degree between clusters. The connectivity value begins from 0 and has no limit.
In contrast to the other measures, a minimum value of connectivity enhances the
quality of the clustering [39].

5 Experimental Results

In the following subsections experimental results are discussed. In Sect. 5.1, the cor-
pora used to evaluate the performance are discussed. In Sect. 5.2, classes distribution
to clusters are shown. In Sect. 5.3, the environment setup is described. In Sect. 5.4, the
performance of GloSOPHIA against several cluster methods is compared. Finally,
Sect. 5.5, shows the effect of changing the threshold on clustering performance.
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5.1 Datasets Description

To evaluate the performance of the proposed approach, we use two different Cor-
pora: Watan-2004 Arabic newspaper [18–20] and Reuters-21578 English corpus
[21]. We use two different languages corpora to prove language independence from
the proposed approach.Watan-2004 contains 182, 240 distinct terms reduced to 2866
distinct terms after the preprocessing step. It consists of 20, 291 documents organized
in 6 main topics. The corpus is divided into 6 directories named with the class names.
Each directory contains file for each document. Table 2 summarizes the distributions
of the topics in the corpus. The corpus is randomly partitioned by a ratio 80%, 20%
for training and testing respectively.

On the other hand, the Reuters-21578 corpus contains 21, 578 documents with
37, 852 distinct terms reduced to 846 distinct terms after the preprocessing phase.
This corpus has 120 overlapped labels and includes only 10, 377 non-empty doc-
uments that have at least one label. These documents are divided into 7068 and
2745 for training and testing respectively. The remaining 564 documents are marked
‘NOT-USED’ as according to ‘lewissplit’ attribute. There are 68 categories taken
into consideration when the most frequented category is assigned to the document.
Table 3 shows a summary of the corpus distribution on the top 10 categories ordered
in descending by document frequencies.

The case frequency that is used here to include informative terms only is set from
min _cf = 100 to max _cf = 1000, and to include only informative themes is set
from theme_min _cf = 500 to theme_max _cf = 5000 as a case frequencies for
the themes has to be narrowed (see step 4 in Sect. 3) and a word is represented by a
vector of 75 dimensions using GloVe as described in step 2 Sect. 3. In addition, all
themes which have only one word are eliminated.

Table 2 Watan-2004 dataset structure

Label name Number of documents

Culture 2782

Economy 3468

International 2035

Local 3596

Religion 3860

Sports 4550

Total 20,291
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Table 3 Reuters-21578 dataset structure of 10 categories that have highest document frequencies

Label name Number of documents

Trade 392

Sugar 121

Ship 163

Money-fx 602

Interest 217

Grain 523

Earn 3754

Crude 475

Coffee 116

Acq 2113

Total 9671

5.2 Evaluation of Classes Distribution in Clusters

In order to evaluateGloSOPHIA,we need to distribute case-base categories into clus-
ters. In the following,we explain the distribution of only one example for each corpus.
The thresholds have been selected because they have maintained good results in all
criteria, while the number of clustersN is arbitrarily chosen from the generated range.

Evaluation of Watan-2004 Corpus An example to distribute the case-base cate-
gories to clusters using GloSOPHIA when N = 7 and threshold t = 0.72 are selected.

Table 4 describes more details about the distribution of classes within clusters. To
see the class distribution Figure 2 illustrates the percentage of classes in each cluster.

Evaluation of Reuters-21578 Corpus An example to distribute the case-base cat-
egories to clusters using GloSOPHIA is to set N = 10 and threshold t = 0.67 are
selected. Table 5 describes more details about the distribution of classes with the
highest 10 clusters. To see the class distribution, Fig. 3 illustrates the percentage of
classes in each cluster.

Table 4 Watan-2004 dataset: distribution of dataset categories to clusters whenN = 7 and threshold
t = 0.72
Cluster label Sports Culture Local International Economy Religion Total

…, Abi, Huraira 126 20 3 732 881

Olympic, … 363 38 2 403

Match, … 458 26 3 1 488

Crude, … 2 34 55 10 417 9 527

George, … 3 119 1 181 26 9 339

Governorate … 81 148 622 1 238 8 1098

Elected, … 3 65 16 214 9 14 321

Total 910 556 719 407 693 772 4057
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Fig. 2 Watan-2004 dataset: distribution of categories to clusters when N = 7 and threshold t = 0.72

Table 5 Reuters-21578 dataset: case-base distribution categories to clusters using GloSOPHIA
when N = 10 and threshold t = 0.67
Clusters/categories Earn Acq Money Crude Grain Trade Interest Ship Gnp Gold

Delivery, shipment,… 0 1 0 5 101 1 0 17 0 3

Figure, show 1 0 101 2 1 21 51 0 19 1

Import, export 0 0 39 7 16 76 6 9 8 1

Merger, acquisition 11 328 0 2 0 0 0 1 0 0

Natural, gas, oil,… 2 5 1 121 0 0 0 9 1 3

Operate, operation 925 26 10 2 4 0 0 1 0 3

Output, production,… 0 0 0 8 7 0 1 0 1 0

Outstand,… 102 226 5 0 2 0 1 0 0 0

Own, subsidiary,… 4 46 3 5 0 0 4 1 0 14

Regulatory, approval,… 0 8 2 0 2 2 1 4 0 1

Fig. 3 Reuters dataset: distribution of categories to clusters when N = 10 and threshold t = 0.67
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5.3 Experiment Environment Setup

The environment setup for the experiment is a laptop with Intel Core i5 2.5GHz
processor, 16GB Ram. The language used for processing is R version 3.5.3 that is
running on Ubuntu 18.04 operating system. The execution time of the training data
(16,234 documents) takes only 5.5 s to generate narrow themes (clusters) from the
training set, and the execution time of all experimental test data (4057 documents)
is ranging from 4 to 7s. It is enhanced by using a parallel c++ code depending on
the number of clusters 6–24.

5.4 Evaluate Performance

In the following, we compare GloSOPHIA with the clustering methods SOPHIA,
K-means, and SOM using 7 different evaluation criteria: F measure on beta = 0.4,
Purity, NMI, RI, Silhouette, DI, and Connectivity described in Sect. 4. We show the
performance of GloSOPHIA in the two corpora. The range of cluster numbers is set
to allow testing intensively the behavior of each clustering technique. This range is
constrained by clustering approaches capabilities such as K-means convergence and
number of themes that can be constructed Ω .

Watan-2004 Dataset Table 6 describes the performance of GloSOPHIA when
threshold = 0.72 compared to the other clustering methods. The table represents the
best score of each evaluation. It shows that GloSOPHIA outperforms the other meth-
ods in all criteria except connectivity.More clearly, the superiority of theGloSOPHIA
in external evaluations (F-measure, Purity, NMI, and RI) is due to the fact that it
achieves a better representation of the categories. On the other hand, GloSOPHIA’s
superiority in internal evaluations (Silhouette, DI) is attributed to its compactness
and the clusters are well-separated. SOM is the best in connectivity, due tomost items
are placed in the same cluster as their nearest neighbors in the data space. Figure
4 shows the performance of each clustering method. The number of clusters is set
in the range between 6 and 24. It shows that the contributed approach outperforms
SOPHIA in all criteria and also it has a higher performance than K-means and SOM
in most of the criteria.

Reuters-21578 Dataset Table 7 describe the performance of GloSOPHIA when
threshold = 0.67 compared to other clustering methods. Similar to Watan-2004, the
results show that GloSOPHIA outperform the other clustering methods in all criteria
except connectivity. We note that here we have the same conclusions that were
discussed using watan-2004 newspaper dataset. Figure 5 shows the performance of
each clustering method. The number of clusters is set in the range between 10 and
20. It also shows that the contributed approach algorithm outperforms also SOPHIA
in all criteria and has a higher performance than K-means and SOM in some criteria.
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Table 6 Watan-2004 dataset: best values comparison between clustering methods

Criteria GloSOPHIA SOPHIA K-means SOM

F measure 0.8097 0.6147 0.7275 0.7472

Purity 0.8097 0.6170 0.7259 0.7375

NMI 0.5547 0.4249 0.5153 0.4641

RI 0.8707 0.8288 0.8121 0.8189

Silhouette 0.03812 0.027366 0.009602 0.03099

DI 0.3376 0.2245 0.12771 0.27864

Connectivity 2752 3333 1528 1091

Bold represents the best results out of all methods

Fig. 4 Watan-2004 dataset: comparison between GloSOPHIA (on threshold = 0.72), SOPHIA,
K-means, and SOM using evaluation criteria. Note that in Connectivity the lower is better

Table 7 Reuters-21578 dataset: best values comparison between clustering methods

Criteria GloSOPHIA SOPHIA K-means SOM

F measure 0.7435 0.6605 0.7267 0.6871

Purity 0.7373 0.6397 0.6718 0.6288

NMI 0.5923 0.385 0.4919 0.4362

RI 0.8972 0.788 0.7823 0.762

Silhouette 0.10319 0.010692 0.05013 0.04833

DI 0.2163 0.07832 0.1383 0.084259

Connectivity 1844 2214 1288 968.6

Bold represents the best results out of all methods
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Fig. 5 Reuters-21578 dataset: comparison between GloSOPHIA (on threshold = 0.67), SOPHIA,
K-means, and SOM using evaluation criteria. Note that in Connectivity the lower is better

Fig. 6 Watan-2004 dataset: the impact of the threshold on evaluations when changing the number
of clusters

5.5 Investigating the Influence of Threshold on Clustering

The main goal here is to investigate the effect of changing threshold on the clustering
performance. Figures 6 and 7 illustrate the evaluation of Purity, Silhouette, RI, NMI
on watan-2004 and reuters-21578 respectively.

Impact on Watan-2004 Dataset: It is found that, when the range of threshold is
changed between 0.67 and 0.77, the number of clusters is changed from 6 to 24.

Impact on Reuters-21578 Dataset: It is found that, when the range of threshold is
changed between 0.64 and 0.74, the number of clusters is changed from 7 to 31.

It should be noted that those ranges have been chosen because if the threshold is
decreased to low scores, for example 0.5, it would place a burden on the algorithm.
This is caused by the construction of group with weaker relationships, which reduces
the performance and quality of the algorithm. On the other hand, increasing the
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Fig. 7 Reuters-21578 dataset: the impact of the threshold on evaluationswhen changing the number
of clusters

threshold with very high scores, for example 0.9, will make it harder to construct a
number of groups that fit the desired number of clusters.

Figures 6 and 7 describes the impact of the threshold on the purity, RI and NMI
when thenumber of clusters is low.At the pointwhen thenumber of clusters increases,
the threshold effect on clustering quality gradually decreases.

Likewise, it’s clear that there is a opposite connection among silhouette and the
number of clusters. Hence, it is smarter to pick high threshold when the number of
clusters is low. In any case, when the clusters quantity is expanded to reduce the
threshold, more groups of comparable words can be created by step 3, and subse-
quently N is consistently ≤ |Ω|.

6 Conclusion

In this chapter, an enhanced clustering approach calledGloSOPHIA(GloVeSOPHIA)
have been introduced. The key idea of the proposed approach was to extend the
textual based cluster technique SOPHisticated Information Analysis (SOPHIA) by
integrating theword embedding techniqueGlobal Vector (GloVe) in order to enhance
knowledge discovery in Textual Case-Based Reasoning (TCBR). A new algorithm
have been introduced to generate themes that are fed to SOPHIA with similar terms
vector space gained from the embedding technique. To evaluate the performance of
GloSOPHIA, the approach was applied on two corpora; Watan-2004 Arabic news-
paper and Reuters-21478 English corpus. Results of the proposed approach were
compared with the clustering methods SOPHIA, K-means, and Self-Organizing
Map (SOM). Several performance measures, including F-measure, Purity, NMI, RI,
Silhouette, and DI, have been taken into consideration to evaluate the proposed
approach. The results indicated that GloSOPHIA has gained a stable improvement
in most of the evaluations criteria against the other clustering methods.
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dency treebank: a word on the million words. In: Proceedings of the Workshop on Arabic
and Local Languages (LREC 2008), pp. 16–23. European Language Resources Association,
Marrakech, Morocco (2008)

36. Joachims, T.: A probabilistic analysis of the rocchio algorithmwith tfidf for text categorization.
In: Proceedings of the Fourteenth International Conference on Machine Learning, ICML ’97,
pp. 143–151. Morgan Kaufmann Publishers Inc, San Francisco, CA, USA (1997)

37. Rousseeuw, P.J.: Silhouettes: a graphical aid to the interpretation and validation of cluster
analysis. J. Comput. Appl. Math. 20, 53–65 (1987)

38. Dunn, J.C.:Well-separated clusters and optimal fuzzy partitions. J. Cybern. 4(1), 95–104 (1974)
39. Knowles, J., Handl, J.: Exploiting the Trade-off—The Benefits of Multiple Objectives in Data

Clustering, pp. 547–560. Springer, Berlin Heidelberg (2005)



A Survey on Speckle Noise Reduction
for SAR Images

Ahmed S. Mashaly and Tarek A. Mahmoud

Abstract Speckle noise disturbance is the most essential factor that affects the
quality and the visual appearance of the synthetic aperture radar (SAR) coherent
images. For remote sensing systems, the initial step always involves a suitablemethod
to reduce the effect of speckle noise. Several non-adaptive and adaptive filters have
been proposed to enhance the noisy SAR images. In this chapter, we introduce a
compressive survey about speckle noise reduction in SAR images followed by two
proposed non-adaptive filters. These proposedfilters utilize traditionalmean,median,
root-mean square values, and large size filter kernels to improve the SAR image
appearance while maintaining image information. The performance of the proposed
filters are compared with a number of non-adaptive filters to assess their abilities to
reduce speckle noise. For quantitative measurements, four metrics have been used
to evaluate the performances of the proposed filters. From the experimental results,
the proposed filters have achieved promising results for significantly suppressing
speckle noise and preserving image information compared with other well-known
filters.

Keywords Synthetic aperture radar (SAR) · Remote sensing · Non-adaptive filter ·
Adaptive filter · Despeckling filter · Image enhancement

1 Introduction

Synthetic Aperture Radar (SAR) is the essential system for ground mapping and
remote sensing applications since its performance is independent on both weather
conditions and daytime. Generally, SAR senses the interaction between the incidents
radiated waves from SAR and Earth surface. However, the quality of the composed
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Fig. 1 Physical origin of speckle: The combination of elementary contributions within each pixel
[4]

images from raw SAR data suffers from speckle noise distribution. The coherent
nature of radiated wave of SAR is considered as the main source of speckle noise.
For more details, let us consider a certain ground patch that has a various number of
scatter elements with different level of backscatter coefficients as shown in Fig. 1.
The final response of the constructed SAR image at each pixel location is the addition
of amplitude and phase of each scatter element as shown in Eq. (1) [1–4].

Ae j� =
N∑

k=1

Ake j�k = X + jY (1)

where A … is the scatters amplitude response, F … is the scatters phase response,
and N … is the total number of scatters for one pixel.

FromEq. (1), it is obvious that the total response of each pixel location depends on
both scatter phase response and the total number of scatters. Therefore, it is accepted
to get a random pixel response due to the phase differences between scatters. In
fact, speckle noise can be produced due to an interference phenomenon in which the
principal source of the noise is the distribution of the phase terms �k . Then, the sum
of Eq. (1) seems like a random walk in the complex plane, where each step of length
Ak is in a completely random direction [1–4].

Finally, speckle noise is a serious problem that not only degrades the quality of the
processed SAR images but also reduces the opportunity of image interpretation and
analysis. Consequently, using suitable image processing method to improve SAR
image quality and maintain image information is not a trivial task [1–4].
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2 Speckle Noise Modelling

The speckle noise distribution could be fully estimated when [5]:

• The responses of each scatter point on the earth surface are independent.
• The amplitude Ak and the phase ϕk of Eq. (1) are independent.
• The variablesAk are distributed according to the same probability density function

(PDF).
• The phases ϕ are uniformly distributed between –π and π.

In terms of the central limit theorem, Ae jϕ is a complex number where its real
and imaginary parts, X and Y respectively, are independent random variables. These
variables have Gaussian distribution with a zero mean and a standard deviation of σ

[4].
For a given ground patch with a reflectivity of R, when amplitude mean (E(A))

increases, its standard deviation (σ A) increases proportionally as shown in Fig. 2.
This proportionality function gives SAR speckle noise the behavior of multiplicative
noise [4]. Let:

I = R · n (2)

where n … Random variable representing speckle, R … Scatter reflectivity, and I
… Echo intensity.

PDF(A) 

Amplitude (A)  

Fig. 2 Probability density function (PDF) of the amplitude of fully developed speckle. The mean
radiometry value R is 10 or 100 [4]
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Since, n and R are independent variables. Assuming that n has a unit mean, we
could rewrite Eq. (2) as follows [4]:

E(I ) = E(R · n) = E(R) · E(n) = R (3)

It is obvious that reducing speckle noise by averaging nearby pixels based on the
equality relationship between E(I) and R, in a trade-off with spatial resolution is an
efficient method [4].

3 Speckle Noise Reduction Methods

Generally, differentmethods and techniques are used to eliminate the effect of speckle
noise. These methods could be classified as onboard methods (Multi-look methods)
and offline methods [1–4].

3.1 Onboard Methods

For onboard methods, the main idea of this technique is to apply multi-look
processing on a certain ground patch and the final resultant image depends on the
average result of these multiple looks to eliminate the effect of speckle noise. This
technique has promising results while its performance relies on several constraints
to suppress speckle noise [3]. This method could be summarized as follows [6]:

• All signals, return from a ground patch, are used to process a single look
image. The resultant image contains speckle noise but has the highest achievable
resolution.

• Assuming that the phase parameter is not needed, multi-look technique is
sufficient to reduce speckle noise effect of the final resultant SAR image.

• Using SAR digital processing, several independent images of the same ground
zone could be achieved from SAR signal returns subsets.

• To create a single multi-look image, the independent images are averaged
incoherently (phases not needed).

• The final processed image has a lower resolution and a neglected speckle noise
level.

3.2 Offline Methods

For offlinemethods, thesemethods utilize the great development of image processing
research field to find the optimum solution to reduce speckle noise. Theoretically,
two types of filters are used to eliminate the speckle noise those are adaptive and
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non-adaptive filters. The main difference between these filters could be noticed as
follows “adaptive filters adapt their weightings and functions across the image to
the speckle level, and non-adaptive filters apply the same weightings and functions
uniformly across the entire image”. Moreover, such filtering also loses actual image
information as well. In particular high-frequency information, the applicability of
filtering and the choice of filter type involve tradeoffs [3, 4].

Intuitively, adaptive filters have better performance comparedwith that of the non-
adaptive filter in preserving image information in high-texture areas and resulting
in non-blurred edges. On the other hand, adaptive filters require high computational
power and their implementation is a complicated task.While, the non-adaptive filters
seem to be simple and require less computational power but with some losses in
image information and blurred edges [6, 7]. In this chapter, we will concern with the
non-adaptive filters in reducing speckle noise effect.

4 Non-adaptive Despeckling Filters

In this section, we are going to introduce the most popular non-adaptive despeckling
filters that have a wide usage for speckle noise reduction in several remote sensing
and ground mapping applications.

Generally, This type of filters has some properties that can be summarized as
follows [6, 7]:

1. The parameters of the whole image signal are considered.
2. Do not take into consideration the local properties of the terrain backscatter or

the nature of the sensor.
3. Not appropriate for filtering of non-stationary scene signal.

Now, we are going to introduce the most popular and well-known non-adaptive
filters that are used to attenuate speckle noise.

4.1 Mean Filter

In the beginning, this filter could be classified as a linear filter. The main operation
and final response for the center pixel of the filter mask depends on the average value
of the grey levels neighborhoods defined by the filter mask. This filter sometimes is
called averaging filter or low pass filter [8].

Appling mean filter will reduce random noise that typically consists of sharp
transitions in the intensities levels. However, edges (which almost always are desir-
able features of an image) also are characterized by sharp intensity transitions, so
averaging filter has undesirable side effect that it blurs image edges [9].

The general implementation for filtering an M * N image with mean filter of m * n
(m and n odd) is given by the expression [9]:



286 A. S. Mashaly and T. A. Mahmoud

g(x, y) =
∑a

s=−a

∑b
t=−b w(s, t) f (x + s, y + t)

∑a
s=−a

∑b
t=−b w(s, t)

(4)

where g(x, y) … Filter output, x = 0, 1, 2, …., M − 1, and y = 0, 1, 2, …, N − 1.
This equation is evaluated for all values of the displacement variables x and y so

that all elements of w visit every pixel in SAR image f . where a = (m − 1)/2 and b
= (n − 1)/2.

4.2 Median Filter

On the other hand, Median filter is classified as a nonlinear order-statistic filter
whose response is based on ordering (ranking) the pixels contained in the image area
encompassed by the filter mask. The response of median filter for the center pixel of
the filter mask depends on the median value of the grey levels neighborhoods defined
by the filter mask [9].

Median filter is quite popular technique because, for certain types of randomnoise,
it provides excellent noise reduction performance, with considerably less blurring
appearance than linear mean filter of similar mask size. Median filter is particularly
effective in the presence of speckle noise because it appears as white and dark dots
superimposed on SAR image [9].

In order to implement median filter at certain image pixel, we first sort the
greyscale values of the pixels in the neighborhood filtermask, determine theirmedian
value, and assign that value to the corresponding pixel in the filtered image [9].

4.3 Value-and-Criterion Filters

The value-and-criterion filter structure, another nonlinear filter, is a new frame-
work for designing filters based on mathematical morphology. Whereas morpho-
logical filters use only nonlinear (minimum and maximum) operators, the value-
and-criterion structure allows both linear and nonlinear operators. However, the new
filtering structure retains the strong geometrical component of morphological filters.
The value-and-criterion filter structure, therefore, exhibits the shape-based character-
istics of mathematical morphology but adds a great deal of flexibility in the selection
of filtering operations [9].

A value-and-criterion filter is a two-stage operation similar to the morphological
opening and closing operators. Like opening and closing, the output of a value-and-
criterion filter results from the second-stage operator that acts on the output of the
first stage of the filter. Unlike the morphological operators, however, the first stage
of a value-and-criterion filter consists of two separate operations, a criterion operator
and a value operator. The second stage of the filter uses the results of the criterion
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operator to choose an output of the value operator for the final output. This new filter
structure unites many different types of nonlinear filters into a single mathematical
formalism [9].

The “value” function,V, and the “criterion” function, C, act on the original image
f (x,y) and are defined over a structuring element (filter window)FW. The “selection”
operator, S, comprises the second stage of the filter and acts on the output of the
criterion function. As in morphological filters, the second stage (S) is defined over
the structuring element FW

∧

, a 180° rotation of FW. Let f (x, y) be the input to a
value-and-criterion filter, and v(x, y), c(x, y), and s(x, y) be the output of V, C, and S
respectively. The filter output g(x, y) is defined by Eqs. (5), (6), and (7):

v(x, y) = V { f (x, y); N } (5)

c(x, y) = C{ f (x, y); N } (6)

s(x, y) = S
{

c(x, y); Ñ
}

(7)

The value-and-criterion filter structure has the same comprehensive “sub-
window” structure that develops naturally in morphological opening and closing.
This structure is more comprehensive than those of previous sub-window based
filtering schemes. The value-and-criterion filter structure with an (n * n) square struc-
turing element develops an overall filtering window of size ((2n − 1) * (2n − 1))
that contains n2 “sub-windows” the same size and shape as the structuring element.
These sub-windows are all the possible (n * n) structuring elements that fit in the
overall window. Within each overall window, the structuring element that yields the
“selected” criterion function value is chosen, and the value function output from that
structuring element becomes the filter output for the overall window. The operation
of this filter structure is very efficient, since the value and criterion function outputs
for each sub-window are only computed once per image, unlike many of the earlier
related filters [9].

Minimum Coefficient of Variation (MCV) Filter

MinimumCoefficient ofVariant (MCV)filter is an example of the value-and-criterion
filter. The MCV filter, therefore, has V = sample mean, C = sample coefficient of
variation, and S = minimum of the sample coefficient of variation. At every point
in an image, this filter effectively selects the (n * n) sub-window with an overall
window (2n – 1 * 2n − 1) that has the smallest measured coefficient of variation,
and outputs the mean of that sub-window [10, 11].

Mean of Least Variance (MLV) Filter

Mean of Least Variance (MLV) filter is another value-and-criterion filter that uses the
sample variance as the criterion for selecting the most homogeneous neighborhood
and the sample mean for computing a final output value from that neighborhood.
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Since the sample variance requires the sample mean for its computation, the V and C
functions are dependent in this case. Therefore, the general implementation for MLV
filter will be as follows:V =mean,C = variance, and S=minimum. TheMLV filter
resembles several earlier edge-preserving smoothing filters, but performs better and
is more flexible and more efficient. The MLV filter smoothes homogeneous regions
and enhances edges, and is therefore useful in segmentation algorithms [10, 11].

4.4 Mathematical Morphological Filters

Morphological filters are nonlinear image transformations that locally modify
geometric features of images. They stem from the basic operations of a set-theoretical
method for image analysis, called mathematical morphology, which was introduced
by Matheron [12], Serra [13] and Maragos and Schafer [14]. The most common
morphological filters that are used in speckle noise reduction are morphological
opening filter as in Eq. (10). This filter can be easily expressed in terms of the value-
and-criterion filter as both V, C are the minimum (erosion) operators as in Eq. (8),
and S is the maximum (dilation) operator as in Eq. (9) respectively [9].

[ f � b](x, y) = min
(s,t)∈b

{ f (x + s, y + t)} (8)

[ f ⊕ b](x, y) = max
(s,t)∈b

{ f (x − s, y − t)} (9)

f ◦ b = ( f � b) ⊕ b (10)

where f … input image, and b … structure element (SE).
Furthermore, morphological closing filter as in Eq. (11) can also be easily

expressed in terms of the value-and-criterion filter as both V, C is the maximum
(dilation) operator as in Eq. (9) and S is the minimum (erosion) operator as in Eq. (8)
[9].

f • b = ( f ⊕ b) � b (11)

Finally, Tophat filter is a closing-opening filter i.e. it consists of two stages where
the first stage will be morphological closing (two steps dilation followed by erosion
with the same structure element (SE)). The second stage will be morphological
opening (two steps dilation to the output of first stage followed by erosion with the
same SE of first stage) as in Eq. (12) [9].

T ophat = ( f • b) ◦ b (12)
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For speckle reduction, morphological tools perform even better than classical
filters in preserving edges, saving the mean value of the image and computational
time according to ease of implementation [15, 16].

5 Adaptive Despeckling Filters

There are many forms of adaptive speckle filtering, including Lee filter [17], Frost
filter [18], and Kuan filter [19]. They all rely upon three fundamental assumptions
in their mathematical models [6, 20]:

• Based on Eq. (2), Speckle noise is proportional directly to the local greyscale
level of SAR images where it is defined as a multiplicative noise.

• Both of SAR signal and speckle noise are statistically independent on each other.
• For single SAR image pixel, its sample mean and variance are equal to the sample

mean and variance of the surrounding neighborhood pixels.

Now, we are going to explain some adaptive filters that are used in speckle noise
reduction in SAR images.

5.1 Lee Filter

Lee filter utilizes the statistical distribution of the pixels values within the moving
filter kernel to estimate the value of the pixel of interest. Lee filter based on the
assumption that the mean and variance of the pixel of interest is equal to the local
mean and variance of all pixels within the user-selected moving kernel. The resulting
greyscale level value G for the smoothed pixel is [17]:

G = (Ic ∗ W ) + (Im ∗ (1 − W )) (13)

W = 1 − (
C2

u

/
C2

i

)
(14)

Cu = √
(1/E N L) (15)

Ci = Sd
/

Im (16)

E N L = μ2
image

/
σ 2

image (17)

where W … Weighting function, Cu … Estimated noise variation coefficient, Ci…
Image variation coefficient, E N L … Effective (Equivalent) Number of Look, Ic…
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Center pixel of filter window, Im… Mean value of intensity within window, and Sd…
Standard deviation of intensity within filter window.

For noise variance estimation, ENL is the main factor, which determines the
required smoothing level of Lee filter for noisy SAR image. Theoretically, the true
value for the Number of Looks should be the same as the estimated ENL. It should be
close to the actual number of looks, but may be different if the image has undergone
resampling. The number of looks value may be experimentally adjusted where it
controls the effect of Lee filter. Conceptually, a smaller Number of Looks value
leads to more smoothing; a larger Number of Looks value preserves more image
features [17].

5.2 Lee-Sigma Filter

Lee-Sigma filter estimates the accurate value of the pixel of interest based on the
statistical distribution of the greyscale valueswithinLee-Sigmamovingkernel.Gaus-
sian distribution is the basic statistical distribution of Lee-Sigma filter for noisy SAR
images enhancement. Lee-Sigma assumed that 95.5% of random samples are within
a ± 2 standard deviation range (Sd) of the filter window of the center pixel Ic(x, y).
A predefined range is estimated to suppress speckle noise as shown in Eq. (18). The
pixel of interest is replaced by the average value of all greyscale values within the
moving filter window that fall within the designated range [21].

[Ic(x, y) − 2Sd , Ic(x, y) + 2Sd ] (18)

5.3 Kuan Filter

Kuan filter transforms the multiplicative noise model into an additive noise model.
This filter is similar to Lee filter but uses a different weighting function. The resulting
greyscale level G for the smoothed pixel is [19]:

G = Ic ∗ W + Im ∗ (1 − W ) (19)

W = (
1 − C2

u

/
C2

i

)/(
1 + C2

u

)
(20)



A Survey on Speckle Noise Reduction for SAR Images 291

5.4 Frost Filter

Frost filter is able to suppress speckle noise while reserving edges and shape features.
In addition, it uses an exponentially damped convolution kernel, which adapts itself
to image features based on their local statistics. Frost filter differs from Kuan and
Lee filters where the observed image is convolving with the impulse response of
the SAR system to compute the scene reflectivity model. By minimizing the mean
square error between the scene reflectivitymodel and the observed image, the impulse
response of SAR system could be estimated,which is assumed to be an autoregressive
process. For filter implementation, it defines a circularly symmetric filter with a set
of weighting values M for each pixel as shown in Eq. (21) [18]:

M = e−AT (21)

where A = Damp f actor ∗ C2
i , T = absolute value of the pixel distance from the

center pixel to its neighbors in the filter window, and Dampfactor = exponential
damping factor.

The resulting greyscale level value G for the smoothed pixel is:

G = (P1M1 + P2M2 + · · · + Pn Mn)
/
(M1 + M2 + · · · + Mn) (22)

where P1, …Pn … Greyscale levels of each pixel in filter window and M1,…Mn …
Weights (as defined above) for each pixel.

The large value of Dampfactor leads to better preservation for sharp edges, but
degrades the smoothing performance. However, the small value of Dampfactor
improves the smoothing performance, but does not effectively retain sharp edges
[18].

5.5 Enhanced Lee Filter

Lopes introduces an enhanced version of Lee filter. The core of this proposed filter
divides SAR image into areas of three classes. The first class is the homogeneous
area where speckle noise may be simply suppressed by applying a low pass (LP)
filter (or equivalently, averaging, multi-look processing). The second class is the
heterogeneous area in which the speckle noise is reduced while preserving image
features. The last one contains isolated points. In this case, the filter should take
no action to preserve the observed value. The resulting greyscale value G for the
smoothed pixel is [22]:
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G =
⎧
⎨

⎩

Im f or Ci ≤ Cu

Im ∗ W + Ic(1 − W ) f or Cu < Ci < Cmax

Ic f or Ci ≥ Cmax

(23)

W = e−(DampFactor∗(Ci −Cu)/(Cmax−Ci )) (24)

Cmax = √
1 + (2/E N L) (25)

5.6 Enhanced Frost Filter

The enhanced Frost filter is similar to the enhanced Lee filter where it considers three
different types of image areas separately: homogeneous areas, heterogeneous area,
and isolated point targets. In the heterogeneous case, the filter output is obtained by
convolving the image with a circular kernel [22].

G =
⎧
⎨

⎩

Im f or Ci ≤ Cu

G f f or Cu < Ci < Cmax

Ic f or Ci ≥ Cmax

(26)

where Gf is the result of convolving the image with a circularly symmetric filter
whose weighting values are M = e−AT for each pixel as shown in Eq. (21).

A = (
DampFactor ∗ (Ci − Cu)

/
(Cmax − Ci )

)
(27)

The resulting greyscale level value Gf for the smoothed pixel is:

G f = (P1M1 + P2M2 + · · · + Pn Mn)
/
(M1 + M2 + · · · + Mn) (28)

5.7 Gamma MAP Filter

Gamma MAP (Maximum a posteriori) filter is the most suitable filter for speckle
noise reduction in SAR images when a priori knowledge about the scene probability
density function is known. With the assumption of Gamma distributed scene, the
Gamma MAP filter is derived with the following form [23]:
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G =
⎧
⎨

⎩

Im f or Ci ≤ Cu

G f f or Cu < Ci < Cmax

Ic f or Ci ≥ Cmax

(29)

G f =
(

B ∗ Im + √
D

)/
(2A) (30)

A = (
1 + C2

u

)/(
C2

i − C2
u

)
(31)

B = A − E N L − 1 (32)

D = (
I 2m ∗ B2

) + (4 ∗ A ∗ E N L ∗ Im ∗ Ic) (33)

Cmax = √
2 ∗ Cu (34)

6 The Proposed Non-adaptive Filters

Generally, most of non-adaptive filters performances degrade rapidly by increasing
the filter mask size (MS) and the final enhanced image suffers from blur appearance
and great loss in image information. The purpose of increasing MS is to speed up the
process of speckle noise reduction while keeping image information. However, most
of non-adaptive filters are incompatible with this idea where their performances are
very limited to small MS (from (3 * 3) to (9 * 9)).

As a result, our task is to propose a non-adaptive filter that has an effective response
with large filter MS. Firstly, it is important to note that achieving this goal requires
using the most informative pixels within the used filter mask to estimate accurate
filter response. Therefore, we will be concerned only with the pixel locations that are
expected to represent the image features. In other words, not all the pixels within filter
mask will be processed. We will select only the pixels in the predefined directions
(Vertical, Horizontal, Right, and Left diagonals) as shown in Fig. 3.

The choice of these 4-directions is related to the case where the pixel under-
test (a44) may be probably a part of an image edge. In this case, we will search
for the direction that has the smallest greyscale variations. Therefore, we need to
apply a suitable quantitative index to measure the variation in each direction and
selecting the direction that has the smallest variation value (the speckle existence in
this direction is very low). Sometimes, the center pixel of the filter mask may be a
part of homogenous region or the whole filter mask covers a homogenous region
where there is no image features. In this case, the proposed idea is still valid where
the final filter response at this location will be related to the direction, which has
the smallest greyscale variations. Theoretically, as the filter mask domain decreases
to a significant level, the probability to estimate both accurate response value and
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Fig. 3 Example of the
proposed filter mask (7 * 7)
with the 4-predefined
directions

robust to noise increases as well. This is the key of the proposed non-adaptive filters.
Finally, the detailed steps of the proposed filters could be summarized as follows:

• For each image location covered by filter mask, assign the pixels values in the
four predefined directions to four one-dimensional arrays.

• For each array, estimate the root-mean square (RMS) value as shown in
Eq. (35) [24].

RM S =
√∑n

i=1

(
â − ai

)2

n
(35)

where â mean value of each array, ai greyscale levels, n number of greyscale pixels
in each array or direction.

• Select the direction that has the smallest RMS value.
• The filter response in this case could be the mean or median value of the selected

direction.

This methodology of determining the filter response will improve the overall
performance of the traditional mean and median filter. Where using edge pixel or the
direction of minimum RMS will reduce the blurring effect at edge locations caused
by traditional Mean and Median filters when applying large filter masks. Finally,
the proposed filter could be classified as a special case of the previously mentioned
value-and-criterion filter. Where the “value” function (V) is the mean or median
value, the “criterion” function (C) is the RMS, and the “selection” operator (S) is the
minimum.
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7 Experimental Results and Performance Assessment

To facilitate performance assessment of the simulated non-adaptive filters and to
validate the operation of the proposed filters, we are going to introduce four quan-
titative evaluation indexes. The first quantitative evaluation index is called “Target
to Clutter ratio” (TCR) index. TCR presents the ratio between target signal to clutter
(background) signal for the filtered image (i.e. as this ratio increases, it indicates
better speckle reduction level). TCR could be estimated as shown in Eq. (36) [16].

T C R = 10 log

(
σ 2

T

σ 2
C

)
(36)

where σ 2
T target variance, and σ 2

C clutter variance.
The second quantitative evaluation index is Normalized Mean (NM). This eval-

uation index indicates the filter ability to attenuate speckle noise while preserving
image information. NM equals the ratio between mean value of a filtered homoge-
nous region and the mean value of the original noisy region. The closer NM to one,
the better filter ability to preserve image information. NM could be calculated as
shown in Eq. (37) [16].

N M = μ f iltered

μoriginal
(37)

whereμ f iltered andμoriginal are the means of the background segments of the filtered
and the original image, respectively.

Standard Deviation toMean (STM) index assess the ability of the filter to suppress
speckle noise for a predefined homogenous patch. As STM decreases as speckle noise
suppression gets better. STM could be estimated as shown in Eq. (38) [16]

ST M = σ f iltered

μ f iltered
(38)

where σ f iltered is the standard deviation of filtered homogenous background patch.
For edge quality, Edge Index (EI) could be used to show the statement of image

edges after despeckling operation.EI equals the ratio between filtered image pixels to
the original image pixels. Mathematically, EI might be less than one that shows edge
blurring orEI might be greater than or equals to one that indicates edge enhancement.
EI could be calculated as shown in Eq. (39) [16].

E I =
∑

Pf (i, j) − Pf (i − 1, j + 1)∑
PO(i, j) − PO(i − 1, j + 1)

(39)

where Pf (i, j) and Po(i, j) are the filtered and the original pixel values respectively.
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Finally, the Average Processing Time (APT ) per frame indicates the capability
of the tested algorithm for real-time applications. Intuitively, there is no specific
value that could be used as a reference value. Generally, such value differs from one
application to another. While, the measured value gives a good indication about the
tested algorithm complexity and the validity for ease implementation.

The performance of the proposed filters and the previously mentioned non-
adaptive filters will be assessed based on real noisy SAR images with resolution
of (2500 * 1650). In addition, all the aforementioned non-adaptive filters are imple-
mented using LabVIEW 2018 and NI Vision Development System 2018 running on
Lenovo notebook Z50-70 with Intel processor core i7 (4510u) and 8 GB RAM.

For visual inspection index, Fig. 4. introduces a sample of the resultant enhanced
images of the simulated filters, the proposed mean and median filters based on RMS
error value.

It is obvious that the proposed mean and median filters have promising results
comparedwith the results of the other simulated non-adaptive filters especially, when
these filters use large filter masks. We can note that MCV, MLV, and the morpho-
logical (Closing, Opening, and Tophat) filters have distorted images with large filter
masks and SE. While, conventional Mean and Median filters have acceptable results
with small amount of blurring at image edges. As a result, most of non-adaptive

Fig. 4 Sample of enhancedSAR images using (27*27) for both filterMSandSE:aMean,bMedian,
cMCV, dMLV, e Closing, f Opening, g Tophat, h Proposed Mean-RMS, i Proposed Median-RMS
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filters performances degrade rapidly by increasing filter mask. On the other hand,
the enhanced SAR images of the proposed Mean and Median filters have effectively
eliminated the speckle noise while retaining image integrity.

Furthermore, Table 1 and Fig. 5 present the average processing time (APT ) per
frame for the aforementioned non-adaptive filters. It is clear that the traditional non-
adaptive filters have high computational power for large filter MS. While the prede-
fined directions of the proposed filter masks have low computational power, less
complexity, and ease of implementation.

For the other quantitative evaluation indexes like TCR, NM, STM, and EI, it
seems that these evaluation indexesmay not introduce an accurate assessment values.
Sincemost of non-adaptive filters (MCV,MLC, Tophat, Closing, and Opening), have
distorted resultant images with large filter masks. However, these evaluation indexes
still show the enhancement amount achieved by the proposed filters compared with
the results of other filters.

For Target to Clutter ratio (TCR) index, Table 1 and Fig. 6 present the estimated
TCR value for different non-adaptive filters results (Note that the original TCR value
for noisy SAR image is 13.86). It is obvious that the proposed filters achieve the
highest values with small edge blurring or distortion and with low processing time.

Table 1 Quantitative evaluation indexes results

Indexes Tophat Opening Closing MLV MCV Median Mean Proposed
Median

Proposed
Mean

APT
(sec)

63 30 33 330 300 102 70 60 58

TCR 20.94 9.95 14.05 14.68 15.61 24.42 21.06 24.25 23.15

NM 1.237 0.087 2.397 0.953 0.974 0.935 1.068 0.905 0.935

STM 0.042 0.171 0.067 0.123 0.035 0.044 0.1 0.16 0.14

EI 0.223 0.159 0.228 0.225 0.306 0.84 0.982 0.941 0.981

The bold values indicate the best filter for each quantitative evaluation index
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Fig. 5 Average processing time per frame for the filtering results
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Fig. 6 Target to clutter ratio (TCR) evaluation index

For Normalized Mean (NM) index, Table 1 and Fig. 7 show the different resultant
levels of NM index for the non-adaptive filters under test. It is clear that the proposed
non-adaptive filters have the ability to preserve image information of the enhanced
images compared with the original noisy image. Since the estimated NM values of
the proposed filters are close to the value of “1”.

To assess the performance of the tested filters w.r.t speckle noise cancellation,
Table 1 and Fig. 8 introduce the different estimated STM levels for the non-adaptive
filter results. It can be noticed that the proposed Mean and Median filters present
moderate STM values (i.e. these proposed filters have the capability to attenuate
speckle noise to an acceptable level while keeping image visual appearance and
information). In addition, we can see that there are some non-adaptive filters, which
show very small STM values. However, these filters have a completely distorted
output images. Therefore, we cannot consider these filters values as the best STM
results.
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Fig. 7 Normalized mean (NM) evaluation index
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Fig. 8 Standard To Mean (STM) Evaluation Index
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Fig. 9 Edge index (EI) evaluation index

Finally, for edge blurring, Table 1 and Fig. 9 introduce the evaluation index (EI)
results of the non-adaptive filters under test. It is clear that the resultant values of
EI are very near to “1” that means there is small edge blurring. Theoretically, these
results seem to be normal since all non-adaptive filters suffer from edge blurring
output after enhancement processing. Moreover, EI values for the proposed filter
are closer to “1” compared to that of other filters. As a result, edge blurring of the
proposed filters is very low compared with the other filters.

Now, we are going to study the performance of the proposed filters (Mean-RMS
and Median-RMS) with different filter MS to ensure the objective and motivation
of the proposed filters. Figures 10, 11, 12, 13 show the different evaluation indexes
(TCR, NM, STM, and EI) with different sizes of used filter mask respectively. For
TCR, it is clear that there is a value improvement with increasing filter mask size.
In addition, NM evaluation index value still around “1” without any loss in image
information. Furthermore, STMvalues decrease smoothlywith increasing filtermask
to confirm the objective of the proposed filters. Finally, EI values still less than “1”
this means that there is small amount of edge blurring.
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8 Conclusion

SAR images are useful sources of information for moisture content of the Earth
surface, geometry, and roughness. SAR is an active senor that has a suitable perfor-
mance for different daytime, and all-weather conditions remote sensing system, SAR
images can provide information for both surface and subsurface of the Earth. Speckle
noise is an additive kind of random noise, which degrades the quality of SAR images
appearance. Speckle noise reduces image contrast andhas a negative effect on texture-
based analysis.Moreover, as speckle noise changes the spatial statistics of the images,
it makes the classification process a difficult task to do. Thus, it is a vital task to reduce
the effect of speckle noise. In this chapter, we introduce a comprehensive study for the
different methods of speckle noise reduction (online and offline “adaptive and non-
adaptive filters” processing) followed by two proposed non-adaptive filters based on
RMS error value that rely on large filter mask to speedup processing time of the noisy
SAR images and to enhance the signal to noise ratio. Moreover, the proposed filters
aim to overcome the limitations of the traditional non-adaptive filters with largemask
sizes. Different types of evaluation indexes have been used to assess the performance
of the proposed filters. From the experimental results, the proposed filters achieve
the best visual appearance, the highest TCR value, promising values for NM, STM,
and EI values especially with large filter masks.
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Comparative Analysis of Different
Approaches to Human Activity
Recognition Based on Accelerometer
Signals

Walid Gomaa

Abstract Recently, automatic human activity recognition has drawn much atten-
tion. On one hand, this is due to the rapid proliferation and cost degradation of a
wide variety of sensing hardware. On the other hand there are urgent growing and
pressing demands from many application domains such as: in-home health monitor-
ing especially for the elderly, smart cities, safe driving by monitoring and predicting
driver’s behavior, healthcare applications, entertainment, assessment of therapy, per-
formance evaluation in sports, etc. In this paper we focus on activities of daily living
(ADL), which are routine activities that people tend to do every day without needing
assistance. We have used a public dataset of acceleration data collected with a wrist-
worn accelerometer for 14 different ADL activities. Our objective is to perform an
extensive comparative study of the predictive power of several paradigms to model
and classify ADL activities. To the best of our knowledge, almost all techniques
for activity recognition are based on methods from the machine learning literature
(particularly, supervised learning). Our comparative study widens the scope of tech-
niques that can be used for automatic analysis of human activities and provides a
valuation of the relative effectiveness and efficiency of a potentially myriad pool
of techniques. We apply two different paradigms for the analysis and classification
of daily living activities: (1) techniques based on supervised machine learning and
(2) techniques based on estimating the empirical distribution of the time series data
and use metric-theoretic techniques to estimate the dissimilarity between two dis-
tributions. We used several evaluation metrics including confusion matrices, overall
accuracy, sensitivity and specificity for each activity, and relative computational per-
formance. In each approach we used some of the well-known techniques in our
experimentation and analysis. For example, in supervised learning we applied both
support vector machines and random forests. One of the main conclusions from our
analysis is that the simplest techniques, for example, using empirical discrete distri-
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butions as models, have almost the best performance in terms of both accuracy and
computational efficiency.

Keywords Activities of daily living · Human activity recognition · Supervised
learning · Dissimilarity measure · Empirical probability distribution · Time series ·
Accelerometer · Wearable devices

1 Introduction

Automatic recognition of human activities has become a very substantial research
topic. A wide range of computer applications depend mainly on human activity
recognition (HAR) in their work such as monitoring patients and elderly people,
surveillance systems, robots learning and cooperating, and military applications.
The idea of an automatic HAR system depends on collecting measurements from
some appropriate sensors which are affected by selected human motion attributes.
Then, depending on these measurements, some features are extracted to be used in
the process of training activity models, which in turn will be used to recognize these
activities later.

Based on the data acquisition paradigm, HAR systems can be divided into two
categories: surrounding fixed-sensor systems and wearable mobile-sensor systems.
In the first category, the required data are collected from distributed sensors attached
to fixed locations in the activity environment (where users activities are monitored)
such as surveillance cameras, microphones, motion sensors, etc. Alternatively, the
sensors are attached to interactive objects in order to detect the type of interaction
with them, such as a motion sensor attached to the cupboard doors or microwave
ovens (to detect opening and/or closing), or on water tap to feel turning it on or off,
and so on. Although this method can detect complex actions efficiently, it has many
limitations due to its fixed nature.

In the wearable based systems, the measurements are taken from mobile sensors
mounted to human body parts like wrists, legs, waist, and chest. Many sensors can be
used to measure selected attributes of human body motion, such as accelerometers,
gyroscopes, compasses, and GPSs. Or to measure phenomena around the user, such
as barometers, magnetometers, light sensors, temperature sensors, humidity sensors,
microphones, andmobile cameras.On the contrary of the fixed-sensor based systems,
wearables are able to measure data from the user everywhere, while sleeping, work-
ing, or even traveling anywhere since it is not bounded by a specific place where the
sensors are installed. Also, it is very easy to concentrate on directly measuring data
of particular body parts efficiently without a lot of preprocessing that are needed, for
example, in fixed depth cameras. However, carrying and installing a lot of sensors,
wires, and power supplies mounted to the user may be uncomfortable and annoying.
A comprehensive review on the use of wearables in the medical sector can be found
in [1].
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During the recent fewyears, there has been a tremendous evolution in themanufac-
turing of mobile devices. Particularly mobile phones, tablet PCs, and smart watches.
All such devices contain various types of sensors, such as accelerometers, barome-
ters, gyroscopes, microphones, GPS, etc. The evolution of the Internet of Things and
ubiquitous sensing have encouraged mobile device manufacturers to provide more
types of sensors and improve the accuracy and efficiency of the existing ones. Smart
phones have also become more and more popular. Recent statistics show that the
total number of smart phone subscribers reached 3.9 billion in 2016 and is expected
to reach 6.8 billion by 2022 [2]. Other statistics show that in some countries, the
percentage of smart phone subscribers reaches 88% of the population [3]. Therefore,
the disadvantages of wearable mobile-sensors of being intrusive, uncomfortable, and
annoying have vanished to a great extent, making this method of on-board sensing
from smart devices very suitable for HAR data acquisition.

Many kinds of attributes can be measured using wearable sensors [4]. These
include: (i) environmental data such as barometric pressure, temperature, humidity,
light intensity, magnetic fields, and noise level, (ii) vital health signs such as heart
rate, body temperature, blood pressure, and respiratory rate, (iii) location data which
are typically identified by longitudes and latitudes using GPS sensors, and (iv) body
limbs motion such as acceleration and rotation of body parts like arms, legs, and
torso using accelerometers and gyroscopes. For the purpose of activity recognition,
the latter type of attributes have proven to represent human motion accurately, where
some methods depending only on acceleration measurements have achieved very
high accuracy [5, 6]. However, it is very difficult to extract the pattern of motion from
acceleration raw data directly because of high frequency oscillation and noise. So,
feature extraction techniques should be applied on the raw data before using it. Many
types of features can be extracted from acceleration data: (1) time-domain features
like mean and variance [7], (2) frequency-domain features like Fourier transform,
discrete cosine transform, and wavelet transform, and (3) applying dimensionality
reduction techniques like PCA and LDA [5].

An essential function of HAR systems is to provide a general model for each
activity. The activity models are mostly generated based on the features extracted
from training data using supervised machine learning techniques. Thus, the role of
machine learning techniques in HAR systems is to build general models to describe
each activity and use thesemodels to detect or classify the target activities later.Many
classification techniques are used such as support vector machine (SVM), random
forests, C4.5 decision trees, hidden Markov models (HMM), k-nearest neighbor
(KNN), Bayesian networks, and artificial neural networks (ANN) [8, 9].

Among all wearable sensors, accelerometers are considered as the most used
sensors in HAR systems [8]. Being small-sized, inexpensive, and embedded in most
of smart mobile devices has encouraged many researchers to use acceleration in their
work. Compared to cameras, accelerometers are more suitable for HAR systems, it
is very difficult to fix a camera to monitor a user everywhere; also mounting the
camera to the user’s body is very annoying and uncomfortable. From the privacy
point of view, it is not acceptable nor convenient by many people to be monitored
all the time. As well, the videos or images collected using cameras are very sensitive
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to many environmental conditions like lighting and surrounding barriers. However,
accelerometers can be easily mounted to users or embedded into many devices such
as smart phones and/or smart watches which are naturally carried by many users
everywhere most of the time. Also acceleration data preserve user privacy and are
not affected by any outside conditions.

In this paper we perform a comparative study of the predictive power of several
paradigms to model and classify activities of daily living (ADL). ADLs are routine
activities that people tend to do every day without needing assistance. We have used
a public dataset of accelerometer data collected with a wrist-worn accelerometer
[10, 11]. The data are streamed while performing 14 activities using several human
subjects and with varying number of samples for the different activities. Table 1
provides a summary of the monitored activities along with each activity sample
size. Each experiment consists of three time-series data for each of the tri-axial
accelerometer directions. To the best of our knowledge, almost all techniques for
activity recognition are based on methods from the machine learning literature (par-
ticularly, supervised learning). Our comparative study in this paper widens the scope
of techniques that can be used for the automatic analysis of human activities and pro-
vides a valuation of the relative effectiveness and efficiency of a potentially myriad
pool of techniques. We apply two different paradigms for the analysis and classifi-
cation of daily living activities. The first approach is based on traditional supervised
machine learning and the second approach is based on estimating the empirical dis-
tribution of the time series data and use measure-theoretic techniques to estimate the
dissimilarity between two distributions. In each approach we used some of the well-
known techniques in our experimentation and analysis. For example, in supervised
learning we applied both support vector machines and random forests.

As mentioned above the rationale is to compare the effectiveness of several dif-
ferent paradigms in the analysis of sensory data in order to deduce human activities.
Hence, in order to focus exclusively on that goal we use as little sensory information
as possible, which is the tri-axial accelerometer. Such study can provide insights
into the proper tools to analyze sensory data for daily human activities and human
activities in general.

The paper is organized as follows. Section 1 is an introduction. The bulk of the
paper is given in Sect. 2, it describes the experimentation and the associated analysis.
It is divided into subsections as follows. Section 2.1 describes the data set used in our
experiments. In Sect. 2.2 we describe the general setup of all the experiments along
with our evaluation criteria. Supervised machine learning experiments are presented
in Sect. 2.3. Probabilistic andmeasure theoretic techniques are presented in Sect. 2.4.
Finally, Sect. 3 concludes the paper with discussions and ideas for future research.
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2 Experimentation and Analysis

This is the main section of the paper. We first describe the acceleration data that
we use for our experiments and the consequential analysis. This is followed by four
subsections each describe the approach used for activity recognition, the results of
the test experiments, and our conclusion about that approach. As we described above

1. Hardcore supervisedmachine learning techniques.We experimentedwith support
vector machines and random forests.

2. Probabilistic and measure-theoretic approach.
3. Statistical analysis using goodness-of-fit tests.
4. Time-series analysis using distance metrics between time signals.

The first three approaches ignore the temporal nature of the data and just treat
each sample as just unordered collection of data points.

2.1 Data Description

We have obtained our labeled accelerometer activity data from the UCI machine
learning public repository. The dataset is: ‘Dataset for ADL Recognition with
Wrist-wornAccelerometer Data Set’ located at the url https://archive.ics.uci.edu/ml/
datasets/Dataset+for+ADL+Recognition+with+Wrist-worn+Accelerometer#. The
data is collected by [12]. A detailed description of the data along with a detection
system can be found in [10, 11].

The data are collected using a wrist-worn accelerometer with sampling rate 32Hz.
The measurement range is [−1.5, 1.5] (it is in g-force units). One data sample is a
tri-axial acceleration: x-axis pointing toward the hand, y-axis pointing toward the
left, and z-axis perpendicular to the plane of the hand. Acceleration data are collected
for 14 activities with varying number of samples for each. Table 1 lists the activities
along with the number of collected samples per each.

Table 1 List of activities and associated number of samples

No. Activity Number of
samples

No. Activity Number of
samples

1 Brush teeth 12 8 Pour water 100

2 Climb stairs 102 9 Eat meat 5

3 Comb hair 31 10 Walk 100

4 Drink glass 100 11 Liedown bed 28

5 Getup bed 101 12 Standup chair 102

6 Sitdown chair 100 13 Descend stairs 42

7 Use telephone 13 14 Eat soup 3

https://archive.ics.uci.edu/ml/datasets/Dataset+for+ADL+Recognition+with+Wrist-worn+Accelerometer#
https://archive.ics.uci.edu/ml/datasets/Dataset+for+ADL+Recognition+with+Wrist-worn+Accelerometer#
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Fig. 1 Snapshots of some signals from various activities in different accelerator directions

Figure 1 shows snapshots of the collected data signals for various activities in
different accelerator directions. The results obtained in all experiments are essentially
the confusion matrices and accuracies averaged over a number of experiments (15)
of the same settings.

2.2 Evaluation

We here describe the general process of modeling and testing. For each of the forth-
coming techniques we use the following general steps for evaluation:

1. We form several recognition problems starting from the simplest, with only two
activities, to the most complex, using the whole set of 14 activities (except for the
machine learning techniques where we end up with only 13 activities due to lack
of enough data for training for the ‘eat soup’ activity).

2. The order in which the activities are added to form more complex recognition
problems follow that of Table 1. Note that this choice of ordering is completely
arbitrary.

3. A model is constructed for each activity using part of the data set, 65% of the
collected time-series samples. Such samples are selected at random.

4. The remaining 35% of the available data are used for testing.
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5. The modeling-testing duality is repeated 15 times with random selection of the
data samples used for modeling/testing. The results are averaged over the 15
experiments.

6. The evaluation metrics are the following: the accuracy of each model is com-
puted, the evolution of accuracy with increasing model complexity (increasing
the number of activities) is plotted, the sensitivity and specificity for each model
and each activity are computed, and the confusion matrix is computed. In some
cases we illustrate the confusion matrix for the complete set of activities.

As a reminder we give the definitions of the basic performance indices: sensitivity,
specificity, and accuracy (let T P and T N denote true positives and true negatives
respectively, and FP and FN denote false positives and false negatives respectively):

sensi tivi t y = T P

T P + FN

speci f ici t y = T N

T N + FP

accuracy = T P + T N

T P + T N + FP + FN
(1)

For multiclass classification the dichotomy for any specific class A is that: the
sample is either classified as belonging to the A (the positive case) or classified
as belonging to any one of the remaining classes, hence not belonging to A (the
negative case). An important factor that should generally be taken into consideration
in evaluation is the amount of computational resources required to execute the given
method. Such resources are essentially in terms of time, either asymptotic and/or
physical, and amount of storage. In the current paper we do not focus on such
metric, though we make a relative comparison among the different approaches. The
experiments are performed on a 2.5GHz Intel Core i7, with 16GB1600MHzDDR3.
We have not tried any kind of high performance computing whether CPU or GPU
parallel computation.

2.3 Supervised Machine Learning

Our first paradigm is based on applying supervised learning using typical techniques
from the machine learning literature. Here we use support vector machines SVM and
random forests RF. The ‘eat soup’ activity is excluded from our analysis since it has
very few samples, as shown in Table 1. Given a tri-axial time series sample s of an
activity A, the features are extracted from s as follows.

1. For each of the tri-axial accelerometer directions (x , y, and z), we build aGaussian
mixture model (GMM) consisting of 2 components (this number has empirically
given the best results).
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2. The GMM models are built using Expectation Maximization (EM), where the
means and variances are initialized by running k-means clustering over the data.

3. The maximum number of iterations for EM is taken to be 1500.
4. The feature space for sample s consists then of the output of the three generative

GM models (over the three tri-axial directions). That is, for each direction we
have the responsibilities (ratios of the two components), the means of the two
components, and the variances of the two components. Then, overall for sample
s we have a total of 18 features.

5. For SVM we have used radial basis function kernel k(x, x′) = e− ‖x−x′‖2
2σ2 .

In all the techniques and experimentswehave employed repeated cross-validation:
5-fold cross validation and 5 repetitions of cross validations. In some experiments,
median filtering, with window of width 15, has been applied to reduce the noise on
the data as a preprocessing step. As mentioned above the tri-axial signals are treated
individually as independent three univariate signals. We call such case ‘disjoint tri-
axial GM features’. Figure 2 shows the accuracy against number of activities for both
SVM and RF with and without filtering. As can be seen filtering does not have much
effect on the performance. This can be attributed to the fact that most of the activities

(a) SVM with disjoint tri-axial GM fea-
tures

(b) RF with disjoint tri-axial GM fea-
tures

(c) SVM vs. RF on disjoint tri-axial
GM features (data not filtered)

Fig. 2 SVM and RF applied to both filtered and raw data (disjoint tri-axial GM features)
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(a) SVM with disjoint features (b) RF with disjoint features

Fig. 3 Confusion matrix for SVM (left) and RF (right) over disjoint features

signals satisfy the following properties: (1) most of the frequency components in
the data are actually low frequency and (2) the data is not much noisy, this can be
visualized from some snapshots of the given time series in Fig. 1. We have tried
different window sizes and different kinds of filtering with almost same performance
or even worse in some cases. So from now on we will work directly on the collected
raw data. It is also apparent from the figure that when the number of activities exceeds
8, RF significantly outperforms SVM by about 20%. This in part is due to the fact
that RF is an ensemble based method that is more robust and less prune to over
fitting than SVM. A random forest is implicitly a form of distributed representation
of the underlying data and hence, in some sense, can be considered as a form of deep
learning [13]. Another reason for the apparent superiority of RF over SVM in HAR
is that, though multiclass classification comes natural with random forests, support
vector machines are designed mainly for binary classification and each method for
generalizing to the multiclass case suffers from inherent problems.

Figure 3 shows the confusion matrices for both SVM and RF over disjoint fea-
tures. The confusion matrix of the SVM indicates a large degree of misclassification
between ‘standup chair’ and each one of the activities: ‘sitdown chair’, ‘getup bed’,
and ‘liedown bed’. This is indicated by the very low sensitivity (0, 0.15, 0 respec-
tively) of these latter classes (though they have� 1 specificity). Most of the positives
of ‘standup chair’ are false positives and should belong to the three latter classes. So
this would lessen the specificity of ‘standup chiar’ as well as lessening the sensitivity
of the other three activities. There is also a large degree of confusion between the
activities ‘climb stairs’ and ‘walk’, and between the activities ‘drink glass’ and ‘use
telephone’ (sensitivity of 0 and specificity of 1 for the first activity).

So, all the problematic activities ‘sitdown chair’, ‘getup bed’, ‘liedown bed’,
‘walk’, and ‘use telephone’ have common features: very low sensitivity, almost 0,
and specificity of 1. This cannot be attributed to data imbalance for most of these
classes have the largest sample sizes. Thus, these results indicate that the class dis-
tributions for these activities are completely overlapped (masked) by the counterpart
distributions (with which they exchange the class assignment). So SVM does not
perform very good, at least under this particular choice of features. We have already
tried to increase the number of GM components, however, this actually led to worse
results. As RF is more robust and is naturally providing distributed representation, it
has much more capability of separating the activities distributions over the selected
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(a) SVM vs. RF on joint features (b) SVM vs. RF on both kinds of fea-
tures

Fig. 4 Comparison of accuracy between SVM and RF over joint features

feature space,making itmore robust and transparent to the particular hand-engineered
feature space. As can be seen from the confusion matrix in Fig. 3b, even the worst
cases (circled in blue) are not that bad compared to the SVM case. By measuring
the sensitivity and specificity for each activity in the RF case we have found the
following: (1) sensitivity in general is above 0.7 for most of the classes and above
0.5 for almost all classes excluding ‘liedown bed’ (and ‘eat meat’ which has very
few samples) and (2) specificity for all classes is above 0.9. Hence, the misclassi-
fications are not concentrated on specific classes, somehow the false positives are
evenly distributed among all activities.

The next couple of experiments are similar to the previous ones except that the con-
structedGMmodels in the new experiments are tri-variate for the tri-axial accelerom-
eter directions. So any given sample is treated as a tri-variate signal. We performed
our experiments with the following partameters: the number of Gaussian compo-
nents is 2 and the maximum number of iterations for the EM algorithm is 500 or EM
terminates if the change is less than 10−2. We call such a setting ‘joint accelerome-
ter features’. The feature space consists of the output of this generative GM model:
the responsibilities and the mean vectors, so the dimension of the feature space is
8. Figure 4a shows a comparison of accuracy between SVM and RF when using
joint accelerometer features. It can be seen that the results are almost the same as
in the disjoint features case (see Fig. 2c). Figure 4 shows an overall comparison in
accuracy between SVM and RF when using both disjoint and joint accelerometer
features. It shows that the performance is almost the same as in the disjoint features
case. So disjoint feature space can perform well (as compared with the joint case), in
addition it is computationally more efficient. So from now on for all the subsequent
experimentation and analysis we will treat each individual sample as composed of
three independent uni-variate signals as opposed to one tri-variate signal.
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One advantage of the supervised learning approach is that most of the computa-
tional processing is done in the offline phase (the training phase). Hence, its online
prediction performance can be considered efficient from the computational perspec-
tive.

2.4 Probabilistic and Measure Theoretic

In this paradigm we have used a variety of tools from the theory of probability
and measure theory. Here again we deal with the statistical properties of the raw
signal without taking time into consideration. In all of the following experiments
we take all 14 activities into consideration (in the previous section we excluded
‘eat soup’ due to lack of enough samples for training). In this approach we rely
on probabilistic modeling of the signals and measuring the distance among these
probability distributions in order to classify the given activity signal.

2.4.1 Histogram Based Measures

This technique can be summarized as follows.

1. For each sample s of an activity A, we build a histogram for each of the tri-axial
accelerometer directions. Sowehave three histograms: x-histogram, y-histogram,
and z-histogram. The parameters of the histogram are as follows:

(a) Lower bound of interval: −1.5 (lower bound of the accelerometer measure-
ments).

(b) Upper bound of interval: 1.5 (upper bound of the accelerometer measure-
ments).

(c) Step size: 0.1 (we have tried finer resolution, but the results were the same).

2. For each activity A, some of its collected samples s are randomly selected to act
as a model of the underlying activity. We call these samples ‘support samples’.
They act as temples for the activity they are drawn from. The remaining samples
are used for testing. In experimentation we use 65% of the samples as ‘support
samples’.

Given a test sample s, to classify to which activity s belongs we perform the
following procedure:

1. For each activity A, find an overall distance between the sample s and the activity
A as follows:

(a) For each sample s ′ of the ‘support samples’ of A find the distance between s
and s ′; this is done as follows:
(1) Compute the distance between each corresponding pairs of histograms

hs = (hx , hy, hz) and hs ′ = (hx ′ , hy′ , hz′) using the Manhattan distance.
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For example, the distance between the histograms corresponding to the
x-direction is computed by:

dM(hx , hx ′) =
∑

i

|hx(i) − hx ′(i)| (2)

where i runs over the bins of the histogram.
(2) Combine the three tri-axial scores by taking their average: d(s, s ′) =

d(hx ,hx ′ )+d(hy ,hy′ )+d(hz ,hz′ )
3 .

(b) Now the distance between sample s and activity A is taken to be theminimum
among all computed distances with support samples:

d(s, A) = min
s ′∈Supp(A)

d(s, s ′) (3)

2. Now assign s to the activity A such that d(s, A) is minimum:

s ∈ A ⇐⇒ A = argmin
A′

d(s, A′) (4)

Ties are broken arbitrarily.

Note that the above procedure is equivalent to k-NN with k = 1 using Manhat-
tan distance. Figure 5a shows the accuracy curve for this technique. It shows a very
good performance, especially when compared with the above machine learning tech-
niques. For most of the activities (10), the classification accuracy is above 90%. And
the worst accuracy among all the 14 activities is about 80%. This technique is very
simple and computationally efficient. The training phase comprises of just comput-
ing the histograms of the template samples and the predictive phase comprises of
computing the Manhattan distance between the given test sample and all the tem-
plates. The number of templates is relatively small and as well as the number of
bins in the histogram, hence, computing such distance function is rather efficient.
Figure 7a shows the confusion matrix for the 14 activities. It can easily be seen that
the performance loss is due mainly to the confusion between two activities: ‘getup
bed’ and ‘sitdown chair’ where most of their misclassifications (false positives) are
attributed to the activity ‘standup chair’.

2.4.2 Kernel Density Estimate

Here we use an approach that is also based on estimating a density function for the
given time series. However, there are two main differences. The first is the use of
kernel density estimates instead of building histograms to approximate the empirical
density of the data samples. The second difference is the use of Kullback–Leibler
K L-divergence as a dissimilarity measure instead of the Manhattan distance. The
K L-divergence is not a proper distance metric since it is asymmetric with respect to
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(a) Manhattan distance between his-
tograms

(b) KL-divergence between empirical dis-
tributions

(c) Manhattan distance vs. KL-divergence

Fig. 5 Estimating densities and measuring dissimilarity among densities

its two arguments, so we compute both K L ‖ pq and K L ‖ qp and take the average
to be the final distance between p and q. The K L-divergence can be computing
by the following formula, assuming continuous random variables as is the case for
accelerometer data:

K L ‖ pq =
∞∫

−∞
p(x) ln

p(x)

q(x)
dx (5)

Kernel density estimation is a non-parametric method for estimating the prob-
ability density function of a continuous random variable (here the acceleration). It
is non-parametric since it does not presuppose any specific underlying model or
distribution for the given data (see Sect. 2.5.1 in [14]). At each data point, a kernel
function (we assumed Gaussian for our analysis here) is created with the data point
at its center. The density function is then estimated by adding all of these kernel
functions and dividing by the size of the data.

Figure 5b shows the performance of the K L-divergence for predicting the given
ADL activities; followed by Fig. 5c for comparing the performance of the two tech-
niques: Manhattan distance between histograms and K L-divergence between kernel
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Fig. 6 Sample histograms
and kernel density
estimations

(a) Histograms for two samples of activity ‘pour
water’ (z-direction)

(b) Kernel density estimates for two samples of ac-
tivity ‘descend stairs’ (x-direction)

density estimations.As is evident, theManhattan distance achieves about 20%perfor-
mance improvement over the K L-divergence. Also the computational complexity
for building the histograms and computing the corresponding Manhattan distance
outperform that required for building the kernel estimation and computing the cor-
responding K L-divergence. Figure 6 shows the histograms and kernel densities for
some samples from two activities in order to give a sense of how time series data can
be transformed into random variables with empirical distributions.

By studying the sensitivity and specificity of each activity we have found a general
remark: the specificity is very high for all activities in both the Manhattan distance
and K L-divergence cases. This means that for all activities the true negatives are
high and the false positives are low which implies that the misclassifications in any
activity are roughly distributed among many classes (of course, up to a factor that
takes into consideration the distribution of sample data across all activities).
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(a) Confusion matrix using Manhattan
distance between histograms

(b) Confusion matrix using KL -
divergence between empirical distribu-
tions

Fig. 7 Confusion matrices for both Manhattan distance and KL-divergence

2.4.3 Estimations Using Discrete Distributions

Here we consider the points of a time series as generated from a discrete distribution.
Hence, the empirical distribution of the time series is estimated using the discrete
distribution that corresponds directly to the observed data. We then apply several
distance measures among the discrete discrete distributions in order to measure the
dissimilarity among different time series samples and according decide on activity
membership. An important thing to notice is that the resolution of the accelerom-
eter data is fine enough to provide a comparable discrete distributions among the
time series samples. We mean by resolution both the sampling rate relative to the
accelerometer range ([−1.5, 1.5]), the precision of measurements as real numbers,
and the length of each sampled time series. In the following we briefly describe
four distance measures that we have used to measure dissimilarity among discrete
probability distributions.

The first is the Hellinger distance which is defined in terms of the Hellinger
integral and can be computed for discrete distributions as follows [15]. Given two
discrete distributions P = (p1, . . . , pn) and Q = (q1, . . . , qn), then

dH (P, Q) = 1√
2

√√√√
n∑

i=1

(√
pi − √

qi
)2

(6)

Hellinger distance is a proper metric and its normalized by the factor 1/
√
2 such

that it is upper bounded by 1. The second distance metric is the total variation
distance. Given two probability measures P and Q on the same σ -algebra (�,F),
the total variation distance between P and Q can be computed as follows:

dT (P, Q) = sup{|P(A) − Q(A)| : A ∈ F} (7)

So it is largest difference between the two measures for any given event in the
σ -algebra. In the assumed discrete case, as also the support is finite, this can be
reduced to the following formula:
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dT (P, Q) = 1

2

n∑

i=1

|pi − qi | (8)

Note that this reduces to theManhattan distance, Eq. (2), however, we apply it here
in order to compare between the histogram-based modeling versus the finer discrete
distribution modeling of the data. The third distance metric is the Cramér-von Mises
distance, which computes the distance between the empirical cumulative distribution
functions that are estimated from the given data [16]. This distance can be computed
as follows:

d2
C(P, Q) =

∫
(P({y ∈ [−1.5, 1.5] : y ≤ x})

− Q({y ∈ [−1.5, 1.5] : y ≤ x}))2μ(dx) (9)

where μ is the integration measure, which in our experiments taken to be the prob-
ability measure Q. The last distance metric that we adopt in our experimentation is
the Kolmogorov distance. It is inspired by the Kolmogorov-Smirnov goodness-of-
fit test [16]. It computes the supremum distance between the two given probability
distributions evaluated over the sets in the σ -algebra defined over [−1.5, 1.5]:

dK (P, Q) = sup{|P({y ∈ [−1.5, 1.5] : y ≤ x})
− Q({y ∈ [−1.5, 1.5] : y ≤ x})| : x ∈ [−1.5, 1, 5]} (10)

The offline modeling phase for the above techniques consists of the easy, and
computationally efficient, task of estimating the discrete probability distributions of
the given time series samples. The testing phase consists essentially of computing
the distance, using one of the four distance metrics, between the test sample and all
of the support samples of the 14 activities. For each time series sample we have three
estimated empirical distributions for the tri-axial accelerometer directions. When a
new test sample s is classified (to predict to which of the 14 activities this sample
belongs), the following is done:

1. For each activity A, we find the distance between s and every member s ′ of
the supporting samples of A. The test sample s has three empirical distributions
associated with it for the tri-axial directions. Each such distribution is compared
against the corresponding distribution in the supporting sample s ′. So we have
three scores. These scores are combined together by taking their summation.

d(s, s ′) = dX (sx , s
′
x ) + dX (sy, s

′
y) + dX (sz, s

′
z) (11)

where dX is either one of the four distance metrics described above.
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Fig. 8 Comparing the accuracy using different distance metrics between discrete empirical distri-
butions

2. Given that we have computed the distance scores of the given test sample s
against all the supporting samples of activity A. We need to choose a single score
representing the distance between the test sample s and activity A. We choose the
minimum score:

d(s, A) = min
s ′∈Supp(A)

dX (s, s ′) (12)

3. The decision is then taken by assigning s to the activity A′ withminimumdistance:
A′ = argminAd(s, A).

Notice that this procedure is equivalent to a k-NN classifier with k = 1. Figure 8
illustrates a comparison in prediction accuracy over the 14 activities using the four
distance measures. From this figure it is clear that working with probability mass
functions, as in Hellinger and total variation, outperforms working with cumulative
distribution functions, as in Cramer-von Mises and Kolmogorov. Also working with
a L2 norm style as in the Hellinger case outperforms working with an L1 norm style
as in the total variation case. Of course, the former is smoother and more uniform
in accounting for distances among the various parts of the two input signals. The
best performance is achieved using the Hellinger distance, using the whole set of 14
activities its accuracy reaches about 80%.

3 Discussion, Conclusion, and Future Work

We have focused in this paper on the modeling and analysis of activities of daily
living. We have used a public data set of acceleration data in order to focus on the
underlying analytical tool. We have experimented with techniques from two gen-
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eral paradigms: supervised machine learning and modeling by empirical probability
distributions and measuring dissimilarity between such distributions. Our evalua-
tion criteria are essentially based on the predictive performance and coarsely on the
relative computational performance. Some of the techniques, for example, super-
vised learning, require more extensive offline phase for training and/or building the
model. Other techniques such as those based on probabilistic modeling require light-
weighted offline phase.

Looking at the results obtained above it is apparent that the simplest modeling
and analysis methods perform almost the best results. Modeling using empirical dis-
crete probability distributions and analysis using simple dissimilarity measures have
shown to be the most effective in terms of both predictive power and computational
performance; see Figs. 5 and 8. In particular, the Manhattan distance and Hellinger
distance each gives predictive performance about 80% for the whole set of 14 activ-
ities. The offline phase of such techniques requires building the empirical discrete
distribution which needs only one pass over the given data setO(N ), where N is the
size of the data set. The testing phase only requires computing a simple distance func-
tion between the given sample and the set of supporting samples of the considered
activities. So depending on the number of bins of the empirical discrete distribution
we can balance between the predictive performance and the computational efficiency
of the underlying technique.

Supervised learning consists of a huge compendiumof tools,methods, techniques,
and technologies for feature selection, extraction, model building, and prediction. In
this paper we have very lightly touched on such paradigm of analysis. We have tried
two popular methods: random forest and support vector machines. The predictive
performance of RF is rather good. Random forests can be though of as a form of deep
learning [13]. Two factors affect the predictive performance of our experimentation
with SVM and RF: the size of the data set and feature extraction and selection.
Several activities have very small data sets such as ‘eat meat’, ‘brush teeth’, and ‘use
telephone’. Several ways can be used to remedy this without collecting more data.
Onewayworks as follows. Typically a sample time signal consists of a repetitive train
of patterns each of which represents a complete cycle of the same activity.We can use
techniques from time series analysis to extract each such pattern. Hence, one sample
signal can give rise to several samples leading to an increase of the size of the data set
of the given activity. As for feature selection/extraction a Gaussian mixture model is
built for each sample and the parameters of the generative model are used as features
for the training procedure. Deeper consideration can be taken into account in the
selection of features, again using techniques from time series analysis. For example,
we can compute the Fourier transform and take the first few components as features.
Alsowe can compute the autocorrelation function up to certain gap and use the values
as features, etc. Twodisadvantages ofGaussianmixturemodels are the relatively poor
computational efficiency and the high possibility of the occurrence of degeneracy
(collapse of one of the components) leading to failure of building themodel. The latter
can be alleviated by using Bayesian approach instead of expectation maximization
based on the likelihood function, however, this comes at the cost of steep increase
of the required computational resources. As for the learning technique itself there
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are a myriad literature of learning algorithms that we can choose from. Most notably
the different variations of deep neural networks such as recurrent neural networks,
particularly, long short term memory, deep belief networks, and convolution neural
networks. However, such application dictates the availability of enough data samples
(time signals) in order to reliably train the network. One of the advantages of using
deep neural networks is that there is an upsurge in the realization of the trained
network in hardware such as FPGA, which can be embedded on mobile devices such
as smart phones. This gives the ability for real-time accurate prediction of activities
on commoditymobile devices. Of course, this is in addition to the possible realization
on embedded GPU on smart phones [17].

A general observation is that the specificity (true negative rate) for individual
activities is good for almost all techniques and almost all activities. This means that
the misclassifications are in some sense evenly distributed among the activities. So
any degradation in accuracy is essentially due to low sensitivity. From the confusion
matrices we can generally see that there are some activities with high sensitivity
across almost all the techniques such as ‘brush teeth’ and ‘comb hair’. On the con-
trary there are other activities that generally have low sensitivity among most of the
techniques such as ‘walk’, ‘sitdown chair’, and ‘standup chair’. Another observation
is that degradation in accuracy starts to occur when the number of activities exceeds
6 or 7, after which the task of activity classification becomes more challenging.

One possible way to increase the predictive accuracy is to merge different meth-
ods together. For example, we can take the majority vote of the predictions of several
techniques, though this may not work with large number of activities. Another possi-
bility is to take the predictions of the different models as inputs to a new metamodel,
say a logistic regression learning algorithm, that fuses these different opinions into
one final, more reliable, estimate. We also need to study the effect of the size of the
set of ‘support samples’ on the predictive accuracy of the different techniques. In our
experimentation we have unified that size to be 65% of the given data set.
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Soil Morphology Based on Deep
Learning, Polynomial Learning
and Gabor Teager-Kaiser Energy
Operators

Kamel H. Rahouma and Rabab Hamed M. Aly

Abstract Soil Morphology is considered the main observable characteristics of
the different soil horizons. It helps farmers to determine what kind of soil they
can use for their different plants. The observable characteristics include soil struc-
ture, color, distribution of roots and pores. The main concept of this chapter is to
classify the different soils based on their morphology. Furthermore, the chapter
contains a comparison between polynomial neural network and deep learning for
soil classification. The chapter introduces a background about the different methods
of feature extraction including the Gabor wavelet transform, Teager-Kaiser oper-
ator, deep learning, and polynomial neural networks. The chapter, also, includes two
goals. The first goal is to improve the extraction of soil features based on Gabor
wavelet transform but followed by the Teager-Kaiser Operator. The second goal is
to classify the types of different morphological soil based on two methods: deep
learning and polynomial neural network. We achieved accuracy limits of (95–100%)
for the polynomial and deep learning classification achieved accuracy up to 95%
but the deep learning is more accurate and very powerful. Finally, we compare our
work results with the previous work and research. Results show an accuracy range of
(98–100%) for our work compared with (95.1–98.8%) for the previous algorithms
based on PNN. Furthermore, the accuracy of using DNN in this chapter comparing
with pervious works achieved a good accuracy rather than the others.
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1 Introduction

Recently, deep learning,machine learning and computer vision play an important role
in environment image analysis, especially in the detection of features processing [2].
Furthermore, the effective role of computer vision and image processing is to classify
the type of different soils. The researchers try to make the classification very easier
using the modern research technologies. Researchers try to improve the methods
of extraction or classification. On the other hand, some researches have introduced
some other methods for the feature detection of soils or diseases of leaves of trees.
In the following, we will show some of the recent researches and how the authors
try to improve methods to classify and detect the medical images and environments
images such as soils [2, 16, 18].

Furthermore, deep learning is considered one of the importantmethods in different
applications such as agricultures, medical and communications. Some researchers
focused on prediction methods for image analysis for medical applications such as
[10, 24]. Tekin and Akbas [24] described how to use the Adaptive Neuro Fuzzy
Inference System (ANFIS) to predict soil features and comparing to another type
of soil. They tried groutability of granular soils with a piece of cement. It is one
of the papers which helped us in the work of this chapter. We will introduce some
of another previous researches in the next section. The remainder of this chapter is
organized as follows: Sect. 2 concerns with a background and a literature review of
previous work of prediction and classification techniques. Section 3 illustrates the
main methodology and it gives the main algorithm used in this chapter. Section 4
discusses the results of the applied technique and compares it with the previous
works. Section 5 presents a brief conclusion of our work and suggests some future
work that can be accomplished.

2 A Literature Review

There are a lot of techniques that achieved accurate results in detection and clas-
sification. In the following, we will introduce the important cases of the previous
researches about detection methods. Actually, the hybrid technique plays an impor-
tant role in detection processing. Sweilam et al. [23] used a hybrid method based
on some of information and support vector machine (SVM) to classify the types of
tumors. The accuracy of this method is 90.3% for some specified types of cancer.
On another hand, Cheng and Han [4] introduced a survey about object detections
for optical remote and how to apply machine learning for this detection. Further,
Ford and Land [8] applied a new model based on latent support vector machine as
a model for cancer prognosis. The operations of this model are based on microarray
operations and some of the gene expression and they improved the algorithm and
technique of this model. The results showed that the increase of quality of curve
receiver operating characteristic (ROC) when replacing least regression to SVM.
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Some authors invested new approaches of cancer features in soil detection and clas-
sification. Khare et al. applied ANFIS (Neuro fuzzy) as a classification method. They
used fuzzy system to detect the severity of the lung nodules depending on IF-Then
rules method. They also applied 150 images in computer aided diagnosis (CAD)
system. They achieved (sensitivity of 97.27%, specificity of 95% with accuracy of
96.66%). Potter and Weigand [19] introduced a study about the image analysis of
soil crusts to get the properties of surface heating. Actually, the study approved
moderate skewness toward negative tails and the other results can help to improve
future mapping for any place having biocrust surfaces such as in the Mojave Desert.

Recently, some authors presented a survey about the most recent image segmenta-
tion processing especially for medical images [6]. They improved the classification
techniques to increase the classification rate accuracy by 99.9%. Dallali et al. [6]
introduced a new classification algorithm based on fuzzy clustering method and
improved the performance by neural networks to classify heart rate (HR) and RR
intervals of the ECG signal and they called this method fuzzy clustering method
neural network (FCMNN). Nabizadeh and Kubat [15] applied Gabor wavelet to
extract features of MRI images. They also compared results with statistical features
methods. The comparing technique for the feature’s extraction method was based on
some classifiers. Authors have evaluated the methods and Gabor wavelet achieved
95.3% based on some of the classification techniques.

Recently, some authors introduced deep learning to improve the methods of clas-
sifications and predictions based on using huge datasets. The deep learning helps to
use any big size of datasets and images in classification and prediction and how can
achieve it in a little time [21] authors introduced deep learning for classification and
the detection of foliar esca symptoms during summer. They applied deep learning by
integrated the deep learning base network within a detection network (RetinaNet).
That allows performing detection in practical time. They used six frames per second
on GPU and achieved an accuracy of 90% Hu et al. [9], authors introduced three
algorithms for predictions based on modern machine learning techniques. They
approved that the three methods considered as extend for machine learning. The
methods included particle swarm optimization (PSO) with support vector regression
(SVR), back-propagation neural network (BPNN), and extreme learning machine
(ELM). The study applied in real-world data for forecasting the surface settlement
in cities of China. The PSO with SVR achieved the highest accuracy in prediction
other than the other methods. On another hand, Singh et al. [22], authors applied
more than prediction methods in artificial intelligent such as Gaussian process (GP),
random forest (RF) andmulti-linear regression (MLR)-based models. They achieved
that SVM is the best method other than the others methods. Furthermore, authors
introduced 95 datasets, a total of 66 data sets were selected for preparing different
algorithms and 29 for testing model. They measured outputs soil parameters such
as percentage of sand (S), percentage of fly ash (Fa), specific gravity (G), time (T)
and head (H) and also coefficient of permeability (k). They also proved that time and
water head are the most effective parameters for the estimation of permeability of the
soil. Torabi et al. [25] applied SVM with Cluster-Based Approach (CBA) and ANN
to predict the solar radiations. The CBA-ANN-SVM approach is validated other than
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the ANN or SVM. They achieved an acceptable percentage error. Vargas et al. [26]
achieved better performance when applying deep learning (DNN) other than RNN.
The results showed that DNN better on catching semantic from texts and RNN is
better on catching the context information and modeling complex temporal char-
acteristics for stock market forecasting. Cramer [5] applied 7 methods of machine
learning.

For rainfall prediction. Themethods are: the current state-of-the-art (Markov chain
extendedwith rainfall prediction) and six other popular machine learning algorithms,
namely: Genetic Programming, Support Vector Regression, Radial Basis Neural
Networks, M5 Rules, M5 Model trees, and k-Nearest. They compared between the
performances of these methods. They also run tests using rainfall time data sets for
42 cities.

Eslami et al. [7] introduced study using deep learning for forecast ozone concen-
trations over a specified area. They used the method to predict the hourly ozone
concentration. The study achieved that CNN can predict the next 24 h of ozone
concentrations and they identified several limitations for deep learning model for
real time forecasting.

Some authors introduced new classification methods for environment images.
Wang [27] applied deep learning for hyper spectral remote sensing images. They
applied classification methods to achieve multi features learning and the accuracy
is 99.7%. Furthermore, Perez et al. [17] introduced deep learning classification for
soil related to illegal tunnel activities. They proposed a new method in handling
imbalance learning. The result showed that the method improved the performance
significant of soil detection. Boudraa and Salzenstein [3] proposed review about
Teager Kaiser Operator (TKO) for image enhancement and improved the enhanced
technique by following it by an energy operator of TKO. In the next section, based on
the previous researches, we will introduce the Gabor wavelet transform followed by
TKO in feature extraction of soil image datasets [2] and after that we will classify the
result based on polynomial neural network (PNN). Furthermore, we will introduce
how to use DNN as classification techniques for soil Morphology system.

3 Methodologies and Algorithms

The Method of this chapter consist of two main parts:

(1) First part: how to apply Gabor wavelet followed by Teager Kaiser to extract
features

(2) Second part: Classification process and it is consisting of two methods:

(a) Applying polynomial neural network (PNN)
(b) Applying deep learning DNN.
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3.1 Features extractions using Gabor Wavelet Followed
by Teager-Kaiser operators:

(a) First part is for enhancement and features extraction based on Gabor wavelet
and Teager Kaiser.

(b) Second part is for classification based on the polynomial neural network (PNN)
or DNN. We, also, will compare the system methods with the other previous
work of the soil classification and detection.

In this chapter, we used soil datasets taken from a set of online recorded images
from different places and also based on the database images which have used by
Bhattacharya and Solomatine [2].

(a) The first part: in this part, the practical work consists of two main steps:

• The enhancement process of the soil datasets (see Fig. 1).

– Find limits to contrast stretch an image (to increase the contrast of image).
– Convert image to gray level.

• Gabor wavelet features extraction followed by Teager Kaiser Operator:

Gabor wavelet is considered one of the most practical methods to extract the
optimal features from images after the enhancement process. Bhattacharya and Solo-
matine [2] extracted features based on boundary energy. Furthermore Boudraa and
Salzenstein [3], approved that 2DTeager Kaiser Operator reflects better local activity
than the amplitude of classical detection operators. The quadratic filter also is used
to enhance the high frequency and combined with image gray values to estimate the
edge strength value and all of that is used in the enhancement process.

The main function of this method is to generate energy pixels based on 2D Teager
Kaiser Operator (TKO). The Teager Kaiser Energy operator is defined by the energy
of the signal x(t) as follows [3, 20]:

Fig. 1 Enhancement process strategy
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�c[x(t)] =
[ .

x(t)
]2 − x(t)

..

x(t) (1)

where x(t) is the signal,
.

x(t) is the first derivative and
..

x(t) is the second derivative.
Actually, we applied Teager Kaiser Energy operator in the discrete as follows

Eq. (2):

�d [x(t)] = x2n − xn+1xn−1 (2)

On the other hand, the Gabor wavelet equations which we applied in our system
are based on the Gabor transform employed in one dimension as a Gaussian window
shape as shown inEq. (3) but in the twodimension case, it provides the spectral energy
density concentrated around a given position and frequency in a certain direction [3].

gαE(x) =
√

α

πe−αx2
e−iEx (3)

where E, x ∈ R, α ∈ R+and α = (2σ2)−1, σ2 is the variance and E is the frequency.
Then, the mother wavelet of the Gabor wavelet as follows:

gα,E,a,b(x) = |a|−0.5gα,E

(
x − b

a

)
(4)

where a ∈ R+(scale), and b ∈ R(shift).
Note that, the Gabor wavelet doesn’t form orthonormal bases. Actually, the Gabor

wavelet can detect edge corner and blob of an image [3]. We applied blob detection
and used the main function of energy operator of Teager Kaiser in the calculation of
Gabor energy. Gabor wavelet followed by Teager Kaiser achieved a set of features
from soils datasets images which helped us to classify the types of soil. Actually,
we extracted 98 as a general but the optimal calculated features from 98 features
are Correlation, Energy and Kurtosis based on Eqs. (5–7) [19]. We will discuss the
details in Sect. 4.

Energy =
m∑
i=1

n∑
j=1

(GLCM(i, j))2 (5)

Correlation =
∑m

i=1

∑n

j=1

{i j}GLCM(i, j) − {
μxμy

}

σxσy
(6)

where i, j index instantμxμy and σxσy are the mean and standard deviations of prob-
ability matrix Gray level coherence Matrix (GLCM) along row wise x and column
wise y.
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Kurtosis = 1

σ 4

∑m−1

i=0
(i − μ)4x(i) − 3 (7)

In the following section, we introduce the classification method to classify the
types of the soils based on the previous features.

3.2 Classification Process

The classification process in this chapter applying twomethods.One of thesemethods
is PNN and the second method is DNN. In the following, we will explain the both
of them.

3.2.1 Polynomial Neural Network Classification (PNN)

There are many types of ANN based on a mathematical classification equation such
as PNN (Polynomial neural network) which will discuss in this section. On the other
hand, ANN is used in classification in data mining and also to predict future data.
GMDH is a multilayer network which used quadratic neurons offering an effective
solution tomodeling non-linear systems. The PNN is one of themost popular types of
neural networks based on polynomial equation. It is used for classification and regres-
sion. It is more practical and accurate in prediction of behavior of the system model
[20]. A class of polynomials (linear, modified quadratic, cubic, etc.) is utilized. We
can obtain the best description of the class by choosing themost significant input vari-
ables and polynomial according to the number of nodes and layers. Ivakhnenko used
a polynomial (Ivakhnenko Polynomial) with the grouping method of data handling
(GMDH) to obtain a more complex PNN. Layers connections were simplified and
an automatic algorithms was developed to design and adjust the structure of PNN
neuron (see Fig. 2).

To obtain the nonlinear characteristic relationship between the inputs and outputs
of the PNN a structure of a multilayer network of second order polynomials is used.
Each quadratic neuron has two inputs (x1, x2) and the output is calculated as described

Fig. 2 The neuron inputs and output
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Fig.3 The polynomial network structures

in Eq. (8) where “Fig. 3”shows the structure of PNN.

g = w0 + w1x1 + w2x2 + w3x1x2 + w4x21 + w5x22 (8)

where wi ; i = 0, . . . , 5 are weights of the quadratic neuron to be learnt. The main
equations for PNN structure which is the basic of GMDH-PNN are:

(
Xi , yi

) = x1i,x2i , . . . . . . ., xNi, yi (9)

where Xi, yi are data variables and i = 1; 2; 3; . . . .;n.
The input and output relationship of PNN-structure of “Fig. 3” is:

Y = F(x1, x2, . . . xN) (10)

The estimated output is:

ỳ = f̀ (x1, x2, . . . xN) = c0 +
∑

i
ci xi

+
∑

i

∑
j
ci j xi x j

+
∑

i

∑
j

∑
k
ci c j ckxi x j xk+ · · · (11)

The PNN is the best and fastest solution in classification data techniques of data.
The main steps to apply the GMDH-PNN algorithm for classification based on

polynomial Eq. (8) are:

(a) Determine the system input variables according to Eq. (9).
(b) Formulate the training and testing data according to Eq. (10, 11.
(c) Select the structure of the PNN.
(d) Estimate the coefficients of the polynomial of nodes to estimate the error

between yi , ỳi then:
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E = 1

ntr

∑ntr

i

(
yi − ỳi

)2
(12)

where ntr is the number of training data subsets, i is the node number, k is the data
number, n is the number of the selected input variables, m is the maximum order and
n0 is the number of estimated coefficients [20]. By using the training data, the output
is given by a linear equation as:

Y = XiCi (13)

Ci = (XT
i Xi )

−1XT
i Y (14)

where Y = [y1, y2, y3, . . . , yntr ]T , Xi = [X1i , X2i , X3i , . . . , Xntri ]T ,

XT
ki = [

Xki1, Xki2,Xkin, . . . ., X
m
ki1, X

m
ki2, . . . , X

m
kin

]T
and

Ci = [C0i,C1i , . . . .,Cn′i ]T , and after that, check the stopping criterion.

(e) Determine the new input variables for the next layer.

Note That: The database which have applied in this chapter for classification
process based on the online datasets which applied in [2]. Furthermore, the Fig. 10
shows the general flow chart of the system.

The general algorithm of the detection and the classification PNN for soil datasets

Start

(1) Enter number of images n, Maximum Number of Neurons (Nu) = 50 and the
Maximum of Layer (NL) = 10, Alpha (AL) = 0.6,The train ratio (TR) = 0.7.

(2) Enter n datasets of soil images.
(3) Loop i = 1: n

(a) Enhance the soil image using Low pass filter
(b) Apply the gray level of the image.

(4) Extract the image features (nf = 98 features) based on Gabor wavelet and TKO
energy operator.

(5) Calculate Correlation, Energy, and Kurtosis from discussed Eqs. (5–7).

Start a loop

Use 80% of the datasets for training using PNN structure to obtain the system
coefficient.

Use the trained system to estimate the classification the rest of 20% of datasets.

End Loop

(6) Compute the error of the accuracy of features as follows:
Err = (actual value − Estimated value)/actual value * 100%
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Table 1 Layer architecture of CNN

Type Kernel size Filters Activations

Convolution 3 × 3 64 ReLU

Max-Pooling 2 × 2 – –

Convolution 3 × 3 128 ReLU

Convolution 3 × 3 256 RelU

Max-Pooling 2 × 2 – –

Convolution 3 × 3 512 ReLU

Convolution 3 × 3 512 RelU

Full-Connected – 100 ReLU

Full-Connected – 1 Linear

(7) Calculate the accuracy = 100 − Err.
(8) Print the results.

End

3.2.2 Deep Learning Classification (DNN)

Actually, deep learning has many characteristics that make it more powerful than
classical machine learning techniques. Deep learning is performing by a convolu-
tional multilayer neural network, which has many hidden layers and free parameters.
Unlike the commonly used multilayer neural network, each soil input image passes
through basics steps; convolution layers with filters (kernels), pooling layers, fully
connected (FC) layers and SoftMax function.

Convolution Neural Network (CNN)

CNN includes asset of making decisions on hyperparameter (Number of layers and
rate of learning) [27].

The Network architecture of CNN consist of sequence of layers to build the neural
network (see Table 1) (see Figs. 4 and 5). There are four main operations in CNN
(see Table 1).

• Convolution
• Non-Linearity (ReLU)
• Pooling or Sub Sampling
• Classification (Fully Connected Layer)

These operations are the basic building blocks of every Convolutional Neural
Network.
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Fig. 4 General architecture of CNN

Fig. 5 Architecture of CNN for Soil classification

Note that:

(a) The size of the feature map is controlled by three parameters:

• Depth: is the number of filters used for the convolution operation.
• Stride: is the number of pixels by which filter matrix over the input matrix.

Stride specifies how much we move the convolution filter at each step.
• Padding: is used for input matrix with zeros around the border, matrix. We

use the padding to maintain the same dimensionality.

On another hand, total = ∑
½ (target probability − output probability)2 and

Computation of output of neurons that are connected to local regions in the input.
This may result in volume such as [32 × 32 × 16] for 16 filters.

There are some others important construction parameters such as:

Pooling: After a convolution operation we usually perform pooling to reduce the
dimensionality. This enables us to reduce the number of parameters, which both
shortens the training time and combats overfitting.

Pooling layers: is a down sample each feature map independently, reducing the
height and width, keeping the depth intact. The most common type of pooling is
max pooling which just takes the max value in the pooling window. Contrary to the
convolution operation, pooling has no parameters. It slides a window over its input,
and simply takes the max value in the window. Similar to a convolution, we specify
the window size and stride. The simple definition is a down sampling operation
along the spatial dimensions (width, height), resulting in volume such as [16 × 16
× 16] which reduces the dimensionality of each feature map but retains the most
important information.
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Hyperparameters: there are 4 important hyperparameters to decide on:

– Filter count from 32 to 1024.
– Default stride = 1.
– Filter size.
– Usual padding.

Rectified Linear Unit (ReLU) Layer: is used after every Convolution operation. It
is applied per pixel and replaces all negative pixel values in the feature map by zero.
This leaves the size of the volume unchanged ([32× 32× 16]). ReLU is a non-linear
operation.

Fully Connected: After the convolution and pooling layers, we add a couple of fully
connected layers to wrap up the CNN architecture. The fully connected layers then
act as a classifier.

Training: CNN is trained the same way like ANN, backpropagation with gradient
descent.

In this chapter, we perform the convolution operation by sliding this filter over the
input. If we use a 32× 32× 3 image, so we have to use a filter of size 5× 5× 3 (note
that the depth of the convolution filter matches the depth of the image, both being
3). When the filter is at a particular location it covers a small volume of the input,
and we perform the convolution operation. The only difference is this time we do the
sum of matrix multiply in 3D instead of 2D, but the result is still a scalar. We slide
the filter over the input and perform the convolution at every location aggregating
the result in a feature map. This feature map is of size 32 × 32 × 1.

On another hand the structure of the deep learning code introduced into 4methods
for classifications:

(1) Conv2D: to create convolution layers.
(2) MaxPooling2D: to create a maxpooling layer.
(3) Flatten.
(4) Dropout: is used to prevent overfitting.

A ConvNet is able to successfully capture the Spatial and Temporal dependencies
in an image through the application of relevant filters. The architecture performs a
better fitting to the image dataset due to the reduction in the number of parameters
involved and reusability of weights. In other words, the network can be trained to
understand the sophistication of the image better.

We use theDNNbased on basic structure of CNN classifications and that achieved
very strong classifications with a higher accuracy. The ConvNet depends on reducing
the images into a form which is easier to process, without losing features which are
critical for getting a good prediction. That is very important in learning features and
scalable to massive datasets (see example of CNN Fig. 6) [13].

We use theDNNbased on basic structure of CNN classifications and that achieved
very strong classifications with a higher accuracy.
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Fig. 6 Example of proposed CNN architecture and it consists of six convolution layers and three
fully connected layers for regression

4 Results and Discussions

In this chapter, we applied our system based on image processing toolbox of
MATLAB2017a.

Actually, the chapter operated two cases: The first case uses the GaborWavelet for
features extraction and multi support vector machine (MSVM) for classification and
theGaborWavelet followed byTeagerKaiser EnergyOperator for features extraction
and the PNN for classification. The second case uses DNN for classification after
using Gabor Wavelet followed by Teager Kaiser Energy Operator for filteration to
enhance performances.

4.1 Results for GW-TK and PNN Classifications

Actually, the accuracy of this case consists of the three optimal features (Correlation,
Energy, and Kurtosis) is from 95 to 98%. The three optimal features came from 98
features which are extracted from soil images-based GW-TK operators as discussed
in pervious section. In Figs. 7 and 8 show the accuracy of the energy feature for all
datasets and also Tables 2 and 3.

The datasets of this work consist of 6 types of soils and each type has 20 different
images. Actually, the CPU time approved the operations of GW-Tk-PNN in 13 s
for each image in datasets so, applying Gabor wavelet followed by Teager-Kaiser
Energy operator improved the accuracy of the extraction which is found to be 98.8%
or higher. We compared between our results and the results from previous work [2]
and show that in Fig. 9. Actually, themost of perviouswork based on SVMorMSVM
so, we tried to improve the accuracy as discussed before. The applied techniques of
this chapter can be utilized in the detection and diagnosis of plants’ problems, defects,
and diseases. A future work may be done to study images of the plant’s leaves, roots,
and stalks and then extract their features and classify their problems, defects and
diseases (Fig. 10).
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Fig. 7 The result of GW-multi-SVM of the previous research (energy)

Fig. 8 The result of applying-Gabor wavelet—TK-PNN (energy)

4.2 Results of DNN Classification Method

Actually, in this part to improve accuracy, we applied the DNN in a set of tests. The
tests approved a group of objects (see Table 4). The first test with 12 objects approved
81% accuracy as shown in Figs. 11, 12 and 13. The first test is a simple test contains
12 objects and 600 iterations with 100 epochs as shown in Fig. 11.

The main concept of this part is the classification of the Soil images based on
DNN classification method. The soil datasets contain 3 different types of categories.
In DNN method, we applied a maximum iteration from 500 to 600 iteration. We
applied our system on laptop with CPU (core i3 2.5GH and 6 GB Ram) and using
MATLAB 2019a.
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Fig. 9 The comparing between our method with pervious work

In the following comparing between our method in classification using deep
learning and the accuracy with the others pervious works.

As shown as in Table 5, The perviousworks of the other authors achieved accuracy
from 90 to 92% based on DNN but in our work, we tried to improve the accuracy
and also by using CPU.

5 Conclusions

This chapter aimed to extract features based on Gabor wavelet followed by Teager
Kaiser Energy operator and to apply the polynomial learning technique to classify the
different types of the soil datasets images. Furthermore,we applied anothermethod to
classify the different types of soil but based on deep learning.We obtained our results
and compared them with the results of previous research. The previous algorithms
achieved accuracy limits of (95.1–98.8%) while our results achieved accuracy limits
of (95–100%) in GW-TK-PNN. On another hand, the previous algorithms achieved
accuracy limits of (90–92%) while our results achieved accuracy limits of (up to
95%) in DNN. However, the applied techniques can be utilized in the analysis,
feature extraction, and classification of the plants’ problems, defects, and diseases.
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Fig. 10 The general flow chart of the GW-TK-PNN system
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Table 4 The details of the results for each different category

Objects categories Number of images Iterations Time Accuracy (%)

12 176 600 37.33 min 81.38

12 704 600 150 min 81.38

113 10,000 500 332.38 h Up to 95.3

Fig. 11 The First part of the training progress for 12 objects

Fig. 12 The Finial part of the training progress for 12 objects categories
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Fig. 13 The accuracy of 12 objects categories

Table 5 The comparing of our work with the pervious works

Paper Number of data
sets images

Method Epochs Processor Accuracy (%)

Manit et al.
[13]

900 categories
(4096 image)

DNN 200 NVIDIA GTX
980 GPU and an
Intel® CoreTM
i5 CPU
(3.40 GHz),
running Ubuntu
14.04

90.4

Mukherjee
et al. [14]

10,000 images CNN 500 Intel i7
processor with
32 GB RAM
and with two
linked GPU of
Titan

90.58

Ayan and
Ünver [1]

10,000 images CNN-Keras 25 Two intel
processors
E5-2640 Xenon
with 64 GB
RAM and
NVIDIGPU
card

82

(continued)
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Table 5 (continued)

Paper Number of data
sets images

Method Epochs Processor Accuracy (%)

Kwasigroch
et al. [11]

Over 10,000
images

VGG19,
Residual
Networks
(ResNet) and
CNN-SVM

Up to 100 GeForce GTX
980Ti GPU with
6 GB memory,
Intel
Core i7-4930 K
processor and
16 GB RAM
memory

90–95

Maia et al.
[12]

200 images VGG19 + LR Up to 100 Non limited 92.5

This work 500 images GW-TK-PNN 50 CPU (core i3
2.5GH and
6 GB Ram)

98–100

This work Up to 10,000 CNN classifier 100 CPU (core i3
2.5GH and
6 GB Ram)

81–95
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Deep Layer Convolutional Neural
Network (CNN) Architecture for Breast
Cancer Classification Using
Histopathological Images

Zanariah Zainudin, Siti Mariyam Shamsuddin, and Shafaatunnur Hasan

Abstract In recent years, there are various improvements in computational image
processing methods to assist pathologists in detecting cancer cells. Consequently,
deep learning algorithm known as Convolutional Neural Network (CNN) has
now become a popular method in the application image detection and analysis
using histopathology image (images of tissues and cells). This study presents the
histopathology image related to breast cancer cells detection (mitosis and non-
mitosis). Mitosis is an important parameter for the prognosis/diagnosis of breast
cancer. However, mitosis detection in histopathology image is a challenging problem
that needs a deeper investigation. This is because mitosis consists of small objects
with a variety of shapes, and is easily confused with some other objects or artefacts
present in the image. Hence, this study proposed four types of deep layer CNN archi-
tecture which are called 6-layer CNN, 13-layer CNN, 17-layer CNN and 19-layer
CNN, respectively in detecting breast cancer cells using histopathology image. The
aim of this study is to detect the breast cancer cell which is called mitosis from
histopathology image using suitable layer in deep layer CNN with the highest accu-
racy and True Positive Rate (TPR), and the lowest False Positive Rate (FPR) and
loss performances. The result shows a promising performance for deep layer CNN
architecture of 19-layer CNN is suitable for this MITOS-ATYPHIA and AMIDA13
dataset.
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1 Introduction to Breast Cancer and Histopathology Image

Cancer has become the most popular health problem that can be dangerous to human
life especially for women. This is supported by the statistics from Europe and United
State health reports that 30% women from a total of 852,630 was estimated to be
suffering from breast cancer. Another supporting statistics is based on The National
Cancer Institute in 2014, which reported on breast cancer based on the population
statistics in the US population. It shows that the number of cancer patients kept
increasing year by year. Based on this report, the study conducted by the National
CancerRegistry (NCR),USwomenaremore exposed to breast cancerwhere in 1999–
2013, some 231,840 new estimated cases related to breast cancer were reported to
NCR in 2014 and the number kept increasing from year to year. The number of new
cases of female breast cancer increased to 852,630 in 2017 [1, 2]. Moreover, it is also
stated that the age-adjustment for female breast cancer amongst women was lower
compared to several age gaps such as stated and illustrated below (Fig. 2) 20 years
(0.00%), 20–34 year (1.8%), 35–44 years (9.1%), 45–54 years (21.6%), 55–64 year
(25.6%), 65–74 years (21.9%), 75–84 years (14.2%) and 84 year and above (5.7%). It
can be summarized that, Fig. 1 provides comparisons for age–adjustment for female
breast cancer per 100,000 women from 2008 until 2012 for all women in United
State (US) [1, 2].

Fig. 1 Age-adjustment incidences of breast cancer per 100,000 population
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Table 1 Estimating new
cancer cases in the US in
2018 and 2017

Female new cases (878,980 person)
(%)

(852,630 person)
(%)

Breast 30 30

Lung and
bronchus

13 13

Colon and rectum 8 7

Uterine corpus 7 7

Non-Hodgkin
lymphoma

4 4

*Supported by Europe and United States health reports

Another supported by the statistic from Europe and United States health reports
in year 2018 and year 2017. In year 2017, Table 1 show that 30% women’s from
852,630 women’s has been estimated getting breast cancer. Table 1 also shows that
year 2018, it stated that breast cancer is the number one based on the population
statistics in Europe and United States population. Based on this report, the study
conducted by National Cancer Registry (NCR), US women are more exposed on
breast cancerwhere the number of the newcases are slightly increases,where 878,980
new estimated cases involved in breast cancer are reported to NCR for year 2018 and
the number keep increasing in last two years. The number of new cases of female
breast cancer was increased to 852,630 in 2017 [1, 2].

This situation canbe reduced if there are improvements in early detection and treat-
ment [3, 4]. In order to detect breast cancer, various clinical tests have been used in
hospitals such as ultrasound scan,mammogram, and histopathology.Normally,many
patients use mammogram to detect possibility of having cancerous cells. However,
these tests have several disadvantages where younger women may get non-accurate
results as their breasts give clearer picture compared to older women. As an alterna-
tive test, younger women are advised to use histopathology image for more accurate
result.

Usually biopsy test is a supportive test after the first test is conducted. Using
histopathology image is the most efficient test to detect cancerous cells [4, 5].
Although histopathology image has been proven to be the best way to classify the
mitosis and nuclei for breast cancer, getting True Positive Rate (TPR) result from the
image however requires the skills and experience of a pathology expert [6, 7]. Breast
cancer is the most fearful disease to all middle age women. It also major cause
of death to all women [3]. Breast cancer is a very big problem to all developing
countries.

As shown in Fig. 2a, the normal female breast is made up lobules where it produce
milk for newborn, duct where tiny tubeswhich bring themilk to the nipple and stroma
where contain some fat tissue and connective tissues such as blood and lymphatics
vessels. Mostly the breast cancers cases started in the cells called the duct, lobules
and other tissues as shows in Fig. 2b. The nodes of Lymph are small, look like a bean
where it connected by the lymphatic vessels where it keep all the immune system
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Fig. 2 a Anatomy of normal breast. b Anatomy of breast cancer

cell. Lymphatic vessel are very small where it carry some liquid away from the breast.
The Lymph contains the tissues, waste, immune systems cell where the breast cancer
can entering the system and begin to growth inside the lymph nodes [3, 8].

Histopathology image is an image which the image are been examined under
microscope with higher resolution and magnifier. The systematic biopsy test
procedure been illustrated in Fig. 3.

First off all, the tissues are be taken using needle biopsy into small cut. After
that, the smaller tissues will be cut into smaller slices and put inside cassette and
be put some chemical. Then, pathologist will be putting the specimen inside glass

Fig. 3 a Tissues will be cut into small pieces. b, c The smaller pieces are put into the cassettes and
put some chemical named paraffin. d The smaller pieces are made from paraffin and microtome.
e The smaller pieces called section are put on glass slides. f Histopathology slide are created
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for staining process. The main goal of this research is to classify the mitosis or non-
mitosis in histopathology and help pathology to classify the histopathology image
clearly. The problems that have arisen in histopathology image are:

1. Normalisation of the image into clear image
2. Identification of the mitosis inside the image
3. Performance analysis in classified mitosis or non mitosis using deep learning

algorithm.

Even though there are many types of histopathology image in this research area,
but the focus for this research are histological image from images from breast cancer
only. In general, there are four main procedures to get histopathology image, which
are:

1. Squash procedure
2. Smears procedure
3. Whole-mounts procedure
4. Sections procedure.

A smear procedure contain cell in fluid such as blood. Meanwhile squash proce-
dure will take information such as chromosome in DNA. Whole-mounts procedure
will get the entire specimen into microscopic slide to get information otherwise the
cell has cancerous cell or not. Usually the tissues be cut into tiny part andwill undergo
staining process. This procedure are the most easiest to help pathology in classified
cancerous or non-cancerous cells into tissues compared to sections. Sections proce-
dure is where the tissues are been cut into tiny slices from the tissues where it already
been frozen inside freezing chamber.

The specimen will undergo a few steps after that and be put a chemical agents
when it will convert the tissues became solid material so it will be easy to cut into
small part. After that, the specimen will put away to stops all the cells and enzymes
activity and harden the specimen. It been suggested that all the procedure has been
quickly apply to the tissues after the separation of the cancerous cell from body.

The chemical call formalin is making the specimen turn into colourless. Figure 4
shows the example of the histopathology image when the chemical called formalin
been putted inside the specimen.

The next step in getting histopathology image is by staining process where the
colourless image be converted into purple or pink image. This process called Hema-
toxylin &Eosin (H&E)where it can see the structural of the cell imagemore clearly.
But, after H & E stain process are not enough to classify the cancerous cell or not.
Therefore using ImmuHistoChemical (IHC) chemical can overcome this problem
where it provides more additional information about histopathology image in Fig. 5.

After all the staining process, the cell will covered with glass slide and achieve
better visual quality for microscopic examination. The slides are then sent to patholo-
gist who will examines the slide under microscope and will classify the slide contain
the cancer cell. Early detection will help the patient get a better attention to cure
cancer. Figure 6 shows some example on mitotic figure where the cancerous cells
are marked with green arrows.
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Fig. 4 Example of histopathology image after put chemical named formalin

Fig. 5 Example of histopathology image

2 Literature Review on Deep Learning

Nowadays, there are popular technique, which called deep learning. Deep learning
and unsupervised feature learning have shown great promise applications. State-of-
the-art performance has been reported in several domain recognition [9–11] visual
object recognition [11] to text processing [12–17].

Recently, using Deep Learning algorithm is better compared to other machine
learning algorithm due to the speed up the computational time in large dataset
and misclassification of the mitosis with non-mitosis [18–20]. This is caused by
the complicated structure of the histopathology image and also the difficulty in the
detection of the mitosis part due to its similarity [3, 20].

Using deep learning can skip the feature extraction using standard machine
learning for image classification. Other than that, it has also been observed that
increasing the scale of deep learning,with respect to the number of training examples,
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Fig. 6 Examples of mitosis where the mitosis are marked with green arrow

the number of model parameters, or both, can drastically improve ultimate classifi-
cation accuracy [11, 21]. These results have led to a surge of interest in scaling up the
training and inference algorithms used for these model and in improving applicable
optimization procedures [16, 21].

Based on previous researcher as stated byKhuzi et al. and Singh et al., themisclas-
sification of the mitosis and non-mitosis are based on many criteria such as image
quality is not very good, physician eye, poor segmentation problem in image and
many other causes where it can lead to incorrect misclassification, which is also
called False Positive Rate (FPR) [6, 7]. The main contribution of this studies is to
find the suitable layer for Deep Learning algorithm for histopathology image dataset.

Previous research shows that the False Positive Rate (FPR) results on diagnosis
of mitosis and non-mitosis using the normal deep learning algorithm were quite high
[8, 22–25]. Ciresan et al. [20], in their paper entitled “Mitosis detection in breast
cancer histology images with deep neural networks” using Deep Neural Network
and MITOS dataset stated that their result of using Deep Neural Network is that
the precision is 0.88, re-call is 0.70 and F1-Score is 0.782 which better than the
algorithm. Meanwhile, Su et al. [26], said that using deep learning algorithm are
improving the result on detection of the breast cancer cell. They used image of size
1000× 1000 for the experimental result and they enable to shorten the computational
time. Most of the traditional algorithm are not good in term of computational time
and the performance of the breast cancer detection.

Spanhol et al. [27], also discussed on DeCAF features where they compare three
type of layer Deep Neural Network and reusing the CAFFE architecture and param-
eters of a pre-trained neural network. Wahlstr mentioned that using deep learning
algorithm successfully decreased the error for his testing model for detecting Sensor
Network Data [28]. The result for the joint training error is 0.0011 and separate
training error is 0.0011. His also said that, for the future work that he will used the
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sampling-based approaches to get better result. Feng et al. stated that Deep Learning
model is the best algorithm compare other machine learning classifiers [29].

Su et al., has done experimental using deep convolutional neural network and
the experiments execution time is 2.3 s using the High Performance Computers
(HPC) [26]. Meanwhile, Adriana Romero et al., also stated that using trained model
network are very effective and suggested that using the spatial information to get
better result, combine the output feature and max pooling steps and adding the new
layer to deep learning to improve kappa agreement score. Chan et al. [30] used Deep
Learning called PCANet and the experiments results shows that for pattern recogni-
tion 99.58% for Extended Yale BDataset, and 86.49% accuracy using 60%Extended
Yale B Dataset for training. On the other side, Couprie et al., also tested using Deep
Learning for Stanford Background Dataset and getting some over segmentation for
some images [31]. Sukre et al., also using Deep Learning Restricted Boltzmann
Machine and has better performance measure [32]. Wahab et al. also mentioned
that using Deep Learning Convolutional Neural Network getting better training for
the image dataset [33]. Some researchers also stated that using complex image can
effects the performance measure of classification.

Based on previous researchers, it can be concluded that using Deep Learning
algorithm can improve performance detecting the cancer cell. It also support the
evidence where themisclassification of the images are based onmany criteria such as
quality of images, lacking of physician eye, over or poor results using histopathology
image and many other cause where it can lead to incorrect misclassification. Figure 2
shows the Deep Layer CNN framework for breast cancer image detection in the next
subsequent section.

3 The Proposed Deep Layer CNN Architecture for Breast
Cancer Image Classification

Various applications of classifiers especially in medical image has great accuracy
using Deep Learning classifier. The Deep Learning can be trained with many training
images inside the algorithm. The advantage of the Deep Learning is it can divide each
image into sub regions. For an example, 4096× 3 sub regions can be extracted from
a Region of Interest (ROI) with an image size of 64× 64× 3 for MITOS-ATYPHIA
dataset and 6400 × 3 sub regions can be extracted from a Region of Interest (ROI)
with an image size of 80 × 80 × 3 for AMIDA13. As a result, the training of Deep
Learning is done on sub regions basis; not on the whole region basis as shown in
Fig. 7.

Deep Learning with huge number of samples from the training sample dataset
can allow some enrichment process which will help the training to avoid over fitting
problem of an Artificial Neural Network (ANN) [33–35]. Deep learning algorithm
which is called Convolutional Neural Network (CNN) is used in this studies and
we proposed suitable layer architecture for CNN for this histopathology image. The
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Fig. 7 Deep Layer CNN framework for breast cancer image classification

deep learning framework for breast cancer image detection (mitosis and non-mitosis)
is shown in Fig. 2 from pre-processing part until classification part.

For data preparation, the sample of mitosis images were collected from opened
source database which is called MITOS ATYPHIA and AMIDA13 (See Fig. 9). The
dataset was divided into two datasets; 70% for training dataset and 30% for testing
dataset. This was to ensure the learning generalization had been achieved by feeding
the classifier to a new datasets.

In this study, four types of deep layer CNN architecture have been proposed for
breast cancer image classification, namely, 6-layer CNN, 13-layer CNN, 17-layer
CNN and 19-layer CNN. The proposed deep layer of CNN architecture is shown in
Fig. 8a–d.

4 Parameter Setup and Performance Measure for Breast
Cancer Image Classification

Parameter setting The performance measures for previous researchers on image
cancer classification were typically measured using the Receiver Operating Char-
acteristic (ROC) curve analysis. It had four types of performance measures, and the
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Fig. 8 a The proposed Deep Layer CNNArchitecture of 6-layer CNN. b The proposed Deep Layer
CNN Architecture of 13-layer CNN. c The proposed Deep Layer CNN Architecture of 17-layer
CNN. d The proposed Deep Layer CNN Architecture of 19-layer CNN
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Table 2 Performance Measure Test (TP, FP, TN and FN) are represented for this study

Performance measurement

Actual versus
predicted

Predicted Yes Parameter Predicted No Parameter Total parameter

Actual Yes True Positive
(TP)

TP False-Negative
(FN)

FN TP + FN

Actual No False Positive
(FP)

FP True Negative
(TN)

TN FP + TN

Total
parameter

TP + FP FN + TN TP + FP + FN
+ TN

tests were called true positive rate (TPR), false positive rate (FPR), true negative rate
(TNR) and false negative rate (FNR). In this case, the sensitivity and specificity tests
had also been used to get the accuracy from the histopathology image with mitosis
being the True Positive Rate (TPR) class, and non-mitosis samples being the True
Negative Rate (TNR) class [36, 37]. Hence, the performance measure for the breast
cancer image classification is described in Table 2.

Where the elaboration of all tests for the performance measurement are listed
below:

• True Positive Rate/Recall/Sensitivity (TP/(TP+ FN)) is the number of correct
predictions that an instance is positive,

• False Positive Rate (FP/(TP + FP)) is the number of incorrect predictions that
an instance is positive,

• Accuracy ((TP + TN)/(TP + FN + FP + TN)) is the number of correct
classifications, and

• Misclassification Rate/Error Rate/Loss ((FP + FN)/(TP + FN + FP + TN)
is the number of wrong classifications.

The experimental results will be discussed in the next section.

5 Experimental Results

The experimental results for breast cancer image classification using the proposed
deep Convolutional Neural Network (CNN) layer are reported in Tables 3, 4 and 5
usingMITOS-ATYPHIAdataset, accordingly. TheGraphical ProcessingUnit (GPU)
device NVDIAGeForce 940MX has been implemented in this study for better speed
up (Table 6).

In overall performance, the proposed deep layer CNN architecture with 19-layer
CNN gave better result compared to 6-layer CNN, 13-layer CNN and 17-layer CNN
is suitable for MITOS-ATYPHIA dataset. The results from Tables 2, 3, 4 and 5
shows that deeper layer of CNN architecture produced better result than the least
layer. For example, the highest accuracy of 84.49% and True Positive Rate (TPR)
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Table 3 Experimental result using 6-layer CNN using MITOS-ATYPHIA dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 68.06 31.94 75.00 38.89

2 77.78 22.22 80.56 25.00

3 62.50 37.50 66.67 41.97

4 50.00 50.00 100 100

5 66.67 33.33 58.33 25.00

6 61.11 38.89 63.89 41.67

7 59.72 40.68 66.67 47.22

8 65.28 34.72 58.33 27.78

9 73.61 26.39 66.67 19.44

10 55.56 44.44 55.56 44.44

Average 64.03 35.97 69.17 41.44

Table 4 Experimental Result using 13-layer CNN using MITOS-ATYPHIA dataset

Experiments Accuracy (%) Loss (%) True Positive Rate (%) False Positive Rate (%)

1 75.00 25.00 69.44 19.44

2 76.39 23.61 72.22 19.44

3 72.22 27.78 69.44 25.00

4 76.39 23.61 75.00 22.22

5 68.06 31.94 66.67 30.56

6 68.06 31.94 66.67 30.56

7 76.39 23.61 80.56 27.78

8 72.22 27.78 80.56 36.11

9 65.28 34.72 58.33 27.78

10 73.61 26.39 75.00 27.78

Average 72.36 27.64 71.39 26.67

of 80.55%; while the least loss of 15.51% and False Positive Rate (FPR) of 11.66%
performances were produced by 19-layer CNN compared to 17-layer CNN, 13-
layer CNN and 6-layer CNN. Furthermore, the performance comparison of accuracy,
loss, true positive rate and false positive rate using the proposed deep layer CNN
architecture is illustrated in Fig. 9, accordingly.

The experimental results for breast cancer image classification using the proposed
deep Convolutional Neural Network (CNN) layer are reported in Tables 7, 8, 9 and
10 using AMIDA13 dataset, accordingly.

Based on Tables 7, 8, 9 and 10, the proposed 19-layer CNN and 17-layer CNN
produced the best accuracy compared to 6-layer CNN and 13-layer CNN with the
most of the accuracy results from 10 experiments weremaintained above 90%.While
Fig. 9 shows that the proposed 19-layerCNN is the bestmodel forMITOS-ATYPHIA



Deep Layer Convolutional Neural Network (CNN) … 359

Table 5 Experimental Result using 17-layer CNN using MITOS-ATYPHIA dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 79.17 20.83 86.11 27.79

2 83.33 16.67 86.11 19.44

3 86.61 13.39 83.33 11.11

4 81.94 18.06 83.33 19.44

5 84.72 15.28 83.33 13.89

6 86.11 13.89 80.56 8.33

7 81.94 18.06 86.11 22.22

8 81.94 18.06 77.78 13.89

9 83.33 16.67 83.33 16.67

10 80.56 19.44 83.33 22.22

Average 82.96 17.04 83.33 17.50

Table 6 Experimental result using 19-layer CNN using MITOS-ATYPHIA dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 81.94 18.06 77.78 13.89

2 86.11 13.89 80.56 8.33

3 86.61 13.39 83.33 11.11

4 86.11 13.89 80.56 8.33

5 81.94 18.06 77.78 13.89

6 86.11 13.89 80.56 8.33

7 81.94 18.06 86.11 22.22

8 81.94 18.06 77.78 13.89

9 86.11 13.89 80.56 8.33

10 86.11 13.89 80.56 8.33

Average 84.49 15.51 80.55 11.66

dataset as it produced the lowest loss range between 3 and 9%. In conclusion, the aim
of this study has been achieved where deep layer CNN architecture was capable on
detecting the breast cancer (which is known asmitosis and non-mitosis) with feasible
results of accuracy, loss, TPR and FPR. Furthermore, the performance comparison
of accuracy, loss, true positive rate and false positive rate using the proposed deep
layer CNN architecture for AMIDA13 dataset is illustrated in Fig. 10, accordingly.

In conclusion for all performance, the proposed deep layer CNN architecture with
19-layer CNN gave better result compared to 6-layer CNN, 13-layer CNN and 17-
layer CNN is suitable for MITOS-ATYPHIA dataset and. The results from Tables 7,
8, 9 and 10 shows that deeper layer of CNN architecture produced better result than
the least layer for AMIDA13 Dataset.
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Fig. 9 Comparison performance measurement for MITOS-ATYPHIA dataset

Table 7 Experimental result using 6-layer CNN using AMIDA13 dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 92.16 7.84 95.03 4.97

2 93.14 6.86 93.79 6.21

3 92.16 7.84 87.58 12.42

4 88.24 11.76 95.03 4.97

5 92.40 7.60 95.03 4.97

6 90.44 9.56 95.03 4.97

7 90.44 9.56 95.03 4.97

8 92.16 7.84 95.03 4.97

9 88.24 11.76 95.03 4.97

10 90.44 9.56 95.03 4.97

Average 90.98 9.02 94.16 5.84
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Table 8 Experimental result using 13-layer CNN using AMIDA13 dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 92.16 7.84 87.58 12.42

2 97.06 2.94 95.65 4.35

3 96.81 3.19 97.52 2.48

4 92.16 7.84 87.58 12.42

5 97.79 2.21 94.41 5.59

6 96.81 3.19 97.52 2.48

7 92.16 7.84 87.58 12.42

8 97.06 2.94 95.65 4.35

9 92.16 7.84 87.58 12.42

10 90.44 9.56 95.03 4.97

Average 94.46 5.54 92.61 7.39

Table 9 Experimental result using 17-layer CNN using AMIDA13 dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 92.16 7.84 87.58 12.42

2 90.44 9.56 95.03 4.97

3 98.28 1.72 96.27 3.73

4 96.81 3.19 97.52 1.86

5 90.44 9.56 95.03 4.97

6 92.16 7.84 87.58 12.42

7 96.81 3.19 97.52 1.86

8 98.53 1.47 98.14 1.86

9 90.44 9.56 95.03 4.97

10 92.16 7.84 87.58 12.42

Average 93.82 6.18 93.73 6.15

6 Conclusion

In this study, the proposed deep layer CNN architecture which is called 6-layer CNN,
13-layer CNN, 17-layer CNN and 19-layer CNN has been successfully implemented
in detecting the mitosis and non-mitosis breast cancer histopathology images using
two types of dataset which is MITOS-ATYPHIA and AMIDA13. Hence, we can
conclude that, the deeper the CNN layer, the better performance result for breast
cancer image classification. This is because more training layers had been fed into
the proposed model and the learning multiple level of abstraction yielded better
generalization of high level features.
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Table 10 Experimental result using 19-layer CNN using AMIDA13 dataset

Experiments Accuracy (%) Loss (%) True positive rate (%) False positive rate (%)

1 92.16 7.84 87.58 12.42

2 98.53 1.47 97.52 2.48

3 99.26 0.74 98.76 1.24

4 92.16 7.84 87.58 12.42

5 99.26 0.74 99.38 0.62

6 96.81 3.19 97.52 1.86

7 96.81 3.19 97.52 1.86

8 99.02 0.98 98.14 1.86

9 92.16 7.84 87.58 12.42

10 98.28 1.72 96.89 3.11

Average 96.45 3.56 94.85 5.03

Fig. 10 Comparison performance measurement for AMIDA13 dataset
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A Survey on Deep Learning
for Time-Series Forecasting

Amal Mahmoud and Ammar Mohammed

Abstract Deep learning, one of the most remarkable techniques of machine
learning, has been amajor success inmanyfields, including image processing, speech
recognition, and text understanding. It is powerful engines capable of learning arbi-
trary mapping functions, not require a scaled or stationary time series as input,
support multivariate inputs, and support multi-step outputs. All of these features
together make deep learning useful tools when dealing with more complex time
series prediction problems involving large amounts of data, and multiple variables
with complex relationships. This paper provides an overview of the most common
Deep Learning types for time series forecasting, Explain the relationships between
deep learning models and classical approaches to time series forecasting. A brief
background of the particular challenges presents in time-series data and the most
common deep learning techniques that are often used for time series forecasting is
provided. Previous studies that applied deep learning to time series are reviewed.
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1 Introduction

In recent years, deep neural networks have attracted the undivided attention of
both academics and industry. In research funding and volume, many factors are
contributing to this rapid rise. Some of the following are briefed [1]:

– A surge in the availability of large training data sets with high-quality labels.
– Specialty software platforms such as PyTorch [2], Tensorflow [3], Caffe [4]

Chainer [5], Keras [6], BigDL [7] etc.
Better techniques of regularisation introduced avoid overfitting. Techniques such
as batch normalization, dropout, data augmentation, and early stopping are very
effective in preventing overfitting.

In the computational intelligence and machine learning literature, numerous fore-
casting models for time series data were proposed. Multilayer perceptron models or
feedforward networks, recurrent neural networks, support vector machines, kernel
methods, ensemblemethods, and other graphical models are all examples ofmethods
that have recently gained popularity [8].

The classical methods of time series such as Autoregressive Integrated Moving
Average (ARIMA) have been used for many decades in predicting the future, espe-
cially in the field of industry, for example, but not exclusively manufacturing supply
chain, and finance. But the classical methods are limited and not able to deal with
many real-world problems, for example, It only focuses on complete data and
cannot handle missing or corrupt data, Focus on linear relationships, Deal with fixed
temporal dependence which means that the relationship between the number of lag
observations presented as input and observations at different timesmust be diagnosed
and determined, Focus on univariate data While in the real - world a lot of problems
that have multiple input variables, and Focus on one-step forecasts While real-world
problems require forecasts with a long time horizon [9, 10].
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Deep learning techniques have an effective and important role in solving time
series forecasting problems, and this is reflected in their ability to handle multiple
input variables, support multivariate inputs, complex nonlinear relationships, and
may not require a scaled or stationary time series as input [11, 12].

This paper’s main research question is to study and compare the efficacy of time
series models to make predictions of real data.

The rest of this paper is structured as follows: Sect. 1.1 explains Time-series
characteristics and classicalmodel. Section 1.2 introduces the basic types ofArtificial
Neural Network (ANN) modules that are often used to build deep neural structures.
Section 2 describes how the present paper relates to other works in the literature.
Finally, Sect. 3 concludes the paper.

1.1 Time Series Definition

Time series can be defined as anything that is observed sequentially over time. For
example, Sales trends, Stock market prices, weather forecasts, etc. The nature of
these observations can be numbers, labels, colors, and much more. Moreover, the
times at which the observations were taken can be regularly or irregularly spaced.
On the other hand, time can be discrete or continuous [13].

Prediction of the time series methods is based on the idea that historical data
includes intrinsic patterns that convey useful information for the future description
of the investigated phenomenon. Usually, these patterns are not trivial to identify, and
their discovery is oneof theprimarygoals of time series processing: the circumstances
that the patterns found will repeat and what types of changes they may suffer over
time [14].

Time series represent as (yt) where t means the time at which the observation
was taken. Mostly t ∈ Z, where Z = (0, ±1, ±2, ….) is the set of positive and
negative integer values [15]. However, only a finite stretch of data is available. In such
situations, time series can write as (y1, y2, y3, …). A time series (yt) corresponds to
a stochastic process, which in turn is composed of random variables observed across
time.

Time series have many characteristics that distinguish them from other types of
data. Firstly, the time-series data contain highdimensionality andmuchnoise.Dimen-
sionality reduction, wavelet analysis or filtering are Signal processing techniques that
can be applied to eliminate some of the noise and reduce the dimensionality. The
next characteristic of time-series data, it is not certain that the available information
is enough to understand the process. Finally, Time series data is high-dimensional,
complex, and has unique characteristics that make time-series challenging to model
and analyze. Time series data representation is important for extract relevant infor-
mation and reduces dimensionality. The success of any Application depends on the
right representation.
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1.1.1 Components of a Time Series

Time series are generally affected by four basic components, and these components
are (Trend, Seasonal, Cyclical, and Irregular) components.

When a time series exhibits an upward or downward movement in the long run,
it is known that this time series has a general trend [14]. In general, the Trend is
a Long-term increase or decrease in the data over time. For example, Population
growth over the years can be seen as an upward trend [16].

When a series was affected by seasonal factors in this case, the seasonality pattern
exists, such as Quarterly, Yearly, monthly, weekly, and daily data Seasonality always
knows it is fixed and a known period, sometimes known as periodic time series. For
example, trips are increasing in the Hajj and Umrah seasons as well, the sales of ice
cream increase in the summer.

The cyclic occurs when data rises and falls Which means it is not a fixed period.
The duration of the Cycle is over a long period, which may be two years or more.
For example, five years of economic growth, followed by two years of economic
recession, followed by seven years of economic growth followed by one year of
economic recession. The irregular component (sometimes also known as the residual)
refers to the variation that exists because of unpredictable factors and also does not
repeat in specific patterns, for Example, Variations caused by an incident like an
earthquake, floods, etc.

1.1.2 Types of Time Series Decomposition

Three different types ofmodels are generally used for a time series viz.Multiplicative
and Additive models and The Mixed decomposition model [17, 18].

Multiplicative Model

Yt = Tt × St × Ct × It (1)

Additive Model

Xt = Tt + St + Ct + It (2)

Yt Original data at time t
Tt Trend value at time t
St Seasonal fluctuation at time t,
Ct Cyclical fluctuation at time t,
It Irregular variation at time t
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1.1.3 Procedure for Decomposition

In the 1920s, the classical method of time series decomposition originated and was
commonly used until the 1950s. These classic methods are still being used in time
series decomposition methods [19].

• Moving Averages

Moving Averages method is used to smooth out the short-term fluctuations and
identify the long-term trend in the original series (i.e., to create a smooth series to
reduce the random fluctuations in the original series and estimates the trend-cycle
component).

A moving average of order can be defined by [15]:

T̂t = 1

m

k∑

j=−k

yt + j (3)

where m = 2 k + 1. That is, the estimate of the cycle-trend at time t is known by
calculating the average values of the time series within periods. There is a possibility
that the observations that occur at close times are near in terms of value.

• Exponential Smoothing

For in fixed α ∈ [0, 1], the one-sided moving average m̂t , t = 1, …, n, Define by the
following equation [20]:

m̂t = αXt + (1 − α)m̂t−1, t = 2 . . . .n (4)

And

m̂1 = X1 (5)

1.1.4 Time Series Classical Models

Machine learning anddeep learning techniques can achieve impressive results in chal-
lenging time series forecasting problems. However, there are many classical methods
such as SARIMA, and exponential smoothing readily achieves impressive results in
time series. These methods must be understood and evaluated before exploring more
advanced methods.

• Autoregressive Moving Average (ARMA) Models

An ARMA (p, q) model is a combination of AR(p) and MA(q) models; it is suitable
for univariate time series modeling [21]. (AR) A model that uses the dependent
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relationship between an observation and some number of lagged observations. AR
can be defined, followed by [22].

yt = f (yt−1, yt−2, yt−3 . . .)

yt = β0 + β1yt−1 + β2yt−2 + β3yt−3 . . . (6)

Yt depends only on past values yt−1, yt−2, yt−3 etc.
(MA) A model that uses the dependency between an observation and a residual

error from a moving average model applied to lagged observations. MA can define,
followed by [22] [23].

yt = f (εt , εt−1, εt−2, εt−3 . . .)

yt = β + εt + θ1εt−1 + θ2εt−2 + θ3εt−3 + · · · (7)

Yt depends only on the random error term.
Mathematically an ARMA(p, q) model is represented as [22].

yt = c+ εt +
p∑

i=1

ϕi yt−i +
q∑

j=1

θ jεt− j (8)

p, q refers to p autoregressive and q moving average terms.

• Autoregressive Integrated Moving Average (ARIMA) Models

Autoregressive Integrated Moving Average (ARIMA) is the most popular and
frequently model used in time series models [21, 24]. The assumption of this model
is based on the fact that the time series is linear and follows a known statistical
distribution. It is a combination of AR(p), I(d) Integrated the use of differencing of
raw observations (e.g., subtracting an observation from observation at the previous
time step) to make the time series stationary and MA(q).

In ARIMA models a non-stationary time series is made stationary by applying
finite differencing of the data points [25].

Themathematical formulationof theARIMA(p,d,q)model using lagpolynomials
defined below [22, 26].

ϕ(L)1 − Ld yt = θ(L)εt , i.e.(
1 −

p∑
i−1

ϕi Li

)
(1 − L)d yt =

(
1 +

q∑
j=1

θ j L j

)
(9)

A nonlinear variant called the nonlinear autoregressive-moving-average
(NARMA) model can be used to capture nonlinear structure with ARMA models.
The generalized autoregressive conditional heteroscedasticity (GARCH) model
addresses time series data volatility and has common structural features of theARMA
model.
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• Seasonal Autoregressive Integrated Moving Average (SARIMA) Models

The ARIMA model is for non-stationary and non-seasonal data. Box and Jenkins
have generalized this model to deal with seasonality [21]. In the SARIMA model,
seasonal differencing of appropriate order is used to eliminate non-stationarity from
the series.

A first-order seasonal difference is a difference between an observation and the
corresponding observation from the previous year) Zt = Yt − Yt − S(, for example,
monthly time series s = 12 [16]. This model is generally termed as the SARIMA (p,
d, q) × (P, D, Q) s model. SARIMA mathematical formulation defined by [27]:

�p(Ls)ϕp(L)(1 − L)d(1 − L)D yt = �Q(Ls)θq(L)εt ,

i.e. �p(Ls)ϕp(L)zt = �Q(Ls)θq(L)εt .
(10)

Zt is the seasonally differenced series

1.2 Artificial Neural Network

ANN are computational models inspired by the information processing performed
by the human brain [28]. Schmidhuber [29] define neural network (ANN) as “A stan-
dard neural network consists of many simple, connected processors called neurons,
each producing a sequence of real-valued activations.” input neurons (xi), that get
activated from the environment, and other neurons, “get activated through weighted
(wi) connections from previously active neurons” Such as hidden or output neuron.
The output of the neural network control by the assignment ofweights for the connec-
tions, the process of tuning weights to achieve certain output is termed learning. Each
layer transforms, often nonlinearly, the aggregate activation of the previous layer
and propagates that to further layers. The reason for the widespread use of neural
networks in business-related problems is that, first, neural networks are highly suit-
able for handling incomplete, missing or noisy data; second, neural networks do not
require prior assumptions about data distribution; third, they are capable of mapping
complex and approximate continuous function [30].

The following equation explains that “the neuron sums up the inputs multiplied
by the weights using. “

A =
∑

xiwi + bq (11)

A is the net sum.
b is the threshold.

The output applied to a function called activation function F(A).
Weights related to Connections between two neurons correspond to how strong

between them. Typically, the computation done by a neuron is divided into two
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steps: the aggregation function and the activation function. Applying the aggrega-
tion function mostly corresponds to calculating the sum of the inputs obtained by
the neurons via all its incoming connections. The activation function receives the
resulting values. The common choices for network architectures are the sigmoid and
the hyperbolic-tangent. Rectified linear units using a ramp function have become
increasingly popular [12, 31].

Rectified Linear: is the most common activation function due to its simplicity and
good results. A subset of neurons fire at the same time; thismakes the network sparser
and improving efficiency.

Sigmoid: a very popular activation function. It squeezes the output between 0 and 1

σ(x) = 1

1 + e−x
(12)

Tanh: is similar to the sigmoid function, only that it outputs values from −1 to 1.

Hyperbolic tangent tanh

(x) = 2

1 + e−x
(13)

Ramp function

R(x) = max(0; x) (14)

Softmax: similar to the sigmoid function. It outputs continuous values from 0 to 1
and is often used at the output layer as a classifier because it outputs the probabilities
distributed over the number of classes.

After reviewing an overview of classical methods dealing with time series and
Artificial neural networks, we can summarize the disadvantages and advantages of
each of them in Table 1 support multivariate inputs, complex nonlinear relationships,
and may not require a scaled or stationary time series as input.

Since deep learning was presented in Science magazine in 2006, In the machine
learning community, it has become an extremely hot topic of research. Deep ANNs
aremost commonly referred to as deep learning (DL) orDNNs [33], allowing compu-
tationalmodels that are composed ofmultiple processing layers to learn complex data
representations using multiple levels of abstraction. One of the DL main advantages
is that in some cases, the model itself performs the feature extraction step. DNN’s
are simply an ANN with multiple hidden layers between the input and output layers
and can be supervised, partially supervised, or even unsupervised. Over the past few
years, several deep learning models have been developed. The most typical models
of deep learning are convolutional neural network (CNN), recurrent neural network
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Table 1 Summary of qualitative comparison for ANN and Classical methods for time series
forecasting technique

Model Advantage Disadvantage

ANN – Ability to map input and output
relationships accurately [32]

– Good performance for nonlinear
time series [32]

– More general and flexible
– Ability to handle multiple input
variables

– Support multivariate inputs
– May not require a scaled or
stationary time series as input

– It depends on the weight
initialization [32]

– Hardware dependence
– Overfitting and hard to generalize
– Local minima problem

Classical Method – Uses historical data lag and shift
– A moving average and regression
model, “improve accuracy” [32]

– Limited and not able to deal with
many real-world problems

– Cannot handle missing or corrupt
data

– Not suitable for long-term
Forecasting

(RNN), stacked auto-encoder (SAE), and deep belief network (DBN) [29, 33]. In the
following parts, we review the four typical deep learning models.

1.2.1 Convolutional Neural Network

Aconvolutional neural network (CNN), inspiredbyvisual cortex studies inmammals,
is a type of feed-forward neural network. For video and image processing, CNNs
were the most effective. In a variety of restricted tasks, for example, handwriting
recognition, identifying objects in photos, tracking movements in videos, etc., they
have been shown to approach or even exceed human-level accuracy [34]. Motivated
by the success of these (CNN) architectures in these different fields, researchers have
begun to adopt them for the analysis of time series [12].

A hidden layer (also called a convolutional layer in this case) consists of several
groups of neurons. The weights of all the neurons in a group are shared. Generally,
each group consists of as many neurons as necessary to cover the entire image. Thus,
it is as if each group of neurons in the hidden layer calculated a convolution of
the image with their weights, resulting in a processed version. Figure 1 shows the
structure of a Convolutional Neural Network (CNN).

The CNN consists of several types of layers that are stacked on top of each other.
There is no way to stack the various layers that is up to the designer. Using object
classification is a very intuitive example that goes through the basics of CNNs, but
it can be used on other types of data, such as text or sound [35].

Various types of layers will be described in the following sub-sections, input layer,
convolution layer, pooling layer, fully connected layer, and batch normalization [36].



374 A. Mahmoud and A. Mohammed

Fig. 1 Structure of a Convolutional Neural Network (CNN)

Input Layer: The input layer stores the raw input data. It is a three-dimensional
input consisting of the image’s width and height, and the color channels represent
the depth, typically three for RGB.

Convolutional Layer: CNN’s key layer is the convolution layer. It uses filters or
kernels that are smaller than the input image. Convolution is done with a part of the
input and the kernel, and this is done in a sliding window (Window sliding is the
strategy of taking the previous time steps to predict the subsequent time step), which
ultimately covers the entire image input. This process’s output is called a feature map
or activation map. The region of the input, the feature map, is called the receptive
field. The result of each filter is a feature map. For each filter, the activation map is
stacked to output a 3-dimensional tensor. They learn to recognize edges and patterns
as the filters are trained, and they can recognize more advanced shapes deeper in the
network. The ReLU activation function is very commonly used in CNNs. This layer
takes all the negative inputs and sets them to zero. There are no hyperparameters in
the ReLU layer, i.e., parameters selected by the designer.

Pooling Layer: The pooling layer reduces the size of the data. Max pooling is the
most common version that outputs the maximum value of the given window size and
ignores the rest. Over the entire input, it does this operation. The designer chooses
the step [37, 38].

Fully Connected Layer: Typically, we have one or more fully connected layers
at the CNN output or classification. For the different classes, the classifier outputs
probabilities.

Batch Normalization: Before entering the data into the NN, it is common to
normalize the data. Batch normalization normalizes the mean output activation of
the layer close to 0 and its standard deviation close to 1. Usually, this method is used
to speed up CNNs training.

The result of convolution on an input time series X (one filter) can be considered
as another univariate time series C that has undergone a filtering process. Applying
multiple filters on a time series will result in multivariate time series with dimensions
equal to the number of filters used. An intuition behind applying multiple filters to
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an input time series would be to learn multiple discriminatory features that are useful
for the task of classification [39].

Convolution can be seen throughout the time series as applying and sliding a filter.
Unlike images, instead of two dimensions (width and height), the filters display only
one dimension (time). The filter can also be viewed as a time series generic non-linear
transformation.

1.2.2 Recurrent Neural Network (RNN)

RNN will be first introduced in this section, and then the LSTM and GRU will be
discussed.

For all sequential forms of data such as video frames, text, music, etc., recur-
rent neural networks (RNN) can be used [40]. RNNs are suitable for multivariate
time series data, capable of capturing temporary dependencies over variable periods
[41–44]. RNNs have been used in many time series applications, including speech
recognition [45], electricity load forecasting [46], and air pollution [47]. RNN feed-
forward networks input some value to the network and return some value based on
that input and the network parameters. RNN has an internal state which is fed back
to the input [48]. It uses the current information on the input and the prediction of
the last input. Feed-forward networks have a fixed size input and output. Figure 2
shows the structure of the typical RNN model.

Generally, when there are loops on the network, it is called an RNN. The Back-
propagation algorithm can be adapted to train a recurrent network by unfolding
the network through time and restricting some of the connections to keep the same
weights at all times [50]. RNN can encode the prior information in the current hidden
layer’s learning process so that data from the time series can be learned effectively
[51].

In contrast to feed-forward neural networks, RNNs use their internal “memory”
state to process sequences of input [42]. RNNs have a problem with “vanishing

Fig. 2 Illustration of RNN structure [49]



376 A. Mahmoud and A. Mohammed

gradient descent” [52], and this can occur when the gradient of the activation func-
tion becomes very small. When back-propagating through the network, the gradient
becomes smaller and smaller, further back in the network, and this makes it hard to
model long dependencies. The opposite of the problem of the “vanishing gradient”
is the exploding gradient problem where the gradient becomes large.

1.2.3 Long Short-Term Memory (LSTM)

LSTM has been shown to be efficient in dealing with various issues such as speech
and handwriting recognition as it has the ability to learn from inputs even when there
are long delays between important events. The LSTM units consist of cell and three
gates; the forgotten, the input, and the output gates, Fig. 3 shows an LSTM units
architecture. The cell is the LSTM memory that is used over arbitrary time intervals
to remember values.

LSTM’s “gate” is a special network structure with a vector input and a range of
outputs from 0 to 1. No information is allowed to pass if the output value is 0. When
the output value is 1, it is allowed to pass all information.

The output of the forgotten gate f t is calculated as follows, where W* and U*
respectively are weight matrices whose parameters are to be learned during model
training:

ft = sigmoid
(
W∗

t xt + U∗
t ht−1 + bt

)
(21)

The model can learn by taking into account the previous output to accumulate
certain information jt from the current time step. Similar to the forget gate, the update

Fig. 3 Illustration of LSTM
[53]
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gate that it then decides which information will be added to the cell state from the
current time step.

it = sigmoid(Wixe + uiht−1 + bi) (22)

jt = tanh
(
Wjxt + Ujht−1 + bj

)
(23)

ct = ft � ct−1 + it � jt (24)

Finally, the updated state ct can be calculated from the previous state ct−1, the
forget gate output f t, and the update gate output as shown in Eq. 24.

Here, the operation � denotes the element-wise vector product. The output of the
cell ht at the current time step is subsequently calculated with the updated cell states
ct :

ot = sigmoid(Woxt + Uoht−1 + bo) (25)

ht = 0,� tanh(ct) (26)

In many recent publications, LSTMs have proven to perform well and are fairly
easy to train. Therefore, LSTMs have become the baseline architecture for tasks
where it is necessary to process sequential data with temporal information. However,
this architecture has many extensions, as the purpose of the individual components
is disputed, and therefore, more optimal architectures may exist [54].

LSTMs became well known; researchers proposed various variants of LSTMs
that, under certain circumstances, proved to be highly effective. To enable the model
to capture more structure, researchers have added new gates to the original LSTM
design. Others did the opposite and merged various gates to create a simplified
LSTM variant called a Gated Recurrent Unit (GRU) [55] that has fewer parameters
than LSTMs but has similar results in practice. In contrast to conventional recurrent
neural networks, long-term memory (LSTM) and Gated Recurrent Unit (GRU) are
more suitable for classifying, processing forecasting time series with arbitrary time
steps from experience.

1.2.4 Gated Recurrent Unit (GRU)

Gated Recurrent Unit is very similar to long-term memory; it proposed by Cho
et al. [55]. The main difference is the way gates are applied. There are only two
gates instead of three for GRU, which is the reset and update gate. The reset gate
determines how the new input and previous memory can be combined and controls
the extent to which previous memory is neglected. The smaller value of the reset
gate is the more previous memory will be neglected. The update gate determines
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how much of the previous memory will be kept. The larger value of the update gate
is the more previous information will be brought. Set all gates to 1 and update gates
to 0, then return to the recurrent neural network model. LSTM and GRU have few
more differences. First, LSTM can control memory exposure while

GRU exposes the uncontrollable memory. Then, as in LSTM, GRU does not have
the output gate. The input gate and forget gate in LSTM are replaced by the update
gate, so the reset gate is applied directly to the previous hidden state. Because GRU
has fewer parameters than LSTM, GRU is going to be faster than LSTM and require
fewer data. If the data scale is large, however, LSTM could lead to a better Result
[56].

1.2.5 Deep Autoencoders (AEs)

A deep AE is an unsupervised learning neural network trained to reproduce its input
to its output. An AE has a hidden layer h, which defines a code used to represent
the input [33]. There are two parts of an AE neural network: the encoder function h
= f(x) and the decoder function, which reproduce the input r = g(h). The encoder
gets the input and converts it into an abstraction, commonly referred to as a code.
Subsequently, to reconstruct the original input, the decoder acquires the constructed
code that was originally produced to represent the input. Hence, weights in encoding
and decoding are forced to be the transposed of each other. The training process in
AEs with minimum reconstruction error should be performed [57].

1.2.6 Restricted Boltzmann Machines (RBM)

Restricted Boltzmann Machine (RBM) [58] can be interpreted as a stochastic neural
network. It is one of the popular deep learning frameworks because of its ability
to learn both supervised and unsupervised distribution of input probability. Paul
Smolensky first introduced it in 1986 with the name Harmonium [59].

However, it became popular by Hinton in 2002 [60]. After that, it has a wide range
of applications in various tasks such as dimensionality reduction [61], prediction
problems [62], learning representation [63].

AnRBM is a completely undirectedmodel that has no link between any two nodes
in the same layer. RBMmodel containing two layers, visible and hidden layers. The
known input is held by the visible layer, whereas the hidden layer consists of multiple
layers that include the latent variables. RBMs hierarchically understand data features,
and the features captured in the initial layer are used in the following layer as latent
variables. Temporal RBM [64] and conditional RBM [65] Proposed and used for
modeling multivariate time series data. The ability of a single RBM to represent
features is limited. However, by stacking two or more RBMs to form a DBN, RBM
can be applied substantially. This process is discussed in the section below.
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1.2.7 Deep Belief Networks (DBNs)

DBNs are generative methods [66]. A DBN consists of stacked RBMs performing
greedy layer-wise training in an unsupervised environment to achieve robust perfor-
mance. Training in a DBN is performed layer by layer, each of which is executed as
an RBM trained on top of the formerly trained layer (DBNs are a set of RBM layers
that are used in the pre-training phase and then become a feed-forward network for
weight fine-tuning with contrastive convergence) [67]. In the pre-training phase, the
initial features are trained by a greedy layer-wise unsupervised method, whereas
in the fine-tuning phase a softmax layer is applied to the top layer to fine-tune the
features of the labeled samples [68].

DBNs are unsupervised learning methods for significant feature representation
trained iteratively with unlabeled data. In most applications, this approach to deep
architecture pre-training led to the state of performance in the discriminative model,
such as recognizing detecting pedestrians, handwritten digits, time series prediction
etc. Even if the number of data labeled is limited

2 Deep Learning-Based Time Series Previous Work

Recently, deep learning has been applied to the time-series data that have been
a popular subject of interest in other fields such as solar power forecasting
[69–71], weather forecasting [72], electricity load forecasting [73–79], electricity
Price forecasting [80, 81] and financial prediction [82–84]. In several time-series
studies, models such as Deep Be-Lief Networks (DBN), Autoencoders, Stacked-
Autoencoders (SAE), and Long Short-Term Memory (LSTM) were used instead of
simple ANN. Many references in the literature suggest the use of Deep Learning, or
a variation of them, as a powerful tool for forecasting time series. The most impor-
tant works are explained in detail below. A random walk is followed by FOREX
and the stock market, and all profits made by chance. The ability of NN to adapt
to any non-linear data set without any static assumption and prior knowledge of the
data set can be attributed [85]. Deep Learning have both fundamental and technical
analysis data, which is the two most widely used techniques for financial time series
forecasting to trained and build deep learning models [8].

Hossain et al. [86] created a hybrid model to predict the S&P 500 stock price by
combining the LSTM and Gated Recurrent Unit (GRU). The model was compared
with various architectural layers against standalone models such as LSTM and GRU.
The hybrid model outperformed all other algorithms.

Siami-Namini et al. [87] compared the accuracy of ARIMA and LSTM when it
was forecasting time series data as representative techniques. These two techniques
have been implemented and applied to a set of financial data, and the results have
shown that LSTM is superior to ARIMA.
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Fisher and Krauss [88] adapted LSTM for stock prediction and compared its
performance to memory-free algorithms such as random forest, logistic regres-
sion classifier, and deep neural network. LSTM performed better than other algo-
rithms, but random forests surpassed LSTM during the 2008 financial crisis. Overall,
they have demonstrated successfully that an LSTM network can efficiently extract
meaningful information from noisy data from the financial time series.

Wei Bao et al. [49] presented a novel deep learning framework in which stacked
autoencoders, long-short term transforms and wavelet (WT) are used together to
predict stock price. There are three stages in this deep learning framework. First,
WT decomposes the stock price time series to eliminate noise. Then, SAEs are
applied for stock price prediction to generate deep high-level features. Finally, high-
level denoising features are fed into long short-termmemory to predict the next day’s
closing price.

Santos and Zadrozny [89] Presented the use of a simple LSTM neural network
with embedded character level for stock market forecasting using as predictors only
financial news. The results suggested that the use of embedded character levels is
promising and competitive with more complex models using, in addition to news
articles, technical indicators and methods for event extraction.

Wang et al. [90] proposed a novel approach for forecasting stock prices using
a wavelet de-noising-based backpropagation neural network. They show signifi-
cantly improved performance compared to a standard multi-layer perceptron by
using monthly closing price data from the Shanghai Composite Index over a period
from 1993 to 2009. They attribute the improved performance to de-noising and
preprocessing using wavelet transform (allows us to analyze non-stationary signals
to discover local details [91]).

Chen et al. [92] predicted China stock returns using the LSTM network. With
past China Stock Market data, two-dimensional data points were formed with 30-
day-long sequences with ten features. Data points were assigned as class labels for
3-day earning rates. Compared to themethod of random prediction, the LSTMmodel
improved the performance of the stock return classification.

The input data must be transformed or adapted for CNN to apply CNN to the
financial market [93]. By using a sliding window, Gudelek el at [94] used images
generated by taking stock time series data snapshots and then fed into 2D-CNN
to perform daily predictions and trend classification (whether down or up). On 17
exchange-traded fund data set, the model was able to obtain 72% accuracy.

Türkmen and Cemgil [95] used SAE, a deep learning structure that is unsuper-
vised, to find the direction of share prices traded on the US Nasdaq Stock Exchange.
As an input to the deep learning model, technical indicators calculated from the price
data were given. Model performance was evaluated with accuracy, and F-Measure
metrics and the proposed model delivered the best performance using the SVM
method.

Ding et al. [96] designed a model for stock market prediction driven by events.
First, events are extracted from financial news and represented by word embedding
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as dense vectors. They trained a deep CNN tomodel on stock price events both short-
term and long-term influences. Their proposed model in S&P 500 index prediction
and individual stock prediction gave better performance than SVM.

Chen et al. [97] Predicted on the stock market using GRU, which also achieved
good predictive performance with small error.

Lago et al. [81], A new modeling framework is proposed to forecast electricity
prices. Although many predictive models have already been proposed for this task,
the field of deep learning algorithms. Three of the four proposed DL forecasters, i.e.,
the Deep Neural Network (DNN) model, the Long-Short-Term Memory (LSTM)
model, and the Gated Recurrent Unit (GRU) model, are shown to have statistically
significantly better predictive accuracy than any other model.

Nichiforov et al. [98] presented the application of sequence models, implemented
through the Recurrent Neural Network with LSTM, for the forecasting of electrical-
energy loads in large commercial buildings. Results showed good performance for
modeling and forecasting accuracy, a value of about 50 LSTM units in the hidden
layer was found to yield the best estimates for the underlying time series based on
the number of layers selected. There was a strong tendency for the network to overfit
input data and perform poorly on test samples. The results were evaluated from a
reference benchmarking dataset on selected building-energy traces over a year, and
the relative MAPE metric for all investigated buildings was found to be between 0.5
and 1%.

Zahid et al. [99], Two models are proposed: one for predicting electricity charges
and the other for predicting electricity prices. The primary objective is to increase
predictive accuracy using these models. Using GS and cross-validation, data pre-
processing (feature selection and extraction) and classifier parameter tuning are done
for better accuracy. The performance metrics simulation results and values show
that the models proposed are more accurate than the benchmark schemes. A hybrid
feature selection technique is used in these models to select the best features from
the dataset. RFE is used to eliminate data redundancy and decrease dimensionality.
Enhanced classifiers (ECNN and ESVR) are used to predict electricity prices and
loads. It also reduced the problem of overfitting andminimized the time for execution
and computation.

Shi et al. [100] presented a comprehensive, in-deep learning assessment on load
forecasting across power systems at different levels. The assessment is demonstrated
in two extreme cases: (1) regional aggregated demand with New England data on
electricity load, (2) disaggregated household demand with examples from Ireland of
100 individual households The proposed deep model improved the predictive accu-
racy in terms ofMAPEby 23%at aggregated level andRMSEby 5%at disaggregated
level compared to the shallow neural network.

Hernández et al. [101] proposed an Auto-encoder and Multilayer perceptron-
based deep learning model to predict the daily accumulated rainfall. The authors
used Auto-encoder to select features andMLP to predict. The results showed a better
performance of their proposed model than other approaches. To make predictions,
they used the deep feedforward neural network.
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Zhao et al. [102] proposed a DL ensemble approach called SDAE-B for “crude
oil price forecasting” due to the complex relationship between crude oil prices and
different factors. The SDAE Deep Learning Model is used to learn useful data
representations and generate predictions. As a powerful ensemble method, bagging
combines the strength of multiple SDAEs and thus creates a better performance
ensemble model. In the empirical study, the proposed SDAE-B surpasses bench-
mark models such as econometric models (i.e., RW and MRS), shallow architecture
machine learning models (i.e., FNN, FNN-B, SVR, and SVR-B) and it is base model
SDAE. Furthermore, statistical tests confirmed the superiority of the proposedmodel,
indicating that the proposed approach can be used as a promising tool for the price
of crude oil.

Ni et al. [103] to predict the power output of the near-shoreWEC, a Convolutional
Neural Network withmultiple inputs has been developed. To convert time-series data
into image data, the proposed CNN applied 1D to 2D data conversion. The result
shows that MCNN provides much better prediction results compared with others.

Fu et al. [104] used (LSTM) and (GRU) methods to predict short-term traffic
flow and experiments demonstrate that (RNN) based deep learning methods such as
LSTM and GRU perform better than (ARIMA) model and GRU have a little better
performance than LSTM.Meanwhile, on 84%of the total time series, GRUhas better
performance than LSTM.

For the prediction of travel time, Duan et al. [105] explored a deep learningmodel,
the LSTM neural network model. Using Highways England’s travel time data, Duan
et al., built 66 series of LSTM neural networks for 66 links in the data set. Use the
trainedmodel to predict multi-step travel times for each link in the test set. Evaluation
results show that the prediction error for the 1-step ahead travel time is relatively
small, while the MRE median for the 66 links is 7.0% on the test set.

Du et al. [106] proposed an adaptive multimodal deep learning model HMDLF
for short-term traffic flow forecasting. The model integrated both one-dimensional
CNN and GRU as one basic module to capture correlation features between local
trends and longdependencies of single-modality traffic data. The experimental results
show that the proposed multimodal deep learning model is capable of responding
with satisfying accuracy and effectiveness to complex nonlinear urban traffic flow
forecasting.

Alhassan et al. [107], Temporary predictive deep neural network models were
investigated for the diagnosis of T2DM. The proposed models (LSTM and GRU)
can achieve very high accuracy with as short as three sequences using clinical time-
stamped data and without intensive feature engineering. The models were trained
and tested using unique and large datasets (KAIMRCD) with different input sizes.
The results were compared using the same dataset to common baseline classifiers
(LR, SVM, andMLP). LSTM andGRUmodels outperformed the baseline classifiers
and achieved 97.3% accuracy, and it is a very important finding as it would reduce
the time and associated costs required for further testing and early diagnosis.

Choi et al. [108] proposed Doctor AI system, a model, based on RNN, can learn
from a large number of longitudinal patient records efficient patient representation
and predict future patient events. They tested Doctor AI on a large real-world EHR
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dataset, achieving 79.58% recall and outperforming many baselines significantly. A
medical expert’s empirical analysis confirmed that Doctor AI not onlymimics human
doctors’ predictive power but also provides clinically meaningful diagnostic results.
One limitation of Doctor AI is that incorrect predictions can sometimes be more
important in medical practice than correct predictions because they can degrade the
health of patients.

Lipton et al. [109] proposed a model to apply LSTM to a clinical dataset. Using
13 laboratory test results, the authors used LSTMon a Children’s Intensive Care Unit
(ICU) dataset to predict multiple disease diagnosis (such as asthma, hypertension,
and anemia). The LSTM model was designed for the competitive accuracy classifi-
cation of 128 diseases. The reason for using LSTM is that their ability to memorize
sequential events could improve modeling of the different time delays between the
onset of clinical emergencies.

Lv et al. [110] propose a deep learning approach with an SAE model for traffic
flow prediction. They applied the greedy layerwise unsupervised learning algorithm
to pre-train the deep network, and then they did the process of fine-tuning to update
the parameters of the model to improve the performance of predictions. Results
indicate that the method proposed is superior to competing methods.

Yang et al. [111] use convolutional neural networks for recognition of human
activity (HAR). Their methodology, which capitalizes on the fact that a combination
of unsupervised learning and supervised classification of features can increase the
discriminative power of features.

Mehdiyev et al. [112] proposed a new multi-stage approach to deep learning for
multivariate time series classification issues. They used the stacked LSTM autoen-
coders after extracted the features from the time series data in an unsupervised
manner. The objective of the case study is to predict post-processing activities
depending on the detected steel surface defects using the time series data obtained
from the sensors installed in various positions of the steel casting process facility
and the steel’s chemical properties.

A summary of the studies reviewedwith highlighted the deep learning architecture
applied and the Time Series domain considered in Table 2.

3 Conclusion

In this paper, Literature on the definitions of time series, its classification, especially
with deep neural networks, has been reviewed. Time Series Classical methods and
ANN methods are explained. These methods are then compared in terms of their
advantages and disadvantages. Some important performance measures to evaluate
the accuracy of forecasting models have been explained. A comprehensive review
of the potential uses of Deep Learning methods in Time series forecasting in many
different domains such as electricity load forecasting, electricity price forecasting,
solar power forecasting, and financial prediction is provided. Some of these methods
have treated the input as static data, but the most successful are those that modified
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the models of deep learning to better handle data from time series. Deep Learning
Techniques provide better representation and classification on time series problems
compared to classical methods when configured and trained properly.
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Abstract Biological sequence classification is a key task in Bioinformatics. For
research labs today, the classification of unknown biological sequences is essen-
tial for facilitating the identification, grouping and study of organisms and their
evolution. This work focuses on the task of taxonomic classification of bacterial
species into their hierarchical taxonomic ranks. Barcode sequences of the 16S rRNA
dataset—which are known for their relatively short sequence lengths and highly
discriminative characteristics—are used for classification. Several sequence repre-
sentations and CNN architecture combinations are considered, each tested with the
aim of learning and finding the best approaches for efficient and effective taxo-
nomic classification. Sequence representations include k-mer based representations,
integer-encoding, one-hot encoding and the usage of embedding layers in the CNN.
Experimental results and comparisons have shown that representations which hold
some sequential information about a sequence performmuch better than a raw repre-
sentation. Amaximum accuracy of 91.7%was achievedwith a deeper CNNwhen the
employed sequence representation was more representative of the sequence. How-
ever with less representative representations a wide and shallow network was able
to efficiently extract information and provide a reasonable accuracy of 90.6%.
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1 Introduction

Cells are the basic building blocks of all living things. There are two types of cells,
namely: prokaryotic and eukaryotic cells. Prokaryotic cells are small and structurally
simple cells that do not contain a nucleus. They are found in prokaryotes such as
bacteria and archaea, in which cells are prokaryotic cells. Eukaryotic cells are much
more complex cells that contain a membrane-bound nucleus. They are found in
eukaryotes, which are found in more complex organisms such as animals, plants and
fungi.

A biological sequence is a single, continuous molecule of nucleic acid or protein.
Deoxyribo-nucleic Acid (DNA) and Ribo-nucleic Acid (RNA) are the two main
types of nucleic acids that exist in living organisms. DNA contains the genetic code
that is considered as the instruction book for creating both RNA and proteins and
with which they are responsible to pass on to later generations [1]. DNA uses its
genetic information directly to create the intermediate molecule called RNA, which
is then transformed to proteins.

DNA and RNA are polymer molecules composed of a very long series of smaller
monomer molecules called the nucleotides. A nucleotide consists of three compo-
nents: (1) a sugar molecule, (2) a phosphate group, and (3) a nitrogen-containing
base. There are four types of nucleotides, all identical to each other except for the
base. The four nucleotide bases are, namely: adenine (A), guanine (G)—also called
the purines—cytosine (C), and thymine (T)—also called the pyrimidines. Thymine
(T) is replaced with a uracil (U) base when a DNA sequence is converted to RNA.
At times it is not certain which of the four basic nucleotide bases is present at
a certain point in the sequence, hence ambiguity codes (or ambiguity characters)
were proposed. There are 11 ambiguity characters: each represent a certain subset
of nucleotide bases that could possibly exist at a certain position. For example, the
ambiguous character B means that a single base in a sequence could be one of the
nucleotide bases C or G or T.

DNA sequences have one main important function—which is to encode informa-
tion, while there are several types of RNA sequences each responsible for a different
function. A single DNA sequence is split into many contiguous segments called
genes. Each gene contains the information needed to build either a RNA molecule
or a protein [2].

Barcode (i.e. marker) gene sequences are short specific regions of biological
sequences that represent genetic markers in species. They are unique in their high
mutation rates that easily result in highly discriminative characteristics, which make
them favorable for the classification and discovery of species. The main target of
barcoding is to find certain regions of a sequence that have minimal intra-variation
within a species and maximum inter-variation between it and other species. Differ-
ent species usually have certain standard and agreed-upon genes that are used for
barcoding [3]. For example, in eukaryotes, the mitochondrial gene Cytochrome C
Oxidase subunit 1 (commonly abbreviated theCOX1,CO1 orCOI gene, orMT-CO1
exclusively in humans) is commonly used for barcoding [4, 5], while in prokary-
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otes, the 16S rRNA barcode gene is commonly used. Common sources of barcode
sequences are the Barcode of Life Data system (BOLD) Systems and the RDP II
repository [6].

Recent large biological projects such as the Human Genome project [7], the
100,000 Genomes Project [8] and others, have made an incredible amount of bio-
logical data available. As a result, Bioinformatics emerged as the science needed to
analyze and manage this data. Bioinformatics is defined as the research, develop-
ment and application of computational tools to capture and interpret biological data
[9]. Current problems in bioinformatics include DNA and protein sequence classifi-
cation, gene finding, gene-function prediction, protein structure prediction, protein
structure-function relationship prediction and sequence alignment [10, 11].

DNA sequence classification is a key task in Bioinformatics. There are various
ways sequences may be classified according to the area of research. This includes
identifying species at different taxonomic levels, recognizing promoters, enhancers
and splice site recognition. Biological systematics is a field in biology concerned
with the identification and classification of organisms and the depiction of their
evolutionary relationships accurately via taxonomies that organize organisms into
hierarchical categories. In a taxonomy, in general similar species are grouped together
under the same genera, similar genera into families, continuing similarly into orders,
classes, phyla, kingdoms until finally reaching the domain [12].

The task of DNA sequence classification is a very common bioinformatics task
that has been studied using various Machine Learning (ML) methods. Two main
things are important for obtaining a proper performance from a ML model, namely:
a good input data representation and a suitable machine learning technique that is
capable of generalization. Deep Learning (DL) is an area of ML that has boomed in
recent years. It provided promising performance inmany areas of research, including
bioinformatics. There are many types of DL architectures, but in general they are
all computational neural networks that all consist of many multiple non-linear infor-
mation processing layers. These layers learn hierarchical representations of complex
data representationswithmultiple increasing levels of abstraction.DLmodels require
large memory and powerful computation resources due to its need for a large amount
of training data and representation sizes. Due to the large availability and need of
biological sequences, DL is therefore very fitting for biological sequence classifi-
cation due to biological sequences and their representations typically very large in
size.

A promising key characteristic of DL methods is that they are representation-
learning methods, which allows the computational model to automatically extract
useful features from raw input data without direct human input. This replaces the
traditional non-trivial feature engineering process on a raw input data set, which
is one of the most time-consuming phases of the ML process. Feature engineering
is used to extract useful, strong and distinctive features to discriminate one input
sample from another and then feed to a model. Because it requires very little hand
engineering, it is anticipated that DL will provide many more improvements and
success in the near future [13, 14].
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Convolutional Neural Networks, commonly called CNNs or ConvNets is a popu-
lar type of DL models that were inspired by the visual cortex of the brain [15, 16].
Probably due to this fact lies the reason that CNNs have had enormous progress with
image-related tasks, such as image recognition. They consist of two general phases:
(1) a feature extraction phase, which commonly include convolutional and pooling
layers, and (2) a classification phase, which includes fully-connected nonlinear clas-
sification layers that take the features extracted from the first phases and classifies
them, working as a normal Neural Network (NN) classifier. Convolutional layers
consist of a number of filters, each with a certain size and stride that pass over the
input and produce an output image, called a feature map. Pooling layers have sev-
eral types, the most common of which are max-pooling layers. These layers reduce
the size of input images and assist in extracting more abstract and general features
from images, causing the features to be invariant to the slight spatial differences in
different inputs.

Since biological sequences are normally acquired in a textual form, they must
be represented using some meaningful representation technique that is capable of
capturing salient and discriminative features from the sequences to effectively dif-
ferentiate between them. Although this is not always the case, but the sequence
representation used may result in a representation that is very large in size, that in
turn will increase computational and time costs. Other biological challenges may
include that sometimes only small parts of sequences are available due to their direct
collection from the environment, which is known as metagenomic studies. Such a
problemmay affect training of a model negatively if counted on. The problem of tax-
onomic sequence classification has recently had very fewworks, while other problem
areas in bioinformatics are usually more commonly researched [17].

This book chapter classifies the 16S rRNA gene barcode dataset for three dif-
ferent bacterial phyla, on five different taxonomic ranks. Many experiments were
performed, experimenting with various combinations of the most common feature
representations methods and different CNN architectures, some of which are related
works on this same task. This work aims to highlight the benefits and drawbacks of
every feature representation method and CNN model design as a step to ultimately
reach the goal of finding the best methods that would produce the best performance
for DNA sequence classification.

The book chapter is partitioned as follows: Sect. 2 reviews some of the related
DL works in DNA sequence classification. The various representation methods and
the experimented CNN models are explained in detail in Sect. 3, which also high-
lights which representations were used with which CNNs. Section 4 presents the
experimental environment, the results and discussions. Finally, the conclusions are
deduced in Sect. 5.
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2 Related Works

Several works compared traditional ML and DL methods for the various tasks of
DNA sequence classification, in which DL methods proved to be more effective.
One of the common successfully used traditional ML methods was Support Vector
Machines (SVM) [18, 19].

Taxonomic species classification as recently been frequently studied. Being a
bacterial barcode dataset, 16S rRNA datasets have been quite popular for this task.
In [20], a 6-layer CNNwas employed on such a dataset for sequence classification at
five different taxonomic ranks. A k-mer spectral representation of the sequences was
used, where subsequences of a variable size k-bases from the original sequence were
extracted, captured by a slidingwindow of size k and a certain stride. In themeantime
the observed k-mers of each specific sequence are counted into frequencyvectors. The
CNN was trained once and tested on both the full-sequence and fragment sequences
(commonly needed for metagenomic studies). Compared to five other traditional
classifiers, the CNN outperformed all the others concluding that the CNN had better
generalization capabilities. The same CNN was used with a frequency chaos game
representation (FCGR) sequence representation in [21]. In regards to the value of k,
it was concluded that increasing its value will only slightly increase the accuracy but
will greatly increase the computational cost. The CNN outperformed a SVM in both
tests; slightly for full-length sequences and greatly for sequence fragments.

Also using a 16S rRNA dataset, [22] compared a Long Short-Term Memory
(LSTM) Recurrent NN and CNN, where the CNN was similar to that of [20, 21].
Sparse one-hot encodings of sequences were converted to dense continuous input
vectors by means of an embedding layer.Multi-task learning improved the general-
ization of the LSTM for all tasks. The CNN provided superior performance for the
first four and more general taxonomic ranks, while the LSTM performed better for
the last and most fine-grained one.

In [23], the authors used a single dataset partitioned into two classes ofHepatitis-B
virus (HBV). A CNNmodel was proposed for the classification between the classes.
Representing sequences using one-hot vectors, the effect of using different lengths of
sequences (500–2000 bp) on the proposed model was studied, with accuracies in the
range between 93.3 and 95.6%, increasing as the length increased. Comparisons of
the proposed CNN model to 6 other traditional classifiers were performed, with the
CNN presenting the highest accuracy of 96.83% while the other classifiers ranged
from 67.4 to 71.6%. This proved that a CNN has the capability of extracting useful,
representative and reliable features that can be used for classifying sequences into
their correct categories.

To test the generalization of their proposed classification methods, [24] applied
a CNN on 12 different datasets (10 concerning histone-wrapping, 1 splice-junctions
and 1 E.Coli promoters) and compared its performance to a SVM by other authors.
Dataset sizes ranged from approximately 100 to 37,000 samples. A combination of k-
mer extraction, region grouping and a one-hot vector representation of the sequences
resulted in an 2D numerical input to the network [25]. It was shown that CNNs
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provided significant improvement for all datasets, ranging from 1 to 6% in improved
accuracy.

In [26] two different datasets were used and were represented using a normal one-
hot vector representation. Five different CNN architectures—differing in the types
and numbers of layers—were trained on a permissive enhancer dataset to learn the
general features of enhancers. It was concluded that max-pooling layers and using
batch normalization increases the performance and that deeper architectures decrease
the performance of the model. The best CNN out of the five produced an AUROC
of 0.916, a AUPRC of 0.917. Compared to methods of another work with a gapped
k-mer representation SVM (gkm-SWM) [27], their permissive deep learning models
were always superior in performance. Transfer learning was then used to fine-tune
the model on specific cell types, where the training was continued on 9 enhancer
datasets. The model produced a better accuracy for all cell-types than the gkm-
SVM, with an increase of an average of 7% in AUROC and AUPRC. CNNs proved
to be powerful for learning deep features from raw sequences and for classification.

Two 16S rRNA gene datasets were used with a CNN and a Deep Belief Net-
work (DBN) in [17] for the task of metagenomic taxonomic classification. The two
datasets originated from 1000 reference sequences from the RDP database [6] which
were further used with two different Next Generation Sequencing (NGS) technique
simulations: Whole Genome Shotgun (WGS) and Amplicon (AMP), to create two
larger datasets. This resulted in datasets of 28,224 sequences with WGS and 28,000
with AMP. A k-mer representation of sequences was used with discrete values of k
in the range [3, 7] inclusively. The proposed methods were compared to the Naïve
Bayes RDP classifier. The CNNs and DBNs were independently trained and tested
with ten-fold cross validation for each type of dataset and k-values. The largest value
of k always performed better but increased the computation time incredibly. The
DBN had a more stable increase in performance than the CNN. At the genus level
both networks gave a very similar performance, with a small win of accuracy for
the DBN on the AMP dataset and a larger win for the CNN on the SG dataset. The
accuracy of the AMP dataset topped that of the WGS dataset. Both the proposed
CNN and DBN outperformed the RDP, especially on the AMP dataset. The AMP
dataset gave approximately 91% accuracy for both networks at the most fine-grained
classification task as opposed to the 83% given by the RDP, while the WGS dataset
gave 85% with the CNN and 80% with the RDP.

From the related work, it can be concluded that it is still worth experimenting
with the task of DNA sequence classification in order to obtain efficient DL models.
Tuning the best combination of layers in a CNN that is capable of extracting the most
representative features and classifying them desirably—while taking memory and
computation resources into consideration—is highly required. Specifically for bio-
logical sequences, the optimal goal in selecting a representation method to capture
short and long-term interactions between the sequence regions to efficiently discrim-
inate between different types of sequences. Moreover, using datasets in which the
sequences are best representatives of their kinds is very important, which can handled
by using accurate barcode sequences or by alternatively longer sequences.
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3 DL Methods

This work performs various combinations of sequence representation techniques and
CNN architectures, some of which are have been previously proposed by Rizzo et
al. [20, 21], Lo Bosco and Di Gangi [22] and others. Figure 1 is a block diagram that
demonstrates the considered DL approach and sequence representations.

3.1 Pre-processing Input

The bacterial DNA sequences are parsed from a FASTA file to extract required
information, then the dataset is shuffled—a very important step. Uncertain ambigu-
ous characters are not considered and were removed from all sequences in all the
experiments. Some representations do not require all the sequences to be the same
length, therefore shorter sequences are zero-padded to unify the lengths of all the
sequences—only when needed.

3.2 Sequence Representation

Biological sequences are generally available in a textual sequence of characters.
To be used with ML methods, they must be represented by some numerical form.
Common sequence representations include k-mer based representations, image rep-
resentations, one-hot encodings and sometimes combinations of several together.

Fig. 1 The proposed DL DNA sequence classification process
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In this work two k-mer-based representations are selected, as well as the common
integer and one-hot encoding sequence representations, as shown in Fig. 1:

1. One-hot encoding: A common representation used in many bioinformatics
researchworks, one-hot encoding is considered a raw representation of sequences
[17]. Setting ambiguous characters aside, a 4-digit code is assigned to each
nucleotide basewhere a 1 is placed in a unique position. The alphabet also includes
an extra character Z to pad shorter sequences, hence the code is as follows:

Z : [0, 0, 0, 0]
A : [1, 0, 0, 0]
G : [0, 1, 0, 0]
C : [0, 0, 1, 0]
T : [0, 0, 0, 1]

When representing a sequence, each base is represented with its one-hot vector
code. The sequence of representing vectors are then flattened into one vector to
be presented to 1-dimensional CNNs. Ambiguous characters are not considered
in this work. However, in the case of their consideration, the vector becomes a
probability vector, where the vector elements will instead represent the probabil-
ity that each of the possible bases that an ambiguous character symbolizes will
occur. For example, the ambiguity characterW symbolizes a A or T base, and the
probability that each will occur is 0.5, so the digitization of this base is [0.5, 0, 0,
0.5]. It is important to note that this is a very sparse representation. The final size
of this representation depends on the sequence size:

si ze = 4 × Sequence Si ze

2. Character-level integer encoding: Similar to one-hot encoding, integer encoding
also creates an alphabet, that consists of a unique integer value in the range [1, 4]
for each of the four basic nucleotides bases (A, G, C and T), as well as an extra
character Z (with code 0) to pad shorter sequences, resulting in a dictionary of
five codes:

Z = 0, A = 1, G = 2, C = 3, T = 4

This representation may be extended and passed to an Embedding layer in the
CNN, which converts it into a denser representation.

3. k-mer spectral representation: k-mers are similar to the idea of n-grams, where
k is a variable value. If only the four basic nucleotide bases (A, G, C and T)
are considered and all the possible k-length sequence combinations of these four
bases are found, then this will result in the creation of a dictionary of 4k possible
k-length sequences. A sliding window of size k is then passed over the sequence
to capture subsequent regions of length k-bases. The window is slid with a certain
stride or step (commonly 1), while keeping count of the number of occurrences
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of each k-mer in the given sequence. This is commonly known as a frequency
vector or a bag-of-words representation. Three different values of k = 4, 5 and 6
are investigated. Recent works found that the values of k in the range [3, 7] are
generally balanced in terms of computational complexity and information content
[17]. The size of the resulting k-mer representation depends on the value of k and
is independent of the sequence size, hence no sequences are zero-padded for this
representation:

si ze = 4k

4. Frequency Chaos Game Representation (FCGR): A CGR uses k-mers to produce
a fractal-like image. Since there are four basic nucleotide bases, the 2D-matrix
representation is hence split into 4 quadrants, where each quadrant represents one
of the four bases. This partitioning continues recursively k times. After extracting
normal k-mers with the selected size k and their frequencies from the sequence,
the FCGR matrix is then filled with the k-mer frequencies and placed in their
respective k-mer position in the 2D-matrix. The matrix is often normalized. We
also experiment with the three different values of k = 4, 5 and 6. The final FCGR
matrix has the size:

si ze =
√
4k ×

√
4k

3.3 Deep Learning Classification

CNNs are feedforwardNNs, inwhich signals pass only in a forward direction through
the network: from the input layer to the output layer. CNNs, like any NN, can be built
in various ways with many different factors that may be taken into consideration. In
this work we experiment with different architectures of a CNN, with the ultimate
aim of being guided to the best factors that will result in the best performance for
the given task. Table 1 presents the CNN architectures, while Table 2 summarizes
the combinations of sequence representations and CNN architectures investigated in
this work. The CNNs have a minimum of 7 layers and a maximum of 9 layers and
are described as follows:

1. CNN1-1D starts with two convolutional layers with filter sizes of 5 and number
of filters 10 and 20, respectively, each followed by maxpooling layers with sizes
and strides of 2. The network is closed with two dense fully-connected layers.
Their sizes are 500 neurons and the number of categories in the taxonomic rank
considered, respectively.

2. CNN2-2D: SinceCNNs are known towork relativelywellwith image-based tasks,
some authors have proposed representing sequences in a 2D and sometimes a 3D
representation. As proposed in [21], a Frequency Chaos Game Representation
(FCGR) sequence representation is used with a CNN model to receive the 2-
dimensional image input with the usage of 2-dimensional convolutional layers
with 5 × 5 filters and 2 × 2 maxpooling layers.
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Table 1 Configurations of the considered CNN architectures

Layer sizes

Layers CNN1-1D CNN2-2D CNN3-
Embd

CNN4-Deep CNN5-Wide CNN6-
WideDeep

Embedding – – 10 × 1 – – –

Conv1 10 × (5 × 1) 10 × (5 × 5) 10 × (5 × 1) 10 × (5 × 1) 32 × (5 × 1) 32 × (5 × 1)

Conv2 – – – 10 × (5 × 1) – 32 × (5 × 1)

Maxpool1 (1 × 2) (2 × 2) (1 × 5) (1 × 2) (1 × 2) (1 × 2)

Conv3 20 × (5 × 1) 20 × (5 × 5) 20 × (5 × 1) 20 × (5 × 1) 64 × (5 × 1) 64 × (5 × 1)

Conv4 – – – 20 × (5 × 1) – 64 × (5 × 1)

Maxpool2 (1 × 2) (2 × 2) (1 × 5) (1 × 2) (1 × 2) (1 × 2)

Flatten �
Dense1 500

Dense2 NumCategories

The notation used for the description of layers is a×(b), where a represents the number of filters
and b represents the sizes of filters or windows. Dense layers are characterized by the number of
neurons in the layers

3. CNN3-Embd receives a simple representation of the input sequence and uses an
embedding layer at the beginning of the network for a denser sequence repre-
sentation, followed by a typical CNN. This architecture is similar to CNN1, with
a difference of an embedding layer before the network and larger maxpooling
layers of size and stride 5. It was experimented with an Integer encoding rep-
resentation only, as Keras’s Embedding layers require input as positive integer
indexes [28]. These indexes can be thought of as the indexes of the ones in a
one-hot representation of a sequence. This configuration was proposed by [22].

4. CNN4-Deep, inspired from the CNNs in [26], experiments with deeper networks
with four convolutional layers and two max-pooling layers. The authors found
thatmax-pooling layers increased the performance, hence theywere considered in
CNN4-Deep’s architecture. They also found that even deeper networks decreased
the performance, for which further study was needed to explain.

5. All the previous networks use a rather small number of filters in each convolutional
layer. CNN5-Wide features a shallow but wider network with more filters, to
experiment the effect of wider networks on bacterial taxonomic classification.

6. CNN6-WideDeep is a combination of the two previous CNNs—CNN4-Deep and
CNN5-Wide, where capturing the advantages of each network is observed.
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Table 2 Valid combinations of CNN architectures versus sequence representations

Main
characteristics

k-mers FCGR One-hot
encoding

Integer
encoding

CNN1-1D 1D shallow � × � �
CNN2-2D 2D shallow × � × ×
CNN3-Embd Embedding × × × �
CNN4-Deep 1D deep � × � �
CNN5-Wide 1D wide � × � �
CNN6-
WideDeep

1D wide &
deep

� × � �

Symbol meanings: �: performed, ×: not allowed

4 Experiments

4.1 Dataset Description

The 16S rRNA barcode dataset used in this work was originally collected from RDP
II repository [20] from the largest 3 bacterial phyla: Actinobacteria, Firmicutes and
Proteobacteria, with 1000 sequences from each.

Each sequence in the dataset is categorized into 5 hierarchical taxonomic ranks.
The total number of categories increase greatly as the taxonomic rank in consideration
becomes more fine-grained; 3, 6, 23, 65 and 393 categories from phylum to genus
rank respectively, as shown in Table 3 [20]. It is important to note that given the large
number of categories for the genus rank, this makes the genus classification task
the most difficult to learn out of all the ranks. These categories (per rank) are what
will be learned by the CNNs. As the taxonomic ranks become more fine-grained,
the distribution of the sequences from the original phyla become more unbalanced.
Specifically, Actinobacteria reaches a total 79 genera categories, while Firmicutes
reaches 110 and Proteobacteria reaches 204.

Table 3 Distribution of categories for the different taxonomic ranks onto the general bacterial
phyla in the 16S rRNA dataset

Phyla Ranks

Phylum Class Order Family Genus

Actinobacteria 1 2 5 12 79

Firmicutes 1 2 5 19 110

Proteobacteria 1 2 13 34 204

Total num. of
categories

3 6 23 65 393
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4.2 Experimental Setup

Experiments were performed on an Intel i7 7th generation processor and an AMD
Radeon R7 M440 GPU, all implemented with the Keras Python library with the
PlaidML backend. PlaidML is a DL framework written by Vertex. AI, which was
acquired by Intel in 2018. It is one of the few libraries that support AMD GPU
computing. All CNN models were trained and tested using 10-fold cross validation.
The followingmodel configurationswere set: a fixednumber of epochs per fold (200),
a fixed batch-size (64), a categorical cross-entropy loss function and the AdaDelta
optimizer, where it was found that this combination produced the best results. For
each experiment, a number of performance measures were calculated: the average
(1) precision, (2) recall, (3) F1-score, (4) accuracy, (5) AUPRC, (6) AUROC and (7)
the average 10-fold execution run time across all ranks (in minutes).

4.3 Experimental Results and Discussion

Table 4 presents the performance results for CNN1-1D, which is a simple CNN with
2 convolutional and 2 maxpooling layers that accepts 1-dimensional input. All of
the three spectral k-mer representations, one-hot encoding and integer encoding are
investigated. It may be said that at the most general level—the Phylum rank—all of
the representations may have produced very similar performance results. However,
all these results degrade quickly with one-hot encoding and integer encoding as we
movedown to themore specific ranks. The spectral k-mer representation remains very
stable over the different values of k, where the accuracy slightly increases with the
increase of k. However, the execution time increases exponentially with the increase
of k.

Table 5 shows the only CNN experiment that utilizes 2-dimensional convolutional
layers; theCNN2-2D. Hence, the only fitting representation is the 2DFCGR sequence
representation that is also experimented at the three different values of k = 4, 5 and
6. The performance is slightly less than that of CNN1-1D over all the ranks and
k-values, all still increasing slightly as k increases. The execution time also increases
exponentially with the increase in k but at a much lower rate, where all the execution
times were fairly less than that of CNN1-1D.

In Table 6, the performance measures for CNN3-Embd are presented. This CNN
employs a Keras Embedding layer, built to accept only an integer encoding represen-
tation, as explained in Sect. 3.2. As is the general goal with any type of embedding,
the Embedding layer creates a denser representation of the input integer-encoding.
At all the taxonomic ranks the performance is fairly similar to the previous two
CNNs (with their k-mer based representations), but heavily degrades at the last most
fine-grained Genus rank.

Deeper andwider CNNs are experimented in Tables 7 and 8. Similar to theCNN1-
1D experiments, both the one-hot and integer encoding perform fairly well for the
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Table 4 Performancemeasures for all the experiments ofCNN1-1Dwith each of the valid sequence
representation methods

Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution
time

k 4 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 35.2

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.986 0.987 0.986 0.987 0.987 0.993

Family 0.977 0.981 0.977 0.981 0.981 0.99

Genus 0.877 0.901 0.885 0.901 0.901 0.95

5 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 49.47

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.99 0.991 0.99 0.991 0.991 0.995

Family 0.984 0.987 0.984 0.987 0.987 0.993

Genus 0.892 0.913 0.899 0.913 0.913 0.956

6 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 137.517

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.991 0.992 0.991 0.992 0.992 0.996

Family 0.985 0.987 0.985 0.987 0.987 0.993

Genus 0.9 0.916 0.904 0.916 0.916 0.958

One-hot
encoding

Phylum 0.963 0.963 0.963 0.963 0.969 0.972 183.93

Class 0.957 0.959 0.958 0.959 0.963 0.976

Order 0.768 0.771 0.76 0.771 0.776 0.88

Family 0.617 0.618 0.599 0.618 0.621 0.806

Genus 0.434 0.46 0.43 0.46 0.461 0.729

Integer-
encoding

Phylum 0.978 0.978 0.978 0.978 0.981 0.983 71.8

Class 0.968 0.97 0.969 0.97 0.973 0.982

Order 0.855 0.856 0.848 0.856 0.859 0.925

Family 0.706 0.704 0.69 0.704 0.707 0.85

Genus 0.511 0.527 0.501 0.527 0.528 0.763

first two (most general) ranks and heavily degrade for the rest of the more specific
ranks. Hence, the spectral k-mer representation still tops for both theCNN4-Deep and
CNN5-Wide. In comparison to each other, the performances are very close, but the
wider networkCNN5-Wide slightly tops the deeper networkCNN4-Deep. Compared
toCNN1-1D,CNN5-Wide also slightly tops. The execution time in bothCNN4-Deep
and CNN5-Wide increases exponentially with the size of k and is extremely high
with one-hot encoding and average with integer encoding. However, the execution
time in CNN5-Wide always exceeds that of CNN4-Deep, due to the increase of the
number of parameters in the network with the widening of the layers.

CNN6-WideDeep was proposed to observe the performance of a CNN that com-
bines the advantages of both a wide and deep network. Shown in Table 9, the perfor-
mance of the CNN6-WideDeep did not improve over using a wide network or a deep
network alone. CNN5-Wide still had higher or the same accuracies for k = 4 and 5
on the most fine-grained task, and CNN4-Deep still performed better on k = 6 on the
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Table 5 Performancemeasures for all the experiments ofCNN2-2Dwith each of the valid sequence
representation methods

k Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution
time

4 Phylum 0.999 0.999 0.999 0.999 0.999 0.999 25.8

Class 0.997 0.998 0.997 0.998 0.998 0.999

Order 0.976 0.974 0.974 0.974 0.975 0.986

Family 0.935 0.931 0.928 0.931 0.932 0.965

Genus 0.724 0.741 0.721 0.741 0.741 0.87

5 Phylum 0.999 0.999 0.999 0.999 0.999 0.999 37.6

Class 0.995 0.997 0.996 0.997 0.997 0.998

Order 0.978 0.978 0.977 0.978 0.978 0.988

Family 0.958 0.956 0.954 0.956 0.956 0.978

Genus 0.826 0.84 0.824 0.84 0.84 0.92

6 Phylum 0.999 0.999 0.999 0.999 0.999 0.999 94.9

Class 0.996 0.998 0.997 0.998 0.998 0.999

Order 0.983 0.984 0.983 0.984 0.985 0.992

Family 0.974 0.975 0.973 0.975 0.976 0.987

Genus 0.864 0.88 0.867 0.88 0.88 0.94

Table 6 Performance measures for all the experiments of CNN3-Embd with each of the valid
sequence representation methods

Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution
time

Integer
encoding

Phylum 0.996 0.996 0.996 0.996 0.997 0.997 147.95

Class 0.991 0.993 0.992 0.993 0.994 0.996

Order 0.958 0.958 0.955 0.958 0.959 0.978

Family 0.917 0.921 0.912 0.921 0.921 0.96

Genus 0.721 0.76 0.728 0.76 0.76 0.88

most fine grained task. It is valuable to note that the difference in performance is not
highly significant. However, on the more raw representations—one-hot and integer
encoding—the CNN6-WideDeep did slightly improve the performance than most of
the other CNNs.

Figure 2 visualizes all the average execution times (over all the taxonomic ranks)
for each CNN model and sequence representation method. CNN3-Embd does not
use any k-mer based representation nor one-hot encoding, so it is not present in
neither Figure 2a nor in the one-hot encoding columns in Figure 2b. Figure 2a shows
that the k-mer representations on all the given CNN models increase exponentially
in execution time as k-increases. One-hot encoding produces the highest execution
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Table 7 Performance measures for all the experiments of CNN4-Deep with each of the valid
sequence representation methods

Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution

time

k 4 Phylum 0.999 0.999 0.999 0.999 0.999 1.0 37.18

Class 0.996 0.998 0.997 0.998 0.998 0.999

Order 0.984 0.985 0.984 0.985 0.986 0.992

Family 0.976 0.978 0.976 0.978 0.978 0.989

Genus 0.862 0.889 0.871 0.889 0.889 0.944

5 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 77.1

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.992 0.993 0.992 0.993 0.993 0.996

Family 0.981 0.983 0.98 0.983 0.983 0.991

Genus 0.885 0.909 0.893 0.909 0.909 0.954

6 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 221.37

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.991 0.993 0.992 0.993 0.993 0.996

Family 0.984 0.987 0.984 0.987 0.987 0.993

Genus 0.901 0.917 0.906 0.917 0.917 0.958

One-hot

encoding

Phylum 0.969 0.969 0.969 0.969 0.974 0.976 315.63

Class 0.965 0.967 0.966 0.967 0.97 0.98

Order 0.792 0.796 0.785 0.796 0.8 0.893

Family 0.643 0.65 0.628 0.65 0.652 0.822

Genus 0.467 0.491 0.459 0.491 0.492 0.745

Integer-

encoding

Phylum 0.977 0.977 0.977 0.977 0.981 0.983 105.18

Class 0.974 0.976 0.975 0.976 0.978 0.986

Order 0.863 0.864 0.856 0.864 0.867 0.929

Family 0.732 0.737 0.72 0.737 0.739 0.866

Genus 0.519 0.544 0.513 0.544 0.545 0.772

times over all of the experiments, with no real gain in performance. Integer encoding
produces reasonable execution times, but also with no real gain in performance.

Figure 3 presents the accuracies for each of the considered taxonomic ranks (phy-
lum, class, order, family and genus) for each sequence representation method and
CNN model combination. One-hot encoding representation provides the least accu-
racy with every CNN model. It is closely followed by integer encoding, with an
exception of the usage of an Embedding layer in CNN3-Embd, with which it per-
forms with higher accuracies than when using integer encoding alone. However, its
accuracies are still less than that of the networkswith the k-mer-based representations
on the fine-grained tasks. The k-mer-based representations tops the other representa-
tions over all the experimented CNNmodels. All values of k (4, 5 and 6) give almost
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Table 8 Performance measures for all the experiments of CNN5-Wide with each of the valid
sequence representation methods

Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution
time

k 4 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 39.56

Class 0.997 0.998 0.998 0.998 0.998 0.999

Order 0.987 0.988 0.987 0.988 0.989 0.994

Family 0.982 0.983 0.981 0.983 0.983 0.992

Genus 0.887 0.906 0.893 0.906 0.906 0.953

5 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 99.55

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.99 0.991 0.99 0.991 0.992 0.995

Family 0.982 0.986 0.983 0.986 0.986 0.993

Genus 0.896 0.914 0.901 0.914 0.914 0.957

6 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 320.91

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.992 0.993 0.992 0.993 0.993 0.996

Family 0.985 0.987 0.985 0.987 0.987 0.993

Genus 0.896 0.914 0.902 0.914 0.914 0.957

One-hot
encoding

Phylum 0.962 0.962 0.962 0.962 0.968 0.971 472.76

Class 0.957 0.958 0.957 0.958 0.962 0.975

Order 0.773 0.778 0.766 0.778 0.783 0.884

Family 0.62 0.621 0.6 0.621 0.624 0.807

Genus 0.445 0.466 0.436 0.466 0.467 0.732

Integer-
encoding

Phylum 0.977 0.977 0.977 0.977 0.981 0.983 139.95

Class 0.97 0.973 0.971 0.973 0.975 0.984

Order 0.851 0.85 0.843 0.85 0.854 0.922

Family 0.708 0.709 0.692 0.709 0.711 0.852

Genus 0.516 0.53 0.503 0.53 0.531 0.765

identical accuracies for the phylum, class and order ranks, which are ranks with a
smaller number of categories. As we move on to family and genus ranks, the three
values of k start to distance from each other in terms of accuracy, where the highest
experimented value of k = 6 always produces the highest accuracy but also the highest
execution time. Even though one-hot encoding is especially very common in recent
works for the representation of DNA sequences for the general task of DNA sequence
classification—it does not perform well with any of its valid CNNs, resulting in the
least of performance measures and the highest execution times in comparison to all
the performed experiments. The lower performance is probably due to the fact the
one-hot encoding is a very sparse raw representation of a sequence, with no infor-
mation on how sequence base patterns occur nor where the bases are positioned. The
k-mer based representations are more stable and performmuch better, having an exe-
cution time generally between that of one-hot encoding and integer encoding. These
results conformed with the results obtained in a previous study [29]—where the best
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Table 9 Performance measures for all the experiments of CNN6-WideDeep with each of the valid
sequence representation methods

Rank Precision Recall F1-score Accuracy AUPRC AUROC Execution
time

k 4 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 78.56

Class 0.996 0.998 0.997 0.998 0.998 0.999

Order 0.988 0.989 0.988 0.989 0.989 0.994

Family 0.976 0.979 0.976 0.979 0.979 0.989

Genus 0.883 0.905 0.889 0.905 0.905 0.952

5 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 182.8

Class 0.997 0.999 0.998 0.999 0.999 0.999

Order 0.99 0.992 0.991 0.992 0.992 0.996

Family 0.984 0.987 0.984 0.987 0.987 0.993

Genus 0.896 0.914 0.902 0.914 0.914 0.957

6 Phylum 1.0 1.0 1.0 1.0 1.0 1.0 589.9

Class 0.998 0.999 0.998 0.999 0.999 0.999

Order 0.992 0.992 0.992 0.992 0.992 0.996

Family 0.984 0.987 0.985 0.987 0.987 0.993

Genus 0.899 0.915 0.904 0.915 0.915 0.958

One-hot
encoding

Phylum 0.977 0.977 0.977 0.977 0.98 0.983 923.5

Class 0.969 0.972 0.97 0.972 0.974 0.983

Order 0.804 0.8135 0.805 0.814 0.818 0.903

Family 0.676 0.678 0.659 0.678 0.68 0.837

Genus 0.459 0.482 0.451 0.482 0.482 0.74

Integer-
encoding

Phylum 0.988 0.988 0.988 0.988 0.99 0.991 255.1

Class 0.983 0.986 0.984 0.986 0.987 0.991

Order 0.873 0.873 0.867 0.873 0.875 0.933

Family 0.726 0.733 0.714 0.733 0.735 0.864

Genus 0.508 0.536 0.506 0.536 0.537 0.768

accuracies were still obtained through the k-mer based representations. The values
of k used are directly proportional to its accuracy and execution time, increasing as
k increases. However, the improvement in accuracy is not high enough to overlook
the exponential increase in execution time. Hence a value of k = 5 still provides a
good balance in terms of performance and execution time in all experiments. The
performance always decreases as the ranks become more specific—where a more
specific rank means that it has more classification categories. This may be because
the dataset size needs to be larger to capture more variations and features, especially
in the more fine-grained ranks. The dataset is also imbalanced at the last three tax-
onomic ranks which may have caused biasing to certain categories during training.
The Actinobacteria phylum at the last three ranks generally had the least number of
categories, with Firmicutes following with a small increase in the number of cate-
gories and lastly Proteobacteria with the most number of categories—almost double
or more of that in the previous two phyla.
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Fig. 2 The average execution time over all ranks (in minutes) for the different CNN architectures
that accept the usage of the considered representations

It is hence deduced that using a sequence representation method that holds some
sequential information about a sequence is preferred over the usage of a raw sequence
representation. Employing 2-dimensional inputs and convolutional layers is individ-
ual in terms of accelerating the model and execution time reduction, but it did not
excel in terms of performance. Wider networks are generally more effective in per-
formance improvement, while deeper networks seem to need more information in
order to provide a high performance. Given these observations, it might prove useful
to experiment with wider and deeper CNNs with 2D convolutional layers and a more
representative sequence representation.

5 Conclusions

This book chapter presents a set of experiments on various combinations of com-
mon sequence representation methods and CNN architectures for the task of DNA
taxonomic classification on the bacterial 16S rRNA barcode gene dataset. Differ-
ent types, sizes and numbers of layers were investigated for the CNN architectures.
For the sequences representations; k-mer spectral representation, Frequency Chaos
Game Representation (FCGR), one-hot encoding and integer encoding are studied.
The experimental results have shown that representations that hold information about
neighboring base sequences (i.e. k-mer-based representations) performed better than
those considering raw representations. A value of k = 5 was generally found to be a
fair balance between performance and execution time. On the same sequence repre-
sentations, it has been shown that a wider CNNwith more filters per layer performed
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Fig. 3 The accuracy for each of the taxonomic ranks, considering all the considered CNNs and
suited representations
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the best, with a 91.4% accuracy. The second best CNN is a narrow and shallow net-
workswith an accuracy of 91.3%.Adeeper network slightly outperformed both of the
previous networks by a 0.1–0.3% accuracy. This indicates that adding more layers to
a network does not entirely mean increasing the classification accuracy, but possibly
a larger dataset and more samples can contribute to accuracy improvement. Future
study will target improving the accuracy of a CNN at the more fine-grained ranks
and possibly increasing the samples by data augmentation techniques. Additional
tests for the generalization capabilities of the networks will also be conducted.

Acknowledgements The authors would like to thank Massimo La Rosa for his assistance with the
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Particle Swarm Optimization and Grey
Wolf Optimizer to Solve Continuous
p-Median Location Problems

Hassan Mohamed Rabie

Abstract The continuous p-median location problem is to locate p facilities in the
Euclidean plane in such a way that the sum of distances between each demand
point and its nearest median/facility is minimized. In this chapter, the continuous
p-median problem is studied, and a proposed Grey Wolf Optimizer (GWO) algo-
rithm, which has not previously been applied to solve this problem, is presented
and compared to a proposed Particle Swarm Optimization (PSO) algorithm. As an
experimental evidence for the NFL theorem, the experimental results showed that
the no algorithm can outperformed the other in all cases, however the proposed PSO
has better performance in most of the cases. The experimental results show that the
two proposed algorithms have better performance than other PSO methods in the
literature.

Keywords p-median · Particle swarm · Grey wolf · Location problem · NFL
theorem

1 Introduction

The center location problem answers the question of where to locate a facility or a
service, and it is considered a critical element in strategic planning for a wide range in
the public and private sectors [1]. The term “location problem” refers to themodeling,
formulation, and solution of a class of problems that can best be described as locating
facilities in some given spaces [2]. Center location problems most commonly also
arise in emergency service location, where the concern for saving human life is far
more important than any transportation costs that may be incurred in providing that
service. Quick delivery of an emergency service is significantly more important in
optimally placing, for example, ambulances and police patrol units, than the cost
of delivering that service [3]. The common denominator in all these circumstances
is that there is a time delay between the call for service and the actual time of
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beginning to provide that service that is a direct consequence of the time spent
during transportation. All other factors being constant, it makes sense to model such
circumstances so that the maximum distance traversed during transportation is as
small as possible [3].

Location problems are a major area of Operations Research and Management
Science (OR&MS), called Location Science [4]. Facility location, location science
and location models are terms that can be used instead. Center location problem is
a branch of Operations Research related to locating or positioning at least a facility
among a set of known demand points in order to optimize at least one objective
function such as (cost, revenue, profit, service, travel distance, waiting time, coverage
and market shares) [4].

Decision makers have to select locations according to their preferring criteria,
actually, finding optimal facility locations is thus a difficult task [2]. Location theory
is considered an important research area of environment engineering, regional and
city planning, management and transportation science and other fields with a lot of
applications. Many application areas including public and private facilities, business
areas, and military environment can be seen in the related literature. From an appli-
cation point of view there is no limitation for location science [4]. Center location
models are an important topic in logistic management [5]. Locating facilities, in
optimal locations and assigning the customers to them in the best possible manner,
not only improves flow of material and services offered by the facility to customers,
but also utilizes the facilities in an optimal manner, thereby reducing a need for
multiple duplicating or redundant facilities [5]. Location of a facility and allocating
customers to that facility determines the distribution pattern and associated char-
acteristics, such as time, efficiency, and cost. The importance of location research
results from several factors [6]:

1. Location decisions are frequently made at all levels of human organization from
individuals and households to firms, government agencies and even international
agencies.

2. Location decisions are often strategic in nature. That is, they involve large sums
of capital resources and their economic effects are long term. In the private
sector they have a major influence on the ability of a firm to compete in the
market-place. While, for public sector, they have a significant influence at the
efficiency by which governments provide public services and the ability to attract
households and economic activities.

3. They frequently impose economic externalities. Such externalities include
pollution, congestion, and economic development, among others.

4. Location models are often extremely difficult to solve, at least optimally, since
most of the basic models are computationally intractable for large-scale problem.
In fact, the computational complexity of the location models is a major reason
that the widespread interest in formulating, developing and implementing such
models did not occur until the spread of computers.

Center location problems could be defined as attempting to solve the following
concern: given a space and a set of known n demand points, we need to determine a
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number of additional points (p) so as to optimize a function of the distance between
new and existing demand points [3]. Therefore, the goal of the continuous p-median
location problem is to locate p medians/ facilities within a set of n demand points
or customer locations with (n > p) in such a way that the sum of distances between
each demand point and its nearest median/facility is minimized. The p-median loca-
tion problems are intended to find the median points among the demand points,
so that the sum of costs can be minimized through this target function [2]. These
kinds of location problems include the establishment of the public services including
schools, hospitals, firefighting, Ambulance, technical audit stations of cars, and etc.
The objective function in the median problems is of the minisum type [2].

For the continuous p-median location problems; the demand points and
medians/facilities are located in some subset of the d-dimensional real space Rd .
Continuous location problems will have continuous variables associated with them,
indicating the coordinates of the facilities that are to be located.

Location science is an important component of the strategy of private and public
organizations, because the establishment of new facilities requires time and cost
which should be managed due to the objectives of the organization [7]. The contin-
uous p-median location problem is NP-hard problem [8], therefore, it is unlikely and
difficult to obtain an optimal solution through polynomial time-bounded algorithms
[9], and specially, when the size is relatively large.

Continuous location models assume that facilities/medians can be located
anywhere in the plane. With a single facility to be located, this problem can be
solved numerically very effectively. When two or more facilities (p > 1) are to be
located, we need to simultaneously decide how to allocate demand to the facilities
and where they should be. This problem is considerably more difficult and multiple
optima are likely to exist [10].

The continuous p-median location problem, is a well-studied model in location
theory, with the objective to generate optimal locations in a continuous plane, R2,
for a given number of demand points in order to minimize a sum of distances to a
given set of customers at known point locations [11]. In many cases, the distance
between demand and service points is Euclidean, but other distance functions, such
as the Manhattan norm have also been employed [12].

Thus, we wish to locate p points/medians Xj = (xj, yj), j = 1, …, p in the plane
R2 in order to service a set of n demand points/customers at known locations (ai,
bi), i = 1, …, n. The basic version of continuous p-median location problem with
Euclidean distance may be rewritten in the following equivalent form [12]:

min
X j

sum
i

wi min
j

[(
ai − x j

)2 + (
bi − y j

)2]1/2
, j = 1, . . . , p. (1)

where

• n: the number of demand points (fixed points or customers).
• p: the number of medians/facilities to be located.
• (ai, bi): the location of demand point i (i = 1, …, n).
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• wi > 0: the weight of demand point i (i = 1, …, n). in this chapter wi = 1.

X = (X1, …, Xp): the decision variables vector related to these p facility locations
with Xj = (xj, yj) representing the location of the new facility j with Xj ∈ R2; j = 1,
…, p.

Location problem is the oldest topic of Operations Research since most location
problems are interesting mathematical problems and were of interest to mathemati-
cians for many years. According to [13]; Pierre de Fermat, Evangelistic Torricelli,
and Battista Cavallieri; each one of them independently proposed the basic Euclidean
median location problem in the seventeenth century. They approached the problem as
a mathematical puzzle [13]. Their location model was locating a point on a Cartesian
plane that minimizes the sum of distances to a predefined set of points. The basic
location problem (finding a point that minimizes the weighted sum of distances from
a given set of points) was posed by the famous French mathematician Pierre de
Fermat in the early 1600s. Fermat posed the question of finding a point such that the
sum of the distances to three given points is minimum. Sylvester posed the question
of the smallest circle enclosing a set of points which is the one-center problem and
proposed a solution approach [13].

Since Weber’s book in 1909 on location theory [14], there have been many
researchers, such as Hakimi [15, 16] and Cooper [17, 18], who studied location prob-
lems. Many extensive studies of location problems were developed after Cooper’s
research [14]. We should refer to survey papers in this area such as Melo et al.
[19] and ReVelle et al. [20]. A survey on exact and heuristic algorithms can be
found in Farahani [2], who reviewed different solution techniques for p-median prob-
lems and Mladenovic et al. provided a review on the p-median problem focusing on
metaheuristic methods [21].

Based on Weber’s book, the general location model can be extended into various
location models. In the 1960s, five different problem definitions emerged in the
location literature: the p-median problem [15–18], the p-center problem [16], the
simple plant location problem, the plant layout problem, and the vertex cover problem
[22]. The p-median location problem is one of the most widely applied models [14].

According to [23], the first well-known heuristic algorithm to solve p-median
location problem was developed by Cooper [18], and according to [11] the early
attempts to solve this problem by exact methods was through proposing a branch
and bound algorithm proposed by Kuenne and Soland in [24] and Ostresh in [25],
however, their methods were capable of solving very small instances. In [26], Rosing
proposed improvements to the branch and bound algorithm but also still with small
instances. p-median location problem has been widely addressed in the literature.

Brimberg et al. [11], presented a new local search approach for solving continuous
p-median location problems. In [27], Drezner et al. proposed four heuristic proce-
dures to solve p-median problem: two versions of variable neighborhood search, a
genetic algorithm, and a combination of both. In [28], Drezner et al. proposed two
new approaches to solve the p-median problem; the first is a variable neighborhood
search and the second one is a concentric search. All these researches conducted an
extensive empirical experiment on four well-known datasets. These datasets include



Particle Swarm Optimization and Grey Wolf Optimizer to Solve … 419

the well-known the 50 customer problem, the 287 customer ambulance problem, and
the 654-and the 1060-customer problems listed in the traveling salesman problems
(TSP).

In some applications, p-median problems may involve a large number of demand
points and potentialmedians/facilities. These problems arise, for example, in urban or
regional areas where the demand points are individual private residences. In [29], the
authors mentioned that it may be impossible and time consuming to solve large-scale
location problems of demand points and to simplify the problem. They suggested
reducing the number of demand points from n to m points so that the approximated
problem can be solved within a reasonable amount of computing time; it is quite
common to aggregate demand points when solving large-scale location problems.

Irawan et al. [30], proposed a multiphase approach that incorporates demand
points aggregation, variable neighborhood search (VNS) and an exact method for
the solution of large-scale p-median problems. Themethod consists of four phases. In
the first phase several aggregated problems are solved to generate potential locations
which are then used to solve a reduced problem in Phase 2 using VNS or an exact
method. The new solution is then fed into an iterative learning process which tackles
the aggregated problem; Phase 3. Phase 4 is a post optimization phase applied to the
original (disaggregated) problem. The method is tested on different type of datasets
such as TSP datasets.

Despite the advancement in the methods solving p-median problems, large scale
problems found in the literature are still unsolvable by exact methods [11], and,
aggregation methods may introduce errors in the data as well as the model output,
thus resulting in less accurate results [11]. Optimal solutions may not be found for
relatively large problems, and hencemeta-heuristic algorithms are usually considered
to be the best way for solving such problems [30]. Furthermore, the newer algorithms
tend to be highly sensitive to the starting solution, and so, require state-of-the-art
heuristics to obtain the best initial solution possible. Thus, advances in heuristic
approaches are continually sought [11]. p-median location problems are nonconvex
and nonlinear, and known algorithms cannot solve large scale problems optimally
[14]. In addition, Cooper [17] proved that p-median objective function is neither
concave nor convex and may contain several local minima. Hence, the multisource
Weber problem falls in the realm of global optimization problems. The continuous
location problem is the oldest topic of Operations Research, however, most of the
methods developed for solving the continuous Euclidean problem are geometrical
in nature, which involves complex, time consuming search methods for finding the
smallest enclosing circle. And, few researches solved the large-scale continuous
Euclidean absolute p-median location problems.

Because PSO has good performance in solving large scale continuous problems
[14, 31], in this chapter, PSO algorithm is proposed to solve the continuous p-median
location problem. However, and due to the No Free Lunch (NFL) theorem which
logically proved that there is nometa-heuristic best suited for solving all optimization
problems, i.e. a meta-heuristic algorithm may show promising results on a problem,
but the same algorithm may show poor performance on another one [32]. Obviously,
NFLmakes this field of study highly activewhich results in enhancing and comparing
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current algorithms. This motivates us to compare the performance of PSO versus one
of the recent meta-heuristic named GWO for solving p-median location problem.

The focus of this chapter is to compare solving the continuous p-median location
models using two different meta-heuristic models. The p-median problem is catego-
rized as NP-hard, however, there are many different algorithms and approaches for
solving the p-median problem. In the following, some related works are mentioned.

The chapter is organized as follows. In section two, the proposed GWO algorithm
and PSO algorithm are described. Section three presents the computational results
of the two proposed algorithms, including a comparison with some PSO algorithms
in the literature. The last section, the findings are summarized.

2 GWO and PSO for Solving p-median Location Problem

A swarm is a group of homogenous agents, which interact locally among themselves,
and their environment, to allow for global behavior to emerge [33]. Recently, swarm-
based algorithms have sparked as a family of intelligent approach, nature-inspired,
and population-based algorithms that are able to solve complex optimization prob-
lems with low cost, fast, and robust solutions [33]. The swarm intelligence approach
is a relatively new artificial approach that is used to model the collective behavior of
social swarms in nature, such as bird flocks, ant colonies, and honey bees; Although
these agents are relatively interacting in a simple way, this interaction create new
patterns to cooperatively achieve tasks [33, 34].

The behaviors of bird flocks, ant colonies, honey bees, etc., were the field of
study during earlier days [35]. Biologists and natural scientists have been studying
the behavior of social insects and birds because of the efficiency of these natural
swarm systems and later on 80s, computer scientists in the field of artificial life
proposed the scientific insights of these natural swarm systems to the field of Arti-
ficial Intelligence [33]. Such collective motion of insects and birds is known to as
“swarm behavior.” Recently the interest of engineers is increasing rapidly since the
resulting swarm intelligence is applicable in optimization problems in various fields
like telecommunication systems, robotics, electrical power systems, consumer appli-
ances, traffic patterns in transportation systems,military applications, andmanymore
[35].

Swarm intelligence is the collective intelligence of groups of simple autonomous
agents. The agent is a subsystem that interacts with its environment, which probably
consists of other agents, but acts relatively independently from all other agents.
There is no global plan or leader to control the entire group of agents [35]. In swarm
intelligence, agents in the swarm or a social group are coordinating to achieve a
specific goal by their behavior. This kind of collective intelligence arises from large
groups of relatively simple agents. The actions of the agents are governed by simple
local rules. The intelligent agent group achieves the goal through interactions of the
entire group. A type of “self-organization” emerges from the collection of actions
of the group [35]. For example, the movement of a bird in a flock, the bird adjusts
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its movements such that it coordinates with the movements of its neighboring flock
mates. The bird tries to move along with its flock maintaining its movement along
with the others and moves in such a way to avoid collisions among them. There is
no leader to assign the movements therefore the birds try to coordinate and move
among themselves. Any birds can fly in the front, center, and back of the swarm.
Swarm behavior helps birds take advantage of several things including protection
from predators, and searching for food [35].

Metaheuristic intelligent approaches are high level strategies for exploring search
spaces by using different strategies like Simulated Annealing, Tabu Search, Genetic
Algorithms and Evolutionary Algorithms, Ant Colony, Particle Swarm Optimiza-
tion and recently Grey Wolf Optimizer. Metaheuristic techniques considered to be
more efficient search approaches for solving hard problem [32]. Recent researches
implemented metaheuristic techniques in order to overcome the complexity of
problems.

Two meta-heuristic algorithms were proposed to solve the continuous p-median
location problems; Particle Swam Optimization (PSO) and Grey Wolf Optimizer
(GWO). Meta-heuristic algorithms have become remarkably common, that’s mainly
because [32]:

1. Simplicity: meta-heuristic algorithms are very simple. They have been inspired
by very simple ideas; therefore, the developers can learn metaheuristics quickly
and apply them to solve many real-life applications.

2. Flexibility which refers to the applicability of meta-heuristics algorithms to solve
many type of problems without any changes in the structure of the algorithm.

3. Most of meta-heuristics algorithms are derivation-free mechanisms, which
make them highly suitable for real problems with hard or unknown derivative
information.

4. Meta-heuristics algorithms have the ability to avoid local optima compared
to traditional techniques, because of the stochastic nature of meta-heuristics
algorithms.

2.1 Grey Wolf Optimizer

GreyWolf Optimizer (GWO) was introduced in 2014 byMirjalili et al. [32] as a new
meta-heuristic optimization algorithm; by 2019, GWO was found to be the most
cited advances in engineering software articles [36]. GWO mimics the leadership
hierarchy of wolves in the wild i.e. mimics the social behavior of wolves during
the hunting process. This section briefly introduces the mathematical model and the
inspiration behind the Grey Wolf Optimizer.

GWO algorithm is inspired from the leadership hierarchy and hunting strategy of
grey wolves. Grey wolves are one of the most common predators, and they are on at
the top of the food chain. They mostly prefer to live in a group ranging from 5 to 12
on average, with very strict social dominant hierarchy, As Fig. 1 shows [32]. Social
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Fig. 1 Hierarchy of grey
wolf (dominance increases
from down top) [32]

hierarchy considered the main feature of the wolves’ pack. When hunting a prey, the
pack can be categorized into four types:

1. The first type consists from the leader wolf, who called alpha (α). Alpha can
be male or female, and it is responsible for making decisions about everything
concerning the group/pack such as hunting, sleeping place, time to sleep, etc.…
The alpha’s decisions are dictated to the pack, and these orders must followed
by the pack [32].

2. The second type named beta (β). Beta is at the second line of command. Beta is
liable to deliver the orders and messages of alpha (α) wolf to the other wolves in
the pack. Beta helps the alpha in decision-making and any other pack activities.
The beta is probably the best candidate to be the next alpha in case of alpha died
or becomes very old. The beta gives orders to the lower-level wolves. The beta
shows the respect to the alpha and give him the advice. The beta reinforces the
alpha’s commands throughout the pack and gives feedback to the alpha [32].

3. Omega (ω) is on the bottom of the line of command. Omega acts as a scapegoat,
they always have to submit to all the other dominant wolves and are the last
wolves that are allowed to eat [32].

4. If a wolf is not an alpha, or beta, or omega, then the wolf called delta (δ). Deltas
have to submit to alphas and betas, but they dominate the omega. This type
includes the caretakers, hunters and sentinels are included. Caretaker wolves
takes care of wounded wolves in the pack [32].

GWO Mathematical Model

The social hierarchy

By analyzing the social hierarchy ofwolves and in order tomathematicallymodel this
social hierarchy of wolf pack, Mirjalili et al. [32] represented the hunting technique
of the wolves such that; the best/fittest solution is considered as alpha (α), while the
second best solution is considered as beta (β), and the third best solutions is called
delta (δ). The other remaining candidate solutions are named omega (ω). In theGWO;
alpha (α), Beta (β), and Delta (δ) are guided the searching process (hunting) and the
set of (ω) are followers [37].
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Encircling prey

Grey wolves encircling the prey during the hunting, therefore, the encircling strategy
can be mathematically modelled by proposing the following equations [32]:

−→
D =

∣∣∣−→C .
−→
X p(t) − −→

X (t)
∣∣∣ (2)

−→
X (t + 1) = −→

X p(t) − −→
H .

−→
D (3)

−→
H = 2�h.

−→r1 − �h (4)

−→
C = 2.−→r2 (5)

where t indicates the current iteration number, �H and �C are two coefficient vectors,−→
X p represents the position vector of the prey, and

−→
X represents the position vector of

a wolf. r1, r2 are two uniformly random vectors in the range [0, 1], and �h component
is linearly decreased from 2 to 0 over the course of iterations, expressed as a =
2 − 2.

(
t

max #i terations

)
.

Hunting

After the wolves recognize the location of a prey and encircle them. The hunt is
guided usually by alpha wolf (α). Beta (β) and Delta (δ) should participate in the
hunting. However, during the hunting within the abstract search space, the location
of the optimum (prey) is unknown. Therefore, to mathematically model the hunting
behavior of grey wolves, we will assume that alpha (α), beta (β), and delta (δ) have
the better knowledge about the potential location of prey (optimum solution). The
alpha guided and lead the hunting with the participation of beta and delta. Hunting
of the grey wolves can be mathematically modelled [32] as following.

−→
Dα =

∣∣∣−→C1.
−→
Xα − −→

X
∣∣∣,−→Dβ =

∣∣∣−→C2.
−→
Xβ − −→

X
∣∣∣,−→Dδ =

∣∣∣−→C3.
−→
Xδ − −→

X
∣∣∣ (6)

−→
X 1 = −→

Xα − −→
H1.

−→
Dα,

−→
X 2 = −→

Xβ − −→
H2.

−→
Dβ,

−→
X 3 = −→

Xδ − −→
H3.

−→
Dδ (7)

−→
X (t + 1) =

−→
X 1 + −→

X 2 + −→
X 3

3
(8)

whereXα ,Xβ ,Xδ are the positions of α, β and δ solutions (wolves) with the help of
Eq. (2). Alpha, beta, and delta estimate the position of the prey (optimum solution),
and other wolves updates their positions randomly around the prey as shown in Fig. 2.
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Fig. 2 Position updating in GWO [32]

Attacking prey

When the prey stops moving, the grey wolves finish the hunting; this can mathemat-
ically model by decreasing the value of �h.
Implementation of GWO on p-median location problem

For the continuous p-median location each candidate solution consists from p
(x, y) pairs, which representing the sites of medians/facilities to be located, and p
represents the number of medians/facilities. The candidate solution (wolf) can be
represented as follows:

candidate solution: [(x1, y1), (x2, y2), (x3, y3), …, (xj, yj), …, (xp, yp)],
where the coordinate (xj, yj) denotes the location of the jth facility, j = 1, …, p.
The initial population is usually constructed by choosing the candidate solution

randomly between the lower and upper bound/limit of the coordinates of the customer
locations (demand points). The initial population can be represented as follows [23]:

[
(x11, y11), (x12, y12), (x13, y13), . . . ,

(
x1 j , y1 j

)
, . . . ,

(
x1p, y1p

)] → f1[
(x21, y21), (x22, y22), (x23, y23), . . . ,

(
x2 j , y1 j

)
, . . . ,

(
x2p, y2p

)] → f2
...[

(xk1, y11), (xk2, y12), (xk3, yk3), . . . ,
(
xk j , yk j

)
, . . . ,

(
xkp, ykp

)] → fk
...[

(xK1, yK1), (xK2, yK2), (xK3, yK3), . . . ,
(
xK j , yK j

)
, . . . ,

(
xKp, yKp

)] → fK
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where (xkj, ykj) are the (x, y) coordinates of the jth facility, i = 1, …, p, of the kth
candidate solution, xkj ∈ [xmin, xmax] and ykj ∈ [ymin, ymax], f k is the fitness function
(objective function value) of the kth candidate solution, and K is the population size.

In practices, customers location (demand points) are clustered, therefore, gener-
ating themedian points randomlywithout any knowledge about the customer clusters
may result in poor initial locations; since initial solutions could be located in large
empty regions or far away from most of demand points (customers) [23]. To over-
come this problem, k-means cluster algorithm [38] was used to find demand point
(customer) clusters where (k = p), and then the initial solutions generated within
each cluster for each p. The using of k-means algorithm will produce, with high
probability, initial solutions within demand point clusters. The proposed basic steps
of the Grey Wolf algorithm to solve the continuous p-median location problem is
given in Fig. 3.

2.2 Particle Swarm Optimization

PSO was developed by Kennedy and Eberhart in 1995 [39] as an evolutionary
approach, and has become one of the most widely used swarm intelligence-based
algorithms due to its simplicity and flexibility [14]. As shown in Fig. 4, bird flocking

Fig. 3 The basic steps of the proposed GWO for the p-median location problem
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Fig. 4 The flocking birds [33]

can be defined as the social collective motion behavior of a large number of inter-
acting birds with a common group objective, this bird flocking can be simulated
through simple three flocking rules [33]:

1. Flock centering: flock members attempt to stay close to nearby flock mates
by flying in a direction that keeps them closer to the centroid of the nearby
flockmates,

2. Collision avoidance: flock members avoid collisions with nearby flockmates
based on their relative position, and

3. Velocity matching: flock members attempt to match velocity with nearby
flockmates.

PSO was inspired from the social behavior of birds flocking. The algorithm
employs multiple particles that chase the position of the best particle and their own
best positions obtained so far. In other words, a particle is moved considering its
own best solution as well as the best solution the swarm has obtained [33]. PSO was
originally used to solve non-linear continuous optimization problems, and recently
has been used in many practical, real-life application problems [40].

PSO success in sharing the experience of each particle with part or the whole
swarm, leading the overall swarmmotion towards the most promising areas detected
so far in the search space. Therefore, the moving particles, at each iteration, evaluate
their current position with respect to the problem’s fitness function to be optimized,
and compare the current fitness of themselves to their historically best positions,
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as well as to the other individuals of the swarm. Then, each particle updates that
experience (if the current position is better than its historically best one), and adjusts
its velocity to imitate the swarm’s global best particle (or, its local superior neighbor,
i.e., the one within its neighborhood whose current position represents a better solu-
tion than the particle’s current one) by moving closer towards it. Before the end of
each iteration of PSO, the index of the swarm’s global best particle (or, the local best
particle in the neighborhood) is updated if the most recent update of the position of
any particle in the entire swarm (or, within a predetermined neighborhood topology)
happened to be better than the current position of the swarm’s global best particle
(or, the local best particle in the neighborhood) [33].

PSO is one of the most common population-based search algorithms. The swarm
consists from a number of particles that frequently move in the search space [14]. An
objective function f must be defined to compare candidate solutions fitness within
the search space. Each particle p in the population has two state variables:

1. Current position
−−→
x(t)

2. Current velocity
−→
v(t).

The PSO algorithm starts with initiating the particles of the swarm randomly. The
particles are uniformly distributed in decision space. The velocity is also assigned
randomly and uniformly. After the initialization, the iterative process optimization
starts, such that, each particle’s position and velocity is updated according to the
following equations:

Velz+1
t = wtzV elzt + c1r1

(
Pbest zt − Xz

t

) + c2r2
(
Gbest − Xz

t

)
(9)

Xz+1
t = Xz

t + Velz+1
t (10)

where:

• The inertia weight wt, determines the influence of the previous velocity
−→
v(t)

and controls the particle’s ability to explore the search space, and also affects
the speed at which particles converge or de-converge [14]. The inertia weight
provides a balance between the global and local search abilities. Therefore, a
linearly decreasing inertia weight, wt, multiplied to that previous velocity term,
as shown in Eq. (11). Intuitively, the linearly decreasing inertia weight is initially
set to a high valuewtmax, from0.9 to 1.2 [33], inertiaweight factorwhich is reduced
dynamically to decrease the search area in a gradual fashion. The variable wtz is
updated as [41]:

wtz = (wtmax − wtmin) ∗ (kmax − z)

kmax
+ wtmin, (11)
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Fig. 5 The basic steps of the proposed PSO for the p-median location problem

• Velzt represents the velocity of particlet at iteration z.
• Pbest zt , the best previous position of particle t in iteration z.
• Gbest, the best previous among all particles.
• r1 and r2 are two random numbers between 0 and 1. c1 and c2 are two acceleration

constants. These random numbers are set at each calculation of a velocity so that
particles may vary the influence between different sources of information. These
parameters determine whether a particle moves toward its previous best location
Pbest or the global best locationGbest. They also called the acceleration constants
or the learning factors, were initially used in the original version of PSO [35].

• Xz
t represents the position of particle t at iteration z.

Implementation of PSO on p-median location problem
This section describes the implementation of PSO algorithm for solving contin-

uous p-median location. As mentioned in the previous section, the candidate solu-
tions are generated by using k-means. The basic steps of the proposed PSO for the
continuous p-median location problem is presented in Fig. 5.

3 Computational Results

In this section, the computational results for the proposed GWO and PSO algorithms
are reported. To investigate the performance of the two proposed algorithms to find
good feasible solutions, we considered the following well-known three continuous



Particle Swarm Optimization and Grey Wolf Optimizer to Solve … 429

Table 1 Parameters setting for the two proposed algorithms

Parameters PSO GWO

Population size 100 100

Max. number of iterations 100 100

Inertia weight wtmin 0.2

wtmax 1.2

Learning coefficients c1 1.3

c2 1.3

p-median location problems: the 50-customer problem, the 654-customer problem
and the 1060-customer problem, they are listed in the TSP library [42]. According to
[43], the first problem has solved optimally by Brimberg et al. in [43], the second and
the third have not been solved by deterministic methods, and only the best known
solutions exist in the literature by Drezner et al. in [27, 43].

The two proposed algorithms coded in MATLAB on and compiled Windows 10
running on PC, Intel Core i7@2.2 GHz with 8 GB RAM. Due to the random nature
of PSO and GWO; we conducted extensive experiments by performing 30 runs for
each case (p), with total of 1920 experiments.

The two proposed algorithms have a similar execution condition; the population
size is 100 and the maximum number of iterations is 100. The number of facilities
p vary from 2 to 25 for the 50-customers problem and from 2 to 10 for the second,
and from 5 to 150 for the 1060-customers.

The parameters of the PSO algorithm have been chosen after experimenting with
several possible values by using trial and error approach. Thus, the combination that
gave better results on average were listed in Table 1.

Thenumerical results of the twoproposed algorithms experiments are summarized
inTable 2 for thefirst problem,Table 3 for the secondproblemandTable 4 for the third
problem. The first column of the tables shows the number of medians/facilities (p)
to be located in each problem; the second column lists the optimal or the best-known
solution. Other columns are expressed as a percent deviation from the optimal/best-
known solutions; so that Best is the best of the objective function and Avg. is the
average of the objective function found from 30 runs of the algorithm for each case.
The deviation is computed as follows:

deviation = Fbest−F∗

F∗ ∗ 100%

where Fbest is the value of the objective function found by the two proposed
algorithms methods and F* refers to the optimal or the best-known value of the
objective function found in the literature [23]. Some general conclusions could be
inferred from the numerical results listed in Tables 2, 3, and 4:

1. The proposed PSO algorithm found the optimal/best-known solution for all p ≤
15 (the number of medians less than 15) for the three problems.



430 H. M. Rabie

Table 2 Summary results over 30 runs for the 50-customer problem

P Optimal Proposed GWO Proposed PSO

Best (%) Avg (%) Best (%) Avg (%)

2 135.52 0.00 0.04 0.00 0.00

3 105.21 0.02 0.28 0.00 0.00

4 84.15 0.00 0.09 0.00 0.01

5 72.24 0.00 0.73 0.00 0.01

6 60.97 0.01 1.85 0.00 0.00

7 54.50 0.00 1.28 0.00 0.00

8 49.94 0.00 2.12 0.00 0.66

9 45.69 0.01 1.89 0.00 1.90

10 41.69 0.02 2.96 0.00 3.82

11 38.02 0.01 3.43 0.00 4.86

12 35.06 0.35 2.84 0.00 0.62

13 32.31 0.02 3.48 0.00 6.46

14 29.66 1.54 4.92 0.00 2.68

15 27.63 0.25 4.61 0.00 5.55

20 19.36 1.81 6.84 4.24 4.24

25 13.30 0.02 9.15 5.67 9.97

Average 0.25 2.91 0.62 2.55

Table 3 Summary results over 30 runs for the 654-customer problem

P Best-known Proposed GWO Proposed PSO

Best (%) Avg (%) Best (%) Avg (%)

2 815,313.30 0.00 0.01 0.00 0.00

3 551,062.88 0.00 0.13 0.00 0.20

4 288,190.99 0.00 0.09 0.00 0.00

5 209,068.79 0.00 0.23 0.00 0.00

6 180,488.21 0.00 1.61 0.00 0.50

7 163,704.17 0.00 0.89 0.00 0.08

8 147,050.79 0.00 0.99 0.00 0.73

9 130,936.12 0.00 1.66 0.00 0.43

10 115,339.03 0.06 3.52 0.00 0.73

Average 0.01 1.01 0.00 0.30
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Table 4 Summary results over 30 runs for the 1060-customer problem

P Best-known Proposed GWO Proposed PSO

Best (%) Avg (%) Best (%) Avg (%)

5 1,851,879.90 0.00 0.02 0.00 0.02

10 1,249,564.80 0.02 0.21 0.00 0.24

15 980,132.10 0.06 1.04 0.00 0.68

20 828,802.00 0.30 1.24 0.01 1.36

50 453,164.00 1.78 3.29 1.04 2.22

75 340,242.00 2.55 3.61 1.42 2.51

150 212,926.00 4.03 4.30 2.48 3.34

Average 1.25 1.96 0.71 1.48

2. The particle swarm optimization algorithm can be effectively used to obtain good
solutions. The results obtained by the proposed PSO are more effective than the
proposed GWO algorithm.

3. The Comparison between the two proposed meta-heuristics algorithms suggests
that no one algorithm is best in all cases. This could be considered as an
experimental evidence for No Free Lunch (NFL) theorem.

4. By comparing the average results in Tables 2, 3, and 4, it can be seen that,
the proposed PSO has better performance than the proposed GWO for the first
and second problem. As for the average of the best results the proposed PSO
outperform the proposed GWO.

The performance of the two proposed algorithms were compared to five different
PSO and local search methods developed by Birto et al. [44]. These methods are
explained in details in [44] and they named:

1. StPSO: Standard PSO,
2. NPSO: New proposed PSO,
3. StPSO + LS: Standard PSO with local search,
4. NPSO + LS: New PSO with local search, and
5. MS + LS: Multi-start algorithm with local Search.

These methods have been used to solve 654-customer problem. Table 5 shows the
deviation of the five methods from the best-known solution versus the deviation of
the two proposed algorithms. The numerical results of the experiments shows that
the two proposed algorithms have better performance than the fivemethods proposed
in [44].

Figure 6 shows the convergence performance of the two proposed algorithms for
the value for p = 5 as an illustrative example, the figure contains three charts for the
three problems. Each chart shows the convergence curve—Average of the runs—to
the optimal/Best-known solution; where the horizontal axis represents the number
of iterations and the vertical axis represents the objective function value. Figure 6
shows that the proposed PSO converges much faster than the proposed GWO for the
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Table 5 PSO and local search methods Versus the two proposed methods

P StPSO (%) NPSO (%) StPSO +
LS (%)

NPSO +
LS (%)

MS + LS
(%)

GWO (%) PSO (%)

2 0.09 0.04 0.00 0.00 0.00 0.00 0.00

3 3.79 1.18 0.00 0.00 0.00 0.00 0.00

4 31.91 20.19 0.00 0.00 0.00 0.00 0.00

5 50.53 36.39 0.01 0.00 0.01 0.00 0.00

6 69.19 57.50 0.07 0.04 0.03 0.00 0.00

7 64.89 43.11 0.24 0.15 0.18 0.00 0.00

8 63.04 48.43 0.85 0.40 0.74 0.00 0.00

9 79.86 81.38 0.60 0.83 1.31 0.00 0.00

10 104.09 99.24 2.09 1.48 1.25 0.06 0.00

Avg 51.93 43.05 0.43 0.32 0.39 0.01 0.00

first and second problem, however the proposed GWO converges faster in the third
problem.

4 Conclusions

In this chapter, the continuous p-median location problem was studied. There are
many algorithms have been proposed for solving this problem. However, Grey Wolf
Optimizer (GWO) has not been implemented yet. A proposed GWO algorithm was
presented and compared with the proposed PSO algorithm. As an experimental
evidence for the NFL theorem; the experimental results showed that the no algo-
rithm can outperformed the other in all cases, however the proposed PSO has better
performance in most of the cases. Therefore, for future studies, it will be helpful to
investigate hybrid algorithms to solve p-median location problem.
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Fig. 6 The Proposed PSO&GWO Convergence curves for p = 5
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Gene Ontology Analysis of Gene
Expression Data Using Hybridized PSO
Triclustering

N. Narmadha and R. Rathipriya

Abstract The hybridized PSO Triclustering Model is the combination of Binary
Particle Swarm Optimization and Simulated Annealing algorithm to extract highly
correlated tricluster from the given 3D Gene Expression Dataset. The proposed
hybrid Triclustering algorithms namely HPSO- TriCmodel generally produce higher
quality results than standard meta-heuristic triclustering algorithms. Some of the
issues in classical meta-heuristic triclustering models can be overcome in the
HPSO-TriC model.

Keywords PSO · Gene ontology · Triclustering

1 Introduction

Each of the standard meta-heuristic algorithms such as Genetic Algorithm (GA),
Ant Colony Optimization (ACO), and Particle Swarm Optimization (PSO) has its
own pros and cons. In this chapter, PSO was taken into account and studied the
performance of the hybrized version of PSO for Triclustering of 3D gene expression
data. Generally, PSO aims at faster convergence but, it may lose an optimal solution
because of premature convergent of global best (gbest) or stagnation of particles. To
overcome some of these limitations in standard PSO based Triclustering models and
to increase the convergence speed, a novel hybrid algorithms has been proposed in
this chapter for Triclustering of 3D gene expression data.
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Hybridization is defined as the combination of two ormore different things, aimed
at achieving a particular objective or goal. The proposed hybrid triclustering algo-
rithm calledHPSO-TriC identifies higher quality tricluster than standard PSO triclus-
tering algorithms by overcoming some of the issues in classical PSO triclustering
models

This chapter is organized as follows. Section 2 describes about the literature
review needed for the research work. Section 3 details explain the Binary PSO with
the limitation. Novel algorithm, namely HPSO-TriC is detailed in Sect. 4. Section 5
provided the experimental analysis and discussed the obtained results. The summary
of the proposed model is presented in Sect. 6.

2 Literature Review

This section provides an overview of the related works needed for this chapter.
Simulated Annealing based biclustering is used to extract highly correlated user
groups from the given preprocessed web usage data [1]. SA tried to discover more
significant biclusters [2]. Biclustering Genetic based Simulated Annealing (Genetic
SA) is used to predict the missing items in the gene expression data [3]. A hybrid
PSO-SA BIClustering (PSO-SA-BIC) that combines features of binary PSO with
Simulated Annealing to extract biclusters of gene expression data and ACV used to
identify shifting pattern and scaling pattern biclusters [4].

Binary Particle SwarmOptimization is used to retrieve the global optimal bicluster
from the web usage data [5]. Hybrid PSO triclustering of 3D gene expression data
is used to find the effectively coherent pattern with a high volume of a tricluster [6].
Particle Swarm Optimization is easy to identify the user specified cluster [7].

K means with PSO is used to find the optimal point. The resultant optimal point
is taken as a initial cluster for K means to find the final cluster [8]. Many algorithms
like K-means, FCM and hierarchical techniques are used for the clustering of gene
expression data. But PSO based K-means give good performance for the clustering
of gene expression data [9]. Particle Swarm Optimization (PSO) is used to identify
the global optimal solution [10].

This literature study clearly shows that Binary PSO, SA, PSO, or Hybrid PSO
based approaches mainly used for clustering and biclustering of 3D gene expression
data. Moreover, there are many studies they used Hybrid PSO over the evolutionary
algorithm such asGA.Therefore,HybridizedPSOTriclustering (HPSO-TriC)Model
is proposed in this chapter for 3D gene expression data to extract large volume
tricluster with high coherent quality.
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3 Binary Particle Swarm Optimization (BPSO)

3.1 Hybrid PSO (BPSO + SA) Triclustering Model

There are two phases in Hybrid PSO. They are:

1. Binary Particle Swarm Optimization (BPSO)

Algorithm 1 mentions the step by step procedure for the particle using Binary PSO.
The output of this algorithm is treated as optimized tricluster.

2. Simulated Annealing (SA)

Algorithm 2 depicts the Standard Simulated Annealing Algorithm it aims to identify
global optimal correlated tricluster [6].
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3.2 Particle Swarm Optimization

Particle Swarm Optimization is an algorithm developed by Kennedy and Eberhart
that simulates the social behaviours of bird flocking. In the basic PSO technique,
each particle represents a candidate solution to the optimization problem. The best
previous position for each particle (the position giving the best fitness value) is called
particle best or pbest and the best position among all the particles in its neighbourhood
is called global best or gbest. Each particle tries to modify its position using the
following information:

• the current positions xi(t)
• the current velocities vi(t)
• the distance between the current position and pbest
• the distance between the current position and the gbest.

The rate of position change for each particle is called velocity of the particle. The
velocity and position update are defined in Eq. 1

vid(t + 1) = w × vid(t) + c1 × r1(pbestid − xid(t))c2 × r2(gbestid − xid(t))
(1)
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In Binary PSO, a particle flies in a search space restricted to zero and one. There-
fore, the speed of the particle must be constrained to the interval [0, 1]. A logistic
sigmoid transformation function S(vi(t + 1)) is shown in Eq. (2) can be used to limit
the speed of the particle.

Ssig(Vi (t + 1)) = 1

1 + e(Vi (t+1))
(2)

The new position of the particle is obtained using Eq. (3) shown below:

xi =
{
1, ifr3 < Ssig(vi (t + 1))
0 otherwise

, (3)

where r3 is a uniform random number in the range [0, 1], w is the inertia coefficient
between [0, 1]; c1, c2 are the cognitive parameters; r1, r2 are random values in interval
[0,1]; Vi = [vi1, vi2, …, vid] is the velocity vector in which v(t)id is the velocity of the
ith particle in the dth dimension at iteration ‘t’. The personal best of each particle ‘i’
‘pbesti’ and the global best ‘gbest’ are updated using Eqs. (4) and (5).

pbesti (t + 1) =
{
pbesti (t) i f f (xi (t + 1) ≥ f (pbest)
xi (t + 1) i f f (xi (t + 1) < f (pbest)

(4)

gbest(t + 1) = min( f (pbest1, pbest2, . . . , pbestk) (5)

The aim of the triclustering problem is to maximize the Mean Correlation Value
(MCV)of the tricluster. Thevelocities of the particles dependon the inertia coefficient
‘w’. Increasing ‘w’ focus on global search and decreasing ‘w’ leads to local search.
Hence, tuning of the parameter ‘w’ is an issue and it is problem dependent. The
Binary PSO algorithm provides pbest solutions and gbest solution. The step by step
procedure of triclustering algorithm using Binary PSO is provided Algorithm 1.

The following fitness function is used to extract the high volume tricluster subject
to MCV threshold µ is shown in Eq. 6.

max f (T ) = |G ′ | ∗ |S ′ | ∗ |T ′ | subjected to g
(
G

′, S
′
, T

′) ≤ μ (6)

where g(T) = (1 − ρ(B)), | G’ |, | S’ | and | T’ | are the number of genes, samples and
timepionts in the tricluster respectively and µ is the correlation threshold which is
defined in Eq. 7.

MCV threshold μ =
∑N

i=1 MCV (T (i))

N
(7)

Otherwise, several experimentations are conducted on the appropriate dataset to
choose specific constant value for threshold μ.
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3.3 Limitations of PSO

Particle Swarm Optimization algorithms start with a group of randomly generated
populations. It has a fitness function to evaluate the population. A very common
problem in PSO is that some particles become stagnant over a few iterations which
affect the global solution (i.e. gbest). In order to overcome the stagnation of particles,
a hybrid algorithm namely HPSO-TriC that combine the features of Binary PSO
with SA has been proposed in this chapter. By hybridizing Binary PSO and SA, it is
possible to get a better tricluster solution than the solutions obtained from standard
BPSO. Binary PSO yields faster convergence when compared to SA, because of
the balance between exploration and exploitation in the search space. Moreover, the
inertia weight in Binary PSO helps to balance between the global and local search
abilities. The large inertia weight facilitates global search while the small inertia
weight facilitates local search.

4 Hybrid PSO-TriC

In this section, the hybridized version of BPSO is proposed to overcome the above
stated limitations.HybridizedBinary PSOcombinesBPSOandSimulatedAnnealing
(SA) to identify global optimal correlated tricluster, which combines the advantages
of both BPSO (that has strong global-search ability) and SA (that has strong local
search ability). This hybrid approach makes full use of the exploration capability
of both PSO and SA and offsets the weaknesses of each. Consequently, through the
application of SA to Binary PSO, the proposed algorithm is capable of escaping from
a local optimum.

4.1 Simulated Annealing (SA): An Overview

Simulated Annealing is a well-established stochastic technique originally developed
to model the natural process of crystallization and later adopted to solve optimiza-
tion problems [4]. SA is a variant of the local neighbourhood search. Traditional
local search (e.g. steepest descent for minimization) always moves in a direction of
improvement whereas SA allows non-improving moves to avoid getting stuck at a
local optimum.
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It has the ability to allow the probabilistic acceptance of changes which lead
to worse solutions i.e. reversals in fitness. The probability of accepting a reversal
is inversely proportional to the size of the reversal with the acceptance of smaller
reversals beingmore probable. This probability also decreases as the search continues
or as the system cools allowing eventual convergence on a solution. It is defined by
Boltzman’s Eq. 8:

P(�E)αe
−�E
T (8)

where ΔE is the difference in energy (fitness) between the old and new states and T
is the temperature of the system.

In the virtual environment, the temperature of the system is lowered after a
certain predefined number of accepted changes, successes, or total changes, attempts,
depending onwhich is reached first. The rate at which temperature decreases depends
on the cooling schedule. In the natural process, the system cools logarithmically,
however, this is so time consuming that many simplified cooling schedules have
been introduced for practical problem solving, the following simple cooling model
is popular:

T (k) = T (k − 1)

(1 + αcool)
(9)

where T(k) is the current temperature, T(k − 1) is the previous temperature, and αcool

indicates the cooling rate is shown in Eq. 9.
Each step of the SA algorithm replaces the current solution by a random nearby

solution, chosen with a probability that depends on the difference between the corre-
sponding function values and on a global parameter T called the temperature that is
gradually decreased during the process.

The main steps of the Standard Simulated Annealing Algorithm are described in
algorithm 3.
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The proposed hybrid Triclustering model incorporates the SA in BPSO with two
different strategies. They are:

i. Only when the individual particles stagnate in their pbest position over a period
of time, the number of iterations taken for stagnation checking is 5.

ii. Only when the gbest particle stagnates, the number of iterations taken for
stagnation checking is 5.

Algorithm 4 shows the proposed Hybrid PSO-Tric model.

5 Results and Discussion

This section shows the graphical representation for the Biological Significant like
biological process, molecular function, and cellular component. Table 1 describes
the parameters used in this chapter. Table 2 shows the 3D gene expression data set
from Yeast Cell Cycle data.
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Table 1 Description of parameters for BPSO versus HPSO

Parameters Descriptions

No. of population (np) 24

Mean correlation of the population (MCV) 0–1

Inertia weight (w) 0.7–0.9

Learning factor (c1, c2) 2

Range of velocity [min, max] (v) −20, 20

Population size (pop size) 24

Table 2 3D microarray dataset description

Dataset Genes (G) Sample (S) Timepoint (T)

CDC15 experiment 8832 9 24

Elutriation 7744 9 14

Pheromone 7744 9 18

Table 3 Comparison of mean volume for BPSO versus HPSO

Dataset Mean volume for BPSO Mean volume for HPSO

CDC15 2160 860,319

Elutriation 2079 1260

Pheromone 1456 1248

Table 3 shows the comparison of mean volume for BPSO versus HPSO. From
the results, it is evident that HPSO shows a high volume when compared to BPSO.
These triclusters contain highly relevant genes, samples over a set of time points of
a 3D microarray data. Figure 1 shows the mean volume for BPSO versus HPSO.

From the results, it is evident that HPSO-TriC extracts highly correlated triclus-
ters called optimal tricluster are shown in Table 4. Figure 2 shows the graphical
representation of mean MCV for BPSO versus HPSO it is clearly proved that HPSO
extract high correlated tricluster.

Table 5 shows the performance of optimal tricluster for HPSO, which contains
three different datasets with the number of genes, number of samples, number of
time points, volume and optimal correlated tricluster.

Table 6 shows theGSTCoverage ofOptimal tricluster for HPSO. The table clearly
shows the GST coverage here sample coverage is 100% for three different datasets.
But the gene coverage (100, 82.98, and 98.03) and time point converge is differs
(95.83, 71.42 and 72.22). The graphical representation of GST coverage is shown in
Fig. 3.



446 N. Narmadha and R. Rathipriya

0
100000
200000
300000
400000
500000
600000
700000
800000
900000

CDC15 Elutria on Pheromone

Mean Volume for BPSO Vs. HPSO

Mean Volume for BPSO

Mean Volume for HPSO

Fig. 1 Graphical representation of mean volume BPSO versus HPSO

Table 4 Comparison of mean MCV BPSO versus HPSO

Dataset Mean MCV for BPSO Mean MCV for HPSO

CDC15 0.9864 0.9864

Elutriation 0.9832 0.9700

Pheromone 0.9797 0.9800

0
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200000
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400000
500000
600000
700000
800000
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CDC15 Elutria on Pheromone

Mean MCV BPSO Vs. HPSO

Mean Volume for BPSO

Mean Volume for HPSO

Fig. 2 Graphical representation of mean MCV for BPSO versus HPSO

Table 5 Performance of optimal tricluster for HPSO

Dataset No. of genes No. of samples No. of timepoints Volume Optimal correlated
tricluster

CDC15 24 9 18 860,319 0.9684

Elutriation 14 9 10 1260 0.9604

Pheromone 16 8 13 1248 0.9784
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Table 6 GST coverage of optimal tricluster for HPSO

Dataset Gene coverage % Sample coverage % Timepoint converge %

CDC15 100 100 95.83

Elutriation 82.98 100 71.42

Pheromone 98.03 100 72.22

0
10
20
30
40
50
60
70
80
90

100

Gene Coverage
%

Sample
Coverage %

Time point
Converge %

GST Coverage for HPSO 

CDC15

Elutria on

Pheromone

Fig. 3 GST coverage of optimal tricluster for HPSO

Table 7 shows the mean volume and mean MCV for three different datasets. The
graphical representation of mean Volume and mean MCV is shown in Figs. 4 and
5. Similarly, Table 8 shows the mean Volume with worst case and best case, mean
MCV with worst case and best case for three different dataset are clearly described.

It is proved that based on the result, HPSO gives high correlated tricluster with
high volume is clearly shown in graphical representation Fig. 6 shows most of the
genes correlated for CDC15 Dataset.

Table 7 Characteristics of initial population using HPSO

Dataset Mean volume Mean MCV

CDC15 860,319 0.9864

Elutriation 1260 0.9604

Pheromone 1248 0.9784
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Fig. 4 Graphical representation of mean volume for HPSO Optimal tricluster
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Fig. 5 Graphical representation of mean MCV for HPSO optimal tricluster

Table 8 Characteristics of initial population using HPSO

Dataset Mean volume Mean MCV

Worst Best Worst Best

CDC15 540 860,319 0.4690 0.9864

Elutriation 297 1260 0.9315 0.9604

Pheromone 480 1248 0.8333 0.9784
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Fig. 6 Graphical representation of HPSO for CDC15 dataset

Tables 9, 10, 11 shows the Biological Significant of CDC15 dataset from the
yeast cell cycle for Biological Process,Molecular Function and Cellular Component.
This tabulation contains values of Gene Ontology (GO) term in the first column,
Cluster Frequency in the second column, Genome frequency in the third column and
corrected P-Value fourth column.

Similarly, Fig. 7 shows the graphical representation of HPSO for the Elutriation
dataset.
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Table 10 Biological significant of molecular function for CDC15 dataset from yeast cell cycle

Gene ontology term Cluster frequency with
Percentage

Genome frequency with
Percentage

Corrected

Pvalue

Catalytic activity 1258 of 3333 genes,
37.7%

2434 of 7166 genes, 34.0% 2.05E−07

Ion binding 851 of 3333 genes, 25.5% 1603 of 7166 genes, 22.4% 1.44E−06

Nucleotide binding 478 of 3333 genes, 14.3% 879 of 7166 genes, 12.3% 0.00041

Nucleoside phosphate
binding

478 of 3333 genes, 14.3% 879 of 7166 genes, 12.3% 0.00041

Small molecule binding 511 of 3333 genes, 15.3% 948 of 7166 genes, 13.2% 0.00067

Anion binding 513 of 3333 genes, 15.4% 966 of 7166 genes, 13.5% 0.00677

Tables 12, 13, 14 shows the Biological Significant of Elutriation dataset from the
yeast cell cycle for Biological Process,Molecular Function and Cellular Component.
This tabulation contains values of Gene Ontology (GO) term in the first column,
Cluster Frequency in the second column, Genome frequency in the third column
and corrected PValue fourth column. Figure 8 shows the graphical representation of
HPSO for pheromone dataset.

Similarly, Tables 15, 16, 17 shows the Biological Significant of Phermone dataset
from the yeast cell cycle for Biological Process, Molecular Function and Cellular
Component.

6 Conclusion

The comparison of results of standard Binary PSO and hybrid PSO-TriC triclustering
models have proven that the hybrid algorithm is effective in identifying global optimal
solutions. Hence, hybrid algorithms that combine the features of both SA and Binary
PSO algorithms are preferred. Thus, hybrid algorithms are able to identify tricluster
with a high correlation degree among genes over samples and time points.

Owing to the complexity of these optimization problems, particularly those of
large dataset sizes encountered in most practical settings, hybrid PSO-Tric often
perform well. The global optimal tricluster extracted using the proposed model has
more biologically significant than the standard Binary PSO.
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Fig. 7 Graphical representation of HPSO for elutriation dataset
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Table 13 Biological significant of molecular function for elutriation dataset from yeast cell cycle

Gene ontology term Cluster frequency with
percentage

Genome frequency with
percentage

Corrected

Pvalue

Catalytic activity 1250 of 3308 genes,
37.8%

2434 of 7166 genes, 34.0% 1.72E−07

Ion binding 836 of 3308 genes, 25.3% 1603 of 7166 genes, 22.4% 3.26E−05

Coenzyme binding 94 of 3308 genes, 2.8% 144 of 7166 genes, 2.0% 0.0027

Table 14 Biological significant of cellular component for elutriation dataset from yeast cell cycle

Gene ontology term Cluster frequency with
percentage

Genome frequency with
percentage

Corrected

Pvalue

Intracellular organelle 2359 of 3308 genes,
71.3%

4822 of 7166 genes, 67.3% 7.89E−09

Membrane-bounded
organelle

2226 of 3308 genes,
67.3%

4526 of 7166 genes, 63.2% 8.34E−09

Organelle 2359 of 3308 genes,
71.3%

4824 of 7166 genes, 67.3% 1.07E−08

Intracellular
membrane-bounded
organelle

2190 of 3308 genes,
66.2%

4467 of 7166 genes, 62.3% 1.76E−07

Endomembrane system 574 of 3308 genes, 17.4% 1091 of 7166 genes, 15.2% 0.00169

Nucleus 1221 of 3308 genes,
36.9%

2458 of 7166 genes, 34.3% 0.00751
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Fig. 8 Graphical representation of optimal tricluster for HPSO for pheromone dataset
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Experimental Studies of Variations
Reduction in Chemometric Model
Transfer for FT-NIR Miniaturized
Sensors

Mohamed Hossam, Amr Wassal, Mostafa Medhat,
and M. Watheq El-Kharashi

Abstract Recent technology trends to miniaturize spectrometers have opened the
doors for mass production of spectrometers and for new applications that were not
possible before and where the spectrometer can possibly be used as a ubiquitous
spectral sensor. However, with the miniaturization from large reliable bench-top to
chip-size miniaturized spectrometers and with the associated mass production, new
issues have to be addressed such as spectrometers unit-to-unit variations, variations
due to changing the measurement setup and variations due to changing the measure-
ment medium. The unit-to-unit variations of the sensors usually result from changing
mode of operation, aging, and production tolerances. The aim of this work is to study
the issues emerging from the use of miniaturized Fourier Transform Near-Infrared
(FT-NIR) spectral sensors and evaluate the influence of these issues on the multivari-
ate classification model used in many applications. In this work, we also introduce
a technique to transfer a classification model from a reference calibration sensor to
other target sensors to help reducing the effect of the variations and to alleviate the
degradation that occurs in the classification results. To validate the effectiveness of
the model transfer technique, we developed a Gaussian Process Classification (GPC)
model and Soft Independent Modeling Class Analogy (SIMCA) model both using
spectral data measured from ultra-high temperature (UHT) pasteurized milk with
different levels of fat content. The models aim to classify milk samples according to
the percentage of their fat content. Three different experiments were conducted on
the models to mimic each type of variations and to test how far they affect the mod-
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els’ accuracy once the transfer technique is applied. Initially, we achieved perfect
discrimination between milk classes with 100% classification accuracy. The largest
retardation in accuracy appeared while changing the measuring medium reaching
45.4% in one of the cases. However, the proposed calibration transfer technique
showed a significant enhancement in most of the cases and standardized the accu-
racy of all retarded cases to get the accuracy back to over 90%.

Keywords FT-NIR · Partial least squares · Gaussian process classification · Soft
independent modeling class analogies · Milk · Model transfer · Unit-to-unit
variation

1 Introduction

Spectroscopy is the discipline that focuses on studying the interactions between
materials and electromagnetic radiation, and according to these interactions a lot of
characteristics and properties of materials are obtained. These interactions are rep-
resented in spectra where the condition of each wavelength can be determined, and
for a certain chemical compound its spectrum is considered as a unique signature.
The motivation for spectroscopy in general came from that it offers a robust fast
technique to get a lot of information on the material under test by just interpret-
ing its spectrum. Similar goals are usually achieved using sensitive slow chemical
methods and in most cases these methods destroy the sample itself to extract the
required information. Thus, it normal to see the adoption of spectroscopic methods
in factories and big firms to ensure the quality of their production lines and also its
existence in security checks to search for vicious materials. The spectra of materi-
als are measured using instruments called spectrometers and in some cases they are
called spectrophotometers if they measure only the visible range of the spectrum
(380–750nm).

In this study, we focus on using near infrared (NIR) spectra to obtain information
about the substance we have under test. The main advantage of using NIR is it
contains of most of the organic materials’ traces and features. In addition to that,
NIR spectra are very easy to measure without the need of sample preparation such
as preparing impractically extremely thin samples like those required to measure
mid infrared (MIR) spectra. However, due to the short wavelength of NIR range,
this range is crowded with features and traces of different materials which leads to
the overlapping between features and ends up to be very difficult to interpret NIR
spectrum without the help of pre-trained models to infer the spectra. These models
are also known as chemometric models.

The main goal of this study is to build reliable chemometric models that be used
in a real application and develop techniques that can enable us to depend on cheap
miniaturized spectrometers without compromising on the accuracy of the models.
The miniaturized spectrometers which also known as spectral sensors are the future
of the spectroscopy field as theywill enable spectrometers to be integrated in complex
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versatile systems which will open the doors for completely new scenarios of using
spectrometers. However, moving from an expensive large bench top instrument to
mass producedminiaturized sensorswill have a negative impact on themeasurements
accuracy and will create new challenges on building reliable models. Hence, we
present a feasibly study onusing calibration transfer technique to overcomevariations
that may emerge due to the usage of spectral sensors.

2 Theoretical Background

In this section, we will review the main concepts required for building a multivariate
model and cover mathematical background of most techniques and algorithms used
in this case study. The classification flow starts with data acquisition stage or spectra
acquisition in our case followed by preprocessing operations to treat the data before
modeling, then the core of this flow is dimension reduction stage and classifier
training.After getting the first potentialmodel, a validation stage follows it to approve
the model quality or to repeat the modeling again starting from the preprocessing
stage with changing some of the modeling parameters. Finally by getting the best
performing model according to the validation stage, a final testing stage is applied
on the model to judge on the model generality. The classification flow is summarized
graphically in Fig. 1.

Now, we got a classification model to use it we have to follow a similar prediction
flow which is summarized in Fig.2. The prediction flow is a simplified version of
the classification (calibration) flow, it starts with data acquisition then use the same

Fig. 1 The calibration flow to build a multivariate classification model
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Fig. 2 The prediction flow to use the built classification model

preprocessing configured in the calibration. After that, it followed by the dimension
reduction and apply the classifier using the same parameters tuned in the calibration.

2.1 Preprocessing

Preprocessing are those techniques and algorithms that used for treating the data
before modeling as mentioned previously. The purpose of these treatments can differ
to various targets, like alleviating the light scattering effect on the collected spectra,
reducing the noise in spectra, or removing the baseline shifts. There are dozens of
techniques at can achieve one or multiple of these targets, covering these techniques
is beyond the scope of this work and good coverage is available in [1–5].

2.2 Dimension Reduction

The term dimension reduction is usually used to refer to decreasing number of vari-
ables in a dataset without losing important information. In other words, it is removing
variables of low influence on the calculating the response value and keep variables of
high influence. Dimension reduction is a crucial step in the modeling flow which has
to be performed with care because mis-choice of number of variables after reduction
can lead to overfitting or underfitting models. To evade the problem of overfitting or
underfitting, we use the validation step to choose the optimal number of variables.

One of the bad decisions that might be taken while building a model for any type
of applications, is to drop the dimension reduction step and use the whole data as it
is. Using the whole data without reduction implies considering every wavelength or
wavenumber as a variable in the model, where number of wavelengths in a normal
spectrum can be counted in hundreds and in our case (the case of using NeoSpectra)
they are between 300 and 1000wavelengths. Building amodel with this huge number
of variables requires multiples of this number in the calibration dataset, which is
consideredwaste of time andmoney, and aboveof all that themodelwill be vulnerable
to overfitting.
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2.2.1 Principle Component Analysis

PrincipleComponentAnalysis (PCA) is a very popular technique in dimension reduc-
tion and considered by data scientists an unsupervised technique since it performs
the reduction apart of the response matrix Y. PCA depends only on the dataset X to
reduce it to its principal components. In fact, the number of principal components in
any dataset is equal to the number of its original variables, whereas not all principal
components are equal in importance. Importance of a principal component is deter-
mined according to the amount of variations in this component. Components with
low variance are discarded and the others with high variance are kept, and by this
way dimensionality can be reduced without losing a lot of variance, i.e., information.

We can understand the idea of PCA intuitively by conceiving PCA as a data
projection over the direction of the high variance component. In Fig. 3a, a small
dataset is composed of two variables x1 and x2. In this imaginary example data
needs to be reduce to a single variable, option 1 is to project all data points in x1
direction to get what shown in Fig. 3b, which is not bad option as it preserves variance
0.2327. Option 2 is to project all data points on the direction of x2 to get points as
shown in Fig. 3c with variance equals 0.1975. The best option as it preserves most of
data variance is to project data points on the direction of the first principle component
to get what shown Fig. 3d which contains the largest variance 0.4023.

Now the compellingquestion should behow to calculate the principle components.
Let us assume w1 is a weight vector where t1 = Xw1 and t1 is a vector contains the
scores of the first principle component. Scores vector refer to the new value of each
point in the dataset after projection. According to the definition of the first principle
component, scores vector should contain the maximum variance, thus w1 should be
chosen to maximize variance of t1 while assuming thatX is mean centered as shown
in Eq. 1.

w1 = arg max‖w1=1‖
{∑

i

(t1)2(i)

}
= arg max‖w1=1‖

{ ∑
i

(X(i)w1)
2

}
(1)

We can rewrite the equation to be

w1 = arg max‖w1=1‖

{
‖Xw1‖2

}
= arg max‖w1=1‖

{
w′

1X
′Xw1

}
(2)

Since ‖w1‖ is conditioned to be 1, i.e., unit vector we can achieve the same result
using

w1 = max

{
w′

1X
′Xw1

w′
1w1

}
(3)

We can calculate w1 by considering Eq. 3 as a normal optimization problem, or
solve it analytically which is the easier approach from the implementation point of
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Fig. 3 An example on PCA. In a data points of a small dataset consist of two variables x1 and x2.
In b data points after projecting them on x1 direction. In c data points after projecting them on x2
direction In d, data points after projecting them on PC1 direction.

view. Equation 3 is in the form of Rayleigh quotient[6], which states that for any
symmetric matrix M and vector w where

R(M,w) = w′Mw
w′w

(4)

R(M,w) ranges fromminimum eigen value (λmin) of M to its maximum eigen value
(λmax). Let vmax be the eigen vector of maximum eigen value then it will be the
solution of max{R(M,w)} = R(M, vmax) = λmax.

Back to Eq. 3,X′X is always a symmetric matrix which also the can be considered
the covariance of X if X was mean centered, therefore to maximize the variance of
t1,w1 must be equal to the vmax ofX′X and the variance will be equal to λmax. In other
words, the direction of first principle component is the direction of the maximum
eigen vector (the eigen vector of the maximum eigen value) of the covariance matrix
of X. Similarly, the weight vector of the second principle component (w2) is the
second maximum eigen vector of the covariance matrix, and so on until computing
all principle component using all eigen vectors.
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2.2.2 Partial Least Squares

Partial Least Squares (PLS) is by far the most commonly used dimension reduction
technique in the multivariate calibration of the spectroscopy applications. Unlike
PCA, PLS uses the response matrix Y as an input to achieve the best dimensionality
reduction. PLS also considered to be a supervised technique since it uses Y in its
procedure. As we know from the previous section, PCA main target is reducing the
data dimensionality while preserving maximize variance of the data in its compo-
nents. Similarly, PLS uses a close approach but instead of maximizing the variance
of its components, it seeks maximizing the covariance between the PLS components
and the response. PLS components are also known as latent variables, and they are
chosen according to their covariance with the response variable(s), similar to prin-
ciple components, latent variables of low covariance are discarded and others with
high covariance are used.

PLS models usually show better results than PCA models. This fact can be easily
predicted as PLS leverages the covariance between its latent variables and response
variable(s), which leads to choose variables that are more relevant to the response.
While in the other hand, PCA only maximizes the variance in the principle com-
ponents, and doesn’t consider the meaning of this variance or if it is related to the
response or not. However, this doesn’t mean that PLS can replace PCA in all applica-
tions, since PCA shines in the clustering applications and the applications that don’t
have response matrix associated with its data.

The common algorithm to compute PLS latent variables for a dataset is called
nonlinear iterative partial least squares (NIPALS) algorithm [7–10], and it has two
variants PLS1 which is the simpler as it assumes the response matrix to be a single
column matrix, i.e., a vector while the other variant is PLS2 which is more general
as it consider response matrix to have as many columns as desired.

Initially, PLS defines X and Y to be

X = TP′ + E (5)

Y = UQ′ + F (6)

where X is the observer matrix or the spectral data matrix of size n × N , where n is
the number of measured spectra and N is the number of variables (wavelengths).Y is
the responsematrix of size n × M , whereM is the number of the responses variables.
T and U are the scores matrices of the observer and the response respectively, and
both have the size equals to n × p, where p is the chosen number of latent variables.
P and Q are the loading matrices for the observer and the response respectively,
and P size is N × p while Q size is M × p. Finally, E is a n × N observer residual
matrix and F is a n × M response residual matrix.

t1 and u1 denote the first score vectors and the first columns of the matrices T and
U respectively. To calculate the t1 and u1, we will define weight vectors w1 and c1,
where

t1 = Xw1 (7)
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u1 = Yc1 (8)

t1 and u1 should have the maximum covariance as proposed with PLS approach,
therefore Eq. 9 is used.

arg max‖w1‖=‖c1‖=1

{(
cov(t1,u1)

)2} =
{(

cov(Xw1,Yc1)
)2}

(9)

By ensuring that both X and Y are mean centered, i.e., they have zero mean.

cov(t1,u1) = t′1u1
n

= w′
1X

′Yc1
n

(10)

NIPALS proposed an iterative algorithm to compute t and u

1. u1 is initiated with any random values.
2. w1 = X′u1

u′
1u1

, this will ensure thatw1 will achieve maximum covariance while being
a unit vector.

3. t1 = Xw1

4. c1 = Y′t1
t′1t1

, this also will ensure that c1 will achieve maximum covariance while
being a unit vector.

5. u1 = Yc1
6. Repeat from 2 to 5 until reaching convergence as t1 and u1 don’t change anymore.

Now, we are able to compute the first loading vectors in terms of t1 and u1. By
returning to equations Eq. 5 and 6 and ignoring the residual matrices, loading vectors
can be deduced by

p1 = X′t1
t′1t1

(11)

q1 = Y′u1
u′
1u1

(12)

To proceed in calculating the next scores and loading vectors, the matrices X and
Y should be deflated by removing the deduced components as shown in Eqs. 13 and
14.

X1 = X − t1p′
1 = X − t1t′1X/t′1t1 (13)

Y1 = Y − u1q′
1 = Y − u1u′

1Y/u′
1u1 (14)

After deflating the matricesX andY from their first component, we can repeat the
same procedure with the deflated matricesX1 andY1 to obtain the second scores and
loading vectors. Thereafter, we will deflate X1 and Y1 to get X2 and Y2, then obtain
the third vectors and so on until we reach the required number of latent variables.
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Now,we are ready to use the calculatedweightW and loadingPmatrices to extract
the scores Matrix Tt from any new coming spectral data Xt . Steps of calculating Tt

are:

1. Remove mean Xt0 = Xt − X.
2. tt1 = Xt0w1.
3. Xt1 = Xt0 − tt1p′

1.
4. Repeat 2 and 3 p times (p is the number of chosen latent variables).

2.3 Cross-Validation

Wehavementioned the importance of the validation stage in tuning themodel param-
eters until reaching the desired performance. However, dedicating part of the dataset
for validation is difficult thing due to the scarce of the reference data and the diffi-
culty of measuring spectral data and associate reference with it. And here it comes
the necessity of cross-validation technique, which enable us to use the same cali-
bration data without dedicating a separate part for validation. Therefore, by using
the cross-validation technique dataset will be divided into two parts only, calibration
part and testing part. The calibration part of the dataset will be used two perform
both calibration and cross-validation, while the testing part will be used to preform
the final testing of the model.

The idea of the cross-validation is to validate the model in an iterative basis. In
the first iteration calibration data is divided into parts, calibration part and validation
part. The model is trained on the calibration part and validated with validation part.
After that, calibration and validation parts are combined again to form one dataset,
and then in the next iteration new calibration and validation parts are produced. In
each iteration new validation part is deducted from the data until we have all parts
of the dataset are presented once in the validation as shown in Fig. 4. The size of the
validation part determine the type of the cross-validation, it will be known as leave
one sample out cross-validation if one sample is used in the validation part, while
using more than one sample in validation part it will make it K-fold cross-validation.

There are several metrics can be measured to evaluate the model. In regression
models, there are some metrics used to measure the prediction error, like root mean
square of the error (RMSE) or the standard deviation of the error (SE), some other
metrics measure how the model fitting the data, like measuring the coefficient of
correlation (R) or coefficient of determination (R2). While in the classification mod-
els, metrics measured number of mis-classified samples or measure the distance of
the samples from the cluster center. In case of using cross-validation errors or any
other metrics are collected from all the validation iterations. A common convention
is used in the metrics naming is to add last character to identify the stage at which this
metric is measured, e.g. RMSECV for RMSEmeasured in cross-validation while for
RMSE measured in the testing stage its name will be RMSET.
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Fig. 4 The procedure of selecting validation part in each iteration of cross-validation

2.4 Soft Independent Modeling Class Analogies

Soft independent modeling class analogies [5, 11] (SIMCA) is a classification tech-
nique based on PCA. Basically, the idea of SIMCA consists of blending two metrics
to reach a decision on whether an unknown point belongs to a certain class or not.
The SIMCA metrics are:

• The Euclidean distance between the point under test and the center of the class.
• The residual projection error of the point on the class hyperplane.

We can elaborate the SIMCA concept by using a simple example. Assume we
have spectra to classify between two classes Class A and Class B, and the spectra
comprise only three wavelengths. Initially, we will perform PCA on spectra of Class
A alone, and the number of principle components are usually chosen to be small and
we can use cross validation to determine the optimal number of components. For
our example, we will choose 2 principle components to keep things simple. We will
repeat the same thing on Class B and choose only one principle component. For any
new unknown spectrum subjected to this model, we will project the new spectrum on
Class A plane and measure the projection error of the spectrum to be our first metric
then after projection we will measure the Euclidean between the projected point and
Class A center to be the second metric. The same procedure will be repeated with
Class B and measure the two metrics to be compared with those we got with Class
A and then decide which class the new spectrum belongs to. The SIMCA example
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Fig. 5 An illustration of SIMCA example. In a the projection of the 3D spectra on the Class A
plane and Class B line. In b the projection of a new spectrum on Class A and Class B

is illustrated graphically in Fig. 5, where the 2D principle component plane of Class
A and 1D line of Class B are represented in Fig. 5a, and the projection of the new
spectrum is shown in Fig. 5b.

3 Milk Model

In this case study, we will address a common issue faces the models when they are
being generalized to accommodate conditions weren’t present during their calibra-
tion. The conditions we are trying to study in this case are:



480 M. Hossam et al.

• Variations appear in the calibration spectrometer due to heating, aging or any other
factors.

• Variations due to changes in the measuring conditions.
• Variations among different spectrometers.

We have proposed an algorithm to transfer the old calibration of amodel to accommo-
date new conditions instead of recalibrating the model over again [12]. And to verify
the proposed solution we built three models to discriminate between milk samples
according to their fat levels, then we tested the model in three different experiments,
where each experiment imitates one of the stated conditions.

3.1 Calibration Transfer

The main purpose of the algorithm is to offer a standardization method between the
sensor used in the model calibration and any other sensors that will use the same
model. The algorithm can alsomitigate the effect of changing the conditions at which
the model is calibrated and the conditions which the model is used in. Originally,
calibration transfer was used to transfer the models among large bench-top spec-
trometers with large differences in their specifications. In our case, the differences
between spectrometers are minimal since they are all from the same brand, and hav-
ing the same design. However, the sensor might be suffering from components and
manufacturing variations and tolerances. More importantly, the transfer technique
needs to be simple and fast to copewith the large numbers of theminiaturized sensors
needed to be subjected to this algorithm.

To transfer a model from sensor A to sensor B, some spectra readings are taken
using both sensors from samples having the same nature as the calibration samples
and cover most of the samples variations. Next, dimensional reduction is applied to
the data in the same way applied in the model, and the data points are transferred
from sensor A to sensor B using the linear transformation given in Eq. 15.

X∗
b = AXb + B (15)

where Xb is the original data points of sensor B and X∗
b is the transferred points,

while A and B are the coefficients of the linear equation. The coefficients A and B
are calculated using the least squares method as per equation 16.

min

{∑ [
Xa − X∗

b

]2} = min

{ ∑ [
Xa − (AXb + B)

]2}
(16)

where Xa is the data points of sensor A, and the error between Xa and X∗
b should be

minimized by tuning the valuesof A and B. The coefficients A and B are the output
of this step, and for any new sensor to be transferred to sensor A these steps should
be repeated to get new coefficients associated with the new sensor. Afterwards, for
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every new reading taken with sensor B, equation 15 should be applied before using
the model calibrated on sensor A.

3.2 Models Setup and Intrumentation

In this section, we will list the number and the nature of the samples in the model, the
measuring configuration and the spectrometer configurations, as shown in Table 1.

Samples used to perform the experiments and to build the model were bought
from local grocery store and consisted of 11 different ultra-high-temperature (UHT)
treated milk packs. The 11 packs were distributed as follows:

• 5 samples of full-fat milk
• 4 samples of skimmed milk
• 2 samples of half-and-half milk.

The samples were measured in diffuse reflection configuration through a quartz
cuvettewith a 10mmpath length.Andduring themodel building and the experiments,
we have used 3 DVKs, named D20, D39 and D48.

3.2.1 NeoSpectra

NeoSpectra is the commercial name of the Fourier Transform Near Infrared (FT-
NIR) spectrometer from the Egyptian company, Si-ware Systems. NeoSpectra has
several variants of spectrometers, while in this case study we have tested and used
only NeoSpectra micro development kit (DVK). DVK is a FT-NIR spectrometer
based on Micro Electromechanical Systems (MEMS) technology to miniaturize the
traditional Michelson interferometer into chip-size component [13, 14]. It has also
an application specific integrated circuits (ASICs) to control the MEMS and for data
processing, and contains an integrated light source to be used in diffuse reflection
measuring configuration as shown in Fig. 6, to end up that the whole instrument is

Table 1 The setup of the milk classification models

Parameter Description

Samples number 11 UHT milk samples

Spectrometer 3 NeoSpectra micro development kits (DVK)

Measuring configuration Diffuse Reflection

Measurements number 5 measurements from each sample

Scan time 10s

Common wavenumber Enabled, with 1024 points

Analysis tool MATLAB R2018a
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Fig. 6 NeoSpectra micro development kit

Table 2 Summarized specifications of NeoSpectra DVK

Parameter Conditions Value Units

Wavelength range – 1350–500 nm

Resolution At λ = 1550 nm 16 nm

66.6 cm−1

Typical SNR 2 s scan time, at
λ = 2350 nm

> 2000 : 1 –

Wavelength accuracy At λ = 1400 nm ±1.5 nm

Wavelength
repeatability

At λ = 1400 nm ±0.15 nm

integrated into a small spectral sensor. The specifications of the DVK are summarize
in Table 2 to include only data relevant to spectroscopy.

3.3 Model Details and Results

The Classification model was developed with the spectral data measured by D48
where its data is plotted inFig. 7a. Spectrawere treatedwith a secondorder detrending
to remove baseline trends.
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3.3.1 Gaussian Process Classification Model

This model is a combination between PLS and Gaussian Process Classification
(GPC) [15], where PLS was applied to reduce the dimensions of the dataset to
two latent variables. Afterwards, we trained two GPC models using the PLS latent
variables. The first classifier is a one-dimensional GPC which uses the first latent
variable only as shown in Fig. 7b. While, the second uses the two latent variables
together in a two-dimensional GPC model as shown in Fig. 7c. The two models
were validated using cross validation and both of them achieved 100% classification
accuracy. These two models will be used in the following experiments to test their
performance under different conditions.

3.3.2 Soft Independent Modeling Class Analogies Model

The SIMCA model was trained on the first two principle components of the milk
classes. The PCA was carried out on each class separately as shown in Fig. 8. The
model was validated using cross validation and it achieved 100% classification accu-
racy, similar to the GPC models.

3.4 Experiment 1

The purpose of this experiment is to study the effect of changing the signal-to-noise
ratio (SNR) within a single spectrometer sensor. The effect of changing SNR can
be simulated by changing the scan time duration for the sample measurement. All
samples were measured using sensor D48 with scan time of 2 s and scan time of 5 s
through a quartz cuvette of a 10mmpath length. These two test sets were subjected to
the models developed using spectra collected with 10s scan time on the same sensor
D48. From Fig. 9a and b, it is clear that changing the SNR has minimal effect on the
GPC classification accuracy, however, it may still be beneficial to test the calibration
transfer procedure on this data to obtain the results shown in Figs. 9c and d. The
same results were achieved by the SIMCA model to score 100% accuracy before
and after the calibration transfer.

3.5 Experiment 2

In this experiment, we were keen on testing the effect of the variations between
different sensors. We used the three sensors D20, D39 and D48 to measure all the
samples using a scan time duration of 2 s and through the regular cuvette we used
in the prior experiment. From Fig. 10a, it is clear that testing with the 1D GPC
model D39 achieves a performance poorer than that of D20 while D48 shows the
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Fig. 7 The cross validation results of the milk model. In a, raw spectra of the calibration. In b, the
scores of LV1, where solid dots represent calibration data, hollow dots represent cross validation
data and black lines represent the probability of each class across the space. In c, the scores of both
LV1 and LV2, and the contour lines represent the probability of each class
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Fig. 8 The scores of the first two principle components for each milk class

best performance since it is the calibration sensor. On the other hand, testing with
the 2D GPC model shows a performance degradation for both D20 and D39, as
shown in Fig. 10b, due to the large spread appear in LV2. Based on these results,
calibration transfer is a must and it showed considerable improvements as illustrated
in Figs. 10c, d and Table 3. The results of the SIMCAmodel was quite similar to the
results of 1D GPC as shown in Table 4.
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Fig. 9 The testing results of the 1st milk experiment where the dataset comprises different values
of SNR. LV1 of the test set collected by changing scan time are plotted in a while c is the same
LV1 after applying calibration transfer. b is the 2D GPC model, while d is the model after applying
calibration transfer
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Fig. 10 The testing results of the 2nd milk experiment where the dataset comprises measurements
from different DVKs. LV1 of the test set collected by the 3 DVKs are plotted in a, while c is the
same LV1 after applying calibration transfer. b is the 2D GPC model, while d is the model after
applying calibration transfer
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Table 3 The classification accuracy of the GPC models for the test data measured using the three
DVKs

Sensor 1D GPC model 2D GPC model

Before transfer
(%)

After transfer (%) Before transfer
(%)

After transfer (%)

D48 100 100 100 100

20 100 100 87.27 98.18

D39 90.9 100 83.64 96.36

Table 4 The classification accuracy of the SIMCAmodel for the test data measured using the three
DVKs.

Sensor Before transfer (%) After transfer (%)

D48 100 100

D20 100 100

D39 90.9 100

3.6 Experiment 3

This experiment focuses mainly on studying the variations that may occur because of
changing the container’s material. Since the model is developed using milk spectra
measured through a quartz cuvette, the test data will be measured through a different
container which is a glass beaker in this experiment. Similar to prior experiments,
the same three sensors were used and their scan time was set to 2 s. From Fig.11a
and b, it is clear that changing the measuring medium or container has a great impact
on the GPC models classification accuracy even for sensor D48. After applying
the calibration transfer procedure, the spread of the data decreases noticeably and
the three classes become more confined as shown in Fig. 11c and d. Both models
benefit from transfer but the 1D GPCmodel achieves a better classification accuracy
as shown in Table 5. SIMCA model showed similar behavior by being vulnerable
to this type of variations and return back to the acceptable region after applying
calibration transfer as shown in Table6.

4 Conclusion

In this study, we introduced the calibration transfer technique and studied the fea-
sibility of using it with chemometric models to mitigate any negative impact that
may occur due to using spectral sensors. One of the common issues of the spectral
sensors, and we tested its impact on our models in experiment 1, is the degradation
of the SNR of the sensors which appears to have minimal effect on the models. On
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Fig. 11 The testing results of the 3rd milk experiment where the spectra were measured through
glass beaker. LV1 of the test set measured through glass beaker by the 3 DVKs are plotted in a,
while c is the same LV1 after applying calibration transfer. b is the 2D GPC model, while d is the
model after applying calibration transfer

the other hand, the usage of mass produced sensors usually leads to unit-to-unit vari-
ations between different sensors, and according to experiment 2 these variations can
be minimized to almost return to the original accuracy of the models. Finally, we
tested the effect of changing the measuring medium in experiment 3, and it appeared
that the models were vulnerable this type of variations and this showed the most
gain of calibration transfer as it restored the accuracy from less than 50% in some
cases to above 90%. The three experiments were conducted and tested using three
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Table 5 The classification accuracy of the GPC models for the test data measured through a glass
beaker

Sensor 1D GPC model 2D GPC model

Before transfer
(%)

After transfer (%) Before transfer
(%)

After transfer (%)

D48 45.45 100 50.9 89.1

D20 90.9 92.27 96.36 90.9

D39 47.27 96.36 81.81 90.9

Table 6 The classification accuracy of the SIMCA model for the test data measured through a
glass beaker

Sensor Before transfer (%) After transfer (%)

D48 58.18 98.1818

D20 63.64 100

D39 85.45 92.73

different models: one-dimensional GPC model, two-dimensional GPC model and
SMICA model, the overall performance of the one-dimensional GPC and SIMCA
were better than the two-dimensional GPC model.
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Smart Environments Concepts,
Applications, and Challenges

Doaa Mohey El-Din, Aboul Ella Hassanein, and Ehab E. Hassanien

Abstract This chapter presents the clear definition of a smart environment, its
advantages, previous motivations in various applications, and open research chal-
lenges. These challenges are classified into two parts, artificial intelligence, and
internet-of-things. They are powerful for researchers and students to select a research
topic. This chapter also removes the blurred idea of a smart environment that is limited
to the vision of a smart environment definition just interprets with the internet-of-
things. It presents the importance of recently used smart environments such as smart
homes, smart farming, smart city, smart education, or smart factory. The recent
statistics refer to the predication of used smart devices for constructing the smart
environments that reach to nine double of a population around a world by 2025. This
chapter presents a proposed criterion of building a good smart environment for any
domain with respect to two dimensions data and security.

Keywords Smart environment · Internet-of-Things · Artificial intelligence · IoT
devices · Sensors

1 Introduction

A smart environment (SA) refers to the simulation management system for the real
environment such as smart city or smart parking [1, 2]. It improves decision making
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remotely and concurrently [3, 4]. There is a blurred defining of a smart environment
that refers to the limit on the internet-of-things [5, 6]. However, the real meaning
of a smart environment is illustrated in the combination of artificial intelligence and
internet-of-things [7, 8]. It means Interconnected several sensors and Internet-of-
things devices via the internet. This connection causes of huge data that are required
interpreting and processing. The smart key of any smart environment is data [9]. The
good interpreting and processing data lead to making good decisions simultaneously.

Internet-of-things (IoT) is a technology supports a new idea for tracking objects,
sensing devices, and monitoring things of each environment [10]. IoT allows specific
sensors for a specific environment to communicate with other devices such as smart-
phones viaBluetooth orWi-Fi to transmit enormous amounts of data to the network. It
allows users to have a better meaning of the environment’s objects cases, conditions,
and problems. It faces several obstacles and challenges in network security, reliability,
and consistency.

Artificial intelligence (AI) refers to the intelligence of a machine that can under-
stand and interpret the input data by several algorithms or techniques to support
making decisions [11–13]. It is known as a cognitive technology, generates a tech-
nology that enables machines to work intelligently for simulating the real environ-
ments. However, the powerful of usage of AI, it has many challenges in several
decision levels that makes getting the data is hard. Although recent researches try to
solve some AI challenges, it is faced with open research challenges until now.

This chapter presents a definition of smart environment technology and the impor-
tance of using it. It discusses the relationship between Smart environment, artificial
intelligence, and internet-of-things. It shows many smart environment’s application
in various domains. It also introduces its benefits and challenges to the usage of
a smart environment and how to reach a good criterion to construct a new smart
environment.

The rest of this chapter is organized as follows. Section 2 examines the smart
environment definition and its main architecture and structure. Section 3 presents
the importance of the smart environment. Section 4 discusses the benefits of smart
environments. Section 5 introduces a comparison between the real smart environ-
ment’s applications. Section 6 presents the smart environments’ challenges. Section 7
introduces a discussion and generated criteria to create a smart application. Finally,
the conclusion and future work of this work in Sect. 8.

2 Smart Environment

Recently, there is a confusing definition of a smart environment that is limited to
the internet-of-things. It causes a blurred understanding of the smart environment
and how to construct it. So, there is a need to discuss the real meaning of a smart
environment and how to construct it.

Smart Environment (SA) is defined by that any environment based on the intercon-
nection of IoT sensors to support the interpretation processing of big data extracted
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Fig. 1 Smart environment architecture

from multiple IoT sources [3–5]. These data may be the same type or variant data
types. These data are captured fromDifferent media depending on the target environ-
ment. They are required to make processing Data classification, clustering, fusion,
and outliers. Another formal definition of a smart environment is an intelligent agent
that perceives the state of the resident and the physical surroundings using sensors
and acts on the environment using controllers in such a way that the specified perfor-
mance measure is optimized [7]. It is an automated management environment that
is based on the continuous communication between sensors connects via the internet
[8].

2.1 Smart Environment Architecture

The essential architecture for constructing any smart environment consists of
five levels, sensors devices, Internet-of-things connections, cloud networks, and
extracting big data from the sensory devices as shown in Fig. 1.

The Smart environment gets a benefit from artificial intelligence to interpret and
fuse the extracted data to improve analytics for improving the making decisions.

2.2 Smart Environment Structure

The smart environment relies on the specific context, each context has a specific
number of sensors S1 to Sn , sensor’s types, features, and conditions. to understanding,
processing and extracting the data as shown in Fig. 2. These sensors may be cameras,
built-in sensors on devices such as on smart-phones, wearable sensors, or IoT devices
for specific domain such as LADAR. That causes of extracting big data with variant
types D1 to Dn and different targets. These data may be images, videos, text or
signals. Each data type has several algorithms or techniques This connection requires
to be reliable continuously. There are some types of network connection that depends
on the target, the number of users and security level. Distributed, centralized, semi-
centralized, or Blockchain are types of cloud network. That also requires getting the
good and big servers to guarantee the consistency and integrity of these huge data.



496 D. M. El-Din et al.

Fig. 2 A detailed smart environment structure

These data require some processing and cleaning for fusing in the same structure
for reaching the target. Many challenges have faced fusing and interpreting sensory
data.

3 The Importance of Smart Environment

The importance of the smart environment is declared inMakingdecisions,monitoring
controlling, saving things, and dealing with outliers. Recently, the new trend of the
industry goes forward to implement a real smart environment. According to Statista,
the current usage of 2020, the expected communicated sensors through the internet
for smart domains reach 30 billion sensors [39]. According to Statista, this statistic
increases to 75 sensors in 2025 [40]. So, smart environment becomes important for
research to try solving the problems of the real smart environment implementation
(Fig. 3).

The result of evolution usage of sensors is concluded in that the statistics of a
number of used IoT sensors are bigger than the number of Population world.

#No. of used IoT Devices > #No. of Poplution (1)

So, the usage of IoT is increasing in the industry to help the automated
management control and put values for the extracted big data.
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4 Smart Environment Benefits

Smart technology for simulating the real environment has main six benefits for
users and the real-world, like the following, Effective Data-Driven, Improved
Making Decisions, Trust communities, Reduce Negative impact for real environ-
ments, Communicate many smart environments with each other, and Open economic
development chances (Fig. 4).

The effective data-driven is very powerful for tracking data or objects and previous
status for any object. Data-driven [12, 13]. These data are valuable in the industry
that can use in analytics, marketing, or sales. It also improves the decision making
though following the real status for each object. That is very effective in the market
[14]. There are several companies try to get or buy this information to improve
the marketing section and people’s targets. Trust communities are provided based
on the confidence of the network of Internet-of-things [15]. the reliable connection
between objects reaches trust users, data, communications, and decisions concur-
rently. İt reduces a negative impact on real environments. The real data provides real
decisions, andmaking a good decision that can save lives, things simulations [16]. So,
that reduces the negative effects on real environments such as save lives in fire events
in monitoring forests or fainting patient cases in smart health. The connect communi-
cation network provides new researches and industry to try communicating several
smart environments with each other’s to see the full vision in various dimensions
[17]. For example, smart parking and smart vehicles connection support manage-
ment system to see the full vision of streets and around available parking areas
and the peak time of traffic congestion. The future trend of research and industry
to simulate a full Smart city which includes smart vehicles, smart homes, smart
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Fig. 4 Smart environment benefits

health, smart education, smart parking, and smart factory. The investment in large
scale implementation such as smart transportation, smart city, or smart factory is
increasing continuously that reaches millions of dollars to construct infrastructure
and tasks [18]. So, that opens new economic development chances and jobs oppor-
tunities for improving decision making and making several automated systems. That
also requires several research to support the integration, efficiency, and consistency
between data analytics, sensors, and decision making in smart environments.

5 Smart Environment Applications

This section presents a comparison between the real smart environment applications
and their various objectives, characteristics and conditions that use for making deci-
sions as Table 1. It also presents a comparison between the advantages and current
limitation for each smart environment as Tables 2 and 3.

From previous comparisons, finding the motivations try to build various smart
environments that are based on fusion multiple sensors on objects or devices for real
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İt
in
cl
ud
es

tw
o

pa
rt
s

G
SM

sy
st
em

(G
lo
ba
lS

ys
te
m

fo
r

M
ob
ile

C
om

m
un

ic
at
io
ns
)

is
co
nn

ec
te
d
to

A
rd
ui
no

U
N
O

D
ea
ls
w
ith

tr
af
fic

cr
ow

d
R
ed
uc
in
g
w
ai
tin

g
tim

e
in

tr
af
fic

co
ng
es
tio

n

M
an
y

R
ed
uc
es

tr
af
fic

co
ng
es
tio

n
in

fo
ur

la
ne
s
ba
se
d

on
th
re
e
lig

ht
s

G
SM

ha
s
be
tte

r
re
su
lts

th
an

U
N
O

U
si
ng

in
fr
ar
ed

in
em

er
ge
nc
y
ca
se
s

Im
pr
ov
es

ac
cu
ra
cy



Smart Environments Concepts, Applications … 505

environments. More than one user that requires interpreting and ordering manage-
ment for each user. Each user has screen with several conditions, each screen has
multiple data targets, conditions, and factors. For example, smart health refers to the
observed patients hold determined disease (such as diabetes) that needs observing
from physicians or nurses as in Tables 4, 5 and 6.

6 Smart Environment Challenges

The challenges of smart environment are classified into two dimensions data and
security. Each dimension has several challenges and problems that requires solving
to create a smart environment (Fig. 5).

The Data dimension has five challenges level as the following.

6.1 Big Data Analytics

Data Analytics is defined by stratifying an algorithmic process for extracting ideas.
The extracted data from IoT sensors and devices have several characteristics as
volume, value, variety, and velocity [56, 57]. The volume of data expresses huge
data for each device in each minute or second with respect to the conditions of
context domains. The variety refers to the problem of various data type formats. The
velocity means the speed changes the data by minutes or seconds. The value means
in each record, the data value may be changed at any time. So, they need to create
several solutions to improve accuracy and performance in any smart environment.

6.2 Preprocessing Data

The big sensory data with various formats that require to clean with missing data,
error data, or outliers. So,many researchers refer to outlier detection anddata cleaning
processes as the current open researches [58, 59]. Data cleaning is considered the
correction process for data and the validation of it. İt makes purifying and tuning
for the missing data, conflicting data or validating the data quality. Outlier detection
refers to find fault readings from sensors that require classifying if it is just an error
or a sudden action requires solving [60].
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İn
te
rp
re
rt
in
g
di
se
as
e

in
fo
rm

at
io
n
fr
om

on
lin

e
tw

ee
ts

M
an
ag
e
di
se
as
es

re
m
ot
el
y
an
d

si
m
ul
ta
ne
ou

sl
y

Fe
w

İm
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Fig. 5 The smart environment challenges with respect two dimensions data and security

6.3 Data Fusion

Data Fusion has a vital role in understanding the data and combines the parts of
meanings to reach the target through several inputs. İt is very important for many
applications in various domains [61]. Multi-sensor data fusion refers to the fusing
observations frommultiple sensors and IoT devices to provide a powerful and perfect
description of each sensor [62]. Themain problemhas faced the research and industry
on how to fuse many sensor’s data with variant data types. There are two main types
of fusion, the same data types, and variant data types. Till now, the main obstacle of
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Mul -sensor data fusion

context

features

cond ons 
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Types

same type

various types

Fig. 6 Multi-sensor data fusion types

data fusion, there is no unification technique that can suitable to more than context
whether the same data type or variant data type.

In other words, multi-sensor data fusion is considered a specific domain. It also
differs from multiple targets (Fig. 6).

6.4 Data Interpretation (Such as Classification
Segmentation, or Clustering)

The interpretation process of data is significant for improving the meanings of data
and accuracy results [63]. İt includes several operations on data such as classifi-
cation, segmentation, or clustering. Data classification means the organizing data in
retrieving, sorting or categorizing it to bemore powerful and efficient. İt improves the
confidability, integrity, and availability. Data segmentation is the operation of getting
the data and select the suitable parameters for making processing on it such as image
segmentation to determine the tumor. Data clustering is a function of collecting the
data in several groups of objects that are known as a cluster.

6.5 Data Visualization

Data Visualization refers to draw a graphical vision for data and its relationships. it
is very powerful for visualizing the big data and their relationships that are extracted
from multiple sensors [64]. Till now, there are several motivations to enhance the
automatic tools for data visualization. That includes several problems such as context
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Fig. 7 Data visualization challenges

domain, each context has several characteristics and several users for the same appli-
cationwith various applications. Other problemsmust be taken into the consideration
for constructing applications such as the type of graph, the color of the graph, the
explanation details levels (high, medium, or low), the alert types when happening
the data outliers (Fig. 7).

The Security dimension faces many challenges that are classified into six types
like the following,

6.6 Reliable Connection Continually

Any smart application requires communicating with IoT devices and sensors and
being connecting the internet continuously. So, that is very important to be a reliable
and robust connection to be online all the time. İt also requires checking on the
availability and charging of each IoT device and sensor.
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6.7 Information Integrity

Itmeans the data protection in any connection between sensors devices in the internet-
of-things [65]. It aims to prevent the data corruption and avoid failures in the extracted
sensory data. On other hand, that means guaranteeing the safety data and reach from
the source to another one right, correct, the same size and type and holding the trust
data. Encryption is considered the main technique uses for making integrity of the
data that prevent the data sensitivity. Data integrity provides solutions for improving
the reliability and consistency of data. Data integrity includes two types, physical
and logical. Physical integrity takes care of fetching and storing right data. Logical
Integrity takes care of curing the faults or errors in logical meaning for each specific
context.

6.8 Prevent Hacks

The network security requires ensuring the consistency of based on no hacks included
[66] whether stealing information or Impersonate personal accounts.

6.9 Privacy Control and Confidentiality

Protecting the Privacy for any smart environment system requires scanning logs for
determining any attacks or secret peoples that are offensive on the network. İt also
requires guaranteeing the privacy and security of users. İt prevents cyberattacks types.
The cyberattack refers to electronic attacks in systems and networks [67]. Several
attack types consist of physical cyber-attacks, network attacks, software attacks,
software attacks, and encryption attacks. These attacks can impersonate and steal
information through some encryption.

6.10 The Authentication Privacy

It aims to protect the personal information for users for example their profiles and
password [68]. It takes care of data quality andusers verification. There are three types
of authentication that are saving profiles through verification applications of ques-
tions, passwords quality, image passwords, or CAPTHCA technique. All motivations
in authentication target prevent users’ profiles from attacks.
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6.11 Social Internet-of-Things (SIoT)

Social internet-of-things refers to the number of users that use the same smart envi-
ronment [69, 70]. It is a new research trend for research due to search for solutions
for conflicting decisions from various users or different decisions orders at the same
time. Each user has confidential issues and control panels that may be different from
others. For example, many users in smart home, that may give a decision to open
the light or TV, and another user in the same home decides to off TV. How can
order the decisions. Another example another in smart home, if user decides to open
the conductor and other user decides to close it. How can solve the conflicting and
ordering of decisions from several users with respect to the authorizes and priorities.

The combination of data analytics and Internet-of-things has a big value for
improving management control with high accuracy results. The essential signifi-
cant in any smart environment concludes in the data and how to get it and interpret
it.

7 The Proposed Criteria for Construct Robust and Reliable
Smart Environment

Previous researches refer to important dimension that should take in the consideration
when constructing any smart environments, such as shown in a comparison between
thirty chapters in Tables 1, 2. That drives to generate general criteria for constructing
any smart environment. These criteria include five steps as shown in Fig. 8.

The combination of data analytics and Internet-of-things has a big value for
improving management control with high accuracy results. The essential signifi-
cant in any smart environment concludes in the data and how to get it and interpret it.
The detailed steps of the proposed criteria are illustrated as the following, as Fig. 8.
Five steps grantee constructing any smart environment with good quality in various
domains, checking the WIFI connection availability all 24 h every second, ensuring
the clients’ profiles authorized through studying their behaviors, interpreting the
extracted big data detection, determining noisy data or anomalies, and information
integrity.

Checking 
Network 

Connec on

Profile's 
Authen ca on

interprer ng 
big data

Determing 
noisy or  

anomalies

Informa o
n Integrity 

Input output

Fig. 8 The generated criteria for building any smart environment
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8 Conclusion and Future Work

This chapter introduces new research dimensions that require several motivations
until now to serve the industry and research. İt removes a blurred ide about the
smart environment and a definition discusses it. A smart environment refers to the
combinationof artificial intelligence and internet-of-things. Themainvalue of a smart
environment appears in data. The smart environment challenges are classified into
two dimensions data and network security that includes eleven research challenges
to reach a reliable and consistent smart environment. No smart environment can
neglect these phases and their challenges. However, each research targets one ormore
challenges to build a smart environment. So, this chapter presents the consistency
criteria to reach a good smart environment.
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Synonym Multi-keyword Search Over
Encrypted Data Using Hierarchical
Bloom Filters Index

Azza A. Ali and Shereen Saleh

Abstract Search on encrypted data refers to the capability to identify and retrieve
a set of objects from an encrypted collection that suit the query without decrypting
the data. Users probably search not only exact or fuzzy keyword due to their lack of
data content. Therefore, they might be search the same meaning of stored word but
different in structure. So, this chapter presents synonym multi-keyword search over
encrypted data with secure index represented by hierarchical bloom filters structure.
The hierarchical index structure improves the search process, and it can be efficiently
maintained and constructed. Extensive analysis acquired through controlled experi-
ments and observations on selected data show that the proposed scheme is efficient,
accurate and secure.

Keywords Searchable encryption · Synonym keyword · Bloom filter ·
Hierarchical bloom filter · Locality sensitive hashing

1 Introduction

Cloud storage service has become more popular as providing a lot of benefits over
traditional available storage solutions. At first users save their data on un-trusted
third party servers without any encryption, as a result this information is become
available to everyone and susceptible to physical and harmful attacks. Users and
companies who use storage to store and search data which used in various aspects of
their businesses are becoming worried about loss of their data integrity and privacy
through unauthorized access threats. The data may include several million records;
at least some of these companies wish to keep some records private such as the
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customer private information. This information may be of value to others who may
have a malicious intent. If the adversary be able to obtain such private information,
he will create problems for the company, its customers, or both. The main objective
of outsourced storage and stored data in the server is to provide confidentiality and
to keep privacy of the data. Moreover, firms and big companies tend to keep away
from using the outsourced storage service for fear of becoming their data known.

One common method used to protect sensitive information and to comply with
privacy regulations or policies is encryption, where the user needs to cipher his
information before uploading it on the server. However, use of encrypted data raises
other issues, how the user submit a search request to the server to retrieve particular
data without disclosure of any information or decrypting all of data. The idea is when
a user wants to submit a query; he has to download all the encrypted data. It can be
considered as a solution that maintains the privacy of the user, but practically this
solution is not convenient due to the huge amount of data that should be downloaded,
the client side is limited in computational resources and the bandwidth between
the client and the server is limited. Searchable encryption is a recent concept that
performs searches over the data which encrypted and stored in un-trusted server
without any leak of information. The main idea is to be able to perform an encrypted
search query without having to download all the encrypted data. Indeed, searchable
encryption is consisting of two phases:

• Kept encrypted data on the un-trusted third party (Store process).
• Submit secure encrypted request to search and retrieve the desired information

(Search process).

Confirmation the idea of searching and retrieving over encrypted data will be
clarified in the following example:

Jack has a set of documents and he stores them in an encrypted form into an un-trusted third
party server. Jack wants to retrieve documents that contained the word “urgent” among his
encrypted documents, he sends an encrypted request to the server where the word that he
wants to search about is hidden, in such way the servers doesn’t know any information about
the content of this request. The server has to send to Jack all encrypted documents containing
the word “urgent”.

The previous example deals with a kind of searchable encryption called symmetric
encryption. There are other approaches that will be illustrated it in the next section.

Many approaches support search over encrypted data [1–8], and they are based
on storing additional information (i.e. metadata) which by itself does not seep out
any information about the data, but enables the predicates to be evaluated over the
encrypted representation.

With huge increasing in data size, especially with Cloud data, searching mech-
anisms becomes easier by using bloom filters structure. Recently most papers used
bloom filter data structure in encrypted data search [9–13], and it leads to solve most
problems of searching over Cloud data.
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The proposed scheme (Synonym Multi-Key-SHBlooFi) uses Hierarchical index
structure for bloom filters HBlooFi in searching over encrypted data over cloud.
The proposed Synonym Multi-Key-SHBlooFi scheme enhances the search process
of Wang scheme [9]. Results show that Hierarchical Bloom Filter Index introduces
efficient and a scalable solution for searching through a huge number of bloom filters
compared with Wang scheme [9].

The rest of the chapter is organized as follows. Section 2 represents the related
work such as Wang scheme [9], and hierarchical index structure for bloom filters
[14]. Section 3 represents the proposed Synonym Multi keyword search scheme
over encrypted data (Synonym Multi-Key-SHBlooFi). Evaluation of the proposed
Synonym Multi-Key-SHBlooFi scheme is represented in Sect. 4. Finally, Sect. 5 is
the conclusion of this chapter.

2 Related Work

All approaches need to store the data in a server, and there are users whose own the
data and perform the encryption process on it then outsource the data to the server,
after that perform the search process.

There are two search approaches over encrypted data:

1. Symmetric searchable encryption
Also called private-key cryptography is one of the oldest andmost secure encryp-
tion methods. The term “private key” comes from the fact that the key used
to encrypt and decrypt data must remain secure because anyone with access to it
can read the coded messages. The main attribute of this model of private search
is that the sender encrypts a message into cipher-text using a key, and the receiver
uses the same key to decrypt it [15].
People can use this encryption method as either a “stream” cipher or a “block”
cipher, depending on the amount of data being encrypted or decrypted at a time.
A stream cipher encrypts data one character at a time as it is sent or received,
while a block cipher processes fixed blocks of data. The symmetric scheme
was introduced by Goldreich and R. ostrovsky [16] and supposes that the user
encrypts his data with a secret key, kept it in the un-trusted server, can retrieve his
encrypted data then decrypts it with the same key. Several searchable symmetric
schemes were done ([1, 2, 16–18]). Not only complexity was improved but also
search features such as conjunctive search [15] were added in recent works.
Common symmetric encryption algorithms include Data Encryption Standard
(DES), Advanced Encryption Standard (AES), and International Data Encryp-
tion Algorithm (IDEA) [19]. Everybody who is supposed to be able to read the
information must have the key. The problem with this sort of code is that the key
has to be given to them over a secure line.
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2. Asymmetric searchable encryption
Data encrypted with the recipient’s public key can only be decrypted with the
corresponding private key. Data can therefore be transferred without the risk of
unauthorized access to the data [20]. This use can also provide assurance of the
identity of the sender or recipient of the communication. This is done using a
process called digital signing.Amessage signedwith the private key of the sender
can be verified by the recipient using the corresponding public key. Certificates
for signing communications can also be issued by trusted third parties (such as
Certificate Authorities) who can provide further assurance that the owner of a
particular key pair is who they say they are [21].

Currently, there are several applications that need more than a symmetric search-
able encryption. It is possible to imagine a user who wants to search in a public
data to retrieve encrypted document he didn’t store herself. This situation would be
impossible to solve unless he has a common secret with the person who encrypted
these data. This scheme introduced by Boneh et al. [3], by analogy to cryptographic
scheme, allows a number of users who have a public key to store data in the un-trusted
server but only the person who had the secret key can perform a search to test of the
occurrence of a word. This scheme is exposed to a number of developments either in
complexity [22] or search features [23, 24] that allow searching for a set of keyword
at once.

Many schemes have been proposed in research that enable keyword searching on
encrypted data in cloud computing. These schemes build their index files based on the
actual keywords extracted or variations of keywords that were generated based on the
predefined edit distance value. These indexes can only support search with keywords
that are identical to the actual keywords or keywords that have very similar structures.
Aiming at tolerance of bothminor typos and format inconsistencies in the user search
input, fuzzy keyword search over encrypted cloud data has been proposed. The users
may predefine the edit distance value to a larger number to increase the range of the
search result, but at the same time, it will decrease the search quality because more
unrelated keywords will be returned in the search results, also, it degrades the search
performance because the size of the index will increase.

As an attempt to enhance query predicates, conjunctive keyword search over
encrypted data have also been proposed. Conjunctive keyword search returns “all-
or-nothing”, which means it only returns those documents in which all the keywords
specified by the search query appear; disjunctive keyword search returns undiffer-
entiated results, which means it returns every document that contains a subset of the
specific keywords, even only one keyword of interest.

Other schemes support semantic search (keywords that share similar meanings
with the original keywords but have a very different word structure).

The first construction of searching over encrypted data was proposed by Song
et al. in 2000 [1]. The scheme didn’t contain an index, it only encrypts each word
in the file independently, and thus, the search operation went through the entire file.
This method is simple and fast, but it uses a sequential searching over data, and it
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isn’t suitable of large amount of data size. The scheme is too slow in searching for a
large number of documents.

In 2002, Goh [2] developed Per-file searchable index schemes. He used a bloom
filter to construct the indexes for the data files, which reduce the cost of searching
corresponding to number of files.

As a complementary approach, the first searchable encryption system using the
public key system is proposed, byBoneh et al. [3], in which server contains encrypted
files and keywords. User creates keyword trapdoor TW using its private key to search
w. The server checks TW with existing encrypted keywords and sends encrypted file
that match it. In Boneh scheme, the trapdoor may be memorized and then it well
reveals knowledge about the keyword [3]. G. Duntao scheme [25] tried to solve the
problemofmemorized trapdoor. Based onBoneh’s scheme,G.Duntao et al. proposed
a temporary keyword search scheme over public key encryption. G. Duntao scheme
solves the problem of the memorized trapdoor. G. Duntao scheme divides the time
into a few time slides, and generates a temporary trapdoor for corresponding time
slides. The trapdoor of a keyword in some time t1 doesn’t reveal anything about the
trapdoor at time t2.

In 2010, Li et al. [4] proposed a first technique using fuzzy keyword search
scheme over encrypted cloud data. Li scheme used the metric of edit distance to
construct a fuzzy keyword search scheme. In 2011, C. Lu et al. [26] proposed a
construction of dictionary-based fuzzy set. This dictionary contains each keyword
and its corresponding fuzzy keywords by using edit distance. This scheme reduces
each of index size, storage, and the overhead computation, where the dictionary
contains all fuzzy keywords.

In 2011, T. Balamuralikrishna et al. [27] proposed a brand new Symbol-based
Trie-Traverse searching scheme to enhance the search efficiency, where a multi-way
tree is constructed for storing the fuzzy keyword set over a finite symbol set. All the
trapdoors sharing a common prefix have common nodes. The fuzzy keyword in the
trie can be found by depth first search approach.

In 2011, when N. Cao et al. made the first attempt to define and solve multi-
keyword ranked query problem(kNN) [28]. In N. Cao et al., data owner first defines
a set of keywords and builds a dictionary containing them. The dictionary contains
an index vector p built for each keyword. If the file in dataset contains a keyword, the
element p[i] is set to 1, otherwise, p[i] is set to 0. To execute multi keyword ranked
query q, firstly sent a trapdoor for query keywords set to cloud server provider (CSP).
CSP uses inner product between the trapdoors and p[i] to determine the similarity
between them. Finally, the first k results with the highest scores are returned to user.
But in this scheme, position of each keyword in the dictionary is fixed, so it must
rebuilt it when the number of keywords increased.

In 2013,Tseng et al. [29] proposed IPEKS,where cloud storageprovidermaintains
two lists, C-list and N-list. N-list contains files identifier, and C-list contains files
identifiers for pervious searching. CSP searches C-list first to obtain file identifier. If
the file identifier isn’t in C-list, the CSP searches the N-list to obtain file identifier
and then includes this information to C-list.
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In 2014, Fu et al. [30] proposed a searchable encrypted scheme which supports
both multi-keyword ranked search and synonym-based search. Z. Fu scheme uses
a vector space model (VSM) to build document index. Searchable index tree is
constructed with the document index vectors. So the related documents can be found
by traversing the tree.

In 2016, Jin Shi et al. [31] proposed a new cloud data search strategy based on
fuzzy multiple keywords, as the Chinese and English data mixed more and more,
and the existing fuzzy retrieval scheme supports only single language retrieval, using
English and Chinese comparison table convert Chinese keyword to English keyword
to support Chinese and English keyword search. Realize the efficient retrieval of
fuzzy multi-keyword in the hybrid data improving the efficiency of retrieval.

In 2018, Ge et al. [32] proposed a verifiable exact keyword search scheme and
then extend to fuzzy keyword search scheme. In X. Ge et al. scheme built a linked
list with three nodes for the same keyword and produce a fuzzy keyword set for it.
One index vector for each fuzzy keyword set was generated to decrease the storage
space and computation cost.

2.1 Hierarchical Index Structure for Bloom Filters

Bloom filter is a data structure used to check whether a specific element exists in a
specific set or not. Every bloom filter is represented by an array of bit values (0’s
and 1’s) with length m. Values of bloom filter array are created by utilizing a set of k
hash functions. The blank bloom filter has value zero in all bits. A new element can
be inserted into bloom filter by applying k-hash functions on that new element, and
then every result of k-hash functions denotes to a specific position in the bloom filter.
The bit value of each position in bloom filter becomes one as illustrated in Fig. 1. To
checkwhether that element exists in the set of bloomfilters or not, k of hash functions
of the specific element is computed and then searching for the positions in the bloom
filters with the same values resulted from k hash functions. If any used hash function
result index position in the bloom filter has value zero, the test element does not
exist within the set, with probability 1. But in case of all used hash functions result

0
1

0

1
0

0
1
0

m=8

h1(a)=3

h2(a)=0

h3(a)=5

k=3

Fig. 1 Using k hash functions with bloom filter



Synonym Multi-keyword Search Over Encrypted Data Using … 527

index position in the bloom filter have values one, it means that the test element exist
within the bloom filter. It should be taking into consideration that, having one in the
specified places in bloom filter does not necessarily mean existence of the element
in the set which represented by the bloom filter; it may be a false positive or a true
positive.

Dataset index file contains the bloom filter of each file. Bloom filters structure
can be utilized to examine existence of specific object in the set (match) or whether
the object without doubt not exists within the set (no match). There is a possibility
of existence false positives, but false negatives unlikely to occur.

For example, suppose text file F contains set of words as: F = {w1, w2, . . . , wn}
and r independent pseudorandom functions hi : {0, 1}∗ → {1,m} where m is the
size of bloom filter that represents the text file F . To test whether the word “network”
is exists in the bloom filter. It should be calculated h1 (“network”), h2 (“network”). If
therefore ∀i � [1, r ] hi (“network”) = 1 therefore h1 “network” � F (may be), else if
at least one value is equal to zero then “network” /∈ F. It can be said that “network”
may belong to F because there are false positives since one hash functions gave the
same result for different element as explained in Fig. 2.

Wang et al. [9] proposed a privacy-preserving multi-keyword fuzzy search over
encrypted data in the Cloud.Wang built an index for each file; this index file contains
all words in file and represents it as a bloom filter. The index file supports multiple
keyword searches without needing for increasing the index. The search operation
in Wang scheme passes all files within the dataset. Thus, the search time of Wang
scheme grows linearly with growing of size of the documents set.

Hierarchical Bloom filter Index (HBlooFi) was proposed by Adina [14] as a
searching data structure, which can accommodate to tens of thousands of bloom
filters with low maintenance cost. This paper suggests a scheme to check existence
of specific object in data. Searching over HBlooFi is based on the following idea, first
it must be noted that the leaves of the tree are represented the original bloom filters
index, and the bloom filters of parent nodes are acquired by applying a bitwise-OR
on child nodes. This process keeps going until the root is reached. Query starts from
the root bloom filter traverses the tree down the path until reach to the leaf level. To
examine that specific object exist in specific node in leaf level, it should satisfy the

0 1 0 1 0 1 0 0 1 0

{ Hash function 1} {Hash function2} {Hash function1} {Hash function2}

“network” “security”

Bloom filter

Fig. 2 Example for insert word in bloom filter
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Fig. 3 HBlooFi tree of order 2

condition that all the position’s value in bloom filter that match result from k hash
functions must be equal one.

Construction of HBlooFi tree is based on the following steps: firstly, generating
the outer nodes (leaves) of the tree which represent the original Bloom filters index
of data. Secondly, by using a bitwise-OR on the child nodes, the parent nodes can
be obtained within the bloom filters tree. This process keeps going till the root node
is reached. The HBlooFi has a feature that every inner nodes bloom filter among
the tree represents the union of the sets that formed by the bloom filters among the
sub-tree rooted at that node. Figure 3 illustrates an example of HBlooFi of order
two. Suppose the threshold d = 2(then every inner node has between d and 2d child
nodes). The leaf nodes of the tree include the actual bloom filters, with identifiers 1,
2, 3, 4, 5, and 6.

Nowalgorithmsof inserting, deleting, and updatingBloomfilterswill be introduce
by HBlooFi structure.

• Insert

In the insertion operation, HBlooFi scheme starts searching for a leaf node within
the tree that is “close” to the input bloom filter wanted to be inserted into the tree.
Searching for the closest leaf node depends on the distance measured between leaf
node bloom filter and the desired inserted bloom filter.

Once the closest node found, if the parent node for the closest node still has no
more than 2d children’s (where d specific threshold), add the new one bloom filter
with its child leave nodes, and then the insertion process is completed. On the other
hand, if the number of parent child exceeds the specified threshold 2d; therefore the
parent node must be split. Splitting is done and new parent node has been created
contains the closest child leaf node and the desired inserted node. A new splitting
node (new parent node) has new bloom filter value computed by performing bitwise-
OR operation between the desired inserted bloom filter node and the closest bloom
filter child node. The desired inserted bloom filter node and the closest bloom filter
child node will be modified as child nodes of the new parent node.
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Fig. 4 Bloom filter tree after insert and split

For example, to insert the bloom filter with value “00101100” into the tree of
bloom filters in Fig. 3. First search for the nearest node to the new node by using
hamming distance as the metric distance. As a result, it is found that distances,
measured between the new node and nodes id7 and id8, are equal to f our . Let’s
assume that we chose id7 as the nearest node. Therefore the new node is inserted as
a child node of id7 which has more than f our child nodes after inserting new one,
so id7 should be split and create new inner node as shown in Fig. 4.

Algorithm 1: insert (new Bloom filter) into tree  
1. Input: new Bloom Filter value

//Loop through all nodes in tree to find the child node with the closest value to the new Bloom 
filter using Hamming distanc.
2. for  i = 1 to tree.size() do 
3.         closestNode = tree.get(i) 
4.        currentDistance = closestNode.value.computeDistance(new bloom filter)  

// Compute the Hamming distance between this currentNode value and the new Bloom filter 
value given as Hamming distance = number of positions with different value. Which mean 
XOR the two values and take the sum or all 1s. 
5.        closestNode.value.xorcardinality (new Bloom filter); 
6.  End for 
7. closestNode.children.add(newNode) 
8. newNode.value=new Bloom filter 
9. if !( closestNode. childrens after insertion process are overflow(more than 2*d +1 

children)) where (d=2) represents order of tree then
10. Updata closestNode.value until reach to root node. 
11.    Re-compute bitwise OR between closestNode.value and new inserted bloom filter value. 
12. Else 

//Split the closestNode by create new node, and move last half children of closestNode to new 
node.
13.    for  i = order + 1 to closestNode.children.size() do 
14.             Insert (closestNode.children.get(i)) to newNode created 
15. End for 
16. Re-compute bitwise OR between newNode.value and new inserted node value. 
17. Updata newNode.value until reach to root node. 

// Remove the last half of the children for the closestNode 
18.         closestNode.children.clear() (from (order + 1) to closestNode.children.size()) 
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Fig. 5 Bloom filter tree after delete and redistribute

• Delete

The deletion algorithm operates on remove specific node from the bloom filter index
tree. If the node, needed to be deleted, is a leaf node, then delete the pointer to this
node from its parent node, and check if the parent node is not under flowing (at
least 2 children are exist). The bloom filter values for the remaining nodes must be
recomputed by using bitwise-OR of their children in the path from the parent node
to the root node. If there is an underflow happened (mean there are node contains
children under specific threshold after the delete process), then parent node tries to
redistribute its child nodes with a sibling and update the sub tree contain the moving
node to the root. Or the parent node merges with a sibling, by giving all its entries
to the sibling. The bloom filter value in the sibling node is updated, and the delete
procedure is called recursively for the parent node, where the delete propagates up
to the root.

For Example, assume that id5 node, with value “00101010” from Fig. 3, is
needed to be removed. The final tree result after deletion process of node id5 and
redistribution between id7 and id8 is illustrated in Fig. 5.
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Algorithm 2: delete (specific node) from tree 
//Delete the given node from the index. The deletion moves bottom up. 

   // remove node from the list of children in its parent 
1.         currentNode = node.parent 
2.         currentNode.children.remove(node) 

// check if underflow at the parent (parent.childrens less than specified order) 
3.  if (!parent.needMerge())  do

// no underflow, update values.
4.         For i=1 to parent.child.size() do
5.                 Parent.value OR parent.child.get(i).value 
6.                Re-compute values of the nodes to the root. 
7.          End for 
8.    Else 

// Merge the childrens between parent node and its sibling; all the childrens from the parent node are 
given to the sibling, then the sibling node check if need split and updated to be the OR of all 

children. 
9. For  i = 0 to parent.children.size() do
10.                 childToMove = parentNode.children.remove(node.children.size() .get(i) 
11.                 sibling.children.add( childToMove) 
12.                 sibling.value.OR(childToMove.value) 
13.                 childToMove.parent = sibling 
14. End for 

//Check if sibling is overflow, then create new node and insert the last half of the sibling node 
children into the new node. 
15.
16.    for  i = order + 1 to siblingNode.children.size(); where order=2 do 
17.             Insert (siblingNode.children.get(i)) to newNode created 
18. End for 
19. Re-compute bitwise OR between newNode.value and new inserted node value. 
20. Re-compute bitwise OR between siblingNode.value and all its child node values. 
21. Updata siblingNode.value and newNode.value until reach to root node. 

// Remove the last half of the children for the siblingNode 
22. siblingNode.children.clear() (from order + 1 to siblingNode.children.size()) 

• Update

The input parameters of the update algorithm are the new value of bloom filter and
the desired updated leaf node. Once update specific bloom filter value within the tree,
all bloom filters values will be updated, using bitwise-OR, within the path from the
leaf to the root with the new value.

For Example: to update node id6 with new value “11001111”, values of all the
pass nodes, from node id6 to the root, will be recomputed using bitwise-OR with
“11001111” and the final structure of tree is shown in Fig. 6.
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Fig. 6 Bloom filter tree after update

Algorithm 3: update (current node, new Bloom filter) in tree 
//Update value of the current node with the new Bloom filter 

1. currentNode.value.OR BloomFilter(newValue) 
2. Re-compute values to currentNode.parent. 
3. currentNode.parent.value.OR currentNode.value 
4. Update values of nodes in tree to the root if needed. 

2.2 Multi Keyword Search Scheme Over Encrypted Data
(Wang Scheme)

In 2014, Wang and et al. presented multi-keyword fuzzy search scheme over
encrypted data in the Cloud [9]. Wang scheme builds an index ID for each file
D. The index ID contains all the keywords in file D. Convert the file to m-bit and
then treated as bloom filter [10]. InWang scheme, read file word by word and convert
each word into its bigram vector representation using this bigram as input to specific
Locality Sensitive Hashing LSH functions family using the result from this function
in insert process within the Bloom filter. Generating query which containingmultiple
keywords to be searched can be done by following the same steps used to create the
index. The search process includes a simple inner product operation done between
the index bloom filter values and the query bloom filter values. If the keyword(s) in
the query exist in specific file, therefore the bloom filter represent this file contains
bit 1 corresponding to the same bit position in query bloom filter which result that
the inner product between them can came a high value. The steps of Wang scheme
are explained as following steps:

1. keyGen: Given a security parameter m, output the secret key sk(M1, M2, S),
where M1, M2εRm×m are invertible matrices and Sε{0, 1}m is a vector.

2. BuildIndex(D, SK, L): choose L independent LSH functions, build a m-bit bloom
filter ID to represent the index for every file D:

• Obtain the keywords set from D.
• For each keyword, using specific LSH functions family to insert it into bloom

filter index.
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• Encrypt the index ID using Index_Enc(SK , ID) and output Encsk(ID).

3. Index_Enc(SK, I): The bloom filter index I is divided into two vectors
{
I ′, I ′′}

by using the rule: for each element i jε I , set i ′j = i ′′j = i j if s jεS is one; else
i ′j = 1

2 i j + r , i ′′j = 1/2i j − r , as r is a random number. Then encrypt
{
I ′, I ′′}

with (M1, M2) into
{
MT

1 .I ′, MT
2 .I ′′}. Output Encsk(I ) = {

MT
1 .I ′, MT

2 .I ′′} as
the secure index.

4. Trapdoor : Create bloom filter of length m-bit for the query Q. For every
keyword wanted to be searched, insert it into bloom filter using the same LSH
functions family used in creating index. Then using Query − Enc(SK , Q) to
encrypt query.

5. Query–Enc(Sk, Q): The query Q is divided into two vectors
{
Q′, Q′′} using the

rule: q ′
j = q ′′

j = q j if s jεS is zero; else q ′
j = 1/2q j + r ′, q ′′

j = 1/2q j−r ′

where r ′ is another random number. Then encrypt two vectors
{
Q′, Q′′} as{

M−1
1 .Q′, M−1

2 .Q′′} which result the trapdoor represented by Encsk(Q) ={
M−1

1 .Q′,M−1
2 .Q′′}.

6. Search (Encsk(Q), Encsk(ID)): Perform the inner product operation
〈Encsk(Q),Encsk(ID)〉 as the output of the search process between the query
Q and the document D.

Wang scheme is distinguished from the previous search schemes [6, 33] as it
enables the update process efficiently, due to the fact that each document is indexed
individually. So when trying adding, deleting and modifying file can be done effi-
ciently, compared to the other schemes, including only indexes of the files that will
be modified, not affecting other files.

The following figure represents an example that illustratesWang algorithm,which
represent file by bloomfilter and encrypt bloomfilter using secret key. ThenUse inner
product to search:

• Between index vector and query vector.
• High result means that keyword is in file.

As illustrated from previous example in Fig. 7:

• Index encryption represents as: ((0.07 0.08 0.77), (1.11 −1.0 −0.16))
• And let query encryption is: ((0.01 0.5 0.8), (−0.2 0.3 −0.7)).

Then inner product between query and index is:

[
(index encryption) inner product (query encryption)

]

= ((
0.07 0.08 0.77

)
.
(
0.01 0.5 0.8

)) + ((
1.11 −1.0 −0.16

)
.
(−0.2 0.3 −0.7

))

= 0.2467

Follow these steps between keyword search and other files to return result with
high inner product between query and index. Which denote that files may be
containing the keyword search more than other files.
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Fig. 7 Example of Wang scheme algorithm

3 The Proposed Synonym Multi Keyword Search Scheme
Over Encrypted Data

The proposed Synonym Multi keyword search scheme over encrypted data can be
illustrated in the following subsections.

3.1 Constructing the Bloom Filter for Each File in Dataset
Collection (Algorithm.4)

First read word by word from file then extract all synonyms of each word and
converting each word to its bigram vector and using LSH Euclidean hash function
family to insert each word in bloom filter as illustrated in Fig. 8.
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Fig. 8 Construct bloom filter

      Algorithm 4: Creating bloom filter
1. Input: File ( ). Output: bloom filter ( ). 
2. For each word  in File ( ), find list of all synonym words for  .  
3. Words . Where  is the number of synonym words for  . 
4.    For 
5. Compute . Where  locality sensitive hash function. 
6.       Find all positions of bloom filter   that equal to all the values of  
7.       Change position's values in bloom filter  to be equal one. 
8.    End for
9. End for 

3.2 Constructing the Bloom Filter Tree (Algorithm.5)

For each document generate a leaf node where store bloom filter, then build the tree
from down to up traversal with all leaf nodes generated where internal nodes created
from bitwise OR of its child’s values.

Algorithm 5: Constructing the bloom filter tree
1. Data:  bloom filter list  represent all files in dataset 
2. Sort bloom filters in  according to specific distance (hamming distance). 
3. For each bloom filter of do
4.          Create leaf node in the tree. 
5.           Set name and value (bloom filter) for each created leaf node 
6.          Insert right each bloom filter to leaf node  
7.  End for   

Perform bitwise  bloom filters for all interior nodes, recursively computing them traverse all the 
tree from down to up.
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3.3 Encrypt Bloom Filter Index

Split each bloom filter in leaf node into two vectors, and then encrypt two vectors
with transpose of two matrices. Output the secure index.

3.4 Search

The search algorithm starts from root node traverse down to leaf nodes in tree.
Following steps described in algorithm 4. When algorithm find node is inner node,
first check the condition that the hash result of query has values one in that inner node
value. If the condition met then the search function is called recursively for all child
nodes of this inner node until reach to leaf nodes. When reaches to leaf-level which
rooted to specific node, algorithm computes inner product between query bloomfilter
value and leaf nodes values and return the identifier of the leaf node that produce
the biggest inner product between its value and the value of the query. Else if the
condition is not met, exit from this sub-tree and search in other inner node value.
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Algorithm 7 : Search over encrypted tree
1. Input: Encrypted tree , query hash result  two vectors of encrypted query )
2. For each node in the tree do.
3.  If node is interior node  and contain all . 
4. for do 
5.               Multiply  into leaf node values. 
6. end for
7.             set all result of multiplication in hash table 
8.            Return file name correspond to max result. 
9. end if 
10.         Else if node is interior node  and not contain all .
11.           Exit from this inner node 
12.           Start search in other inner node in the tree calling  algorithm from step . 
13. End else if
14.  Else
15.              this node is a leaf
16. just call step 5, 7
17.         End else  

     End for

4 Performance Analysis for the Proposed Scheme
(Synonym Multi-key-SHBlooFi)

In this section, the overall analysis and experiments of the proposed algorithm will
clarify on specific dataset: the EnronEmail Dataset [34].We choose randomly variety
number of emails to create dataset. The entire experiment system is implemented by
java language on windows 7 with Intel Core i5-2450 M Processor 2.50 GHZ. Using
JWNL (Java WordNet Library) which is API used for accessing WordNet dictionary
which consider a lexical database for the English language connecting with it and
find set of words that have the samemeaning for that word.WordNet is containing set
of words that are synonyms of each other. Each of these sets is called a synset. Since
a word can have more than one meaning, so more than one synset can be contain the
same word.

Tables 1 and 2 represent the storage size, construction time and search time regard
to the proposed encrypted data searching over BF-tree scheme compared with Wang
scheme. Also, the results of Tables 1 and 2 show the memory space, that the index
used, for each of the proposed scheme and Wang scheme. The proposed Synonym
Multi-Key-SHBlooFi scheme uses little more index storage space compared toWang
scheme. Also, two Tables 1 and 2 demonstrate the searching time with each scheme
which is affected by the increasing number of documents uploaded. Two tables
illustrate the changes in construction index time once the numbers of files increased.
In the proposed SynonymMulti-Key-SHBlooFi scheme, the index construction time
is increased compared to the index construction time of Wang scheme.
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Tables 1 and 2 show the results of searching time for the proposed algorithm
compared to Wang scheme algorithm. Encrypted data searching over proposed
Synonym Multi-Key-SHBlooFi scheme is better than encrypted data searching over
Wang scheme. When evaluating search time over the proposed scheme and search
over Synonym Multi-Key-SHBlooFi for different number of bloom filters, it seems
better than search time in Wang scheme, as there is no need to traverse all bloom
filters in tree, only bloom filters that have high probability contained the keyword
search have been checked. On the other hand, the search operation in Wang scheme
includes passes all the files within the dataset perform inner product function. Thus,
the search time of Wang scheme grows linearly with growing of size of the docu-
ments set, this can be a result of the search process must re-examine all the files
within the dataset before the ultimate result get.

The performance analysis of the proposed scheme is illustrated the remaining of
this section. The search cost, the search efficiency, efficiency of index construction,
the storage requirements and result accuracy are computed compared with Wang
scheme.

4.1 Search Cost

The time consumed for search is given by the invocations number of search process.
In the proposed scheme there are three cases:

• The best case: in case of the tree does not contain leaf-level, contains only the root
node, then only one node will be checked for matching, which can be considered
as the best case.

• Average case: in case of existing the leaf-level, number of search invocations is
equal to O(d ∗ logd N ), where N is the number of nodes, and d is number of
checked nodes to find bloom filter that matches a query. In this case, one path will
be followed and the nodes of this path will only be checked to find the one that
match.

• Worst case: the worst case is O(N ), it will exist when examining all nodes in the
tree to find the matched one.

4.2 Search Efficiency

The search time grows linearly with growing of variety number of the documents
with the same size. Figure 9. Shows results of searching time of the proposed scheme
compared with Wang scheme, when using different number of documents with the
same size. The results from Fig. 9 show that the search time of the proposed scheme
is smaller than in Wang scheme for various varieties of documents. This is often as
a result of the search process in Wang scheme has to reconsider all the files within
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Fig. 9 Searching time for
Wang scheme and the
proposed scheme
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the dataset before the ultimate result get compared to the proposed scheme, as don’t
need to traverse all bloom filters of files within the same tree.

4.3 Efficiency of Index Construction

Also in Fig. 10, we are able to see the changes in construction index time with the
proposed scheme and Wang scheme, once variety number of documents uploaded
increases as described in Fig. 10. In the proposed Synonym Multi-Key-SHBlooFi
scheme, time is increased compared with timeWang scheme. As the index construc-
tion of our proposed scheme includes first creating bloom filters and furthermore
building the search tree. Expected it requires more time than the Wang scheme.
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Fig. 10 Construction time for Wang scheme and the proposed scheme
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4.4 Storage Requirements

In our experiments, different numbers of files are uploaded as awhole andmonitoring
the changes within the size of the index file. It is noticed that the index file created
by Wang scheme smaller than the index file created by the proposed scheme.

This reduction in index file size proved that Wang scheme is efficient than the
proposed scheme in terms of storage requirements.

4.5 Result Accuracy

Measure the search result accuracy using precision and recall performance metrics.
Where tp means true positive, f p is false positive and f n is false negative. Where
precision is the fraction/percentage of retrieved documents that are relevant to
keyword search which equals to tp

tp+ f p . And recall is the fraction/percentage of rele-

vant docs that were retrieved from search that equals to tp
tp+ f n . Figure 11 shows the

performance metrics ofWang scheme and the proposed scheme according to number
of hash functions k. One observation is that precision is very low when k is small.
This is because multiple LSH functions are used together to enlarge the gap between
query keyword search and words in index. So when the k is small, the gap is not
big enough to distinguish the different keywords, and most of the files in the dataset
have been returned, which leads to high false positive and low false negative. Another
observation is that the recall drops when increasing the k. This is because increasing
the k will cause more false negatives.

From the above we can summarize the comparison between the proposed scheme
and Wang’s scheme as the following:

Wang’s scheme Proposed scheme

Support multi-keyword fuzzy search Support synonym multi-keyword search

(continued)

0

20

40

60

80

100

1 3 5 7

%

# of hash func ons k

precision for
proposed scheme

recall for proposed
scheme

precision for Wang
scheme

recall for Wang
scheme

Fig. 11 Precision and recall for Wang scheme and the proposed scheme
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(continued)

Wang’s scheme Proposed scheme

Need less storage than proposed scheme Need little more storage than Wang’s scheme

Less efficiency in search time than proposed
scheme

Fast and more efficient in search time

Need less construction time than proposed
scheme

Need construction time than Wang’s scheme

Need complexity search time O(n) Need complexity search time O(d ∗ logd N )

5 Conclusion

Searchable encryption represents a new technology for improving the process of
outsourcing encrypted data on storage servers such as Cloud Computing infras-
tructures. Actually, the Cloud Computing has become a new concept to solve such
problems by providing computing services on infrastructures via internet access. One
of the main services that provided by Cloud computing is data storage (documents,
mails, images, videos …) provided by many companies such as Google, Amazon,
andMicrosoft…On the one hand, Cloud Computing storage has many advantageous
features as the data stored in cloud is available to access every time, everywhere, with
reliability and scalability. On the other hand, Cloud computing users don’t need to
know either the location of the physical server that store the data and perform the
search process or the way their data were processed and computed. What matters the
most, is the outcome of their search queries.

This chapter introduced a proposed synonym multi-keyword search over
encrypted data with secure index scheme for enhancing the searching time over
encrypted data.

The proposed scheme was based on combining Wang scheme with secure index
represented by hierarchical bloom filters structure. The experiments showed that the
proposed scheme improved the search time compared withWang scheme. Although,
the proposed scheme increased the storage needed for the index and the time of
the index construction, the proposed scheme achieving the desired goal of fasting
search time and also support the synonym multi-keyword search property. In future
work, we suggest implement the proposed algorithm in parallel using map-reduce
mechanism to reduce construction time.
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Assessing the Performance
of E-government Services Through
Multi-criteria Analysis: The Case
of Egypt

Abeer Mosaad Ghareeb, Nagy Ramadan Darwish, and Hesham Hefny

Abstract E-government projects have beenmostly supply drivenwith relatively less
information about the performance of e-government services as well as the percep-
tion of the citizens regarding them. Less demanding of the available e-government
servicesmay be an indication of some difficulties in using or accessing these services.
Therefore, the performance of the available e-government services needs to be
assessed. This chapter aims to propose a methodology to assess the performance
of e-government services. The proposed methodology combines two of the most
well-known and extensively used Multi-Criteria Decision Making methods. These
methods are PROMETHEE and AHP. The proposed methodology has been applied
to assess the performance of e-government services available on Egyptian national
portal. The research outcomes inform the policy makers about how e-government
services have performed from citizen‘s perspective and help them to take suitable
corrective actions to better the ranks of the underperforming services and fulfill the
citizens’ needs.

Keywords E-government · PROMETHEE · AHP · Adoption

1 Introduction

The term electronic government (e-government) has captured the attention of
researchers and practitioners. There are now several journals and annual conferences
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devoted to e-government. Yonazi defined e-government as the utilization of ICTs to
transform and enhance the relationship of the public sector and its clients through an
improved range and quality of service [1]. International organizations such as United
Nations and World Bank have also offered definitions for e-government. According
to United Nations, E-government is the use and application of Information Technolo-
gies in public administration to streamline and integrate workflows and processes, to
effectively manage data and information, enhance public service delivery, as well as
expand communication channels for engagement and empowerment of people [2].
The adoption has been described as a simple decision of using or not using online
services depending on some factors [3]. The other dimensions of adoption include:
How frequently services are actually used; Scope of usage; Preference of the online
medium over other mediums of transactions with government [3].

The countries around the globe have invested heavily in e-government projects and
have experienced substantial progress in provision of online services [4].However, E-
government projects have been mostly supply driven with relatively less information
about the performance of the e-government services as well as the perception of the
citizens regarding them. However, this paradigm has begun to change. Citizens are
placingnumerous stresses ongovernments by less demanding e-government services.
Having high demand and use of the available e-government services is crucial to the
success of e-government projects. The failure of e-government projects comes with
high financial, beneficial and political costs [5].

Citizens’ usage of e-government services mainly depends on multiple criteria.
Multi-Criteria DecisionMaking (MCDM) has been widely used for evaluation prob-
lems containing multiple criteria. However, the quantitative approach supported by
statistical analysis is the most dominant used approach in the area of e-government
adoption [6]. Preference Ranking Organization Method for Enrichment Evaluations
(PROMETHEE) and Analytical Hierarchy Process (AHP) are widely used MCDM
methods. This chapter aims to assess the performance of e-government services
using PROMETHEE andAHP. The remainder of this chapter is organized as follows.
Section 2 provides an overviewofMCDM.Section 3 presents themathematical back-
ground of PROMETHEE. Section 4 provides the proposed methodology. Section 5
presents a case study. Finally, Sect. 6 gives conclusion.

2 Multi-criteria Decision Making

MCDM has grown as a part of operations research concerned with designing
computational and mathematical tools for supporting the subjective evaluation of
performance criteria by decision-makers [7]. AHP, ANP, DEA, goal programming,
TOPSIS, ELECTRE, and PROMETHEE are among numerous MCDM methods.
MCDM methods have been broadly classified into two categories: (i) Multiple
Attribute Decision Making (MADM) and (ii) Multiple Objective Decision Making
(MODM) [8, 9]. MADM is the most well-known branch of decision making [8]. The
two main families in MADMmethods are those based on the Multi-Attribute Utility
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Theory (MAUT) andOutrankingmethods.MAUTmethods allow complete compen-
sation between criteria. AHP is one of the more widely applied MAUT methods. It
was proposed by Saaty [10]. It builds on complete aggregation of additive type
characteristic of the American school [11]. AHP is based on three principles: (i)
Construction of a hierarchy; (ii) Priority setting; and (iii) Synthesis of the priorities
[11, 12]. First, AHP breaks down the decision problem into a hierarchy of interrelated
decision elements. With AHP, the objectives, criteria and alternatives are arranged
in a hierarchy structure. A hierarchy has at least three levels as follows: the overall
goal of the problem at the top; multiple criteria in the middle; and alternatives at
the bottom. Applications of AHP have been dominant in manufacturing, followed
by the environment management and agriculture field, power and energy industry,
transportation industry and healthcare [13]. AHP has been also used to propose
evaluation methodologies for government websites [14–16].

PROMETHEE is one of the main outranking methods typical of the European
school [11]. It is quite simple in conception andapplication compared tootherMCDM
methods [15]. PROMETHEE has been widely used for practicalMCDMproblems in
various domains such as finance, transportation, and information technology strategy
selection [15]. PROMETHEE has been applied to rank a sample of 13 water develop-
ment projects in Jordan [17]. An integrated approach combining PROMETHEE and
Geometrical Analysis for Interactive Aid methods has been applied for evaluating
the performance of 20 national institutions in India [18]. PROMETHEE has some
strength in comparison with other MCDM methods [19].

3 PROMETHEE

The mathematical background of PROMETHEE has been described in several
references [20–22]. Let us define a multi-criteria problem as follows.

Optimizing{ f1(a), f2(a), . . . , fk(a)|a ∈ A} (1)

whereA is a set of alternatives and f j , j = 1, 2, 3, . . . , k, is criterion to bemaximized
or minimized.

PROMETHEE procedure starts by filling the evaluation table. The alternatives
are assessed on each criterion where f j (a) is the performance measure of alternative
(a) with respect to j th criterion. Then, a specific preference function Pj (a, b) is
associated to each criterion to translate the deviation between the assessments of two
alternatives on that criterion into a preference degree as given in Eq. 2.

Pj (a, b) = Pj
(
f j (a) − f j (b)

)
(2)

The preference degree represents the preference of alternative (a) over alternative
(b) for criterion f j . This degree is normalized so that



550 A. M. Ghareeb et al.

0 ≤ Pj (a, b) ≤ 1 (3)

There are six known preference functions as follows: Usual; U-shape; V-shape;
level; V-shape with indifference area; and Gaussian preference functions [19, 20].
The preference degrees are used to calculate a global preference index π(a, b) for
each pair of alternatives as given in Eq. 4. It represents the preference of alternative
(a) over (b) considering all criteria and taking into account the weights of criteria.

π(a, b) =
k∑

j=1

w j Pj (a, b) (4)

where, w j is the weight of j th criterion and it is a choice of the decision maker and

k∑

j=1

w j = 1 (5)

Global indices are used to calculate three preference flows for each alternative.
Leaving Flow ϕ+(a) denotes how much alternative (a) dominates the other as given
by Eq. 6. Entering flow ϕ−(a) denotes how much alternative (a) is dominated by
other alternatives as given by Eq. 7. Net flow is calculated by subtracting entering
flow from leaving flow as given by Eq. 8.

ϕ+(a) = 1

n − 1

∑

y∈A

π(a, y) (6)

ϕ−(a) = 1

n − 1

∑

y∈A

π(y, a) (7)

ϕ(a) = ϕ+(a) − ϕ−(a) (8)

where n is the number of alternatives.
PROMETHEE ranks the alternatives based on the values of the preference flows.

TwomainPROMETHEE tools can be used. They are PROMETHEE I partial ranking,
and PROMETHEE II complete ranking. PROMETHEE I uses the values of leaving
and entering flows. Alternative (a) is preferable to alternative (b) if alternative (a) has
a greater leaving flow than the leaving flow of alternative (b) and a smaller entering
flow than the entering flow of alternative (b). PROMETHEE II uses the net flow to
rank the alternatives.

In addition, the uni-criterion net flow can be calculated, as given by Eq. 9, to show
the contribution of one criterion to the net flow score of the alternative.

ϕ j (a) = 1

n − 1

∑

y∈A

[
Pj (a, y) − Pj (y, a)

]
(9)
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4 The Proposed Methodology

Many of the previous studies regarding the adoption of e-government services have
concerned with identification of the adoption factors. Now, it is quite required to go
a further step and introduce methodologies to measure the acceptance rate of the
deployed e-government services with respect to specific criteria in order to enhance
their adoption in the society. This simply turns the e-government adoption to be a
MCDMproblemwhich we are concerned in this chapter. The proposedmethodology
intends to enhance the acceptance and adoption rate of e-government services and
reducing provision-usage gap to capture the advantages of e-government.

The proposed methodology for assessment the performance of e-government
services consists of five phases as depicted in Fig. 1. In Phase 1, a set of e-government
services are selected for evaluation purpose. In Phase 2, the real needs, expecta-
tions and requirements of citizens regarding e-government services are identified
and translated into a set of acceptance and adoption criteria. In Phase 3, AHP is
used to set up the decision hierarchy. In Phase 4, the PROMETHEEE procedure
described in Sect. 3 is implemented. The measurement scale is defined. The criterion
can be assessed quantitative or qualitative. Each criterion has to be decided whether
it has to minimized or maximized. The preference functions are chosen by decision
makers. The evaluation outcomes depend on both choice of preference function and
its parameters [23]. PROMETHEE II is used to rank the e-government services.

In Phase 5, the results are analyzed using PROMETHEE rainbow. The basic idea
of the PROMETHEE rainbow is to calculate the uni-criterion net flow assigned to
each e-government service as given in Eq. 9. For each e-government service, a bar
is drawn. The different slices of each bar are colored according to the criteria. Each
slice is proportional to the contribution of one criterion to the net flow score of the
e-government service.

Phase 5: Analyzing the results using PROMETHEE rainbow

Phase 4: Ranking e-government services using PROMETHEE II

Phase 3: Structuring evalua�on problem into a hierarchy using AHP

Phase 2: Defining a set of adop�on and acceptance criteria 

Phase 1: Selec�ng a set of e-government services 

Fig. 1 Proposed methodology to assess the performance of e-government services
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5 Case Study

A case study was conducted to demonstrate effectiveness of the proposed method-
ology. Egypt provided a perfect context for this study. Egypt started its e-government
initiative early, in 2000, with clear vision and top management support. Several
successful projects have been undertaken such as Family Card system [24] and
University Enrolment project [25]. The country achieved a great deal at the begin-
ning and won some awards such as that Egyptian Government Electronic Tenders
Portal has won 2nd place at the United Nations Public Administration Network
(UNPAN) 2011 Public Service Award in the category of Preventing and Combating
Corruption in the Public Service. [26]. However, Egypt declined in its global e-
government development rank over the last years [4, 27]. Figure 2 tracks the status
of e-government progress in Egypt from 2003 to 2018. Egypt lags behind other Arab
countries [28]. Figure 3 shows Egypt’s E-Government Development Index compared
with Gulf countries over the period from 2014 to 2018.

E-government implementation in developing countries is generally restricted by
existence of a combination of political, legal, technical, economic, and social barriers.
Egypt faces some similar generic barriers to those of developing countries in addition
to other particular challenges associated to the Egyptian context. Challenges of e-
government in Egypt include: Lack of coordination among governmental ministries

140

99

79
87

107

80

108
114

2003 2005 2008 2010 2012 2014 2016 2018

Egypt's e-government global ranking

Fig. 2 E-government progress in Egypt
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and organizations. Egyptian government is not corporate. This means that the plan
is neither unified nor shared. “The corporate government” is theoretically applied in
Egypt but it is not activated [24]; Electronic services are not a priority for citizens.
Although e-government projects provide many opportunities, but still there is very
low demand for what is supplied by these projects [24]; Poor marketing efforts that
are required to change the behavior of the Egyptian citizens [24]; and lack of e-
signature mechanism and lack of e-government services quality measurement [28].
Therefore, there is a need to study the e-government development for the Egyptian
case to better the position of Egypt and enhance citizens’ satisfaction with public
services.

5.1 Selecting a Set of E-government Services

The e-government services available on the Egyptian national portal [26] were exam-
ined to select a set of services for assessment. Citizen-oriented serviceswere themain
focus of this study and the services oriented to other stakeholders such as foreigners
and investors were excluded. 44 services were found. 20 of these 44 are either under
construction or not found. Running e-government services were further sub-divided
into two categories. They were paid and free services. The current study focused on
evaluating paid e-government services. Table 1 provides the name, label and provider
of each e-government services and Table 2 provides the services’ description.
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Table 1 E-government services

No Name Label Provider

1 Birth Certificate Extract BCE Ministry of Interior-Civil Status
Organization

2 Death certificate extract DCE Ministry of Interior-Civil Status
Organization

3 Marriage document extract MDE Ministry of Interior-Civil Status
Organization

4 Divorce document extract DDE Ministry of Interior-Civil Status
Organization

5 Family record extract FRE Ministry of Interior-Civil Status
Organization

6 Replacement of national ID card RID Ministry of Interior-Civil Status
Organization

7 Traffic Fines Payment Certificate TFP Ministry of Justice

8 Bus reservation BUS West middle delta, east delta, and upper
Egypt companies

9 Trains tickets reservation TTR Egyptian National Railways

10 Equivalence of scientific degree ESD Supreme Council of Universities

11 Searching in laws and legalization SLL Ministry of Justice

12 Payment of phone bill PPB Telecom Egypt

13 Egypt-Air e-ticketing EAT Egypt-Air

5.2 Defining a Set of Adoption and Acceptance Criteria

Based on extensive literature review in the area of e-government adoption, nine
important acceptance and adoption criteria were defined as given in Table 3. These
criteria were cost (CO), payment method (PM), time (TI), responsiveness (RE),
usability (US), accessibility (AC), information quality (IQ), marketing campaign
(MC) and mandate (MA).

5.3 Structuring the Evaluation Problem into a Hierarchy
Using AHP

The decision problem was structured into a 3-level hierarchy as depicted in Fig. 4.
Level 1 represented the goal of improving acceptance rate of e-government services.
Level 2 contained the nine identified adoption criteria. Level 3 contained 13 paid
e-government services.
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Table 2 Description of selected e-government services

Service Description

BCE Requesting a birth certificate extract through national government portal, delivering it
at the address and payment upon receipt instead of going to the Civil Status Office

DCE Requesting a death certificate extract through national government portal, delivering
it at the address and payment upon receipt instead of going to the Civil Status Office

MDE Requesting a marriage document extract through the national government portal,
delivering it at the address and payment upon receipt instead of going to the Civil
Status Office

DDE Requesting a divorce document extract through the national government portal,
delivering it at the address and payment upon receipt instead of going to the Civil
Status Office

FRE This service is especially useful for students applying to be enrolled in military and
police colleges where a family record extract is a prerequisite. 150 thousand students
apply manually at the Civil Status Office within a window of 3 months causing high
traffic and long queues. Using the online service to acquire a first time family record
extract allows the citizen to apply through the internet anytime anywhere and follow
up on the application status

RID Requesting a replacement of national ID card through national government portal,
delivering it at the address and payment upon receipt instead of going to the Civil
Status 0ffice

TFP Requesting a certificate of payment of traffic fines through national government
portal, delivering it at the address and payment upon receipt instead of going to the
Traffic Department. The service covers the governorates of Cairo and Giza only and
takes 72 h of the application time

BUS Booking tickets for bus lines and payment via credit cards. Then booking information
is send via email. The traveller prints the booking information and goes to the bus
station on time

TTR Reserving tickets of Egyptian national railway for first and second classes in air
conditional trains. Citizens can pay tickets fees electronically using Visa Master cards

ESD Equivalence of degrees awarded by educational institutions and universities which
don’t subject to the law of organization of universities No. (49) for the year 1972 and
comparing them with corresponding scientific degrees awarded by universities
subject to this law

SLL Accessing to the latest legislation and provisions, legal bulletins, references and
jurisprudence studies, and contract forms. Each participant is allocated a number of
points commensurate with the value of the subscription. The subscription is not
associated with the number of browsing hours. The points shall be deducted when
reviewing legislation, judgment or jurisprudential study

PPB Allowing the subscribers to pay the value of phone calls electronically through visa
and master cards

EAT Booking airline tickets directly from the Egypt Air web site instead of going to the
tourist offices. Electronic payment is available via credit cards. Once the payment is
done, ticket(s) will be issued immediately and send to the traveller by email
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Table 3 Adoption and acceptance criteria

Criterion Description

CO • Ability of e-government services in cost saving
• Cost of e-government services should not exceeds the cost of traditional ones

PM • Payment systems should be convenient with citizens’ economic and social
conditions, educational level, and their lifestyle

TI • Ability of e-government services in time saving
• Displaying citizen charter online which provides the minimum number of days that
a particular public organization takes to deliver the service

RE • Ability to make inquiries online
• Replying to citizens’ inquiries or complaints through various e-government
delivery channels like emails

• Providing on-going technical support to citizens

US • Supporting a complete set of navigational aids such as main menu, site map, home
link, and click-ability identification

• Adherence of uniformity in terminology, color, style, labeling, abstraction, and
positioning of elements

• Easy of reading by taking into account some features like font type and font size
• Providing service description, hints, guidelines and examples
• Explaining the steps of using the service

AC • Available through the national portal anytime from anywhere
• Concise and easy to remember URL
• Easing of locating intended service after accessing intended application
• Download speed
• Compatibility with a variety of browsers

IQ • Accurate, consistent, and up to date

MC • Promotion of services through various channels such as TV talk shows, newspaper
ads, and word of mouth

• Informing the citizens about the web addresses, the laws and legislations of
electronic dealing

• Informing the citizens about relative advantages of e-services such as cost and time
saving, avoiding long queues, synchronizing and updating records among different
governmental organizations, and tracking the status of the conducted service

MA • Services, that don’t involve personal interaction for identity authentication and
authorization or that don’t require physical inspection, should be totally complete
online

5.4 Ranking E-government Services Using PROMETHEE II

All the nine criteriawere evaluated using a qualitative scale. The cost and time criteria
were minimized. The other criteria were maximized. For mandate criterion, a simple
yes/no scale was used. A 7-point scale, ranging from strongly agree (SA) to strongly
disagree (SDA), was selected for cost and time criteria. A 7-point scale, ranging from
strongly disagree to strongly agree, was used for the rest of the criteria (see Table 4).
PROMETHEE method provides a technique to handle the missing or not available
values (N/A) at the pairwise comparison level [29]. It set both preference degrees
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Acceptance Rate

MCCOIQ PM REAC TIUS

EATPPBSLLTIRRIDMDEDCEBCE FREDDE TFP BUS ESD

MA

Fig. 4 A 3-level hierarchy structure for assessment problem

Table 4 Measurement scale Value Level

1 Strongly disagree (SDA)

2 Disagree (DA)

3 Little disagree (LDA)

4 No comment (NC)

5 Little agree (LA)

6 Agree (A)

7 Strongly agree (SA)

equal to zero as given in Eq. 10.

Pj(a, b) = Pj(b, a) = 0 (10)

By the time of data collection (which began on 1 January and finished on 31
May, 2018) there has been no change in the design and content of the examined
e-government services. Table 5 gives the evaluation data of e-government services.

For all criteria, exceptmandate, theV-shape preference functionwas employed.V-
shape function depends on a preference parameter. This parameter is the lowest value
of the difference between two evaluations, above which there is a strict preference
of one of the corresponding alternatives. As long as the difference is lower than
this threshold, the preference increases linearly with the difference [23]. The values
of measurement scale ranged from 1 to 7. So, when the preference threshold is set
to 6.00, a small difference, as much as larger one, is accounted. Usual preference
function was a good choice for mandate criterion, which included a small number
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Table 5 Evaluation table

US AC IQ CO TI PM RE MC MA

BCE LA A NC SDA NC SA A DS NO

DCE LA A NC DS NC SA A DS NO

MDE LA A NC DS NC SA A DS NO

DDE LA A NC DS NC SA A DS NO

FRE A A NC LA A SA A DS NO

RID A A NC A A SA A DS NO

TFPC NC DA A A NC SA NC DS NO

BUS LDA LDA LDA A A DS NC DS NO

TTR A A A A A DS A DS NO

ESD A A A A A A NC NC YES

SLL LDA A NC N/A A NC NC DS NO

PPB A A SA A A DS SA NC NO

EAT LA A A A A DS LDA D NO

of evaluation levels. All weights were set to be equal. The multi-criteria decision aid
software Visual PROMETHEE 1.4 was used to compute preference flows and rank
the e-government services. Ranks and preference flows are shown in Table 6. ESD
had the higher net flow score. It dominated the others. PPB, RID, and FRE were very
close to every other. They had good positive scores. TTR was the closest to zero. It
was more average positive item. DCE, MDE, and DDE had the same negative score.

Table 6 Ranks and preference flows

Rank Service ϕ(a) ϕ+(a) ϕ−(a)

1 ESD 0.2361 0.2747 0.0386

2 PPB 0.1157 0.1883 0.0725

3 RID 0.0957 0.1296 0.0340

4 FRE 0.0772 0.1219 0.0448

5 TTR 0.0355 0.1173 0.0818

6 DCE −0.0386 0.0756 0.1142

6 MDE −0.0386 0. 0756 0.1142

6 DDE −0.0386 0. 0756 0.1142

7 EAT −0.0448 0.0880 0.1327

8 BCE −0.0571 0.0741 0.1312

9 TFP −0.0648 0.0957 0.1605

10 SLL −0.0926 0.0417 0.1343

11 BUS −0.1852 0.0463 0.2315



Assessing the Performance of E-government Services Through … 559

EAT, BCE, TFP, and SLL had also very close but negative scores. BUS service was
dominated by all the others.

5.5 Analyzing Results Using PROMETHEE Rainbow

Based on the values of the uni-criterion net flow (seeTable 7), PROMETHEE rainbow
was constructed (see Fig. 5). To highlight good and bad features, a specific color was
assigned to each criterion as follows: Blue for cost; lime for payment method; fuchsia
for time; red for responsiveness; yellow for usability; aqua for accessibility; green
for information quality; purple for marketing campaign; and grey color for mandate
criterion.

PROMETHEE rainbow demonstrated that ESD revealed very little weakness
compared to other e-government services. All criteria, except responsiveness,
contributed positively to its net flow score. Mandate is the most important feature
of this service. Payment method is the most criterion of the positive effect on the
net flow score of RID, FRE, DCE, MDE, DDE, BCE, and TFP services. On the
other side, payment method is the most criterion of the negative effect on the net
flow score of PPB, TTR, EAT, and BUS services. Cost may be the most criterion of
the negative effect on the citizens’ acceptance and adoption to Civil Status Office
online services. Accessibility is the most influential weakness of TFP service. BUS
service showed little strengths represented in a limited positive affect of cost and time
criteria. However, the rest of the criteria were drawn in the form of large downward
slices which means that large negative contribution to its net flow score.

6 Conclusion

A methodology to assess the performance of e-government services through multi-
criteria analysis has been proposed. The proposedmethodology contains five phases:
(1) Selecting a set of e-government services; (2) Defining a set of adoption and
acceptance criteria; (3) Structuring evaluation problem into a hierarchy using AHP;
(4) Ranking e-government services using PROMETHEE II; and (5) Analyzing the
results. The proposed methodology has been applied to assess the performance of
citizen-oriented e-government services available on Egyptian National Portal. Each
e-government service has been analysed against a pre-defined set of acceptance
criteria covering application and service aspects.

Most of the examined e-government services have inadequacy regarding some
criteria. Although some e-government services tend to be performing quite accept-
ably, there is a room for improvement. Mandate seems to be a very influential crite-
rion. The vast majority of the examined services employ traditional and electronic
ways and this is in favour of the traditional one. Payment method can be considered
the most criterion of the positive or negative impact on e-government services. If
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Fig. 5 PROMETHEE rainbow

the cost of an online service exceeds the cost of the traditional one, the extent to
which the citizen accepts this increase is affected by the amount of increase and the
frequency of the demand of the service. Live chat is an effective way to communi-
cate with citizens while using the services. However, this feature doesn’t take enough
attention.

Given the scarcity in literature in performance measurement of e-government
services, it is hoped that the proposed methodology shared in this chapter fills the
gap left in the literature and provide support for improving citizens’ adoption of
e-government services.
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IoTIwC: IoT Industrial Wireless
Controller

Tassnim Awad, Walaa Mohamed, and Mohammad M. Abdellatif

Abstract Industrial controller systems are crucially essential to the cutting edge
power systems industries. Industrial controllers link the integrated technologies of a
computer, communication devices, and electric devices. The communication systems
act as a physical intermediary layer for transferring, controlling, and acquirement of
data within the system from distant locations. This chapter discusses the Supervisory
Control And Data Acquisition (SCADA) systems and proposes a similar system
that is an IoT based industrial wireless controller. The proposed system can control
multiple devices through the network without the need to be physically near the
devices. Because it uses simple and cheap devices, the system is low cost and easy
to install. Additionally, the system is modular because extra microcontrollers can be
easily added to the system to control more devices should the need arise.

Keywords IoT · Industrial controller · IIoT · SCADA

1 Introduction

A SCADA (Supervisory Control And Data Acquisition) is an automation control
system that is used in industries such as energy, oil, gas, water, power, and many
more. Normally, the system has a centralized location that monitors and controls
entire sites, ranging from an industrial plant to a complex of plants across a whole
country. SCADA could be defined as the process of controlling and supervising
data collection and processing. This word is used to describe real time systems
where data is gathered, processed, and maintained in real time. Some examples may
include monitoring over a power plant or an irrigation system. To further illustrate
the example above and to show how the system works, a home station could be fitted
with that system tomonitor different substations or remote stations. If an error occurs
in one of the stations, the home station could analyze the data and make sure that
the error may not be critical and fixable. The system uses a client server architecture
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and has several elements, most notably, input–output sever, SCADA server, Human
machine interfaces, and a control server.

The first generation of SCADA systems was designed with no networking infras-
tructure as it wasn’t quite developed by that time. Then came the Next generation of
SCADA system where the concept of networking was introduced. SCADA systems
utilized networking for load balancing for efficient resource use and for increasing
the dependability of the system. The third generation of SCADA system followed
the same design principles as the previous generation but it became a more open
system architecture compared to the self-tailored versions done by the companies.
There are a-lot of transmission technologies used in SCADA systems, for example,
coaxial cables which are used by TVs providers to send data, twisted metal pair
as in telephone lines, fiber optic cables which is a relatively expensive option but
allows real time communication and disaster recovery because of the high speeds it
could transmit data through, it could also utilize satellite communications. All these
communication methods require a solid infrastructure and to deploy them in a rural
area would cost a fortune. So, we need to relay on wireless communication to reduce
the Installation cost.

As the current SCADA systems use the same frequency as those of the TV chan-
nels. There was a conflict with major TV companies as it may negatively affect
their income from advertisements, It uses the channels between 54 and 862 MHz
for maximum coverage which also happens to be the TV channels, The bandwidth
is about 6–8 MHz per channel and It identifies the free channels and send on those
only to prevent any conflict with any used TV brands. Another method that is used
is utilizing the already existing infrastructure of the cellular networks as one of the
building blocks for wireless SCADA systems, with base stations connecting to the
main network and sending data through it. The base stations can utilize components
in the SCADA system to identify the free bands to send data upon so it won’t inter-
fere with any Calls or bands which are quite busy at the time. This would allow the
SCADA system to cover about 100 km of area and it could provide the same level
of service relative to DSL. However, this will add extra cost to the system because
of the subscription charges of the cellular service.

This chapter proposes an IoT based SCADA system which is made with low cost
devices and that can be controlled wirelessly through Wi-Fi from any device in the
network. The proposed system is modular which simplifies expanding the system to
control more devices without the need of reconfiguring the system as a whole.

The rest of the chapter is organized as follows. Section 2 gives a background and
literature review on SCADA systems. Section 3 describes the system architecture.
Section 4 presents ideas for future work. And finally, Sect. 5 concludes the chapter.

2 Background and Literature Review

In this section, we describe some of the earlier work done on web-based remote
monitoring as well as some of the state of the art available on the same topic.
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2.1 Web-Based Remote Monitoring

One of the early work done on the subject was that of Bertocco et al. [1], where the
authors described client–server architecture for remotemonitoringof instrumentation
over the Internet. The proposed solution allowed multi-user, and multi-instrument
sessions by means of a queuing and instrument locking capability. A queue mecha-
nism has been added to the remote environment along with the possibility for each
client to query the actual server load. The communication between the server and
clients can be obtained either at instrument level or by means of encoded requests in
order to reduce the network-imposed overhead.

Tso et al. [2] presented a study that indicates that a while a number of frame-
works related to global systems have been described in contemporary publications,
the detailed structure and formulation of the central-monitoring mechanism of such
a partnership system has not received as much attention as it deserves. The proposed
framework of a service network is characterized by its coordinating as well as
monitoring capabilities. The main feature of the presented system is its rule-based
reasoning capability to convert a job request from clients into basic tasks which are to
be carried out by a group of virtual agents equipped with various defined capabilities.

Tommila et al. [3] discussed new ways of implementing existing functions and
defined that new functionality, e.g. management of hierarchical structures and excep-
tion handling should be included in the basic control platform and engineering tools.
The current ‘flat’ collection of application modules like loops and sequences had to
be organized in a more hierarchical fashion based on process structure. Each process
system is seen as an intelligent resource capable of performing different processing
tasks.The interactionmechanismsbetweendifferent automation activities are defined
on the basis of object-oriented analysis and design and emerging international stan-
dards. A standardized distribution middleware takes care of the needs specific to the
control domain. Above that, a higher level working environment for the other system
components of the control platform is needed.

Yang et al. [4] reported a study on Networked Control System (NCS) histor-
ical review, recent revolution and research issues on NCS. Fast development and
major use of the Internet, a global information platform has been created for control
engineers allowing them to do the following:

• Monitoring the condition of machinery via the Internet.
• Remotely control machine.

They also addressed many new challenges to control system designers. These
challenges are summarized as follows:

• Overcoming Web-related traffic delay, i.e. dealing with Internet latency and data
loss.

• Web-related safety and security, i.e. ensuring the safety and security of remote
control and stopping any malicious attacks and misoperation.

• Collaborate with skilled operators situated in geographically diverse location.
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Kalaitzakis et al. [5] developed a SCADA based remote monitoring system for
renewable energy systems. It is based on client/server architecture and it does not
require a physical connection, e.g. through network, serial communication port or 14
standard interface such as the IEEE-488 of the monitored systemwith data collection
server.

Kimura et al. [6] reported remote monitoring system as one component of manu-
facturing support system. The proposed remote monitoring system can support
single-night unmanned night time operations for diversified manufacturing from the
operator’s home as the remote site. According to the results, the remote monitoring
system performed quite well for providing backup of manufacturing systems during
unmanned nighttime operation.

Crowley et al. [7] experimentally explored the implementation of awireless sensor
network with Global system for Mobile (GSM) based communication for real-time
temperature logging of seafood production. Subsequently, the network was devel-
oped and applied to the monitoring of whelk catches from harvest to delivery at
the processing plant. The GSM communication was shown to have performed very
well, especially in circumstances where problems with poor network coverage were
expected to be encountered.

De la Rosa et al. [8] addressed the challenges and trends in the development of
web-based distributed Power Quality (PQ) measurement and analysis using smart
sensors. Registered users can configure the sensors, adjust sensitivity levels, and
specify deployment location and email notification addresses. The developedwebsite
also provides a number of ways to view data from single or aggregated monitors.
The authors addressed low cost Internet power monitor, which is cost-effective at
the single user level. In addition, the reliance on standard web browsers eliminated
the need for significant investment in software and hardware infrastructure that is
typically required for other measurement systems.

Ong et al. [9] demonstrated existing SCADA with Java-based application in
power systems. The authors also addressed the design issue in Graphical User inter-
face (GUI). The proposed Web-based access tool can not only be used for SCADA
Systemsvia intranet, or internet, but also canbe readily used for information exchange
among market operators via Internet.

Sung et al. [10] designed a test bed for an Internet-based Computer Aided Design
(CAD) and Computer Aided Manufacturing (CAM) system. It was specifically
designed to be a networked, automated system with a seamless communication flow
from a client-side designer to a server side machining service. This includes a Web-
based design tool in which Design-for-Manufacturing information and machining
rules constrain the designer to parts that can be manufatured, a geometric represen-
tation calledSIF-DSG for unambiguous communication between client-side designer
and server-side process planner in an automated process planning systemwith several
sub modules that convert an incoming design to a set of tool-paths for execution on
a 3-axis Computer Numeric Control (CNC) milling machine.

Altun et al. [11] presented a study on Internet based process control via Internet.
The study is to show that any process can be managed remotely with ease. Need for
remote managing could appear in health-critical or dangerous conditions, being far
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away from job, etc. It could be extremely useful for managers to check, administer,
or just for taking information as if using visual phone.

The scope of Internet based process control has been clearly specified by Yang
et al. [12]. Internet-based control is only an extra control level added to the existing
process control hierarchy. The objective is to enhance rather than to replace computer-
basedprocess control systems. Six essential design issues havebeen fully investigated
which form the method for design of such Internet-based process control systems.
The design issues include requirement specification, architecture selection, web-
based user interface design and control over the Internet with time delay, concurrent
user access, and safety checking.

Su et al. [13] presented a twoWANmodel on distributionmanagement system.An
integrated DMS consists of networked hardware and software capable of monitoring
and controlling the operations of substations and feeders. Building a communication
model allows one to determine if leased line capacity or system hardware speeds
will cause a bottleneck in the system. The model contains sufficient details about the
traffic load and their performance characteristics. WAN modeling is aimed to verify
whether hardware design could accommodate the communications load and to avoid
overpaying for network equipment. Simulation results indicate that, to cover feeder
automation functions, a WAN with distributed processing capability would provide
better SCADA performance than an extension of the old centralized system.

2.2 State of the Art

There are many implementation of the classic SCADA system. For example, the
SCADAframework that theLexington-FayetteUrbanCountyGovernment (LFUCG)
[14] depended on to run a system of 80 pump stations and two wastewater treatment
plants has worked dependably for almost 20 years. In any case, time was incurring
significant damage as new parts were progressively hard to discover and a great
part of the framework was out of date. A large number of the current SCADA PCs
and HMI programming running the plant’s checking framework were old and in the
need of substitution. Following a necessary appraisal, LFUCG chose to overhaul the
electrical and SCADA frameworks at the Town Branch and West Hickman Creek
wastewater treatment plants and supplant every one of the 80 remote terminal units
(RTU) at each pump station.

Since LFUCG had a few unique offices engaged with the venture (IT, administra-
tion, tasks from each plant and pump stations gathering, and so on.) CDM Smith led
workshops with all LFUCG partners and nearby gear producers to learn and decide
the proper SCADA framework design and programming required for the under-
taking. P&ID illustrationswere produced startingwith no outside help to demonstrate
the current treatment plant process, joined with instrumentation and control frame-
works which help convey control works amongst process and SCADA architects,
and additionally the general temporary worker.
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CDM Smith assessed the current telemetry framework; gave suggestions to
supplanting gear; and assessed a few pump stations, the repeater and antenna wire
area, and the general surveying programming/equipment. Because of this assess-
ment, LFUCG continued with a full plan for the substitution of existing equipment
at 80 pump station destinations. As a major aspect of the outline, our group built up
a methodology so all destinations stayed in task amid the entire switchover process.

Changes incorporated the utilization of cutting edge SCADAgear at both wastew-
ater treatment plants for reliability, institutionalization, and long term viability;
SCADA control usefulness for West Hickman (the current SCADA framework
checked plant activity just); and update the current restrictive RTUs with a Rockwell
RTU-based framework and the radio correspondence hardware.

The system mentioned above is shown in Fig. 1. It is bulky and requires
special installation expertise to function as intended. The new SCADA frame-
work configuration gives numerous advantages, including disentangled tasks, equip-
ment/programming institutionalizationover thewhole association, newcontrol plans,
capacity to effectively oblige future development, promptly accessible help and
extra parts, and equipment/programming adaptability through open design items.
Moreover, the new frameworks perm it remote control and progressed mechanized
methodologies at LFUCG’sWWTPs and pump stations like composed pump station
task, and enhanced staff efficiency. Different advantages incorporate protection of
staff time and vitality, enhanced unwavering quality, improved basic leadership, and
tempest readiness and recuperation bolster planning LFUCG for the following two
many years of administration.

Advancement of SCADA frameworks, lately, shows the nearness of a few unmis-
takable pattern s. Progressively heterogeneous structure applies to their development,
both as far as equipment assets, and as far as correspondence systems utilized as a
part of them. The regularly reason structure in vast SCADA frameworks circulated
in extensive topographical locales is PC—PLC approach with the incorporatedWEB
server. In littler frameworks, especially in inquire about research centers and labs for
remove adapting frequently connected PC—DAQ board or installed control board
approach.

The transmission of communication through the Internet permits worldwide
access and remote observing of the framework. This has just turned into a stan-
dard element in present day SCADA frameworks. Electronic SCADA framework
utilizes the Internet to exchange information between the RTUs and the MTU as
well as between the administrators’ workstations and the MTU. The association
over the Internet requires the utilization of extra assets to shield the framework from
unapproved access and programmer assaults.
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Fig. 1 Smart motor control centers (MCC) [13]

Remote interchanges is quickly developing fragment of the correspondences busi-
ness, with the possibility to give fast and top notch data More and all the more
regularly in SCADA frameworks a remote correspondence innovations are utilized
for short range (Wi-Fi, Bluetooth, ZigBee), and for long range (Private Radio
Networks—PRN, Satellite, 3G, 4G) information transmission. Remote SCADA
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replaces or stretches out the Fieldbus to the Internet. It is required in those applica-
tions when wire line correspondences to the remote site are restrictively costly or it
is excessively tedious, making it impossible to build wire line interchanges. It can
lessen the cost of introducing the framework. It is likewise simple to grow.

New patterns in educating and learning techniques, in which mixed learning is
a standout amongst the most encouraging, can profit by remote labs as significant
academic additional items.Examinations led in a genuine research facility arewithout
a doubt the basic learning background. In any case, remote lab offices enable the
understudies to get to the research center framework at nonworking hours. From the
perspective of the instructing foundation that offered administrations, this satisfies
the understudies in particular.

As it were: mechanization or programmed control of the utilization of various
control frameworks for gear, for example, apparatus, plant procedures, boilers and
heaters for warm treatment, combination of phone systems, administration and alter-
ation of boats, air ship and different applications, and vehicles with a negligible
human mediation which permits a completely robotized process.

Mechanization is accomplished by different means, including, pneumatic,
mechanical, water driven, electrical, and electronic and PC gear, for the most part
also. Confounded frameworks like present day industrial facilities, planes, and ships,
which are frequently joined with every one of these procedures the upsides of mecha-
nization are work sparing, practical power, sparing material expenses and enhancing
quality, exactness and accuracy.

2.3 Industrial Internet of Things (IIoT)

With the increasing popularity of the Internet of Things, the idea came to incorporate
SCADA systems with the internet of things. This gave birth to the so called Industrial
Internet of Things (IIoT) [14].

The industrial internet of things refers to interconnected sensors, instruments, and
other devices networked together with computers’ industrial applications, including
manufacturing and energymanagement. This connectivity allows for data collection,
exchange, and analysis, potentially facilitating improvements in productivity and
efficiency as well as other economic benefits. The IIoT is an evolution of a distributed
control system (DCS) that allows for a higher degree of automation by using cloud
computing to refine and optimize the process controls.

IIoT has all of SCADA capacities. The connection between the whole frameworks
through the system, in which all gadgets of the framework can gather/trade informa-
tion with each other. Obviously, this information can be broken down and prepared
when SCADA is working.

IIoT is amuch cheaper replacement due to the cost reduction in both the price of the
equipment and the installation. Additionally, since most of the communication will
be donewirelessly, there is another cost reduction from the lack ofwired connections.
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Moreover, the system can easily incorporate sensors as well as actuator to monitor
and control a large spectrum of devices. And there are always new sensors and
actuators that are being built to handle the need of the user.

However, as the connection is wireless, security may be an issue as these wireless
devices can be hacked remotely if they are not secured well enough.

The IIoT is enabled by technologies such as cybersecurity, cloud computing,
edge computing, mobile technologies, machine-to-machine, 3D printing, advanced
robotics, big data, internet of things, RFID technology, and cognitive computing.
Five of the most important ones are described below:

• Cyber-physical systems (CPS): the basic technology platform for IoT and IIoT
and therefore the main enabler to connect physical machines that were previously
disconnected. CPS integrates the dynamics of the physical process with those of
software and communication, providing abstractions and modeling, design, and
analysis techniques for integrated the whole [15].

• Cloud computing: With cloud computing IT services can be delivered in which
resources are retrieved from the Internet as opposed to direct connection to a
server. Files can be kept on cloud-based storage systems rather than on local
storage devices [16].

• Edge computing: A distributed computing paradigm which brings computer
data storage closer to the location where it is needed [17]. In contrast to cloud
computing, edge computing refers to decentralized data processing at the edge of
the network. The industrial internet requires more of an edge-plus-cloud archi-
tecture rather than one based on purely centralized cloud; in order to transform
productivity, products and services in the industrial world.

• Big data analytics: Big data analytics is the process of examining large and varied
data sets, or big data.

• Artificial intelligence and machine learning: Artificial intelligence (AI) is a
field within computer science in which intelligent machines are created that work
and react like humans. Machine learning is a core part of AI, allows the soft-
ware to become more accurate with predicting outcomes without explicitly being
programmed.

IIoT systems are often conceived as a layered modular architecture of digital
technology. The device layer refers to the physical components: CPS, sensors or
machines. The network layer consists of physical network buses, cloud computing
and communication protocols that aggregate and transport the data to the service
layer, which consists of applications that manipulate and combine data into infor-
mation that can be displayed on the driver dashboard. The top-most stratum of the
stack is the content layer or the user interface.

As a rule, when you say “SCADA” consider the generation procedure itself
or administration depicted certain guidelines. Basically, the SCADA framework
is generally the primary framework through the framework (s) progressively. An
exemplary mill SCADA connecting model show is (Controller, Sensor, and Actu-
ator)—(OPC Server)—(SCADA applications)—(once in a while chose parameters
over the Internet). Internet of things so far the framework for everything that Internet
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gets to have. It is perilous to give access to creation line gear specifically finished
the Internet.

Web proceeds SCADA (or SCADA Web), where you can carry your framework
into the cloud and get in touch with each other. Internet of things represents the
Internet of thingswhen it is utilized formodempurposes, it would call it IloT (Internet
Industrial of Things). For the most part, individuals contrasted with SCADA IIoT as
opposed to the Internet of things.

IIoT has all SCADAcapacities. As it were, the SCADA IIoTwith extra highlights,
that is. The connection between the whole frameworks through the system, in which
all gadgets of the framework can gather/trade informationwith each other. Obviously,
this information can be broke down and prepared when SCADA is working.

2.4 IoT Versus IIoT

Pros of Internet of Things

I. Cost savings
The electronic gadgets impart effectively, spare and spare expenses and vitality;
this is the reason it is valuable for individuals in day to day schedules. By
empowering information and correspondence between electronic gadgets and
their interpretation in a coveted way, the IP gadget makes our frameworks more
effective.

II. Monitor
The second most merit of the online group is the follow up. The correct measure
of consumable or air quality in your home can likewise furnish you with more
data that has not yet been gathered. For instance, in the event that you realize that
you have a low measure of drain shading or printer, sooner rather than later you
will spare another outing to the store. What’s more, checking the item stream
can likewise enhance security.

Cons of Internet of Things

I. Safety
Envision if a famous programmer changed your income. Or on the other hand,
if the store consequently sends an equal item you don’t care for or an item that
has officially lapsed. Thus, security is at last in the hands of shoppers to confirm
the whole mechanization.

II. The prospects for low employment
With online computerized substance and day by day exercises, there will be less
interest for HR and less instructed representatives, which can make an issue of
work in the public eye.
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Pros of IIoT

I. Accuracy
Generation and execution information is accessi ble progressively and is trans-
mitted carefully. There is no compelling reason to enter or translate the bomb
and the chief, paying little mind to whether it is a Pumper or a Senior Office.

II. Reliability
Remote observing encourages administrators to wait for tools. Thus, the creation
levels aremore solid. Tank levels are all themore even. Thewear on the hardware
is limited.

Cons of IIoT

I. Price.
Remote observing encourages administrators to wait for gear. Thus, the creation
levels aremore solid. Tank levels are all themore even. Thewear on the hardware
is limited.

II. Network Performance
On the off chance that you pick remote observing, you should realize that the
information is accessible. Guarantee that you have a framework that delivers
issues identified with crest utilization, scope organization, dormancy, unwa-
vering quality, and security. A fragmented or separate system keeps away
from an assortment of activity loads coming about because of non-associated
applications.

The institutional Internet group is as of now a major piece of regular daily exis-
tence, and a large number of us don’t know it. As the innovation step by step to
progress and advance, the utilization of the online group is likewise utilized for some
essential associations. It is our errand to choose the amount of our everyday life is
prepared to control the innovation. At the point when this is done legitimately, it
naturally adjusts to our necessities and advantages society in general.

SCADA remote checking has numerous persuading points of interest. By compre-
hension and tending to challenges, administrators can effectively actualize this
innovation and utilize their prizes.

3 System Architecture

In this section, we discuss the proposed IIoT system that we have given the name
IoT industrial Wireless Controller. A block diagram of the proposed IIoT system is
shown in Fig. 2.

The system is compromised of a PC, multiple microcontrollers, relays, and
multiple electric devices to be controlled.

The PC is used to as a terminal that allows the user to control the electrical devices
through a local web page hosted on each of the microcontroller. The PC can connect
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Fig. 2 Block diagram of the SCADA system

tomultiplemicrocontrollers wirelessly using the localWiFi network.Moreover, each
of the microcontrollers can connect to multiple devices through relays.

The microcontroller chosen for this work is the ESP8266 Node MCU [18] which
is shown in Fig. 3.

NodeMCU is a low cost open source IoT platform. It includes a firmware which
runs on the ESP8266 Wi-Fi SoC from Espressif Systems, and hardware which is
based on the ESP-12module. The term “NodeMCU” by default refers to the firmware

Fig. 3 ESP8266 NodeMCU microcontroller
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rather than the development kits. The firmware uses the Lua scripting language. It is
based on the eLua project, and built on the Espressif Non-OS SDK for ESP8266. It
is used in many open source projects, such as lua-cjson and SPIFFS. The ESP8266
became popular in IoT diy projects as it is simple and easy to use.

In this work, the NodeMCU receive commands from the user\s terminal through
its Wi-Fi module. Based on these commands, it controls the on/off operation of
multiple devices. These devices are connected to the microcontroller through a relay
module.

Figure 4 shows the relay module used in this work. Each relay can be connected
to up to 4 devices, and each microcontroller can be connected to up to 4 relays. The
aim is to place one microcontroller in a room and have it controlling up to 16 devices
per room. Should there be more devices to be controlled, additional microcontroller
can be easily added.

The user can control the devices from a web page that is hosted on the micro-
controller. This page can be accessed from any PC within the same Wi-Fi network.
The user will then have the option to switch on or off any device connected to that
microcontroller.

Fig. 4 Relay module
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Fig. 5 Example webpage

Once the microcontroller joins the WiFi network, it acquires an IP address. All
the user have to do next is to connect to that microcontroller from a browser using
that IP address. The webpage will be displayed and allows the user to control all the
devices connected to that microcontroller. An example of a basic webpage is shown
in Fig. 5.

The figure shows how you can turn on or off four devices that are connected to
the microcontroller through a relay. The buttons allows for the control of a device
connected to one of the pins of the microcontroller. Pressing the button will send a
signal to the connected device to either turn it on or off.

Figures 6 and 7 show an example of the complete setup in real life. The figure
show a microcontroller connected to the PC and four relays. Each relay is connected
to one device.

The example shows a lamp and a fan connected to two different relays through two
different microcontrollers. Once the respective button is pressed on the respective
webpage of the respective microcontroller, the device is turned on.

Ideally the microcontroller should be powered by a battery or an independent
power source. In the figure, for the sake of simplicity, it is powered by the USB cable
from the PC. However the controlling link is still the WiFi link.
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Fig. 6 Complete setup OFF

Fig. 7 Complete setup ON

4 Future Work

Since this is in its early stages, the prototype is disorganized and there are many
wires. This will all be enhanced in the next stage. The device will be packaged in a
way that makes it easier to install and operate.

Additionally, the website is hosted locally on each of the microcontrollers. This
means that it can only be controlled from the local network. This is good because it
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Table 1 Layered modular architecture IIoT

Content layer User interface devices (e.g. screens, tablets, smart glasses)

Service layer Applications, software to analyze data and transform it into information

Network layer Communications protocols, wifi, cloud computing

Device layer Hardware: CPS, machines, sensors

increases the security of the system. However, it will mean that the person has to be
physically located on the premises to be able to control the devices.

Ideally, the website should be accessed from anywhere in the world.Whichmeans
that the security of the systemwill have to be increased and an authentication method
will have to be added.

5 Conclusion

This chapter proposed an IoT based industrial wireless controller system. The
proposed system was shown to be able to control multiple devices with the very low
overhead and infrastructure. It is easy to install with very low cost as it uses basic
devices and microcontrollers. Additionally, it can be controlled through the internet
which increases the range of control with no boundaries. Moreover, the system is
modular, whichmeans that whenever the need arises to control more devices, another
module can be added to the existing system without the need to change the whole
system.
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Applying Software Defined Network
Concepts for Securing the Client Data
Signals Over the Optical Transport
Network of Egypt

Kamel H. Rahouma and Ayman A. Elsayed

Abstract The physical layer of the Optical Transport Network (OTN) is the weakest
layer in the network, as anyone can access the optical cables from any unauthorized
location of the network and stat his attack by using any type of the vulnerabilities.
The paper discusses the security threats and the practical challenges in the Egyptian
optical network and presents a new technique to protect the client’s data on the
physical layer. A new security layer is added to the OTN frames in case of any
intrusion detection in the optical layer. The design of the proposed security layer is
done by using a structure of XOR, a Linear Feedback Shift Register (LFSR), and
Random Number Generator (RNG) in a non-synchronous model. We propose the
security model for different rates in the OTN and wavelength division multiplexing
(WDM) system. The proposed model is implemented on the basis of protecting the
important client signals only over the optical layers by passing these signals into extra
layer called security layer, and before forming the final frame of the OTN system, this
done by adding a new card in the Network Element (NE) to perform this job and by
using the software defined network (SDN) concept of the centralized controller for
all the network to find the intrusions in the optical layers. The encryption techniques
of the client signals over the OTN are done between the source and the destination
stations only and the signals are encrypted in the entire routes between both sides.
The centralized controller of the SDN is used to manage the cryptographic model
by distributing the encryption and decryptions keys to the source and the destination
stations of the client signals. At the same time it is used to automatic detection of any
intrusions in the OTN sections by continues tracing of the variations in the optical to
signal network ratio (OSNR) in the OTN, these variations are proportionally related
to the risks of the optical hacking and may be new intrusion is started. The results
show that using the centralized controller of the SDN in the proposed model of the
OTN encryption schemes is providing a high security against any wiretapping attack
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at the same time the processes of detecting the intrusions in the optical layer over all
the network become easier than before, and we can found that If any unauthorized
attacker has the ability to access the fiber cables from any unmonitored location,
the centralized controller of the SDN in the OTN will detect the variations in the
OSNR in of the intruded section of the network and will automatically enable the
check phase and according to the results of the check phase it will activate the
cryptographic techniques for the selected client signals which passing through this
intruded section, and the attacker will find encrypted data signals only and will need
many years to find one the right key to perform the decryption process.

Keywords Linear feedback shift registers (LFSR) · Random number generators ·
XOR · Optical transport network (OTN) · Wiretapping. software defined network
(SDN) · Centralized controller · Optical signal to noise ratio (OSNR)

1 Introduction

The transportation of the client data signals across the global communication
networks is considered a critical issue to most of the network operators in how
they can keep the confidentiality of the contents of these data through its complete
journey in a global network, also in how they can avail the network resources to carry
and maintain the performance of a hug amount of data bits from the source to the
destination.

The Optical Transport Network (OTN) Technology was designed to transfer
multiple types of clients’ signals with different data rates through different wave-
lengths and over the same fiber optic cable by using Dense Wave Division Multi-
plexing (DWDM) technology. The process of transporting the client data signals
from the source to the destination in the core transmission network includes many
steps to map these signals into the generic OTN frames which depend on the data
types and client data rates, where the client data is received at the client port in the
Network element of the optical transmission network, the transponder card encapsu-
lates these signals in the payload container and at the same time it adds the required
overheads to perform the optical payload unit (OPU), the next step it multiplexes
many of low payload rates to higher optical data units (ODU) rates, and the final step
in the mapping process is to perform the optical transport unit (OTU) frames of the
optical network.

The security of the client data while it is travelling journey across the OTN of
the core Transmission network depends only on the standard encryption algorithms
of the client signals at the application layers. These signals travel through different
layers in the optical transmission networks, and the operators of these networks rely
mostly on the security algorithms of the client signals at the applications layers only.

However; the problem with the majority of the optical transmission networks is
that any attacker can access the physical layer from the optical fiber cables and split
the optical signal by wiretapping it, after that he will be able to keep a live copy
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of the optical signal, and by trying different types of the reverse engineering in the
de-mapping processes on this live copy according to the standard structure of the
OTN frames, the attacker will reach to the original layer of the client signals. On the
other hand, by using different types of the decryption algorithms in the service layer,
the probability that the attacker can reach to original contents of the client data will
be very high, and he will be able to break the encryption technique in the optical
network from the first try by 100% percent success [1].

The necessity to secure the important client data signals while it was traveling
through the optical transmission network remains crucial especially on the optical
cables which are passing through long routes, and are vulnerable to be split and
wiretapped by the interested attackers from any undetermined place [2].

Another important attack which targets the optical core networks is the jamming
attacks; this attack is done by accessing the optical fiber links from any place in
the network and additional harmful data signals is inserted inside the contents OTN
frames. The aim the jamming attacks are to make service degradations and the results
are misleading or modifying of the original data contents of the client data signals
[3].

Most of the previous studies conducted many solutions to the security problem
of the physical layer in the optical network, one of these studies proposed to make
security profiles for every user in the optical network and creates upper category from
these users which called gold users, where the gold user will have 1 + 2 protection
links against any security attacks in the physical layer of the optical network, as an
example for every user link there is 2 other extra links, and the user has the ability
to reroutes his traffic on these extra links in case of the original link is not safe, this
solution is very costly and wastes the resources of the optical network especially in
case of many gold users [1].

Other studies discussed how to use the XOR and optical LFSR to secure the
optical data signals despite the difficulties on how they may face the distribution of
the encryption keys between the different NE’s in the optical network [4, 5].

More studies discuss new algorithms for the optical data encryption that uses
quantum noise inherent in laser light and modulations algorithms that use two
different cycles of the M-ary phase-shift-keyed (PSK) signal, a technique which
allows the receiver who owns the short secret key to transform M-ary signals to
standard modulated signals. The attacker, who does not own the secret-key, will be
forced to try different M-ary measurements for several times, which is very difficult
[2, 6].

Despite there were a many numbers of the studies proposed many years ago on
the optical security, the physical layer of optical networks are still the weakest loop
in communication networks from security perspective overview.
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In this paper, we study a new proposed model for securing the client’s data over
the optical network, and this will be done by adding new security layer through extra
separate module in the NE’s, which will be used to make the required functions of
the encryption algorithms for the selected clients’ signals as per customer choices.

By adding this security layer for the different client frames in the OTN structure,
the wavelengths over optical cables will be more secured from any unauthorized
access and wiretaps hacking. On the other hand, implementing security algorithms
in a separate stage in the OTN system for certain client signals only as an option will
reduce the complexity of transmission systems, especially in the optical networks
with huge capacity.

All the encryption algorithms in the proposed security layer will be built by using
XOR gates and LFSR, and by considering that the client signal 10/100 Gb/s is equal
to the same capacity of the wavelengths in the DWDM systems.

The proposed security layerwill be enabled according to the results of the intrusion
detection phase in the optical network. The detection of any intrusions in the network
will be done by using centralized security controller (CSC) for all the optical network
elements, the main job of the CSC is to monitor the variations of the optical to signal
ratio (OSNR) of the target links in the optical network. In case of any up-normal
changes in the OSNR values in one link of the optical network, it will be processed
according to the risk of new attack in this link will be stated, and according to the
investigations of the network operator about these changes the CSC will enable the
security layer for the client data signals which travel through the intruded link or it
will make reroute to the services to other links until the network operator finishes
the investigations about root cause of these changes.

The paper is structured as following: Sect. 2 presents the current structure of
the OTN frames in the optical transmission network Sect. 3 presents the proposed
security model in the OTN system Sect. 4 presents proposed model analysis, Sect. 5
presents the numerical analysis and the results of the proposed model, and finally
Sect. 6 presents the conclusion and the future work of the paper.

2 The Structure of the OTN Frames in the Optical Network

There are different mapping stages of the client signals inside the NE’s of the
transmission network consist of:

Stage1: The transponder cardwhich receives the client signals with rates 10/100Gb/s
transforms it to the electrical domain by using Small Form-Factor Pluggable (SFP)
module with the suitable laser frequency for the client signal. The next step in this
stage is the mapping of the client signals to be part of the structure of the OTN
frames, this is done by putting the client data in containers with fixed size according
to the client data capacity. These containers are used to form the optical payload units
(OPUk) (where k represents the capacity of the OTN frame with k = 2 represents a
frame with data rates equal to 10 Gb/s and k = 4, OTN frame with data rates equal



Applying Software Defined Network Concepts … 587

Fig. 1 The construction of the OTN Frame

Fig. 2 The structure of the OTUk frame

to 100 Gb/s) by adding its overheads, the next step is to form the optical data unit
ODUk. Finally, on adding the final overheads and alignments words with forward
errors corrections (FEC), the optical transport unit (OTUk)will be formed (see Fig. 1),
and by converting the OTUk to the optical domain it will ready it be multiplexed as
a wavelength in the WDM transmission system [7]. The final frame of the OTUk

in the OTN system is shaped in 4 different rows of 4080 bytes and repeated every
certain period (12.191 μs for OTU2frame and 1.167 μs for OTU4frame) [8]. This
frame consists of bytes that stand for frame alignment word (FA), different layered
overheads bytes (OH), payload data and finally bytes that represent forward error
correction algorithms. After that, this frame is converted to standard optical signals
with standard wavelengths (see Fig. 1) (Fig. 2) [9].

Stage2: Giving that the network consists of two network elementswith two directions
in the optical network, the 2nd step in the optical transmission system processes is
the multiplexing of many standard optical signals to form one beam of laser which
consists of many wavelengths and different standard frequencies in the c band.

Stage3: The last stage in the transmission network inside the NE’s is the amplifica-
tion process that uses any type of the optical amplifiers such Erbium Doped Fiber
Amplifiers (EDFAs) with the suitable gains according to different factors on the
network such as the travelling distance between the two network elements and the
attenuations on the available fiber cable.

The transmission model in this paper consists of two network elements connected
by a fiber cable with 40 wavelengths (W1 to W40) in the DWDM system and client
signals with different bit rates (see Fig. 3).
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Fig. 3 The transmission model of two Network elements

The problem in the current model from the security perspective can be explained
as follows:

Assume that Alice, in location A wants to send a message to Bob, in another
location B Where A&B are connected through the pervious optical transmission
network. Then, the attacker Eve in location C can split the laser signals of the fiber
cable from any point of the transmission network into two paths by using optical
splitters where the first path of the laser signals will be returned back to the original
route of the network to transfer original message of Alice to Bob and the 2nd path
will be used by Eve’s equipment where Eve can have a live copy of the OTU frames
without affecting the original routes of the network and in case Eve’s hacking system
made a little effort in the de-mapping process according to the standards of the OTN
structures, Eve will be able to break the optical network structure and will know the
contents of the messages between Alice and Bob while they are not realizing that,
all their communications messages are known by third person who is Eve.

As shown in the previous optical transmission network, there aren’t any security
algorithms that are implemented to prevent the interested attacker such Eve from
understanding the contents of the optical signals even though he can access the fiber
cable and keep a live copy of the client signal.

3 The Proposed System Model

The proposed model consists of the intrusion detection in the physical layer of the
optical links and the security model which performs the cryptographic algorithms to
the client data signals.
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3.1 Intrusion Detection in the Physical Layer of the Optical
Network

In the recently years the software defined network (SDN) technologies attracted
many researchers to apply its concepts on many fields in the network, the most
advantages of the SDN concept is it transforms the control parameters, the protocols
and the functions of any network to be programmable and this done by separating the
control plane from the data plane. Extending the principles of the SDN to the optical
transport network can provide new framework in the applications, coordination and
orchestrations of the higher order optical layer [10].

In our security model the principles of the SDN in the intrusions detection and
requested response in the physical layers of the optical network, and this done by
continues monitoring the variations in the optical signal to noise ratio (OSNR) in the
different optical links by using proposed software defined security (SDS) for all the
physical layers of the optical transport network. In the SDS model the control plane
is separated from the data plane by using centralized Security Controller (CSC) to
perform this function in all the optical sections. The CSC measures automatically
the values of the OSNR for the different optical links by monitoring the performance
of these links from change management data base (CMDB) of the operation support
system (OSS) server and from the different network management systems (NMS’s)
of the optical transport network. The OSNR values for every links can be calculated
according to the following equations [11]:

OSNR (DB) = Pout − PASE (1)

where: Pout is the output power of the amplifier, PASE is the total amplified
spontaneous emission (ASE) noise power.

PASE = NF + G + Nin

= 10 log 2nsp + 10 log(G − 1) + 10 log hvBo (2)

where: NF is the external noise index, G is the amplifier gain, and Nin is the input
noise power Nin = 10 log hvBo which means input noise equal the power of photon.

G = Pout − Pin (3)

where: Pout is the output power, and Pin is the input power of the amplifier.
Figure 4 shows the proposed model for the SDS model which performs the func-

tion of monitoring the variations of the OSNR in the optical network, and this done
by using centralized security controller to perform this function only as following
sequence:
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Fig. 4 The proposed model for the intrusion detection

• The operation support system (OSS) of the transmission network collects the
performances of the optical links from the Network management layers (NMS’s)

• The centralized security controller (CSC) communicateswith the changemanage-
ment database (CMDB) of the OSS server and checks any variations of the
performances of the mentioned optical links

• In case of any changes in the performance the CSC will start and calculate the
OSNR of this link after that it will compare the results with the threshold values
of this link

• If the values of the OSNR are less than the threshold values for this link the CSC
will send notifications to the network operator about these changes

• The network operator will decide if these changes are determined by defined root
cause or not determined

• If the root cause is unknown of these changes the CSC will enable the security
layer for the selected traffic which passing through the defected link.
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Fig. 5 The proposed security layer in the OTN frame structure

3.2 The Proposed Security Layer

After the detection of the intrusion in the optical link and according to the previous
proposed model the CSCwill enable the proposed security model to secure the client
signals over the OTN system at the source and destination NE’s only in the DWDM
transmission network. The security techniques will be against the wiretapping of the
optical signals and is done by adding new security layer in the mapping process of
the client signal and before forming the final frame of the OTN system. According to
the proposed model the security layer is implemented after forming the ODUk bytes
of the frame and before the final OTUk stage (see Fig. 5).

To achieve this security layer, there are two types of the Pseudo Random Gener-
ators (RNG) that could be used to generate the keys of the encryption/decryption
processes. The 1st one is synchronizes RNG’s while the 2nd is a non-synchronies
RNG’s, provided that both types of the RNG’s systems are working with the same
linear feedback shift register (LFSR) and by using XOR operations to perform the
encryption/decryption processes, the only difference between them is that in the first
type of the RNG the source and destination stations are synchronized with the same
clock and it generates the same keys in both stations as result of using the same clock
for synchronization, While in the 2nd type of the RNG the source and destination
stations is working separately in every station with different keys generation.

3.2.1 Generating the Encryption Key

In ourmodel the security over the entire optical network ismanaged by the centralized
security controller (CSC) which is part of the software defined security (SDS) of the
optical network (see Fig. 6). As soon as the CSC discovers any intrusions in optical
links it will transmit the trigger pluses and the initial symmetric key to the source and
destinations NE’s of the selected client data signals. The transmission of the initial
keys to the NE’s is performed by using secure transmission lines, and the generation
of the initial symmetric keys by the CSCmay include Cryptographic Secure Pseudo-
Random Number Generator (CSRNG). The source and the destination NE’s will
initiate its securitymodel by using the initial symmetric keywhichwas generated and
transmitted before by the CSC, and the proposed security model starts to generate its
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Fig. 6 The key management entity in the optical network

encryptions- decryptions keys according to the combinations between the data plain
bits and the initial key [12].

For generating the initial key a chaotic map has been used with the following
equation [B]:

f(xi) =
{
xi

/
γ xi ∈ [

0, γ
]

(1 − xi)
/
(1 − γ) xi ∈ (γ, 1]

(4)

where: γ is the control value, x0 is the initial state and their value included in the
interval (0, 1).

One important characteristic of the selected chaotic map is it has no periodic
widows and maintains the chaoticity in the whole parameters space, as any selected
keywill meet the required chaoticity according to the space the cryptographic system
parameters. One weak point of the chaotic map is its digital applications depends on
finite word length, to overcome this disadvantage point of chaotic map in our model
we use the Pseudo Random Number Generator (PRNG) as it disturbs the chaotic
orbits and the randomness of this system can be improved [13].

3.2.2 The Proposed Security Model Implementation

The proposed security layer is performed according to the traditional techniques of
the Encryption—Decryption processes as the following concepts [14, 15]:

• Consider the length plaintext of the data as m, the output sequence of the security
layer as y, and by using secret key for the encryption operations as k

• the processes of securing the plaintext m at the source station is done according
to yi = mi ⊕ ki where i is the bit number in the plaintext frame and ⊕ is the
XOR operation
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Fig. 7 The proposed model of the security layer

• To retrieve the original plaintext at the destination station, the decryption process
will be implemented by using the same secret key according to mi = yi ⊕ ki.

The transmission over the optical networks takes place by transmitting the bits
within periodic frameswith different frame rates (in the synchronize digital hierarchy
system (SDH) is 125 μs, and the OTN is varying from 12.191 μs for OTU2frame
to 1.167 μs for OTU4frame) which means that for every 1 s there are 8000 frames
in the SDH system, 82,027 frames for OTU2 and 598,802 frames for OTU4 will be
transmitted from source to destination [7–9, 14–18].

The proposed model for the new security layer of the OTN frame is to use dual
Synchronize PseudoRandomNumberGenerator (SRNG) to generate the same secret
key and the same polynomial of the LFSR with the trigger with every trigger clock
pulse from the CSC, and by considering that both SRNG’s as synchronized with the
same distributed clock pluses on the optical transmission network from the CSC,
both source and destination stations will have the same generator polynomials Pn
and the same seeds of initializing key words kn which was received before from the
CSC to the LFSR’s [16].

By assuming that the SRNG generates random polynomial with degree n and the
CSC transmits random initialized key word for the LFSR with length n bits with
every trigger clock pulse. The proposed model for the encryption system is shown
in the following figure (see Fig. 7).

The proposed security model consists of:

• Dual synchronized random number generator (SRNG) which generates random
polynomial Pn = f(xn) with degree n, and used to enable or disable the switches
in the proposed model to implement different possibilities of the random number
generator and

• CSC generates random key kn with stream of bits h1 to hn as well as to initialize
the LFSR with every reset cycle of the encryption period.

• Flip-flops to keep the encryption bits with every bit shift encryptions.
• XOR to implement the encryptions/decryptions algorithms.
• Plaintext which is the data of the ODUk and equal to M = N * m where N is

the number of the reset cycles and m is the length of the part of the plain text
which will be encrypted/decrypted by the same initialized key and the generated
polynomial.

• Encrypted data yi.
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As assumed, the SRNG randomly selects one prime polynomial according to the
following equation [17]:

P ≤ ψ(n − 1)/n (5)

where ψ(·) is Euler function, n is the degree of the polynomial which is limited by
the range of nmin ≤ n ≤ nmax, and nmin is equal to the key length which is used to
encrypt data message m.

Due to the high speed of the OTN system the length of the message of the ODUk

becomes very long and encrypting this length with the same encryption key will
be very difficult. Therefore, the original message M which is equal to ODUk in
every frame with length LM will be divided to many equal data parts with length
Lm=LM

/
N, where N is the number of the reset cycles to encrypt/decrypt the

messages with length lm as per the following condition [17]:

nmin ≥
(
LM

N
− 1

)
(6)

The uncertainty of the generated polynomial from the SRNG and the initialized
secret key from the CSC are measured by the entropy of the probability of true
polynomial may be detected as the following equation [18]:

H1 =
n∑

i=0

PI (log 1/PI ) (7)

where Pi is the probability to guess one polynomial of degree n out of 2n−1 poly-
nomials, and the entropy of the probability to guess the initialized secret key of the
LFSR as per the following equation:

H2 =
n∑

i=0

ki (log 1/ki ) (8)

where ki is the probability of detecting one secret keyword of length lk out of 2n

keys. If we considered the generations of the polynomials and the initialized keys
are independent, then the joint entropy of the polynomial and the secret keys of the
whole system will be H = H1 + H2. Afterwards, the generated polynomial can be
selected randomly with every clock pulse from 2n − 1 polynomials, which can be
stored in buffers with the required size. The implementation of the proposed model
in the OTN transmission system in our case is done between 2 NE’s source and
destination (see Fig. 8).

where the client data signals are mapped into the OTN frames according to its bit
rates, the ODUk data is encrypted according to the proposed security model of Fig. 5
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Fig. 8 The Implementation of the security layer in the OTN system

and the encrypted data (Encrypted ODUk) is returned back to fill the frame of the
OTUk in the OTN system, after that it will be multiplexed optically with other wave-
lengths, and the amplifier stage will be done over the optical fiber cables to reach the
destination station. In the receive side, the same processes will be done but in reverse
actions. After the preamplifier stage in the receive direction, the de-multiplexing
stage will isolate the OTUk and forward it to the de-mapping operations until it
reaches the encrypted ODUk, then, the decryption processes will start searching for
the original ODUk by using the same model of the encryption system, as shown in
Fig. 6 whereas the dual SRNG polynomial with the same secret key in both sides of
source and destination stations is used.

4 The Analysis of the Proposed Security Model

There are many security mechanisms used in the optical transport network, one of
these mechanisms is securing Only the Perimeter at the client side, in this mecha-
nism the client data are protected by intrusion provision system (IPS), customer edge
switches (CES) or firewalls at the client equipment only. While the most vulner-
able points in the network is the physical layer of the optical transport network
where this mechanism leaves the internal optical links open to any security threat.
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The other one of the security mechanisms in the optical network is the distributed
and Uncoordinated Security mechanisms, this technique uses different and indepen-
dent security algorithms which are applied for the different sections in the optical
network, the mechanism increases the complexity and the need resources of the
security management system, and reduces the optical network performance [19].

In our model we used the concept of software defined network security (SDS) for
applying the security mechanism in the optical network by implementing central-
ized security controller (CSC) over the entire optical transport network, the CSC not
only used for monitor the security breaches and makes the required security deci-
sions but also it optimizes resources which utilized for the security algorithms in
the optical network. By using the software defined security concept in the optical
network it centralized the security policy management, the coordination and elimi-
nated the dependence on the vendors’ securitymechanisms. Having only one central-
ized controller in the control plane in the SDS of our model is considered weakness
point from security perspective, where implementing only one CSC for all the optical
network will increase the risks of the attacks on the links between this controller and
the switches of the SDS of the optical network, and this may isolate the CSC from
acting its function in monitoring and provides the required security decision to the
different NE’s in the optical network [F]. to overcome this weakness point in our
proposedmodel its suggested to use 2 ormore CSC in the SDS of the optical network,
the first CSC is set as active working controller in the SDS network and the other one
is as idle protection controller, the 2 CSC’s in the network should be synchronized
and should exchange its data between each other and this done by using a certain
types of the data replications between the 2 servers of the CSC’s.

With every variation in the OSNR values the CSC will check these changes with
the network operators and in case of the root cause of these changes are unknown
the CSC will send trigger pulses and the initialized keys to activate the security
layer in the source and destination stations and it will define the clock rates of the
proposed security model. With every clock pulse, the dual synchronized Random
number generator (RNG) will generate two independent outputs. The 1st output is
the generation of one Random polynomial with degree n out of 2n − 1 polynomials
to enable or disable the switches of the LFSR security model. The 2nd output is the
generation of one initialized secret key which was received before from the CSC
with length lk = n out of 2n keys to initialize and rest the key of the LFSR model
with every frame in the OTN transmission system.

Afterwards, the reset cycle starts with the trigger of every clock in both sides
of source and destinations and the system makes the encryptions with the same
polynomial function and the produced keys from the combinations of the initialized
key and the shifted data bits of the original data message with length lm = ln.

In case the attacker has the ability to manage and access the fiber cable by splitting
the optical laser signals and take a live copy of theOTN frames to start the de-mapping
process, he will only get the encrypted ODUk instead of the original ODUk which
included in the OTN frame (see Fig. 9).

The attacker will need to be aware of 4 variables to understand the encrypted
ODUk, and to be able to retrieve the original ODUk of the OTN frames.
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Fig. 9 The Structure of the OTN 10/100 Gb/s frame with encrypted ODU

• The 1st variable is to know the algorithms of the dual SRNG with its synchro-
nization clock.

• The 2nd variable is to know the secret keyword which used in the reset cycle with
every trigger of the clock pulse which has probability pk= 1/2n and entropy equal∑n

i=0 ki (log 1/ki ) as listed in Eq. (4) to initialize the original message.
• The 3rd variable is to know the polynomial degree, with the probability pP=

1/2n − 1 and entropy
∑n

i=0 Pi (log 1/Pi )
∑n − 1

i = 0 Pi (log1/Pi ) as listed in Eq. (5)• The 4th variable is to know the generation and clock rate of the dual SRNG.

The time required to break the proposed system and to guess the right key to
decrypt the data can be estimated by TE where [17]:

TE ≥ N · F · τ · 2n−1 (9)

where: τ is the time required for the attacker system to guess the right key for the
decryption process, 2n−1 is the number of the right polynomials functionswith degree
n and the right number of initialized secret key with length lk = n with probability
to find right polynomial function with degree n and right initialized secret key with
length lk is equal to 1/2n − 1, F is the number of the initialized cycles in 1 s, and
finally N is the number of the secret keys which is used in the same encryption cycle.

The weakness points in our proposed model as following:

• The transmission of the initial key from the CSC of the control plane to the NE’s
needs a secure transmission channels which may not be available and cost more
resources and this can be solved by make more researches in using the reserved
bytes for the future use in the OTN frames to carry the initial keys to the targeted
NE’S.

• Using only one centralized controller for all the security system in the optical
transport network is very risky as this controller may be damaged or may be
hacked by any interested attackers, the solution of this problem is to use one CSC
as active controller and using other one to be protection for the first one. Other
solution to this problem is using cloud principles by sharing the functions of the
CSC between the many controllers in the optical network.
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5 The Numerical Analysis of the Proposed Model

In order to be able to test the usefulness of the proposed model in protecting the
client signals over the OTN system, we will calculate the time required to break the
security model for one hypothetical case which is the clock rate is equal to the same
rate of the frames repetition in the OTN system and estimated by the same rate of
the frames in the SDH system as equal to 125 μs, 12.191 μs for OTU2 and 1.167
μs for OTU4frame. Then the OTN system will transmit 82,027 frames every 1 s for
10 Gb/s, and 598,802 frames every 1 s for 100 Gb/s as a result, the dual SRNG will
generate 82,027 polynomials and initialized secret kays every 1 s in case of 10 Gb/s
and 598,802 polynomials and initialized secret keys every 1 s in case 100 Gb/s as
well. Table 1 gives the results from Eq. (5) 31 of the primitive polynomials of the
SRNG for the polynomial degree with range 10 ≤ n ≤ 31 [8].

The generated polynomials increased in huge rate with every little step increase
in the n variable. From Table 1 we can find that for the 10 Gb/s bit rate to achieve
82,027 polynomials and initialized secret keys in 1 s, n is estimated to be equal to or
greater than 21 (n ≥ 21), and for 100 Gb/s bit rate to achieve 598,802 polynomials
and initialized secret keys in 1 s, n is estimated to be equal to or greater than 29
(n ≥ 29). To measure the time required to break the proposed security system for
lm = lM

/
N, we will consider n = 21 for 10 Gb/s and n = 29 for 100 Gb/s [8].

For 10Gb/s client signals andn=21, the length of the ODU2equal to 10.037Gb/s
then

N = 10.037 Gbits/s
/
n = 4779 × 105 (10)

For 100 Gb/s client signals and n = 29 the length of the ODU4is equal to
104.7944 Gb/s, then

Table 1 The number of the generated primitive polynomial for 10 ≤ n ≤ 31

N 2n ψ(n − 1) P N 2n ψ(n − 1) P

10 1024 600 60 21 2,097,152 1,778,112 84,672

11 2048 1936 176 22 4,194,304 2,640,704 120,032

12 4096 1728 144 23 8,388,608 8,210,080 356,960

13 8192 8190 630 24 16,777,216 6,635,520 276,480

14 16,384 10,584 756 25 33,554,432 32,400,000 1,296,000

15 32,768 27,000 1800 26 67,108,864 44,717,400 1,719,900

16 65,536 32,768 2048 27 134,000,000 113,000,000 4,202,496

17 131,072 131,070 7710 28 268,000,000 133,000,000 4,741,632

18 262,144 139,968 7776 29 537,000,000 534,000,000 18,407,808

19 524,288 524,286 27,594 30 1,070,000,000 535,000,000 17,820,000

20 1,048,576 480,000 24,000 31 2,150,000,000 2,150,000,000 69,273,666
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N = 104.7944 Gbits/s
/
n = 3742 × 106 (11)

From Eq. (10) the time required to break the security system and to guess the
correct key for the encryption process of the 10 Gbit/s client signals in the proposed
model by considering n = 21, proposed τ = 10−12 s, and F = 82027 frames/s will
be:

TE ≥ F · N · τ · 2n − 1

= 82027 × 4779 × 105 × 10−12 × 220

= 475.75 days = 1.3 years (12)

From Eq. (10) the time required to break the security system and to guess the
correct key for the encryption process of the 100 Gbit/s client signals in the proposed
model by considering n = 29, proposed τ = 10−12 s, and F = 598802 frames/s
will be:

TE ≥ F · N · τ · 2n − 1

= 598802 × 3742 × 106 × 10−12 × 228

= 6961665 days = 19073 years (13)

From Eqs. (12) and (13) we found that to guess one of the keys that will be
used in the decryption process of the ODUk in the proposed security model in the
OTN frames it will take 1.3 years for 10 Gb/s client signals and 19,073 years for
100 Gb/s which is not possible in the practical life to do that, and this indicates the
our proposed system makes it very difficult to break the structure of the OTN frames
by any interested hacker in the normal conditions and understanding the contents of
the client data in the OTN frames will be impossible from any hacker.

6 The Future Work

The future work of this paper is to use the machine learning technology with the
software defined network to perform the optical cryptographic system, and to make
the optical transport network smarter. Using the 2 technologies in the same network
will permit to apply the clouding principles on the optical network and will provide
the ability to transform the traditional optical network to be part of a huge optical
cloud network.Also thiswill drive the security system in the optical transport network
to the automation. This will be done by using neural network tomonitor and trace any
changes in the values of the Optical Signal to Noise Ratio (OSNR) over all sections
of the optical network and by using the centralize control plane of the SDN the traffic
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will be rerouted to other safe routes according to the available resources in the optical
cloud network this will be used to enables automatic optical cryptographic system in
the sections of the optical network which may has any strange change in its OSNR
value which is likely to be wiretapping attack. By usingmachine learning technology
and the SDN in the optical cryptographic system the detection of the attack and the
response will be done automatically in the affected sections only and this technique
will provide robust network security system in the optical network, and at the same
time will reduce the complexity and the cost of using cryptographic system over all
optical wavelengths without usefulness in the sections of the network which have no
attacks.

7 The Conclusion

In this paper, we addressed, for the first time, one of the practical challenges that
face the security of the optical physical layer associated with the OTN transmission
network and this was done by adding new layer for the security system in the stages of
mapping client signals into the OTN frame. For the first time we used the principles
of the software defined network (SDN) by separating the control plane from data
plane of the security system in optical network, and this used to detect any intrusions
in the physical layers of the optical transport network by automatically monitoring
the changes in the optical signal to noise ratio. The results were very good where in
case of any attacker has the ability to access the fiber cables from any unauthorized
place the control plane of the security system will detect the variations of the OSNR
in intruded optical link after that the CSC of the control plane in the SDSwill activate
the security layer for the selected services only at the source and destination NE’s,
by enabling the proposed security layer the attacker will only able to take copy the
encrypted data signals without understanding what is the contents of this data, and
this is as a result of using our encryption algorithm which was implemented before
on this data, the attacker will need many years to find out one right key to perform the
decryption processes. By using the SDN concepts in the proposed security model the
systembecome partially automated in detecting any intrusions, the proposedmodel is
based on the idea of protecting the important client signals only on the optical physical
layers according to the requests of the customers. This system can be achieved by
passing the selected client signals only through extra layer, called the security layer
and before forming the final frame of the OTN system. This system can be executed
onmany sections in the transmission network of Egypt to protect the important client
signals for certain customers, also the system can be used in the military services
over the public transmission network, and finally the system will be very useful in
the near future especially with the needs to transfer a huge amount of the clients data
through the optical network as the result of the tremendous progress in using the
internet of things (IOT) technology and machine to machine communication.
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Watermarking 3D Printing Data Based
on Coyote Optimization Algorithm

Mourad R. Mouhamed, Mona M. Soliman, Ashraf Darwish,
and Aboul Ella Hassanien

Abstract The main objective of this work is developing 3D printing Data Pro-
tection Using Watermarking approach that considers watermarking problem as an
optimization problem. 3D objects watermarking inhabits a challenging obstacle. The
existence of many 3D objects representations act one reason for this challenge. The
3D models watermarking research state is furthermore in its opening as opposed to
published work in video and image watermarking. This work propose a 3D water-
marking approach by utilizing Coyote Optimization Algorithm (COA) in optimizing
statistical watermarking embedding for 3D mesh model. Coyote optimization algo-
rithm (COA) consider a recent fast and stablemeta heuristic algorithm. This proposed
approach aims to introduce an intelligent layer on the watermarking process. The
approach starts by selecting the best vertices that will carry the watermark bits using
k-means clustering method. Followed by watermark embedding step using COA
in finding the best local statistical measure modification value. Finally we extract
the embedded watermark without any need of the original model. The proposed
approach is validated using different visual fidelity and robustness measures. The
experimental results of the proposed approach will be compared with other state of
the art approaches to prove its superiority in embedding and extraction of watermark
bits sequence with respect to both robustness and imperceptibility.
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1 Introduction

Due to the recent revolution of technology and artificial intelligence, many appli-
cation were appeared most of them uses all types of data like sound, image, text
and recently 3D objects. The fresh trend of 3D imagery and communication seen
in many fields, such as medicine, architecture and entertainment. 3D object models
represented as a 3D points cloud, parametric surfaces, and mesh model. The most
supported format is the last one. In this model type, the surface is formed of a poly-
gons set joined to form the shape ofmodel [1]. Themesh is composed primarily of the
polygons vertices’s coordinates and the vertices connectivity within each polygon.
But other topological information also can be obtained like the polygons adjacency
or connectivity. The most form that usually used is the polygonal mesh due to its
flexibility and simplicity.

Watermarking offers a system for the privacy of copyright or the declaration of
ownership of digital content by inserting information in data. The basic idea is to
embed a piece of copyright-related information (i.e. the watermark) into the func-
tional part of a mesh model[Watermarking 3D Triangular Mesh Models Using Intel-
ligent Vertex Selection]. The embedded watermark should be robust against various
attacks on the watermarked model and also be imperceptible to human eyes. Since 3-
D mesh watermarking techniques were introduced, there have been several attempts
to improve the performance in terms of impracticality and robustness. Robustness
is achieved when the watermark can be retrieved even after the watermarked model
has been processed or attacked intentionally specific algorithms.

The optimal watermarking design for an assigned application regularly solves the
trade-off between the main competing measures (e.g. robustness and fidelity). Thus,
the problem of watermarking can be expressed as a problem od optimization. In
mathematics, optimization means the choice of the best part from any set of possible
options. without losing the generality, it indicates getting the best possible values of
some objective function in the given domain, including various domain types and
different types variety objective functions. Bio-inspired intelligence techniques such
as genetic algorithm, differential evolution, particle swarm, neural networks, etc.
have been employed to solve the watermark problem optimally.

In the last decade, a huge number of nature-inspired metaheuristics had been
introduced [1]. Coyote Optimization Algorithm [2] is a population-based algorithm
inspired on the Canis latrans species classified as both evolutionary heuristic swarm
intelligence, where it is inspired the coyote’s behavior [2]. The Coyote optimizations
algorithmholds the coyote’s social organization and its adaptation to the environment.
That contributes to a various structure of algorithm opposed to the metaheuristics
from literature. Also, it presents a new mechanism for balancing exploitation and
exploration during the process of optimization.

This paper focuses on introducing a robust andblindmeshwatermarking approach.
The proposed approach use k-means clustering in selecting best vertex positions to be
watermark carriers. k-means clustering algorithm aims to detect set of points based
on prominent area calculation. Points in such area are considered as model signature.
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The watermark bits stream are only embedded on these specified set of vertices. Such
set of vertices are known as Points of Interest (POIs). Watermark bits sequence are
inserted by modifying the statistical distribution of the radial component for theses
POIs only. For these statistical modification we will use Coyote Optimization Algo-
rithm (COA) to get the optimal value of the controlling parameter λ. The proposed
approach focuses on introducing a new robust 3Dmesh watermarking authentication
approaches by ensuring a minimal distortion of the mesh model at the same time
ensuring a high robustness of extracted watermark.

The reminder of this paper is organized as follow: Sect. 2 explore the related work
proposed by researchers for 3D model watermarking. Section 3 introduces in more
details the proposed approach with complete explanation of COA. Experimental
results and comparison analysis is introduced in Sect. 4. Finally, Sect. 5 contains the
conclusion and the perspective of future research.

2 Related Work

Many techniques that make the transmitted 3D data during the internet more secure
one of these techniques is 3D watermarking. More than one review paper had pub-
lished in this topic [1], The researchers broadly divided the watermark techniques
into three generations depends on the domain of the data in spatial or in transform
domain. With first generation the researchers are using the data in spatial domain.
Ohbuchi et al. [3] was the first technique proposed for the first generation. He chose
the ratio between the height of the triangle and its opposite edge length to create
a watermarking method that is intrinsically invariant to similarity transformations.
The weakness of the techniques of this generation that it is not robust enough. To
increase robustness, Yu et al. [4] and Cho et al. [5], instead of inserting the watermark
into a single vertex, embed each watermark bit into a group of vertices. Bors [6] uses
a neighborhood localized measure to select the vertices that give small embedding
distortion and watermark these vertices by local perturbations. Jing et al. [7] pro-
posed a non-blind method using the average of normal to establish a new coordinates
system. The signature is inserted into the selected vertices according to area of the
two adjacent rings and in function of the curvature of the facets.In the same context,
Zhan et al. [8] proposed a blind watermarking algorithm based on vertex curvature
The watermark is embedded into vertex bins by modulating the mean fluctuation
values of the bins. Recently Jinj et al. [9] describes a novel blind watermarking
approach for models of 3D point cloud using feature points to find the embedded
watermark. The points with greater curvature mean are judged to be feature points to
carry watermarking information; non-feature points are used to build a new coordi-
nate system in which the model of the 3D point cloud is divided into bins including
different distances. The 3Dwatermarking techniques at the second generation works
on the data in the transform domain. These techniques are more robust than the
other of spatial domain but they are giving less imperceptibility.Frequency analysis
based algorithms can achieve excellent results on both watermark robustness and
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imperceptibility. By utilizing the analysis of spectral by Karni et al. [10], Ohbuchi
et al. [11] presented a watermarking algorithm, that embedded the bitstream of the
watermark into the low frequencies of Karni et al.’s decomposition. This approach
is non-blind, thus the original model is needed during the extraction process of the
watermark. Also, Praun et al. [12] presented a robust and non-blind watermarking
approach utilizing an edge collapse basedmultiresolution decomposition. Sighting at
robustness against pose deformation or meshmodification, Yang et al. [13] presented
another approach algorithm based on Laplacian coordinates, where a bitstream of the
watermark is hidden via altering the Laplacian vectors lengths histogram. Xiaoqing
et al. [14] proposed another blind and robust 3D polygonal mesh watermark algo-
rithm. They added two types of watermark inside the polygonal mesh model. First
type via inserting the watermark bitstream into DCT (Discrete Cosine Transform)
frequency domain in some feature patches which are performed utilizing the seg-
mentation of watershed. The second type is based on redundancy information of the
3D polygonal mesh model, like vertex order and vertex coordinates. This approach
achieved weak resistance to re-meshing and simplification attack. On another hand,
Wang et al. [15] proposed a watermarking technique guarantee a high capacity of
the watermark bit stream in which the information of watermark is embedding at
various levels of resolution of a semi-regular mesh wavelet decomposition. Hamidi
et al. [16] introduced a watermarking approach, that the bitstream of the watermark
was embedded by modifying the wavelet coefficients wavelet decomposition.

The last generation became to solve the trade-off between the power of the previ-
ous two generation such imperceptibility and the robustness. A new layer of intelli-
gent had added to previous generation to solve this issue. Seoud et al. [17] introduced
a robust watermarking method based on a spherical wavelet transformation. They
applied thewatermarking to 3Dcompressedmodel using amultilayered feed-forward
neural network (MLFF). Hu et al. [18] proposed a similar histogram-based method
for watermarking 3D polygonal meshes by using quadratic programming. Recently,
in [19] Soliman introduced a technique that utilizes the Genetic Algorithm (GA)
and spherical coordinates to optimize the watermarking method of the 3D polygonal
mesh. In her presented technique, the distances from the center of the polygonal
mesh model and vertices are adjusted according to the code of watermark using opti-
mization of the Genetic algorithm (GA) in the system of spherical Coordinates. This
method is more resistant to Gaussian noise, compared with Cho’s method. Luo and
Bors [20] used the Quadratic Selective vertex placement scheme in order to find the
best location of each vertex after modifying the statistics of the distances.

3 Basic Knowledge

This section presented the basic knowledge and allgorithm that used in the proposed
work the first section introduce the COA followed by the brief definition about POIs
detection.
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3.1 Coyote Optimization Algorithm (COA)

Leandro and Juliano proposed the Coyote Optimization Algorithm (COA), which is
a metaheuristic optimization algorithm inspired on the canis latrines kinds. It offers a
new structure of algorithmandmechanism formaking a balance between exploitation
and exploration process. (COA) is categorized as both evolutionary heuristic and
swarm intelligence, it has inspired on the behavior of coyotes.

The indifference with the Grey Wolf Optimizer (GWO), which is inspired on the
Canis lupus species, the COAhas a distinct structure of its algorithm setup and it does
not focus on the social hierarchy and dominance rules of these animals, even though
the alpha is employed as the leader of a pack (as explained forward). Further, the
COA focus on the social structure and experiences exchange by the coyotes instead
of only hunting preys as it happens in the GWO [21].

Coyotes are a species from Canis Latrans, most of whom in North America. COA
is a population-based algorithm based on evolutionary heuristic and swarms intelli-
gence, inspired by adaptation of coyotes to the environment and social conditions.
COA provides a balance between exploration and exploitation in the process of the
optimization problem. In COA, coyotes form a difference pack and each pack leader
is called alpha. In COA, N population classified into Nc and Np. Np is the packs’
number while Nc is the coyote number in the pack. Firstly, the coyote number is
identical inside each pack. Consequently, the total population is calculated via mul-
tiplying the coyote number in the pack (Nc) and the pack number (Np). With COA,
during every optimization problems solving, each coyote expressed as a solution
and the coyotes social status, that consists of several decision variables like social
situation, temperature, snow depth, gender, the hardness of snowpack is the cost of
the objective function. The cth coyote social situation for the pth pack in the tth time
would be represented as;

SOCp,t
c,t = x = (x1, x2, . . . , xD) (1)

The coyotes adaptation to conditions of environment expressed as the fitness function
cost and it specified by fitp,tc ∈ R

Then the coyote’s population is started. Every coyote has arbitrary social situations
at the beginning because it stands as a stochastic algorithm. Therefore , arbitrary
values for the of the pth pack cth coyote for the jth dimension would be denoted as;

SOCp,t
c,t = lbj − rj ∗ (ubj − lbj) (2)

where, ubj is the upper bounds and lbj is lower bounds for the jth variable of decision
respectively. rj is a arbitrary number adopting range of uniform probability of [0, 1].
The coyote’s adaptation to the social situations of the environment as follows;

fitp,tc = f (SOCp,t
c ) (3)
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The coyotes join another pack or leave their packs. The go out coyotes from pack
happen among probability Pe, which will be determined as;

Pe = 0.005 ∗ N 2
c (4)

Every pack consists of 14 coyotes at maximum where Pe cannot be larger than 1.
Therefore, interaction and cultural diversity are given among the coyotes. Alpha will
be presented for pth pack in the tthtime;

alphap,t = {SOCp,t
c |argc=1,2,3,...,Nc min f (SOCp,t

c )} (5)

All coyotes information is determined like a social leaning as follows.

cultp,tj =
⎧
⎨

⎩

Op,t
Nc+1
2 ,j

, Nc is odd;
Op,t

Nc+1
2 ,j

+Op,t
Nc
2 ,j

2 , Nc is even.
(6)

wherever, Op,t is showing the ordered social situations belong to coyotes. The social
learning is a determination of median social situations for total coyotes. Every coy-
ote’s age is shown as agep,tj ∈ N and calculates in COA. Depending on arbitrarily
picked parents and social situations, the new coyote birth is shown as follows:

pupp,tj =
⎧
⎨

⎩

SOCp,t
r1,j, rndj < Ps or j = j1;

SOCp,t
r2,j

, rndj ≥ Ps + Pa or j = j2;
Rj, otherwise.

(7)

where, r1 and r2 are arbitrary coyotes belong to Pth pack and j1 and j2 are ran-
dom dimension in the problem. Ps and Pa are association and scatter probability
respectively which is provides social learning.Rj indicate to an arbitrary value within
uniform probability range [0, 1] . Ps and Pa will be presented as follow:

Ps = 1

D
(8)

where, D is search space dimension.

Pa = (1 − Ps)/2 (9)

There are two effects in COA first one packet effect (ζ ) and an alpha effect (ε)
to represent social communications in the packs amongst coyotes. Both of them
represent social variety but the second one is from a stochastic coyote tothe pack
(cr1) to alpha and the second one is from an arbitrary coyote (cr2) to the pack social
learning. The selection of arbitrary coyotes will be done using uniform distribution
probability. ε and ζ will be defined as follow;
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ε = alphap,t − socp,tcr1 (10)

ζ = cultp,t − socp,tcr2 (11)

Therefore, the coyote new social situation with the pack and the alpha importance
will be described as follow;

new−socp,tc = r1 · ε + r2 · ζ (12)

where, r1 and r2 are the alpha coyote and the pack importance weights. Both r1 and
r2 are arbitrary values within the range of uniform distribution [0, 1].Then, the new
social condition is determined;

new−fitp,tc = f (new−socp,tc ) (13)

COA indicates whether the new social condition is more useful than earlier and
this is displayed as follows:

new−socp,t+1
c =

{
new−soc

p,t
c , new−fit

p,t+1
c < fitp,tc ;

socp,tc , elsewhere.
} (14)

The coyote social situation, which adjusts itself best to the situation of the envi-
ronment will be used as a solution to the global problem.

3.2 The Points of Interest (POIs)

Due to the great improvement of technology, the representation of the data in three
dimensions widely used in many applications like scientific visualization, man-
ufacturing, computer vision, engineering design, virtual reality,architectural walk
through, and video gaming. The 3D objects consist of a huge number of components
like thousands of vertices and faces,and that make researchers to detect the more
interest components to deal with this objects instead of to deal with whole object
that for many applications like watermark, and mesh simplification. 3D points of
interest (POIs), further mention salient points or points of feature, are appropriate
points in visual perception. There is much importance of POIs that make it very
helpful in tasks of geometry processing, such as viewpoint selection, segmentation
of mesh, shape enhancement, mesh registration, visual attention guidance and shape
retrieval. Although the complicated relationship between geometric descriptors and
POIs and, there is similar agreement POIs would be distinguished from a geometric
view [22]. Many different techniques [23, 24] had implemented and proposed by
many directions of research, that can detect the POIs of 3D mesh models.
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3.3 3D Printing Overview

3D printing (or additive manufacturing) is the process of creating a 3-dimensional
object by depositing layers of material. This enables the manufacturing of complex
3D objects in a cost effective and automated manner [25].

Recently, the 3D printing content industry has grown rapidly due to the develop-
ment of advanced 3D printing technology, the emergence of low-cost 3D printers and
reduced production costs. As happened earlier in the music and video markets, copy-
right issues inevitably occur with the expansion of the content industry. Therefore,
copyright protection of content is very important in 3D printing environments, even
though many challenges still remain to be resolved, such as the strength of printed
materials and printing accuracy [26].

In Giao et al. [27] proposed a watermarking algorithm for 3D printing models
by embedding the data of watermark into the the 3D printing model feature points.
Which had determined by the process of 3D slicing along the 3D printing model
Z axis. The bitstream of watermark is inserted into a 3D printing model feature
points by changing the length of vector of these feature points in XY plane based
on the length of reference. The feature point XY coordinates will be then modified
according to the modified length of vector that has carried the watermark.

4 The Proposed Approach of 3DWatermarking Using COA

This proposed work aims to insert watermark sequence over set of interest points.
Such points are considered as a signature of each mesh model that selected based
on prominent area calculation and k-means clustering algorithm. After determining
POI ,the proposed approach will modify the statistical distribution of the radial
component for theses POIs only. For these statistical modification we will use COA
to get the optimal value of the controlling parameter λ. This parameter controlling
is required to provide a good balance between two main watermark requirements
(e.g. robustness and imperceptibility). The last phase of the proposed approach is
the blind extraction of the inserted watermark bit sequence. The extraction algorithm
will obey the similar steps of the embedding process to prove the existence of the
watermark. Figure 1 shows the details of the proposed approach. More details will
be described in the following subsections

4.1 POIs Selection Phase

The main purpose of this phase is providing an intelligent layer in the selection of
watermark carrier vertices. The proposed approach depends on the most prominent
area calculation. Points in such area are considered as (POIs), this points set has
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Embedding process

No

b=0       b=1      

b=1      b=0       

Select the POIs

Determine the 1_ring neighbors of 
every vertex

Calculate the normal of each 
vertex

Calculate the sum of angles between the 
normal of center of each ring and the 

vertices of the ring

Cluster these summations using K-Means

Convert the POIs coordinates into spherical coordinates (ρ,Θ,ϕ), then divide the ρ into M 
(number of watermark  bits)  intervals

Getting POIs

Original model

Mapped each interval into normal 
range [0, 1]

Calculate the Mean (μ) of each 
Interval

The best λ using COA

Watermark 
bit

μ=0.5+ λ

i =i+ 1

μ=0.5- λ

μ=0.5+ λ μ=0.5+ λ

Yes
Detecting best λ

i<= number of 
iteration

Mapped into the original range

Convert spherical coordinates (ρ,Θ,ϕ)
into Cartisian (x, y, z)

Watermarked model

Training phase

Calculate the fitness function
from equation [7]Watermark bit

Fig. 1 The general architecture of the proposed approach and its phases

been mentioned as an object signature. Firstly the algorithm determines every point
normal and the points normal upon the first ring neighborhood as presented in Fig. 2.

V1 has been considered as a vertex with normal (n1),(V2:V7) are the vertices of the
first ring neighbor of V1 with values of normals registered as (n2:n7), the proposed
approach determines the angle θ between n1 (normal of V1)and n2 (normal of V2).
This computation will be iterated for every one ring vertices. K−means algorithm
clusters the values of these summations [28]. The cluster with high summations
indicate these areas are more prominent, that means the ability to detect points of
Interest (POIs) from these areas.

4.2 Embedding Watermark Phase

In [5] the statistical distribution of the radial component of each vertex of the mesh
model. The proposed approach will modify the statistical distribution of the radial
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Fig. 2 The entire angle
between the normal of center
and the first ring vertices
normals

component for only the POIs. In the embedding process the center of mass for the
mesh model will be calculated as (xc, yc, zc):

xc = 1

N

N∑

i=1

xi (15)

yc = 1

N

N∑

i=1

yi (16)

zc = 1

N

N∑

i=1

zi (17)

Where N is the Number of all vertices. The model vertices will be transformed
to center of mass (xc, yc, zc), the new coordinates in Cartesian form will be (x-xc,
y-yc, z-zc), these new coordinates will be converted into spherical coordinates using
Eq. 6. The radial component of the spherical coordinates for the POIswill bemodified
according to Cho [5] method. The main objective from this work to calculate the best
parameter λ that will be used during the modification process, the radial component
will be divided into equal distinct interval according to its magnitude as follow:

Ln = ρn,j|ρmin + α.n < ρi < ρmin + α.(n + 1) (18)

where 0 ≤ n ≤ N − 1 ,0 ≤ i ≤ P − 1 and 0 ≤ j ≤ Kn − 1, Kn is the number of vertex
norms belonging to the nth bin and ρn,j is the jth vertex norm of the nth bin. The
magnitudes of these ρn,j norms will be mapped into normalized range [0, 1] using
the following Eq. 19:

ˆρn,j = ρn,j − minρn,j∈kn{ρn,j}
maxρn,j∈kn{ρn,j} − minρn,j∈kn{ρn,j} (19)
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The mean μ of each bin will be calculated and due to the normalization process,
the value of this μ will be around 0.5. now the step of embedding will be begin by
modifying this μ via transforming vertex norms by the histogram mapping function
[5] as follows:

μ̂ =
{
0.5 + λ, if w = 1;
0.5 − λ, ifw = 0.

(20)

The valueλ thatwill be used inmodification processwill be calculated usingCOA.
The watermarked mesh model transparency and robustness should be measured in
order to formulate a proper fitness function. In the proposed approach a new fitness
function described as follow:

F = (m/

m∑

i=1

(NCi)) + 1/VSNR (21)

where m is the number of attacks, NCi is the normal correlation that measure the
robustness of watermark against ith attack, NC can calculated using

NC =
∑

Ẃ × W
√

∑
Ẃ 2 + ∑

W 2
(22)

where Ẃ depicts the watermark after the happening of attack and W is the initial
watermark.

Also VSNR is the measurement of imperceptibility where it is been calculated as
follow:

VSNR = 20 log
max |V |

RMSE(Vw, V )
(23)

where

RMSE = 1

N

∑
|V − Vw| (24)

V = √
x2 + y2 + z2 (25)

The range of this parameter λ is [0.01, 0.1], this range considered where the value
of mean at normalized data be around 0.5 so it is not needed to increase more than
one., COAfind a best value for this parameterwhichwill bewithin this range that gave
minimum value for fitness function that solves the trade-off between imperceptibility
and robustness.

After modification of the bin’s mean the radial value within each bin are shifted
correspond to the change in μ and then converted to the original range again. The
whole steps are formulated in algorithm 1 as follow:

During the training phase a different values of parameter λ has been recorded,
Table 3 describes the variation of λ′s value at different size of watermark bits. This
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Algorithm 1 POIs detection and embedding of watermark algorithm
1: Input: The vertices vi of original model in Cartesian form and Watermark bits.
2: Process:For every vertex vi: determine the normal ni .
3: For every vertex vi: determine the angles summation between normal of v′

is and every vertex
normal included in the first ring neighbor using the following equation.

sum =
n∑

i=2

arccos
ni · n1

‖ni‖‖n1‖ (26)

where ni is the vertices normal of the first ring around n1 see figure 2.
4: Clustering summations (sum) using k − means to detect the POIs to carry the watermark bits.
5: Transform all the coordinates (x, y, z) to the center of mass of the model (xc,yc,zc).
6: Convert the selected vertices (POIs) into spherical coordinates (r, Θ ,φ):

r =
√

x − xc2 + y − yc2 + z − zc2 (27)

Θ = tan−1 y − yc
x − xc

(28)

φ = tan−1 z − zc
r

(29)

7: Sort and divide the radial component (r) to M (length of watermark) equal intervals see Eq 18.
8: For each interval: transform into uniform range [0,1].
9: Calculate the best Parameter λ using COA with fitness function .
10: For each interval Ln: modify their mean corresponding to:
11: if wi = 0 then
12: μ = 0.5+ λ

13: else
14: if wi=0 then
15: μ =0.5 - λ

16: end if
17: end if
18: For Each interval Li: transform into original range to get the ŕ.
19: Convert each new vertex spherical coordinate (ŕ,Θ , φ) to the Cartesian coordinates (x́, ý,ź).
20: Output:The Cartesian coordinates (x́, ý,ź) of the marked mesh model.

step show’s that no standard value can be considered during the embedding process.
Cho’s mentioned that when this value decrease that give good imperceptibility with
bad robustness (Fig. 3).

4.3 Watermarking Extraction Phase

The proposed 3D mesh watermarking approach is blind which means it doesn’t use
the original model to extract the embedded watermark, . The extraction algorithm
will obey the similar steps of the embedding process to prove the existence of the
watermark. Algorithm (2) presents in details the process of watermark extraction.
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Fig. 3 The value of parameter lambda at different size of watermark

Algorithm 2 The watermark Extracting algorithm
1: Input: The vertices vi of Watermarked model in Cartesian form.
2: Process:For every vertex vi: determine the normal ni .
3: For every vertex vi: determine the angles summation between normal of v′

is and every vertex
normal included in the first ring neighbor using the following equation.

sum =
n∑

i=2

arccos
ni · n1

‖ni‖‖n1‖ (30)

where ni is the vertices normal of the first ring around n1 see figure 2.
4: Clustering summations (sum) using k − means to detect the POIs to carry the watermark bits.
5: Transform all the coordinates (x, y, z) to the center of mass of the model (xc,yc,zc).
6: Convert the selected vertices (POIs) into spherical coordinates (ŕ, Θ ,φ):
7: Sort and divide the radial component ŕ to M (length of watermark) equal intervals
8: For each interval: transform into uniform range [0,1]
9: For each interval: Calculate the μ.
10: if μ < 0.5 then
11: wi=0
12: else
13: if μ > 0.5 then
14: wi=1
15: end if
16: end if
17: Output:Watermark bit stream.
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5 Experimental Results

In this experimental section, we provide a complete analysis for the proposed
approach of watermark insertion over set of selection points using an intelligent
modification of statistical distribution of the radial component of these points. This
experimental result section is classified into two parts that discuss in details the results
of the proposed approach in terms the visual fidelity of watermarked model, and the
robustness of embedded watermark after different types of attacks. All these exper-
imental results is reported and compared to other well known methods to prove its
efficiency inproviding agoodwatermark approachwith respect towatermark require-
ments criteria (e.g. imperceptibility against robustness). We presented a comparison
between the proposed approach using COA and GA as two different optimization
techniques with two lengths of watermark bits (i.e 32 and 64 bits) on another hand a
comparison between the proposed approach using COA and Cho’s method at differ-
ent two lengths of watermark bits (i.e 16 and 48 bits) is introduced. The experiments
applied on set of 3Dmesh models shown in Table 1, where these models act a bench-
mark models that used in most of watermark techniques. These models includes
Bunny, Cow, Venus, Dragon, Hand and Horse models. The proposed approach had
analyzed the embedding capacity at different number of embedded watermark bits,
(i.e 16, 32, 48, 64) bits. The fidelity of the proposed approach are calculated for
different mesh models at these capacities

5.1 Visual Fidelity

It is sought that the watermark embedded on a particular set of vertices resides
invisibly on the mesh, either to protect the aesthetic appearance or to protects the
watermark from any potential attacker to be discovered, which might easy to destroy.
The degree to which a watermark can be secret is assigned to as the good of the
watermark.

To calculate the proposed approach imperceptibility, there are two standard mea-
surements to determine the imperceptibility. First one is Hausdrouff Distance (HD)

Table 1 The description of the data set

Model Number of vertices Number of faces

Cow 2904 5804

Dragon 50,000 100,000

Bunny 34,835 69,666

Venus 100,759 201,514

Horse 11,2642 225,280

hand 36,619 72,958
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Table 2 The HD using the proposed approach compared with Nasima’s Method at different size
of watermark bits

Model Method No. of bits

16 32 48 64

Bunny Proposed 0.55 0.22 0.18 0.13

NAsima 10.7 5.8 3.9 2.7

Cow Proposed 0.26 0.1 0.08 0.13

NAsima 1.5 0.74 0.5 0.41

Horse Proposed 0.39 0.11 0.14 0.26

NAsima 9.9 3.6 3.6 2.7

and the second one is vertex signal to noise ratio (VSNR). Here, vertex signal to
noise ratio (VSNR), as formulated in Eqs. (23), (24) and (25), have been used to rep-
resent the distortion has been inflicted on the model by the proposed watermarking
approach.

TheHD ismeasured between the original meshmodel andwatermarked one using
the following formula

HD = max{h(T1),h(T2)} (31)

where T1 = (M ,M ′́) and T1 = (M ,́M ), ( where M´and M are watermarked mesh
and original mesh respectively). h(T1) = max{min(d(a,M )́)} , a in M
h(T2) = max{min(d(b,M))}, b inM .́

For visual fidelity we perform the comparison using bothmeasuresHD and VSNR
on different mesh models. Table 2 shows HD for the proposed approach against
Nasima approach proposed in [19] at different watermark bit capacity (e.g. 16, 32,
48, and 64 bits). Table 3 presents the watermark fidelity comparison between the
proposed approach and Cho’s method [5] at two watermark bit capacity (e.g. 16 bits,
and 48 bits). Table 4 indicates a best imperceptibility with the proposed approach.
The proposed approach using k-means and COA had compared with respect to HD
and VSNR against to other meta-heuristic method (e.g. GA).

This comparison shows that the proposed approach give less haussdrouf distance
and greater VSNR than Cho’s method [5] and nasima method [1]. Also using COA is
giving better results than GA as an optimization algorithm at different mesh models
that means the proposed approach provide high imperceptibility with good visual
fidelity.

5.2 Watermark Robustness Analysis

The experimental results evaluates the robustness of the proposed approach with
respect to various types of attacks. These attacks consist of geometric Rotation,
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Table 3 The VSNR and HD using the proposed approach compared with Cho Method at different
size of watermark bits

Model 16 bits 48 bits

Cho Proposed Cho Proposed

HD VSNR HD VSNR HD VSNR HD VSNR

Bunny 1.56 102 0.55 122 1.56 102 0.13 150

Cow 0.69 96 0.28 114 0.18 121 0.08 137

Dragon 1.77 102 0.94 117 1.48 107 0.5 128

Hand 3.06 91 1.48 106 0.99 113 0.53 125

Table 4 The VSNR and HD by Applying COA and GA at different size of watermark bits

Model 32 bits 64 bits

GA COA GA COA

HD VSNR HD VSNR HD VSNR HD VSNR

Bunny 0.22 138 0.22 138 0.14 147 0.14 148

Cow 0.14 127 0.1 133 0.21 122 0.13 132

Dragon 0.4 132 0.5 129 0.78 120 0.37 134

Hand 0.47 128 0.45 130 0.52 126 0.47 128

transformation, Translation, Scaling, smoothing and noise attack. Also connectivity
attacks such as simplification and subdivision (butterfly type). The robustness is
evaluated mathematically as in case of geometric attacks or by applying the attack
to the watermarked model, then extract the watermark from the watermarked model.
Normal Correlation NC between the extracted watermark after attacks and initial
watermark will be calculated as a measure of robustness. The normal correlationNC
has been determined using the Eq. (22).

The NC value is between 1 and 0, where if it is approaching 1 that indicating a
high correlation between extractedwatermark and original one. Thismeansmore effi-
ciency of the watermark technique with respect to robustness requirement. The value
of NC between [0.75 and 1] indicate high relation between the detected watermark
after the specific attack and the original one, while the value in range [0.25–0.75]
indicate medium relation and weak in between [0 and 0.25].

5.2.1 Noise Attack Results

A random noise added to four watermarked mesh models Bunny, Cow, Dragon and
handwith three levels 0.1, 0.3 and 0.5%.Tables 5 and 6 present a comparison between
the NC values detected using the proposed approach with COA against GA and a
comparison between theNC values detected using the proposed approach with COA
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Table 5 The NC the proposed approach using COA against using GA at different length of water-
mark bits random noise attack

Model Type of
attack

Ratio (%) 32 bits 64 bits

COA GA COA GA

Bunny Noise 0.1 1 1 0.97 0.94

0.3 0.94 0.87 0.79 0.71

0.5 0.94 0.94 0.65 0.65

Cow Noise 0.1 1 1 0.91 0.94

0.3 1 1 1 0.69

0.5 1 1 1 0.56

Dragon Noise 0.1 1 1 1 1

0.3 0.94 0.88 0.97 1

0.5 0.84 0.94 0.93 1

Hand Noise 0.1 1 1 1 1

0.3 1 1 1 1

0.5 1 0.94 1 0.97

Table 6 The NC the proposed approach using COA and Cho′s method at different length of
watermark bitsn for random noise attack

Model Type of
attack

Ratio (%) 16 bits 48 bits

COA Cho COA Cho

Bunny Noise 0.1 1 1 1 1

0.3 1 1 0.92 1

0.5 1 1 0.87 0.84

Cow Noise 0.1 1 1 1 1

0.3 1 1 0.96 0.92

0.5 1 1 0.92 0.83

Dragon Noise 0.1 1 1 1 1

0.3 0.94 0.88 1 1

0.5 0.84 0.94 1 1

Hand Noise 0.1 1 1 1 1

0.3 1 1 1 1

0.5 1 0.94 0.96 0.96

against Cho’s method respectively. The results show that the proposed method using
COA more robust than other methods using GA or Cho’s method at most of levels.

Figure 4 shows visually the effect of three levels of Noise attack affected onBunny
model which watermarked using proposed against Cho’s method.
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Fig. 4 a and d represent the watermarked models using proposed approach against Cho’s method
respectively, from b and c and e and f are two levels of noise attack 0.5 and 0.7% of bunny which
had been watermarked using proposed approach and Cho’s method

5.2.2 Smoothing Attack Results

Three levels of smoothing attacks has applied on the previous four models. This
type of attack utilized using Gapriel smoothing function using matlab at three levels
of iterations 5, 25 and 45 iterations. Tables 7 and 8 present a comparison between
the NC values detected using the proposed approach with COA against GA and
a comparison between the NC values detected using the proposed approach with
COA against Cho’s method respectively. The results show that the proposed method
using COA more robust than using GA at many levels, but cho’s method was more
robust than the proposed on the other hand the value ofNC still in intermediate value
[0.25 ∼ 0.75] at most of levels (Fig. 5).

6 Conclusions

In the this paper a blind 3D watermarking approach was proposed based on third
generation watermark models. The watermark bit sequence was embedding into
mesh model by modifying the distribution of POIs vertex norms. In this work an
optimal parameter selection using COAwas proposed. COA depends on using a pro-
posed fitness function consisting of two components measuring robustness rate of
extracted watermark, and the visual fidelity of mesh model. The embedding water-
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Table 7 The NC the proposed approach using COA and GA at different length of watermark bits
for smoothing attack

Model Type of
attack

No. of
iterations

32 bits 64 bits

COA GA COA GA

Bunny Smoothing 5 0.6 0.16 0.25 0.32

25 0.4 0.14 0.2 0.19

45 0.25 0.02 0.19 0.4

venus Smoothing 5 0.94 0.87 0.71 0.81

25 0.7 0.19 0.22 0.2

45 0.57 0.18 0.27 0.27

Dragon Smoothing 5 0.3 0.55 0.4 0.46

25 0.3 0.29 0.1 0.04

45 0.15 0.25 0.08 0.11

Hand Smoothing 5 0.7 0.7 0.53 0.5

25 0.32 0.09 0.23 0.2

45 0.07 0.13 0.03 0.04

Table 8 The NC the proposed approach using COA and Cho’s method at different length of
watermark bits smoothing attack

Model Type of
attack

No. of
iterations

16 bits 48 bits

COA Cho COA Cho

Bunny Smoothing 5 0.62 1 0.33 0.83

25 0.49 0.88 0.33 0.25

45 0.52 0.75 0.32 0.03

Venus Smoothing 5 0.88 1 0.88 1

25 0.77 1 0.22 0.34

45 0.42 1 0.13 0.14

Dragon Smoothing 5 0.63 1 0.4 0.46

25 0.38 1 0.1 0.04

45 0.49 1 0.08 0.11

Hand Smoothing 5 1 1 0.71 0.91

25 1 1 0.16 0.26

45 0.63 0.87 0.15 0.01
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Fig. 5 The originl model a and d, while b and e the watermarked model using proposed and cho’s
respectively, from c and f smoothing attack at 25 iterations of bunny which had been watermarked
using proposed approach and Cho’s method respectively

mark sequence is modifying only set of POIs. Such points are calculated using k-
means clustering. The experimental results showed that the proposed approach gave
good fidelity compared with the most known watermarking method, also it gave a
good robustness against some geometrical attack like noise and smoothing attacks.

More improvements can be introduced to the proposed approach by introducing
other optimization method. Also the fitness function can be developed to include
more watermark requirements like: watermark capacity and including more attacks
like connectivity attacks. We can use the proposed approach in ensuring the security
for one of recent applications like 3D printing, and 3D medical images.
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A 3D Geolocation Analysis of an RF
Emitter Source with Two RF Sensors
Based on Time and Angle of Arrival

Kamel H. Rahouma and Aya S. A. Mostafa

Abstract The three-dimensional geolocation of a radio frequency RF emitting
source is commonly determined using twoRF sensors. Even today, most re-searchers
areworking on one of the three emitter-sensorsmotion platforms: stationary sensors–
stationary emitter, moving sensors–stationary emitter, or stationary sensors–moving
emitter. The present work is aimed to investigate a fourth scenario of moving RF
sensors to find a moving RF emitter in space. A mathematical analysis is to consider
the different cases and scenarios. Also, a corresponding algorithm is designed to
simulate this analysis. We consider straight line and maneuvering motions of both
the emitter and sensors. The present algorithm uses a hybrid situation of angle of
arrival (AOA) and time of arrival (TOA) of the emitter RF signal to estimate the 3D
moving emitter geolocation. Measurement errors of AOA and TOA are investigated
and compared with the calculated values. We test the algorithm for long and short
distances and it is found to be dynamic and reliable. The algorithm is tested for differ-
ent values of AOAs, and TOAs with different standard deviations. Relatively small
resulting emitter position error is detected. A MATLAB programming environment
is utilized to build up the algorithm, carrying out calculations and presenting the
output results and figures. Some of the applications of our analysis and algorithm
will be presented.
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1 Introduction

Geolocation is referred to methods used for locating an object or set of objects in
the space. In general, space means the most widely used coordinate system, latitude,
longitude, and elevation. It means, x, y, and z. In this research and similar, geoloca-
tion of an RF emitting source is carried out using RF sensors in 2D or 3D coordi-
nation [1–2]. Emitter and sensors movements mostly obey four possible platforms:
(a) Stationary sensors–stationary emitter, (b) Moving sensors–stationary emitter, (c)
Stationary sensors–moving emitter, and (d) Moving sensors–moving emitter. All
of these platforms are presented with 2D or 3D coordinates. The first three plat-
forms are studied in many types of research [3–10], and others. The last platform is
rarely discussed. Creating such a dynamic platform is not simple and is considered a
problem to be solved. This platform is important for military and space applications.
Nowadays, having high speed computers and powerful programing environments
make it possible to simulate and study such platform. Depending on the features
of the RF signal, there are many techniques used for geolocating the RF emitting
source. Received signal strength (RSS), time difference of arrival (TDOA), frequency
difference of arrival (FDOA), and angle of arrival (AOA) are the methods used indi-
vidually or combined with each other to carry out the geolocation process. The
present work uses a hybrid application of TDOA and AOA methods. A generalized
algorithm, named moving sensors moving emitter (MoMo) is designed to solve such
a problem and carry out the following tasks: (1) Simulate the emitter–sensors motion
platforms. (2) Calculate AOAs and TOAs for the sensors, and (3) Applying a hybrid
AOA/TOA method to locate the emitter in 2D and 3D coordinates. This paper is
divided into six sections. Section 1 is an introductory section. Section 2 presents
literature preview. Section 3 explains the four signal techniques of geolocating the
emitter source. Section 4 presents the algorithm of the proposed geolocation system.
Results of the systems are discussed in Sect. 5. Section 6 shows the resulting MoMo
position error measurements for different platforms. A comparison with earlier work
is discussed in this section. Section 7 depicts the conclusion and at the end a list of
utilized references in this paper is given.

2 Literature Review

Most of RF emitter location estimation methods relies on those described in Sect. 1.
Researchers used different platforms to study the geolocation problem of an RF
emitter. Kaune et al. [3] used a hybrid method of TDOA and FDOA with two
scenarios, fixed emitter moving sensor and fixed sensors moving emitter. Fisher [4]
investigated multiple moving sensors platforms to locate a stationary emitter using
AOA, TDOA, and FDOAmethods. Bamberger et al. [5] built amoving sensor emitter
platform using unmanned small aircraft system (UAS), but they assumed a horizontal
flat platform. This means that no altitude is considered leaving the system acting as
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a 2D system. Thoresen et al. [6], used UAS system applying the power difference of
arrival PDOA assuming a ground fixed RF emitter. Bailey [7], carried out the geolo-
cation process for a single stationary RF emitter using a joint AOA/FOA method.
The used platform is a single moving sensor platform. Kim et al. [8] presented an
approach for estimating the 2D position of amoving emitter using a combined TDOA
and FDOA method utilizing three sensors. The process is carried out for stationary
and moving sensors. Li et al. [9] carried out an emitter location estimation using
TOA and TDOA method utilizing three sensors for 2D location and 4 sensors for
3D location estimation. The tested platforms are either all fixed, or fixed sensors
moving emitter. Lui et al. [10] used an array of 6 moving sensors to find a moving
emitting source. They did the estimation process using the combined TDOA and
FDOA method.

3 Geolocation Estimation Methods

The Emitter signal received by the sensors is investigated based on the signal strength
(RSS), time of arrival (TOA), frequency of arrival (FOA), and angle of arrival (AOA)
at each sensor. It is known that, the received signal strength (RSS)method depends on
the signal amplitude. Factors due to physical environment like, attenuation, fading,
shadowing and multipath reflection of the received emitter signal make geolocation
process unreliable [11, 12]. So, RSS method is not commonly used for geolocation
application. Thus, RSSmethod will not discussed here. In the following subsections,
we will introduce the other three methods.

3.1 Time Difference of Arrival TDOA

Estimation of the emitter position usingTDOAmethod is based on the time difference
of arrival measurement between the two sensor locations [13], see Fig. 1.

Based on Fig. 1, TDOA of the signal between sensor1 and sensor2 is calculated
as:

Fig. 1 The concept of TDOA
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�t2,1 = Ds2−Ds1

C
(1)

where: Ds1, and Ds2 are the distances between emitter and sensors1 and sensor2
respectively, C is the speed of light, and �t1,2 is the time difference of signal arrival
between sensor1 and sensor2 respectively, assuming that the signal arrived at sensor1
first. The distance between sensors and emitter in space is calculated as:

Ds1(2) =
√(

xe − xs1(2)
)2 + (

ye − ys1(2)
)2 + (

ze − zs1(2)
)2

(2)

where e is denoting the emitter, s for sensors, and 1(2) refers to sensor1 or sensor2.

3.2 Frequency Difference of Arrival FDOA

The Doppler frequency shift fd in Hz is given by [14–15]:

fd = f0
C
Vscos(∝) (3)

where Vs = sensor speed (m/s), C = speed of radio waves (m/s), f0 = frequency of
radio transmission (Hz), and ∝ = angle between the sensor speed vector and a line
to the emitter (°). Then, the FDOA is calculated from (3) as follows:

FDOA = fds1 − fds2 (4)

Equation (4) is rewritten as:

FDOA = f0
C

(Vs1 cos(∝ 1) − Vs2 cos(∝ 2)) (5)

where Vs1(2) = sensor1 or sensor2 speed (m/s), C = speed of radio waves (m/s), f0
= frequency of radio transmission (Hz), and ∝ 1(2) = angle between sensor1 or
sensor2 speed vector and the line from the sensor to the emitter (rad).

3.3 Angle of Arrival AOA

The angle of arrival method is estimating the RF emitter source position based on
the direction that the signal came from. Estimating the AOA in space is based on
measuring the angle of arrival from the emitter to the sensor of the received signal
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Fig. 2 The RF emitter signal angles of arrival at the RF sensor

in azimuth, θ, and the angle of arrival in elevation φ. Thus, neglecting the noise
interference, the two angles of arrival are given by [16]:

θ = arctan

(
ye − ys
xe − xs

)
(6)

∅ = arctan

⎛
⎝ ze−zs√

(ye − ys)
2 + (xe − xs)

2

⎞
⎠ (7)

Figure 2 shows a possible locations of the emitter and the sensors in space to
define the angles of arrival θ, and ∅.

In the following section, we will discuss the motion of emitter and sensors as
point objects. Stationary means zero speed, i.e., fixed object. The trajectory of a
moving object is chosen arbitrarily. We select linear motion of sensors and emitter
for simplicity, and most of the flying objects like aircrafts and rockets are moving
approximately linearly. Emitter and sensors maneuverability motion is also tested.

4 The Proposed Geolocation System

The proposed algorithm aims to determine the location of the emitter source in the
space, i.e. determining the emitter position coordinates xe, ye, and ze. The algorithm
is designed using equations of calculating AOA, and TOA. To estimate the emitter
coordinates, we have to solve three equations for the three variables xe, ye, and ze.
Equation (2) is rearranged as follows:

(
TOA1(2) · c)2 = (

xe − xs1(2)
)2 + (

ye − ys1(2)
)2 + (

ze − zs1(2)
)2

(8)
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Equation (6) can be rewritten as:

tan θ1(2) = ye − ys1(2)
xe − xs1(2)

(9)

Equation (7) is rearranged to be:

(tan ∅1(2))
2 =

(
ze − zs1(2)

)2
(
xe − xs1(2)

)2 + (
ye − ys1(2)

)2 (10)

Sensors coordinates xs1(2), ys1(2), and zs1(2) are assumed to be known. The values
ofTOAandAOAs (θ,∅) are continuouslymeasured during the process. Thus, solving
the three Eqs. (8, 9, and 10) for the three unknown emitter coordinates xe, ye, and ze
we get:

xe = TOA1(2).C√(
1 + (tan θ1(2))2

)(
1 + (tan ∅1(2))2

) + xs1(2) (11)

Then, ye is calculated using Eq. (9, and 11):

ye = (
xe − xs1(2)

)
tan θ1(2) + ys1(2) (12)

ze coordinate is calculated using Eqs. (8, 11, and 12):

ze = (TOA1(2).C)2 − (xe − xs1(2))2 + (ye − ys1(2))2 + zs1(2) (13)

Emitter coordinate ze is calculated using Eqs. (10, 11, and 12):

ze = tan ∅1(2)

√(
xe − xs1(2)

)2 + (
ye − ys1(2)

)2
(14)

The emitter 3D coordinates xe, ye, and ze are now determined. Equations (11, 12,
and 13) and/or Eq. (14) are the calculation steps of the proposed algorithm.

5 Simulation Results

The algorithm simulates the four platforms previously mentioned in section (I). The
following is the result of applying the algorithm to an arbitrary example of each
platform. We will assume that all coordinates are in meters, and all angles are in
degrees. A stationary object is located in a fixed point in 2D or 3D while the moving
one is represented in 2D or 3D by continuously changed coordinates. For example,
3D coordinates of a stationary emitter are [100,300,200] which means that xe =
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Table. 1 Emitter azimuth
and elevation

Sensor1 θ1 = 84.2894° φ1 = 26.4512°

Sensor2 θ2 = 24.4440° φ2 = 22.4799°

Fig. 3 Fixed sensors and fixed emitter: a xy emitter location, b emitter xz location

100, ye = 300, and ze = 200. The linear motion of an object, as an example, is xe
= 1000:100:2000, ye = 500:200:2500, ze = 100:50:600. It means that the emitter
is moving linearly in x coordinate starting from xe = 1000, up to 2000 with a step
equals 100. The same will be the motion in the y and z coordinates.

5.1 Platform (a): Stationary Sensors and Stationary Emitter

We suppose that the emitter and sensors are located at: emitter [800; 1000; 2000],
sensor1 [1000; 3000; 3000], and sensor2 [3000; 2000; 1000]. Azimuth and elevation
angles of the emitter from sensors 1 and 2 point of view are shown in Table 1.

The 2D x-y and x-z locations are shown in Fig. 3 and the 3D locations are shown
in Fig. 4.

5.2 Platform (b): Moving Sensors and Stationary Emitter

The stationary emitter coordinates are [xe = 1000, ye = 2000, ze = 4000]. Sensor1
and sensor2 aremoving such that sensor1motion trajectory is [xs1= 3000:200:5000,
ys1 = 2000:200:4000, zs1 = 1500:100:2500], and sensor2 movement trajectory is
[xs2= 2000:200:4000, ys2= 1000:200:3000, zs2= 5000:100:6000]. Figure 5 shows
the azimuth and elevation angles of emitter wrt sensors 1 and 2. Figure 6 illustrates
the sensors angles in space. The 2D x-y and x-z locations are described in Fig. 7
while the 3D locations are shown in Fig. 8.
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Fig. 4 Fixed sensors and fixed emitter in 3D locations

Fig. 5 Azimuth and elevation of the emitter wrt sensors 1 and 2

5.3 Platform (c): Stationary Sensors and a Moving Emitter

Sensors are stationary and emitter is moving such that, sensor1 coordinates are [xs1
= 2000, ys1 = 2500, zs1 = 1000], sensor2 coordinates are [xs2 = 4500, ys2 =
2000, zs2 = 2000]. The emitter movement trajectory is [xe = 2100:100:3100, ye
= 1000:200:3000, ze = 2000:100:3000]. Figure 9 shows the azimuth and elevation
angles of emitter wrt sensors 1 and 2. Figure 10 illustrates the sensors angles in space.
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Fig. 6 Emitter azimuth vs elevation wrt sensors 1 and 2

Fig. 7 a Emitter locus with respect to sensor1, b Emitter locus with respect to sensor2

The 2D x–y and x–z locations of sensors 1 and 2 are described in Fig. 11 while the
3D sensors and emitter locations are shown in Fig. 12.

5.4 Platform (D): Moving Sensors and a Moving Emitter

d1. Linear Motion

Sensors and emitter are all moving such that: sensor1 movement trajectory is [xs1 =
3500:200:5500, ys1 = 2000:300:5000, zs1 = 4000:200:6000], sensor2 movement
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Fig. 8 The 3D moving sensors and stationary emitter platform
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Fig. 9 Azimuth and elevation of the emitter wrt sensors 1 and 2

trajectory is [xs2 = 1000:100:2000, ys2 = 1500:200:3500, zs2 = 2000:100:3000],
and the emitter movement trajectory is [xe = 2000:200:4000, ye = 2000:100:3000,
ze = 1500:100:2500]. Figure 13 shows the azimuth and elevation angles of emitter
wrt sensors 1 and 2. Figure 14 illustrates the sensors angles in space.

Figure 15 shows the estimated x–y and x–z emitter motion track while the 3D
linear trajectories of the emitter and sensors are shown in Fig. 16.
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Fig. 10 Emitter azimuth vs elevation wrt sensors 1 and 2

Fig. 11 The moving emitter loci with respect to stationary sensors in a xy of sensor 1, b xz of
sensor 1, c xy of sensor 2, d xz of sensor2



636 K. H. Rahouma and A. S. A. Mostafa

Fig. 12 The 3D locations of the moving emitter with respect to the stationary sensors
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Fig. 13 Azimuth and elevation of the emitter wrt sensors 1 and 2

d2. Maneuvering Motion

The case of maneuvering objects (emitter and sensors), Fig. 17 shows the azimuth
and elevation angles of emitter wrt sensors 1 and 2. Figure 18 illustrates the sensors
angles in space. The 3D objects locations are illustrated in Fig. 19.
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Fig. 14 Emitter azimuth versus elevation wrt sensors 1 and 2

Fig. 15 a x-y emitter motion track, b x-z emitter motion track

6 Errors in TOA and AOA Measurements

In practice, the emitter collected data, AOA, and TOA used in geolocation process
suffers from measurement error.
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Fig. 16 The 3D locations of a linearly moving emitter and linearly moving sensors
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Fig. 17 Azimuth and elevation of the emitter wrt sensors 1 and 2

6.1 Errors in TOA Measurements

From definition of TOA and TDOA shown in Fig. 1, and based on Eq. (8), the time
spent by the emitter signal to reach each sensor is given by:

TOA1(2) =
√(

xe − xs1(2)
)2 + (

ye − ys1(2)
)2 + (

ze − zs1(2)
)2

c
(15)
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Fig. 18 Emitter azimuth versus elevation wrt sensors 1 and 2

Fig. 19 The 3D locations of a maneuvering emitter and maneuvering sensors

where s1(2) is for sensor1 or sensor2, and c is the speed of light. Assuming that the
TOA error is e = 1% of the calculated value in Eq. (15), the measured values of the
moving platforms (b-c-d1-d2) are compared with the calculated values as shown in
Figs. 20 (a, b, c, and d).

From TOA figures shown above we conclude that the measured values can be
considered with small errors.
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Fig. 20 TOA of sensors 1 and 2 versus the measured values

6.2 Errors in AOA Measurements

AOA described in Eqs. (9, and 10) are the error free values. In real measurements,
errors are always present. If eθ , and e∅ are the measurement errors in azimuth and
elevation, the measured angles in practice are,

eθ = θ − θ0 and e∅ = ∅ − ∅0 (16)

where θ, θ0,∅, and ∅0 are the real and error free values of azimuth and elevation
angles. Taking the sine of both sides of Eq. (15) [16]:

L1 sin(eθ ) = L1 sin(θ − θ0), and

L2 sin(e∅) = L2 sin(∅ − ∅0) (17)

where:
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L1 =
√

(xe − xs)2 + (ye − ys)2 (18)

L2 =
√

(xe − xs)2 + (ye − ys)2 + (ze − zs)2 (19)

Re-writing Eq. (16):

L1 sin(eθ ) = L1[sin(θ) cos(θ0) − cos(θ) sin(θ0)], and

L2 sin(e∅) = L2[sin(∅)cos(∅0) − cos(∅)sin(∅0)] (20)

From definition of AOA (θ0, and ∅)0 as shown in Fig. 2:

L1 sin(eθ ) = (xe − xs) sin(θ) − (ye − ys) cos(θ), and

L2 sin(e∅) = (xe − xs)sin(∅)

cos(∅)
− (ze − zs) cos(∅) (21)

Assuming that eθ , and e∅ are small measured values, i.e. � 1, so:

sin(eθ ) ∼= eθ and sin(e∅) ∼= e∅

Finally, errors in angles measurements are expressed as:

eθ1 = (xe − xs1) sin θs1

L11
− (ye − ys1) cos θs1

L11
(22)

eθ2 = (xe − xs2) sin θs2

L12
− (ye − ys2) cos θs2

L12
(23)

e∅1 = (xe − xs1) sin ∅s1

L21 cos θs1
− (ye − ys1) cos ∅s1

L21
(24)

e∅2 = (xe − xs2) sin ∅s2

L22 cos θs2
− (ye − ys2) cos ∅s2

L22
(25)

where:

eθ1, s1, L11, e∅1, and L21 are for sensor 1,

and,

eθ2, s2, L12, e∅2, and L22 are for sensor 2.

The simulation results presented in Sect. 5 are now re-calculated considering the
measurement errors in AOA. The same platforms and objects coordinates are used
to illustrate the effect of errors on the emitter location.
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The MoMo algorithm is modified using Eqs. (22–25) to demonstrate the effect of
theAOAmeasurements errors on the emitter location in different platforms. For fixed
emitter platforms (a) and (b), the error is found to be less than 1% of the measured
angle. Figures 21, 22, and 23 present the location of moving emitter platforms c, d1,
and d2without and with angle errors.

From the shown figures, the measurements error is considerably small. Platforms
(d1), and (d2) are affected mostly in the x-y location. Objects maneuvering makes
the continuous angle measurements suffer from little higher errors. From Fig. 22a,
it is seen that at the beginning of emitter maneuver the angle measurement error has
higher values. In Fig. 23a, all objects are maneuvering so, at some measuring instant
the error sign is changed and the real values are less than the error free values.
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Fig. 21 Platform (c) emitter location without and with AOA errors, a x-y plane. b x-z plane
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Fig. 22 Platform (d1) emitter location without and with AOA errors, a x-y plane. b x-z plane
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Fig. 23 Platform(d2) emitter location without and with AOA errors, a x-y plane. b x-z plane

7 Resulting Position Error and Comparative Analysis

7.1 MoMo Resulting Emitter Position Error

The emitter position error in meters, as a measure of the algorithm accuracy, is used
and calculated as shown below, where Re is the position error.

(Re) =
√

(x̂e − xe)2 + (ŷe − ye)2 + (ẑe − ze)2 (26)

From Eq. (15):

�Re =
√

�x2e + �y2e + �z2e (27)

where x̂e, ŷe, and ẑe are the emitter location estimated values, xe, ye, and ze are the
emitter position true values, and �Re,�xe,�ye, and �ze, are the emitter position
error, and errors in x, y, and z coordinates. The mean values of the emitter 3D
coordinates x̂e, ŷe, and ẑe are calculated by the MoMo algorithm. Different values of
standard deviations of theMoMo input parameters azimuth θ, elevation∅, and time of
arrival TOA are tried to evaluate the MoMo performance. For all platform examples
stated in section (V) standard deviations are selected to be 0.05, 0.1, 0.15, and 0.2 for
all parameters. For each platform example, the emitter position error, in meters, is
computed by averaging 1000 simulation iterations. More than 1000 iterations have
non-significant enhancements. The emitter position error against standard deviation
values for the emitter sensors platform examples a, b, c, d1, and d2 are illustrated in
Figs. 24a–and e.

From Fig. 24a, MoMo algorithm achieves precise geolocation estimation for
stationary platforms. The accuracy decreases when the platforms start moving but
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Fig. 24 a Stationary platform a, b Stationary emitter-moving sensors platform b, c Moving
emitter-stationary sensors platform c, d Maneuvering emitter-moving sensors platform D1, and
e Maneuvering emitter-maneuvering sensors platform D2
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the error values are considered good. For linearly moving sensors and emitter, it is
shown from Fig. 24b, c that the output errors are approximately the same. As for
nonlinear motion platforms, maneuvering sensors and emitter, the output error is
higher due to the complex motion platforms of sensors and emitter. Considering the
platform d2 example, the emitter and sensors motion ranges reached about 12,000m.
For such positions, the MoMo output error is accepted. From previously introduced
results analysis, it is found that the MoMo algorithm realized remarkable emitter
geolocation estimation results.

To enhance the emitter position error of d2 platform, we suggest considering
the frequency of arrival FOA of the RF emitted signal with respect to the sensors.
That means, redesign the algorithm to utilize the data offered by FOA beside AOA,
and TOA to reduce the emitter position resulting error and enhance the geolocation
process.

7.2 Comparison with Previous Work

In this subsection, the results of the work done by some researchers, as examples,
are compared with that obtained from the MoMo algorithm using the same platform
conditions. Huai and Lee [17], gave geolocation platforms as shown in Fig. 25. The
location estimation error in distance according to different standard deviations of
TDOA and AOA are summarized in Table 2. Standard deviations of AOAs θ, and ∅,
are assumed to be equal and have the value of 0.2°. Two stds of TDOA, 10 ns, and
30 ns are considered during estimation process. In our work, considering the same
geolocation scheme and sensors-emitter platforms the location estimation error in
distance is calculated and stated in Table 2.Gudrun [18] presented 2D sensors-emitter
platforms as shown in Fig. 26.

Fig. 25 Huai sensors-emitter platforms
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Table. 2 Location estimation error in distance

Location estimation error in distance (m)

Huai and Lee (2004) research results MoMo algorithm results

Std of TDOA in nsec 10 15 10

30 25 18

Fig. 26 Gudrun sensors and emitter Platforms

The system accuracy for 10 km distance could reach 10 m. Momentary error
for 10 km distance is 500 m. Applying MoMo algorithm for the Gudrun case, the
accuracy reaches 6.4 m, and the momentary error is 60 m. Tufan and Tuncer [19],
introduced sensors-emitter platforms as shown in Fig. 27. The position error is calcu-
lated for different TDOA and AOA standard deviations. The best result is obtained
using Cramer-Rao Lower Bound, CRLB, method. The used TDOA standard devia-
tion is 1 ns, The resulting position error is varying from 25 up to 55 m if the AOA
standard deviation is changed from 1 up to 5°. If, the AOA standard deviation is
fixed to be 5°. The position error varies from 50 up to 83 m if the TDOA standard
deviation is changed from 0.5 up to 1.5 ns. The technical report published by ITU-R
y [20], introduced 2D measurements of maximum position estimation error of 50 m.
Applying MoMo algorithm assuming the same sensors and emitter platforms, the
maximum position error is found to be 5 m.

8 Conclusions and Future Work

The MoMo algorithm is found to be dynamic, reliable, and achieved good results.
Geolocation of RF emitting source is done in both 2D and 3D coordination systems.
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Fig. 27 Tufan and Tuncer sensors and emitter platforms

Different platforms including simple and complex platform motions are considered.
The distance position error is reduced compared with other techniques. The research
is now opened to study different moving and maneuvering platforms.
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