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Preface

During the past 21 years, the International Conference on Big Data Analytics and
Knowledge Discovery (DaWaK) has been a prominent international forum in data
warehousing, big data management, and analytics areas. DaWaK has brought
researchers and practitioners together to exchange their experience and knowledge in
developing and managing the systems, applications, and solutions for data ware-
housing, big data analytics, and knowledge discovery. With a track record of 22
editions, DaWaK has established itself as a high-quality forum for researchers, prac-
titioners, and developers in the field of big data analytics.

This year’s conference (DaWaK 2020) also builds on this tradition, facilitating the
interdisciplinary exchange of ideas, theories, techniques, experiences, and future
research directions. The DaWaK submission covered broad research areas on both
theoretical and practical aspects of big data analytics and knowledge discovery. In the
areas of big data analytics, the topics covered by submitted papers included data lakes,
meta-data management, data engineering for data science, ETL processing, database
encryption, text analytics, data integration, data-driven paradigms, NoSQL databases,
and big data and cloud computing. In the areas of knowledge discovery, the topics
covered by submitted papers included not only traditional data mining papers on
classification, regression, clustering, anomaly detection, association rules, recom-
mender systems, ensemble techniques, but also recent hot topics on machine learning
algorithms and optimization, deep learning, graph analytics, stream data analytics, text
analytics, and privacy-preserving data analysis. In the areas of application-oriented
areas, the topics covered by submitted papers included energy-related data, smart meter
stream data, financial time-series data, credit scoring, smart farming, tour data analysis,
and biomedical data analysis. It was notable to see that some innovative papers covered
emerging real-world applications such as smart farming, smart building, and stream
data analytics. All these diverse papers show that DaWakK has become a key forum for
innovative developments and real-world applications in the areas of big data analytics
and knowledge discovery technologies.

Dawak 2020’s call for papers attracted 77 papers from 25 countries, from which the
Program Committee selected 15 full papers and 14 short papers, yielding an acceptance
rate of 20% for full paper category and of 38% for both categories. Each paper was
reviewed by at least three reviewers and in some cases up to four. Accepted papers
cover a variety of research areas on both theoretical and practical aspects. Some trends
found in accepted papers include data lakes, as a new generation of big data repository,
data pre-processing, data mining, text mining, sequences, graph mining, and parallel
processing. Thanks to the reputation of DaWak, selected best papers of DaWaK 2020
will be invited for a special issue in Data & Knowledge Engineering (DKE, Elsevier)
journal. We would like to thank the DKE Editor-in-Chief, Prof. Peter P. Chen, who
approved the special issue.



vi Preface

Although COVID-19 struck all aspects of daily lives, and holding an international
conference became extremely difficult, DaWak 2020 succeeded in terms of the number
of submissions and the quality of submitted papers. We would like to thank all the
authors who submitted their papers to DaWaK 2020, as their contributions formed the
basis of an excellent program for DaWaK 2020. We would also like to express our
sincere gratitude to all Program Committee members and the external reviewers who
reviewed the papers profoundly and in a timely manner. Finally, we would like to thank
the support and guidance from the DEXA conference organizers, especially, Prof.
Ismail Khalil for having provided a great deal of assistance in planning and adminis-
tering DaWaK 2020.

For virtual conference attendants, we hope they enjoy the technical program and
interaction with colleagues from all over the world. For readers of these proceedings,
we hope these papers are interesting and they provide insights and ideas for you to
conduct future research.

September 2020 Min Song
II-Yeol Song
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Abstract. The International Conference on Big Data Analytics and Knowledge
Discovery (DaWakK) has become a key conduit to exchange experience and knowl-
edge among researchers and practitioners in the field of data warehousing and
knowledge discovery. This study has quantitatively analyzed the 775 papers pub-
lished in DaWaK from 1999 to 2019. This study presents the knowledge structure
of the DaWaK papers and identifies the evolution of research topics in this dis-
cipline. Several text mining techniques were applied to analyze the contents of
the research fields and to structure the knowledge presented at DaWakK. Dirichlet
Multinomial Regression (DMR) is used to examine the trend of the research top-
ics. Research metrics were used to identify conference and paper performance in
terms of citation counts, readers, and the number of downloads. The study shows
that DaWakK research outcomes have been receiving consistent attention from the
scholarly community in the past 21 years. The 775 papers were cited by 4,339
times, marking the average number of citations of each proceeding as 207 times,
and the average number of citations per published paper as six times.

Keywords: Content analysis - Data warehousing knowledge mapping - Data
warehousing research trends

1 Introduction

As the sheer volume of data available to the public has increased exponentially for
past decades, data warehousing and knowledge discovery has produced many important
research issues and technologies to support decision making and business intelligence.
The big data analytics stand as the core components of various disciplines such as
business intelligence, biological and health science, engineering, and social science to
discover the knowledge from big data or multiple data sources.

During the past 21 years, the International Conference on Data Warehousing and
Knowledge Discovery (DaWaK) has played a pivotal role in linking researchers and
practitioners to exchange their experience and knowledge in developing and organizing
the systems, applications, and solutions for data warehousing and knowledge discovery.

© Springer Nature Switzerland AG 2020
M. Song et al. (Eds.): DaWaK 2020, LNCS 12393, pp. 3-13, 2020.
https://doi.org/10.1007/978-3-030-59065-9_1
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Since DaWAK 2015, the conference title has been changed into the International Con-
ference on Big Data Analytics and Knowledge Discovery from the 17" in its series. The
change reflects the needs of expanding the scope of the conference from data warehouses
to big data and to emphasize big data analytics. Throughout two decades, various innova-
tive researches and emerging information technologies have been presented in DaWakK.
Subsequently, the proposals and findings published in DaWaK were disseminated as
public knowledge to the scholarly community. DaWaK has become one of the most
influential international conferences in the field of big data analytics, and the leading
researchers were recognized as influential researchers in the field.

Despite the importance and the impact of DaWaK in the field, however, there was
no prior research that quantitatively measured impact and importance of the conference.
In order to investigate the growth and achievement of DaWakK for the last 21 years,
the present study first maps out the knowledge structure as a knowledge graph out of
DaWaK topics. We then present the evolution of topics in terms of increasing interests
and decreasing interests. Finally, we identify several key research performance metrics
in terms of citation counts, number of readers, and the number of downloads, and the
most influential articles and authors in DaWakK.

This paper is organized as follows. Section 2 presents experimental design, covering
data collection and employed analysis methods. Section 3 shows analysis results and
Sect. 4 summarizes the paper.

2 Experiment Design

2.1 Data Collection

The datasets were collected from the DaWaK conference papers (PDF file format) over
the past 21 years (1999-2019) and the research metrics information from Bookmetrix.
We downloaded the dataset of papers from the Springer Link database (https://link.spr
inger.com/conference/DaWak) in a total of 21 copies, which comprises 775 full-text
papers. The bibliometrics data was retrieved from the Bookmetrix (http://www.bookme
trix.com). We collected three types of data counts, include citations, readers (readership
data), and downloads. We gathered the DaWaK research metrics on January 11 in 2020.

2.2 Analysis Methods

We applied the co-words analysis to the knowledge structure of past DaWaK conferences
and examined the research topics and trends using a Dirichlet Multinomial Regression
(DMR) topic modeling method. Moreover, we analyzed the research performance by
assessment of the research outcome of a particular scholar to the DaWaK community.
The research metrics approach was used to examine the impact of the research fields,
researchers, and their papers. Therefore, a result of this study should help understand the
current state of the research and identify new research areas for the DaWakK conference.
The overview of the processes of this study is shown in Fig. 1 as follows.


https://link.springer.com/conference/DaWaK
http://www.bookmetrix.com
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Fig. 1. Flowchart of research overview

Data Pre-processing

We used PDF parser in Apache PDFBox (https://pdfbox.apache.org/) to extract raw data
from PDF documents. Once each article is converted to the text format, we partitioned the
text into paragraphs. We treated each paragraph as a document for the proposed method.
Next, we applied a list of stopwords removing the noise-words such as “a,” “an,” and
“any.” Moreover, we used the OpenNLP Sentence Detector [1] to split the sentences
based on a punctuation character that finds the start and marks the end of a sentence,
which is required for supporting the language processing functions while analyzing the
text. We also employed the Stanford CoreNLP [2] for Part-of-Speech tagging (POS),
which was used to identify a word in a dataset with a corresponding word type such as
noun, verb, and adverb, based on a token and a context itself. Also, a lemmatization was
applied to analyze the lemma of each word. This process evaluates the lemma of words
to decrease inflection and linguistics related forms of words and returns the suffixes to
the ordinary form of the words [3].

Co-word Map Analysis

A co-word analysis was used for identifying the relationship between concepts presented
in the documents. It has been widely used in text mining to overview a knowledge
structure in huge data. The input for computing co-occurrence of two words is a sentence
splitter by OpenNLP sentence splitter. For efficient calculation of the co-occurrence of
words in each sentence, we used CombinatoricsLib [4]. It is a Java-based library that
can be employed to generate different permutations or combinations for a given set of
items. The library can be employed to generate combinatorial objects, such as simple
permutations, permutations with repetitions, simple combinations, combinations with
repetitions, subsets, integer partitions, list partitions, and integer compositions. Later on,
it was passed into a graphML format process to create a network of co-words, and this
data was exported to Gephi [5] for visualization. In this study, we measured the network
by betweenness centrality, which is a measuring of the influence of a node in a network
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based on the shortest paths between them [6], and displayed the graph by modularity
class. The modularity is an automatically grouped communities in a network structure

[5].

Topic Modeling

Topic modeling is a probabilistic generative model based on the assumption that docu-
ments contain a mixture of topics that consist of the highest probability of each word.
This model identifies abstract topics that arise in the collections of documents, and each
topic comprises a set of words that frequently occur together. In this paper, we used the
Dirichlet-Multinomial Regression (DMR) topic modeling technique [7] to examine the
research topics and trends of the DaWaK conference papers. This approach enables us
to determine the subject’s construction in the large documents automatically.

For multi-document summarization, we set the number of topics to 30 in that it
represents the content of the DaWaK papers most vividly as well as most accurate in
terms of perplexity ¢ (a measurement score of a probability distribution of a topic).
Moreover, for each topic, we set a parameter of the number of words as 20, which
having higher probabilities under that topic.

Research Metrics Analysis

In order to analyze the metrics of papers, we retrieved bookmetrix data from www.
bookmetrix.com, which is calculated from a variety of data sources and updated every
week. CrossRef added the citation counts. The reader (readership data) counts came
from Mendeley, and Springer provided download counts. We collected metrics into a
spreadsheet and visualized the research information ranking and trends by bar chart and
line chart.

3 Results

3.1 Co-words Map Analysis

We used the results of co-occurrences frequency to create a word network, which was
imported into Gephi for visualization, to landscape the knowledge structure in DaWaK
research in the past 21 years.

Figure 2 shows a DaWak research knowledge graph that consists of a total of 7798
of nodes and 7230 of edges. Each node refers to a word extracted from 775 papers,
and the edge denotes the relationship between the nodes. The result shows the co-
occurrence words such as a tree — structure (145951), swami —mining (35102), and query
—reduction (31939), which has edges with the highest weight scores, respectively. In the
graph, we displayed only modularity classes that contain the nodes with a high weight
score of betweenness centrality (from 569 classes). The most significant component
is a community of words that identified the “data,” as a core of the nodes. This “data”
component comprises the associated words such as preparation, expansion, composition,
migration, and lymphography. The second most significant component is the community
of “mining,” which connects with a set of terms such as swaml (Semantic Web Archive
of Mailing Lists), marc (Machine-readable cataloging), implementation, purchase, and
imaging.
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Fig. 2. Overview of the knowledge structure in DaWakK research papers

The co-words in a network give the meaning of various clusters in big data ana-
lytics fields such as data mining, data science, data/information management, database
systems, programming language, query language, algorithms, and mining techniques.

3.2 Topic Analysis

Once the topics were generated by DMR, we manually labeled each topic based on the
terms belonging to the topic. Moreover, we removed the groups of words that appeared
as stand-alone words that did not offer any information about what the topic is, such as
end, case, and with. And then, we replaced them with the next word, rank and showed
the top-15 terms for each topic. Table 1 shows the top-10 topics of the central idea of
DaWaK research topics. We provided the full result (30 topics) via a DOI link (https://
doi.org/10.6084/m9.figshare.12593618).

In Table 1, we sorted the topics by probability weight scores, which labels how likely
the topic occurs in the dataset. We briefly describe the top-10 topics as follows.
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Table 1. DMR-based topic modeling result (Top-10 topics)

Weights (probability)

Topics

Top terms

0.04665

Data mining approach

Data, mining, paper, work, approach,
problem, results, algorithms, patterns,
method, techniques, research, model,
framework, knowledge

0.03299

Algorithm performance

Number, time, size, data, results, dataset,
performance, table, experiments,
algorithm, memory, execution, method,
algorithms, threshold

0.03217

Information systems

Data, warehouse, olap, information,
systems, analysis, knowledge, model,
business, process, sources, integration,
approach, decision, mining

0.03117

Database design and implementation

Query, cost, data, processing,
performance, views, time, number,
execution, results, index, space, storage,
algorithm, database

0.02757

Mining frequent patterns

Patterns, support, items, itemsets,
algorithm, database, mining,
transaction, set, candidate, number,
table, example, apriori, sequence

0.02089

Multi-dimensional database

Dimension, level, data, cube, fact,
schema, hierarchy, olap, aggregation,
model, measure, hierarchies, values,
analysis, xml

0.02047

Machine learning

Classification, data, class, accuracy,
training, classifier, feature, learning,
model, decision, prediction, selection,
dataset, method, results

0.01939

Cluster analysis

Cluster, clustering, data, distance,
algorithm, number, points, kmeans,
method, objects, results, similarity,
density, noise, groups

0.01727

Dimensions and attributes

Table, dimension, attribute, values, fact,
key, column, data, number, schema,
record, set, records, example, type

0.01645

Sequential pattern mining

Time, event, series, data, interval,
sequence, window, detection, patterns,
distance, intervals, sequences, example,
period, types

The first ranked topic is the Data mining approach (0.04665), which represents the
process of discovering knowledge patterns using various algorithms. The next ranked
topic is Algorithm performance (0.03299), which intends to test the efficiency of the
proposed algorithms to determine the usage of different resources and processes. The
third ranked topic is Information systems (0.03217), which is related to supporting the
decision-making process that applies business intelligence technology such as data ware-
houses and OLAP. The fourth topic is Database design and implementation (0.03117),
which includes a data warehouse prototype such as system architecture, schema design,
implementation, testing, and comparing the performance by running a query. The fifth
topic is Mining frequent patterns (0.02757), which finds itemsets that frequently appear
together from huge data by examining the relationships between items in a dataset.



Analyzing the Research Landscape of DaWaK Papers from 1999 to 2019 9

The sixth topic is Multi-dimensional database (0.02089), which is about creating
dimensions and cubes, a logical model, cube design, dimension hierarchies, and OLAP.
The seventh topic is Machine learning (0.02047), which focuses on the development of
computer algorithms that learn from data. Most machine learning papers in the DaWaK
were on automatic classification algorithms and the performance of proposed algorithms.
The eighth topic is Cluster analysis (0.01939), which studies techniques for automati-
cally finding groups by density-based clustering algorithms such as K-Means. Also, the
similarity and distance metrics were frequently mentioned in this subject. The ninth topic
is Dimensions and attributes (0.01727), which extracts data from multiple data sources
and the extracted data is categorized into dimensions and measures. And the last of the
top-10 topic is Sequential pattern mining (0.01645), which is concerned with finding
statistically relevant patterns between data examples whose values are distributed in a
sequence of events.

In addition to the top-10 ranked topics, other related topics include healthcare
database management, network analysis and visualization, and text analytics.

3.3 Topic Trends Analysis

We further analyzed the topic’s relative distribution and observed the trends of 30 topics
over time. We took the time of publication as a variable for DMR. We found the trends
of 30 topics that show increasing, consistent, or decreasing patterns. Overall, the results
show that each topic was constantly evolving. However, in this paper, we report only
two types of predicted trends, which are shown by linear line, including the increasing
(hot topic trends) and decreasing trends (falling topic trends). Readers can find the full
results from the DOI link (https://doi.org/10.6084/m9.figshare.12199005).

Hot Topic Trends
The prediction of hot topic trends is presented in Fig. 3. The graph shows the rate of
relative distribution ratio of each topic over 21 years from 1999 to 2019. We can see

INCREASING TRENDS

—+—Topic 0 ——Topic 6 —+—Topic 9 Topic 13 Topic 24 Topic 26 Topic 28
— —Linear (Topic 0)  — —Linear (Topic 6) — —Linear (Topic 9) Linear (Topic 13) Linear (Topic 26) Linear (Topic 28)
ilari “

rity Database encryption Matrix algorithms Recommendation systems  Netw sis Text Analytics ETL processing
an,
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Fig. 3. Increasing Trends
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that the topics related to Database encryption (Topic 6) and ETL processing (Topic
28) increased dramatically during this period, followed by Recommendation systems
(Topic 13) and Text Analytics (Topic 26). And, the topics of String similarity metric
(Topic 0) and Matrix algorithms (Topic 9) climbed up slowly.

Falling Topic Trends

In contrast, Fig. 4 displays the falling trends of seven topics. They comprise Approxi-
mate query processing (Topic 1), Multi-dimensional database (Topic 4), Association
rule mining algorithms (Topic 8), Data warehousing and OLAP technology (Topic
14), Database design and implementation (Topic 15), Database systems (Topic 17),
and Information systems (Topic 25). Most of the topics slightly declined.

DECREASING TRENDS

Topic 17 Topic 25
Linear (Topic 1) — —Linear (Topic Linear (Topic 17) Linear (Topic 25)
15 Approximate query Mul ional A rule ata warehousing atabas n and Database Systems Information Systems

Topic 1

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Fig. 4. Decreasing Trends

The downward trends of the topics shown in Fig. 4, which reflects the maturity of
data warehousing and OLAP technology. The upward trends of the topics shown in
Fig. 3, which reflects the evolution of DaWaK conferences toward more on data mining
and analytical aspects, reflecting recent trends in big data analytics. This justifies the
renaming of DaWaK conference from data warehousing into Big Data Analytics.

3.4 DaWakK Research Paper Metrics

We used the information from Bookmetrix for the research metrics presented in this
section. Due to the lack of space, we highlight only key information. We provide all
metrics information of DaWaK papers in the past 21 years via DOI link (https://doi.org/
10.6084/m9.figshare.11912154).

Figure 5 shows the numbers of citations, readers, downloads performance of 775
DaWaK papers published from 1999 to 2019. The total number of citations of 775 papers
reached 4339, readers 5781, and downloads 70230 times. In 2006, the conference articles
were published 54 papers, which is the highest number of overtime, followed by 2005
and 2000 with 52 and 44 papers, respectively.

The top-3 ranked conference in terms of the citation counts are 1999 with 374
citations, followed by 2008 with 371 times, and 2002 with 353. The top counts of
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Fig. 5. Graph of twenty-one years DaWakK research paper metrics

readers are the years 2008, 2002, and 2007 with the numbers of 580, 506, and 428,
respectively. The top-3 ranked conference in terms of number of downloads is the year
2012 with 6240 times, followed by 2014 with 6030 times, and 2008 with 5200 times.

From the metrics results, we found that the year 2008 performed well, being included
in the top-3 rankings of every metrics counts. We looked back to the topic trends result
and found that the hot topic trend in 2008 is related to Text analytics. We found that
most of the papers in 2008 are interrelated in the subject of clustering, classification, and
text mining. Furthermore, the Year 1999 brought up the highest citation that belongs to
the year 1999 counts, which is inaugural version of the DaWaK conferences. The hot
topic in 1999 is Data warehousing and OLAP technology.

Year 2002 is included in the top-3 rankings twice in terms of the citation counts and
the reader counts. The hot topic in Year 2002 is Web mining. The first ranking of top
download is in 2012, and the interesting topic is Business process modeling, which is
also related to cloud computing and decision support. Also, the year 2007 got a high
reader counts, and the topic trend is related to a String similarity metric. Additionally,
at the top-3 level, the papers in the year 2014 were downloaded frequently, and the hot
topic is the Recommendation systems.

To evaluate the performance of the authors among the scholars, we report the
top-3 authors who have high performance in each category (Citations, Readers, and
Downloads), as follows.

Table 2 shows the top-3 most cited papers published in the DaWaK Conference
over the past 21 years. The paper with the highest number of citations (177 counts) is
entitled “Outlier Detection Using Replicator Neural Networks” published in 2002 and
co-authored by Hawkins S., He H., Williams G., and Baxter R. The second most
cited paper (76 counts) is entitled “The Evaluation of Sentence Similarity Measures,”
published in 2008 and co-authored by Achananuparp P., Hu X., and Shen X. And
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the third most cited paper (64 citations) is entitled “Discovering Temporal Patterns for
Interval-based Events,” published in 2000 and co-authored by Kam P. and Fu A.W.

Table 2. The Top-3 papers by citation counts

Year | Authors Title Citations
2002 | Hawkins S., He H., Williams G., | Outlier Detection Using Replicator | 177
Baxter R. Neural Networks
2008 | Achananuparp P.,, Hu X., Shen X. | The Evaluation of Sentence 76
Similarity Measures
2000 | Kam P, Fu A.W. Discovering Temporal Patterns for 64
Interval-based Events

Table 3 displays the most influence on readers is Hawkins S., He H., Williams
G., and Baxter R., with the numbers at 311. The paper also marked the top ranking
in the citation as presented above. Followed by 214 times of the reader’s counts, is
Achananuparp P., Hu X., and Shen X. who also recorded the second in the top citation
ranking. And Madria S.K., Bhowmick S.S., Ng W.K., and Lim E.P., are the third in
the top ranking by 78 counts; their paper “Research Issues in Web Data Mining” was
published in 1999.

Table 3. Top-3 authors by readership counts

Year Authors Chapter Readers
2002 Hawkins S., He H., Williams G., Baxter R. 17 311
2008 Achananuparp P., Hu X., Shen X. 29 214
1999 Madria S.K., Bhowmick S.S., Ng W.K., Lim E.P. 32 78

4 Discussion and Conclusion

The study shows the landscape of DaWakK research in the past 21 years from 1999
to 2019. The analysis includes a total of 775 papers published during the period. This
study allows us to understand the knowledge structure and detect the evolution of research
topics in this discipline. The co-words analysis was performed to visualize the knowledge
network structure. Dirichlet Multinomial Regression (DMR) topic modeling was used
to identify the topics and trends over time. The achievement of research was examined
using Bookmetrix to explore how DaWaK conference papers performed in the scholarly
community. Through this analysis, we identified the DaWaK research specialty and
the evolution of research topics over time. Also, we assessed the accomplishment of the
researchers and the DaWaK performance in the field of big data analytics and knowledge
discovery.



Analyzing the Research Landscape of DaWaK Papers from 1999 to 2019 13

The top-10 major topics are data mining, algorithm performance, information sys-
tems, database design and implementation, mining frequent patterns, multi-dimensional
database, machine learning, cluster analysis, dimensions and attributes, and sequential
pattern mining. The six hot topics with increasing interests are database encryption, ETL
processing, recommendation systems, text analytics, string similarity metric, and matrix
algorithms. In contrast, the three topics with decreasing interests are data warehousing
and OLAP technology, database systems, and association rule mining algorithms.

Lastly, the DaWakK research metrics confirm that DaWakK research outcomes have
been receiving consistent attention from the scholarly community in the past 21 years.
The 775 papers were cited by 4,339 times and were downloaded by 70,230 times. The
average number of citations of each proceeding is 207 times, and the average number
of citations per published paper is six times. Papers published in the year 1999 received
the highest citations as the inaugural conference. The papers of DaWaK 2008 have been
performed well in terms of the top-3 rankings in every metrics counts (citations, readers,
and downloads), and the topic trends in 2008 were related to text analytics. The most
cited paper was “Outlier Detection Using Replicator Neural Networks,” with the 177
citations, co-authored by Hawkins S., He H., Williams G., and Baxter R. and published
in 2002.

Since this study focused on a content analysis based on text mining techniques, in the
follow-up study, we plan to incorporate a bibliometric approach such as author co-citation
analysis (ACA) into understanding the past DaWaK conferences more comprehensively.

Acknowledgment. This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MSIT) (No. NRF-2019R1A2C2002577).

References

1. Apache OpenNLP Development Community: Apache OpenNLP Developer Documenta-
tion.pdf. https://opennlp.apache.org/docs/1.9.0/manual/opennlp.html

2. Manning, C., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S., McClosky, D.: The Stanford
CoreNLP natural language processing toolkit. In: Proceedings of 52nd Annual Meeting of the
Association for Computational Linguistics: System Demonstrations, pp. 55-60 (2014). https://
doi.org/10.3115/v1/p14-5010

3. Song, M., Kim, W.C,, Lee, D., Heo, G.E., Kang, K.Y.: PKDE4J: entity and relation extraction
for public knowledge discovery. J. Biomed. Inform. 57, 320-332 (2015). https://doi.org/10.
1016/j.jbi.2015.08.008

4. CombinatoricsLib 2.0 Features: CombinatoricsLib - Very Simple Java Library to Generate
Permutations, Combinations and Other Combinatorial Sequences. http://code.google.com/p/
combinatoricslib/

5. Blondel, V.D., Guillaume, J.L., Lambiotte, R., Lefebvre, E.: Fast unfolding of communities in
large networks. J. Stat. Mech: Theory Exp. (2008). https://doi.org/10.1088/1742-5468/2008/
10/P10008

6. Wolfe, A.W.: Social network analysis: methods and applications. Am. Ethnol. (1997). https://
doi.org/10.1525/ae.1997.24.1.219

7. Mimno, D., McCallum, A.: Topic models conditioned on arbitrary features with Dirichlet-
multinomial regression. In: Proceedings of the 24th Conference on Uncertainty in Artificial
Intelligence, UAI 2008 (2008)


https://opennlp.apache.org/docs/1.9.0/manual/opennlp.html
https://doi.org/10.3115/v1/p14-5010
https://doi.org/10.1016/j.jbi.2015.08.008
http://code.google.com/p/combinatoricslib/
https://doi.org/10.1088/1742-5468/2008/10/P10008
https://doi.org/10.1525/ae.1997.24.1.219

Applications



DHE?2: Distributed Hybrid Evolution
Engine for Performance Optimizations
of Computationally Intensive Applications

Oana Stroie, Elena-Simona Apostol®™), and Ciprian-Octavian Truica

University Politehnica of Bucharest, Bucharest, Romania
oana.stroie@cti.pub.ro
{elena.apostol,ciprian.truica}@cs.pub.ro

Abstract. A large number of real-world optimization and search prob-
lems are too computationally intensive to be solved due to their large
state space. Therefore, a mechanism for generating approximate solutions
must be adopted. Genetic Algorithms, a subclass of Evolutionary Algo-
rithms, represent one of the widely used methods of finding and approx-
imating useful solutions to hard problems. Due to their population-
based logic and iterative behaviour, Evolutionary Algorithms are very
well suited for parallelization and distribution. Several distributed mod-
els have been proposed to meet the challenges of implementing paral-
lel Evolutionary Algorithms. Among them, the MapReduce paradigm
proved to be a proper abstraction of mapping the evolutionary process.
In this paper, we propose a generic framework, i.e., DHE? (Distributed
Hybrid Evolution Engine), that implements distributed Evolutionary
Algorithms on top of the MapReduce open-source implementation in
Apache Hadoop. Within DHE?, we propose and implement two dis-
tributed hybrid evolution models, i.e., the MasterSlavelslands and Micro-
Macrolslands models, alongside a real-world application that avoids the
local optimum for clustering in an efficient and performant way. The
experiments for the proposed application are used to demonstrate DHE?
increased performance.

Keywords: Distributed Hybrid Evolution Engine - Hybrid evolution
models - Distributed Genetic Algorithms - MapReduce

1 Introduction
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Many optimization and search problems suffer from large irregular search space
or local optimum solutions. These problems are either unsolvable by following an
algorithm, or too computationally intensive to be accurately resolved. Therefore,
a different mechanism needs to be used in order to generate optimal solutions.

O. Stroie, E.-S. Apostol and C.-O. Truica—These authors contributed equally to the

work.

© Springer Nature Switzerland AG 2020
M. Song et al. (Eds.): DaWaK 2020, LNCS 12393, pp. 17-27, 2020.
https://doi.org/10.1007/978-3-030-59065-9_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-59065-9_2&domain=pdf
https://doi.org/10.1007/978-3-030-59065-9_2

18 O. Stroie et al.

Genetic Algorithms, which are a sub-class of the Evolutionary Algorithms, are
search procedures that model the natural selection and evolution mechanism.
They use techniques inspired by nature, i.e., reproduction, gene crossover, gene
mutation and natural selection, in order to evolve and generate optimal solu-
tions to hard mathematical problems. Due to their population-based and itera-
tive behaviour, Evolutionary Algorithms are easy to parallelize and distribute.
This characteristic makes them well suited for efficiently resolving computation-
ally intensive problems. Numerous parallel models have already been proposed
and basic models using the MapReduce paradigm have exhibited improved per-
formance in terms of scalability and fault tolerance. Even so, more complex
parallel models are needed in order to increase performance. One of the possible
approaches is by creating hybrid models. Thus, in this article we propose such
a solution: DHE? (Distributed Hybrid Evolution Engine).

Motivation. Many of the current problems can be efficiently resolved by map-
ping them on Genetic Algorithms. For example, clustering algorithms are fre-
quently used in different applications, that with technological growth have
become more and more compute-intensive. As demonstrated further in this arti-
cle, clustering problems can be efficiently resolved using distributed Genetic
Algorithms. Moreover, the solutions are obtained faster and more accurate
than by using a classic algorithm. Even though Genetic Algorithms successfully
resolve many hard problems in a fast way, developers are hesitant to learn their
basics steps and how to efficiently distribute their computation. This problem
can be solved by developing an easy to use framework that would offer any user
the possibility of implementing and executing with minimum effort any problem
that can be mapped on Genetic Algorithms. Therefore, the only work that has
to be done by the user is mapping the problem on a Genetic Algorithms’ model
and implementing the problem-specific components by following the existing
interfaces.

Objectives. The main objective of this article is to present our framework that
offers an easy way of implementing any kind of distributed Genetic Algorithm,
i.e, DHE?. DHE? contains a generic implementation for all the non-problem-
specific components of Genetic Algorithm. Also, using DHE? the complexity
of the evolutionary process and of the distribution model are hidden from the
user. Moreover, DHE? is responsible for efficiently distributing the computation
on the user’s network. For distribution, we propose two hybrid models, Master-
Slavelslands and MicroMacrolslands model. A user may choose and determine
which model gives better results for his/her problem. The distribution details
are going to be hidden by using a well-documented solution, Apache Hadoop. To
demonstrate the scalability, performance, and improved runtime of DHE?, we
implement an optimized K-Means clustering algorithm that uses our solution of
Genetic Algorithms to avoid the local optimum in centroid selection.

Outline. This article is structured in seven sections. Section 2 establishes the
research work and the already proposed solutions related to distributing Genetic
Algorithms. Section 3 presents the concepts and technologies used in order to
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develop DHEZ. Section4 describes DHE? architecture alongside a brief presen-
tation of the developed application. Section 5 presents the experimental results
obtained, offers a brief analysis, and a general discussion about DHE?. Section 6
presents the conclusions and hints at future work.

2 Related Work

Genetic algorithms in distributed environments have been used for a variety of
applications, e.g. unit testing [4], resource optimization [12], big data applica-
tion [11], implementing Machine Learning algorithms [1,2], etc. The majority
of distributed solutions that use Genetic Algorithms are designed to work on
Apache Hadoop and implemented using the MapReduce model.

MapReduce for Parallelizing Genetic Algorithms (MRPGA) [8] is a solu-
tion for parallelizing Genetic Algorithms by extending the MapReduce model.
Because Genetic Algorithms cannot be expressed directly by the MapReduce
model, the proposed solution uses a modified MapReduce model which includes
a second reduce phase for global selection, alongside an optimization on the
merge phase for the added reduce step.

Genetic algorithms are also implemented using the MapReduce paradigm by
transforming the algorithms into the map and reduce primitives [13]. This app-
roach is build on top of Apache Hadoop MapReduce programming Framework.
The initialization of the population (i.e., the serial component of the Genetic
Algorithm) is parallelized by adding another MapReduce phase. The solution
uses a chain of Map and Reduce functions for each generation of the algo-
rithm and HDFS (Hadoop Distributed File System) as a data transfer medium
between each generation. This approach is very I/O (Input/Output) intensive
and decreases the performance significantly.

A new parallelized model for Genetic Algorithms that uses only one MapRe-
duce phase was proposed to address the intensive I/O drawback [9]. The solution
processes the data in the Map phase while storing the data in memory instead
of using HDFS.

A generic framework that uses the island and neighborhood models is pro-
posed for developing parallelized Genetic Algorithm in Cloud Computing [3]. The
solution offers the island model, with isolated subpopulations, and the neighbor-
hood model, with overlapping subpopulations, for solving different distributed
Genetic Algorithms problems.

MapReduce Genetic Programming (MRGP) [1] is a parallelized method that
employs the MapReduce model to decrease the execution time of classification
problems solved with Genetic Algorithms. MRGP transforms the genetic pro-
gramming process into the Map and Reduce operations and achieves faster con-
vergence by being able to use large population sizes due to parallelized com-
putation. The experimental evaluation proves that the solution is maintaining
the speedup and scalability properties while improving the accuracy of classifi-
cation problems. Sequential Genetic Algorithms are used succesfully to search
for a suitable configuration of Support Vector Machines (SVMs) to predict for
inter-release fault [6].
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Parallel k-Means clustering algorithm (PKCA) [2] uses a hybrid data cluster-
ing approach that combines the search process of Genetic Algorithm to generate
new data clusters with parallel K-Means to further speed up the quality of the
search process during clusters formation. The implementation uses the MapRe-
duce programming model from the Apache Hadoop framework.

3 Methodology

The basic idea behind distributing computation is to divide a task into chunks
and solve them simultaneously on different machines. Due to their high level of
independence between components, Genetic Algorithms have been demonstrated
to be good candidates for parallelization. As of today, the literature contains
several examples of successful parallel implementations and solutions for mod-
elling Genetic Algorithms, most of them using the MapReduce Paradigm. Two
main models of parallelizing Genetic Algorithms have been proposed in current
solutions: master-slave and coarse-grained evolution models. The master-slave
evolution model creates a single population and the evaluation of the fitness
function is computed in parallel. This model is well suited for massively parallel
computers. The coarse-grained evolution model consists of several subpopula-
tions that evolve in parallel and migration is used to exchange individuals and
increase the level of diversity. Both models have been successfully implemented
using the Apache Hadoop framework.

In order to reduce the execution time and resolve some of the basic mod-
els’ drawbacks, different complex models can be obtained by combining basic
models and producing hierarchical parallel Genetic Algorithms. In this article,
we propose two hybrid models for DHE?, i.e., MasterSlavelslands and Micro-
Macrolslands, alongside with their implementation, in order to demonstrate the
computational advantage that is obtained.

In the second part of this section, we present a Machine Learning application
than is implemented on top of DHE?. We use the proposed models to test and
demonstrate their usability and scalability to improve the clustering problem by
avoiding local optimum.

3.1 The Proposed Hybrid Evolutionary Algorithms

MasterSlavelslands Model. MasterSlavelslands model is one of DHE? pro-
posed models for distributing Evolutionary Algorithms using MapReduce oper-
ations. The model produces a hierarchical parallel Genetic Algorithm by com-
bining the master-slave basic model at the top level and the coarse-grained basic
model at the bottom level. Briefly, the population is composed of multiple sub-
populations that exchange individuals through migration. The operation that is
executed in a distributed way is the fitness evaluation of each individual. In the
following, we present the four steps of this model with their detailed description.

Step 1: The initial seed population is generated by the master node. After-
wards, the master node creates a specified number of subpopulations and assigns
each individual to one of them.
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Step 2: Every functional node in the network becomes a Mapper and receives
a proportional number of individuals to evaluate. One map task is executed for
each individual received as input. This map task will evaluate the candidate and
pass it alongside its fitness score to the next step. Each individual is associated
with a key equal to the subpopulation index it belongs to, thus individuals
belonging to the same subpopulation will be sent to the same reducer.

Step 3: The evaluated individuals generated after step 2 are shuffled and
grouped by their associated key, their subpopulation index. Each reducer receives
a complete subpopulation and is in charge of evolving it. The parents’ selection
is computed, followed by recombination and mutation. The offsprings are then
evaluated and a new subpopulation is selected. If migration is selected, a part of
the individuals is associated to another subpopulation index. The new subpop-
ulation is written to HDFS for the next iteration.

Step 4: The master node merges all evolved subpopulation creating the new
population. It also checks if any termination condition is satisfied, thus evolu-
tion can stop, or else, a new iteration begins from Step 2, using the evolved
subpopulations as input.

MicroMacrolslands Model. The second proposed hybrid model implemented
in DHE? is MicroMacrolslands, which produces a hierarchical parallel Genetic
Algorithm using the coarse-grained basic model at both the upper and the lower
levels. Thus, the population is divided into micropopulations that are evolved
separately. A group of micropopulations form a macropopulations. The idea is
to force a high migration rate at the lower level while a low migration rate is
used at a high level. This evolution model consists of 5 steps which are further
detailed.

Step 1: This step is performed sequentially by the master node which gener-
ates the initial population. The population is then divided into a specific number
of micropopulations proportional to the number of nodes. Micropopulations are
then grouped and form macropopulations.

Step 2: Each Mapper receives one or more micropopulations depending on
the number of functional nodes. Every micropopulation is evolved in a different
map task for a specified number of generations. A subset of evolved individuals
are chosen to migrate to a neighbour micropopulation (belonging to the same
macropopulation) and another subset of migrators is sent to another macropop-
ulation (external migrators).

Step 3: The micropopulations generated after step 2 are shuffled and grouped
by their associated key, their macropopulation index. Each reducer receives a
complete evolved macropopulations and additionally the set of individuals that
migrate from another macropopulation. The responsibility of a reduce task is
to perform the migrations. The internal migrators (that migrate to another
micropopulation belonging to the same macropopulation) are added to the cor-
responding micropopulation while the external migrators are merged and equally
distributed to the local micropopulations.
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Step 4: The master node merges all micropopulations and checks if any ter-
mination condition is satisfied and if so, stops the evolution. Otherwise, a new
iteration starts from Step 2, using the evolved micropopulations as input.

Discussions. It is important to emphasize that while some parallelization mod-
els do not affect the behaviour of the algorithm, the two proposed models change
the way the Genetic Algorithm work. In both models of parallel Genetic Algo-
rithms, selection and mating only consider a subset of individuals from the total
population, different from the original Genetic Algorithms where selection and
mating are operations that takes into account all the population.

Another aspect to discuss is the use of migration in DHE2. The migration is
used to maintain the level of diversity inside each subpopulation and to improve
the performance of each subpopulation by exchanging information. The migra-
tion scheme used by DHE? is the ring topology (individuals are transferred
between directionally adjacent subpopulations), a basic migration scheme, that
is independent of the network topology.

Elitism is another feature that can have an important impact on the
Genetic Algorithm performance. It can avoid wasting computational time for
re-discovering previously generated partial solutions. A drawback of this feature
is that elitism can cause the Genetic Algorithm to converge on local maximum
instead of the global maximum. DHE? supports three different types of elitism
that can be selected: copying all parents (ALL), keeping only a part of the best
parents (PART) or choosing a random set of parents to be kept (RANDOM).

3.2 Algorithm. Avoiding Local Optimum for Clustering

Clustering algorithms are unsupervised Machine Learning algorithms used to
group similar data together and discover underlying patterns. One technique
is to group objects around a centroid. Initial centroids are usually selected at
random which make the clustering algorithm prone to find local optimum. We
propose a Genetic Algorithm approach to avoiding local optimum for clustering
using K-Means.

K-Means is prone to find a local optimum [5], depending on the choice of the
initial cluster centers. The DHE? K-Means implementation that avoids finding
a local optimum works as follows. For an N-dimensional space, each candidate
is encoded as a sequence of N x K real numbers, where each continuous sub-
sequence of N numbers is one of the K cluster centers coordinates. The initial
population is created by generating a number of candidates, each encoded as
K randomly chosen points from the dataset. The fitness computation consists
of two steps: 1) the clusters are formed according to the centers encoded in the
candidate that is evaluated and the centroids are computed as the mass-weight
center of each cluster, and ii) the fitness is computed as the sum of Euclidean
distances between a centroid and the cluster points. Crossover exchanges infor-
mation between two parents using a modified version of Single Point Crossover
with a fixed probability. The Crossover Point ¢, < K is randomly generated.
The number of the candidates lying to the right of the ¢, x N point is exchanged
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to produce two new offsprings that contain complete centroids, thus avoiding
splitting the dimensions of a center. Each candidate undergoes a mutation on a
fixed number of values: given v the initial value and number uniformly generated
d € [0,0.5], the new value becomes v £ d - max(0,v). The parent selection strat-
egy uses the fitness proportionate approach which means that each individual
has a chance of being selected as parent proportional to its fitness value. The
termination condition stops the evolution process when a specified number of
generations is reached.

4 Distributed Hybrid Evolution Engine Architecture

This section presents the DHE? (Distributed Hybrid Evolution Engine) architec-
ture which implements two hybrid models for parallelizing Genetic Algorithms.

DHE? is implemented using as a starting point the Evolutionary Algorithm
implementation from Apache Mahout and it distributes the computation using
Apache Hadoop. Two models for parallelizing Genetic Algorithms have been
implemented on top of the Mahout framework.

To efficiently distribute the computation of Genetic Algorithms, the MapRe-
duce paradigm has been used, alongside its open-source implementation, Apache
Hadoop, and HDFS, for storage. The MapReduce model offers superior perfor-
mance due to its highly distributed processing, thus a transformation of Genetic
Algorithms using map and reduce operations has been preferred. Apache Hadoop
offered a suitable framework and a highly distributed, scalable, fault-tolerant
environment for running jobs under the MapReduce paradigm.

Apache Mahout [10] is a Machine Learning library created with scalabil-
ity in mind. This library offered a foundation for building our framework. In
comparison with Mahout, DHE? supports two hybrid models of Evolutionary
Algorithms, presented in Sect. 3. To test and to demonstrate the increased per-
formance of the DHE?, a Machine Learning application was developed on top
of it. Thus, DHE? handles the entire distributed evolution process transpar-
ently and it offers two different models of transforming Genetic Algorithms using
MapReduce.

5 Result Analysis

In this section, DHE? performance is evaluated based on experimental testing.
In order to properly test DHE?2, a highly distributed environment was needed,
i.e., Grid5000 [7], a large-scale testbed for experiment-driven research. For the
experiments, we used the Lille site composed of three clusters. For the opti-
mization of clustering, we collected a dataset from sensors located in multiple
greenhouses. It contains 2500 records.

The MasterSlavelslands model uses an initial population size of 200 and 20
generations. The elitism is set to ALL, thus the whole population is kept from one
generation to another. For these experiments, the model uses 3 subpopulations
(Islands).
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The MicroMacrolslands Model uses an initial population size of 1500 and
50 generations. For these experiments, the model uses 9 micropopulations cor-
responding to 3 macropopulations and each epoch has 5 generations.

The fitness value is computed as the sum of Euclidean distances between the
centroids and the points in the clusters for both models, thus a smaller value
shows a better clustering result. Table1 presents the performance of the two
proposed models using different cluster configurations.

Table 1. Avoiding local optimum for clustering performance comparison

# Nodes | MasterSlavelslands MicroMacrolslands
Execution time (s) | Best fitness | Execution time (s) | Best fitness
2 2677.64 8015.85 6254.81 8482.57
4 1316.58 8021.06 2893.85 8462.86
6 1234.77 8015.26 1677.22 8527.39
8 1117.05 8027.48 1650.24 8484.98
10 1105.91 8008.64 1087.39 8466.76

We use the Apache Mahout implementation of K-Means as the baseline for
comparing the clustering results obtained with DHE? Genetic Algorithms imple-
mentation of K-Means with local optimum optimization (Table2). DHE? mod-
els achieve a fitness value of almost 20% smaller than the baseline. The evo-
lutionary resolver provides optimal clustering due to evolving different starting
combinations of centers in parallel, thus avoiding local optimum. This advan-
tage is assured by combining the simplicity of the K-Means algorithm with the
population-based behavior of Genetic Algorithms.

Table 2. Local optimum avoidance for clustering accuracy comparison

Mahout | MasterSlavelslands MicroMacrolslands
# Generations 10 10 16 10 10 30
Population dimension 300 600 300 300 600 300
Best fitness 841.88 |800.40 | 805.58 | 812.67 | 812.67 | 804.23 | 798.01

Discussions. The first important aspect to be discussed is the granularity that
each model implemented in DHE? has. The first model, MasterSlavelslands, has
a fine granularity, meaning that at each generation, the mappers are in charge
of evaluating a set of candidates nearly equal to each mapper (with a maximum
difference of 1 candidate). On the other hand, the second model, MicroMacrols-
lands, has a coarse granularity, meaning that at each generation, the population
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is divided into micropopulations that are evolved by the mappers, thus a differ-
ence of maximum 1 subpopulation between the sets of micropopulations to be
evolved by a mapper. Therefore, the part that cannot be executed in parallel
is represented by the evaluation of a candidate at the first model and the evo-
lution of one micropopulation to the second model. This difference can become
significant when the evolution of the micropopulation for one epoch implies a
big number of generations while an evaluation of one candidate is radically less
time-consuming. This difference depends also on the activity processed on the
reducers, where the first model needs more computation for evolving the popu-
lation while the second model only processes the migrations. Therefore, it can
be assumed that this is the reason for the big computation time needed by the
second model when using a small number of nodes (i.e., 2).

Another significant aspect of the two models implemented in DHE? that influ-
ences the scalability is the number of subpopulations of the first model and the
number of micro and macro population of the second model. These values influ-
ence the number of reducers that are running in parallel (if the number of popula-
tions is less than the number of nodes, some nodes are inactive) or the granularity
previously discussed (maximum one task difference between reducers).

The number of Hadoop jobs created and configured in each model also
impacts the performance of DHE?. While the first model creates and config-
ures a new job at each generation, the second model computes this part only at
each epoch. Therefore, by executing a new MapReduce job for each generation
the first model, MasterSlavelslands, can cause large overhead. However, if the
fitness evaluation is significantly more time consuming than the creation of a
new MapReduce process, the advantage of running the evaluation in parallel
combined with the fine granularity can overcome the additional overhead.

Another difference between the two models is represented by the achieved
accuracy. As observed in the experimental results, the first model obtains better
fitness values than the second model. This can be due to the higher number of
populations in the second model. The micropopulations are low in number of
candidates which means that one individual can take over the island causing
fast convergence in a local optimum. However, this problem is partially resolved
using migration, and different migration count values can be tested to obtain
better results. Also, by significantly increasing the size of the population the
local optimum can be avoided and the second model can offer better results
than the first one.

6 Conclusions and Future Work

The main objective of this article is to present a framework which enables users to
easily and efficiently implement any kind of distributed Genetic Algorithm. We
achieved our objective by developing the DHE? (Distributed Hybrid Evolution
Engine), a generic framework that can distribute the computation of problems
by mapping them on Genetic Algorithms. Generic implementations of many non-
specific problem components are offered as part of DHE? and their complexity
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is hidden using generic interfaces. Thus, the user is responsible only for the
problem-specific components. Moreover, DHE? offers two different hybrid mod-
els, MasterSlavelslands and MicroMacrolslands model, that efficiently distribute
the computation using a MapReduce implementation.

To demonstrate the applicability and performance of DHE?, two Machine
Learning applications have been developed and tested on a real cluster environ-
ment, Grid5000. Both of DHE? proposed model’s scale and exhibit increased
accuracy which concludes that performance optimizations is obtained for com-
putationally intensive applications by using hybrid models of the Evolutionary
Algorithms.

Different improvements can be added to DHE? as future work. While gather-
ing the experimental results, it has been observed that the used memory increases
dramatically when the size of the population or the size of the object used to
encode a candidate grows, resulting in a significant limitation for large input
data. Therefore, the algorithm would benefit from in-memory optimizations.
More types of real-world problems can also be implemented and tested, and
specific optimizations can be developed.

Acknowledgments. The publication of this paper is supported by the University
Politehnica of Bucharest through the PubArt program.

References

1. Al-Madi, N., Ludwig, S.A.: Scaling genetic programming for data classification
using MapReduce methodology. In: World Congress on Nature and Biologically
Inspired Computing, pp. 132-139. IEEE (2013)

2. Alshammari, S., Zolkepli, M.B., Abdullah, R.B.: Genetic algorithm based parallel
k-means data clustering algorithm using MapReduce programming paradigm on
hadoop environment (GAPKCA). In: Recent Advances on Soft Computing and
Data Mining. pp. 98-108. Springer, Cham (2019). https://doi.org/10.1007/978-3-
030-36056-6-10

3. Apostol, E., Baluta, 1., Gorgoi, A., Cristea, V.: A parallel genetic algorithm frame-
work for cloud computing applications. In: Pop, F., Potop-Butucaru, M. (eds.)
ARMS-CC 2014. LNCS, vol. 8907, pp. 113-127. Springer, Cham (2014). https://
doi.org/10.1007/978-3-319-13464-2_9

4. Di Geronimo, L., Ferrucci, F., Murolo, A., Sarro, F.: A parallel genetic algorithm
based on hadoop MapReduce for the automatic generation of JUnit test suites.
In: International Conference on Software Testing, Verification and Validation. pp.
785-793. IEEE (2012)

5. Douzas, G., Bacao, F., Last, F.: Improving imbalanced learning through a heuristic
oversampling method based on k-means and SMOTE. Inf. Sci. 465, 1-20 (2018)

6. Ferrucci, F., Salza, P., Sarro, F.: Using hadoop MapReduce for parallel genetic
algorithms: a comparison of the global, grid and island models. Evol. Computat.
26(4), 535-567 (2018)

7. INRIA CNRS: Grid’5000, April 2020. http://www.grid5000.fr /w/Grid5000:Home

8. Jin, C., Vecchiola, C., Buyya, R.: MRPGA: an extension of MapReduce for paral-
lelizing genetic algorithms. In: International Conference on eScience, pp. 214-221.
IEEE (2008)


https://doi.org/10.1007/978-3-030-36056-6_10
https://doi.org/10.1007/978-3-030-36056-6_10
https://doi.org/10.1007/978-3-319-13464-2_9
https://doi.org/10.1007/978-3-319-13464-2_9
http://www.grid5000.fr/w/Grid5000:Home

10.

11.

12.

13.

DHE?: Distributed Hybrid Evolution Engine 27

Keco, D., Subasi, A.: Parallelization of genetic algorithms using hadoop
map/reduce. Southeast Europe J. Soft Comput. 1(2), 56-59 (2012)

Lyubimov, D., Palumbo, A.: Apache Mahout: Beyond MapReduce. CreateSpace
Independent Publishing Platform (2016)

Lépez, S., Marquez, A.A., Marquez, F.A., Peregrin, A.: Evolutionary design of
linguistic fuzzy regression systems with adaptive defuzzification in big data envi-
ronments. Cogn. Computat. 11(3), 388-399 (2019)

Rajeswari, D., Prakash, M., Suresh, J.: Computational grid scheduling architec-
ture using MapReduce model-based non-dominated sorting geneticalgorithm. Soft
Comput. 23(18), 8335-8347 (2019)

Verma, A., Llora, X., Goldberg, D.E., Campbell, R.H.: Scaling genetic algorithms
using MapReduce. In: International Conference on Intelligent Systems Design and
Applications, pp. 13-18. IEEE (2009)



l‘)

Check for
updates

Grand Reports: A Tool for Generalizing
Association Rule Mining to Numeric
Target Values

Sijo Arakkal Peious!®)@®, Rahul Sharma'®, Minakshi Kaushik'®,
Syed Attique Shah?®, and Sadok Ben Yahia®

! Information Systems Group, Tallinn University of Technology, Akadeemia tee 15a,
12618 Tallinn, Estonia
{sijo.arakkal,rahul.sharma,minakshi.kaushik}@taltech.ee
2 Faculty of Information and Communication Technology BUITEMS,
Quetta, Pakistan
attique.shah@buitms.edu.pk
3 Software Science Department, Tallinn University of Technology, Akadeemia tee
15a, 12618 Tallinn, Estonia
sadok.ben@taltech.ee

Abstract. Since its introduction in the 1990s, association rule min-
ing(ARM) has been proven as one of the essential concepts in data min-
ing; both in practice as well as in research. Discretization is the only
means to deal with numeric target column in today’s association rule
mining tools. However, domain experts and decision-makers are used to
argue in terms of mean values when it comes to numeric target values.
In this paper, we provide a tool that reports mean values of a chosen
numeric target column concerning all possible combinations of influenc-
ing factors — so-called grand reports. We give an in-depth explanation
of the functionalities of the proposed tool. Furthermore, we compare the
capabilities of the tool with one of the leading association rule mining
tools, i.e., RapidMiner. Moreover, the study delves into the motivation of
grand reports and offers some useful insight into their theoretical foun-
dation.

Keywords: Grand report - Association rule mining - Relational
algebra

1 Introduction

The continuous development of information technology created a massive
amount of data [8]. Data mining can be defined, in general, as the process of
finding rules and patterns from large data sets. Association rule mining (ARM)
is one of the leading data mining techniques. ARM helps to find relationships
between attributes and to create rules according to these relationships. In ARM,
impractical rules are created along with important rules. The ARM algorithms
compare association rules with ancestor association rules to eliminate redundant
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and impractical rules [12]. The target column and its influencing factors are the
heart of an association rule. Nevertheless, in RapidMiner, it is often called as
a conclusion and premises. Support and confidence are the two essential mea-
sures of interestingness. Support and confidence calculate the strength of the
association between itemsets.

The implementation of support and confidence with a minimum threshold
could eliminate the association which are below than this minimum threshold.
Some useful association rules might miss due to this method. The decision-
makers need to observe all the valuable association and its measures in order
to make productive decisions. The listing of all possible combinations and its
measures called as a grand report [4]. A grand report contains the list of asso-
ciations and their measures on every attribute in a data set. The ARM tools
discretize the target numeric value columns for easy handling. The discretized
values association rules give an idea of the association and its measures, however,
decision-makers need to have a better picture. The mean value method could
help decision-makers to overcome this situation.

This paper attempts to implement the grand report and the mean value
method in ARM with the help of a new tool!. This tool generated a grand
report for the data set and calculated the mean value for numeric target columns
concerning the influencing factors. The tool also calculates the support, lift
and conditional probability for the target columns. Grand report and mean
value calculations are generated with the help of relational algebra functions.
A comprehensive description of the grand report and its calculations is given
in Sect. 2. Section 3 illustrates the details about ARM and discretization of the
target numeric values. Whereas, development and comparison of the tool are
described in Sect. 4.

2 Grand Reports

A grand report is the complete print-out of a generalized association rule. In
the grand report, work with most minimal minimum supports (i.e., support
threshold larger than zero but smaller than 1/N, with N being the number of
rows) and the minimal minimum confidences (i.e. zero). The grand report could
produce all possible combinations of the influencing factors against the target
columns. A grand report is the complete unfolding of the pivot table. The grand
report will generate many rows as a report. This is because it does not have any
constraints on support and confidence. It is generalized ARM through which
analyst incorporate every line of the report in decision making [4]. The grand
report generates 2n combinations of influencing factors by using the sum of the
binomial coefficients, where n is the number of columns. Usually, a grand report
is massive in size, so users might feel inconvenience to read the entire report.
Let T be a table with columns C where C' = Xy :Ty,..., X, : T, X1... X,
are the column names and 7 ...7T, are the column types.

To generate the report for table T,

Vi< <n (1)

! http://grandreport.me/.
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VD:{XiDl,,X;_lDw_l}gC (Dlzdl,,dnz) (2)
Vdy € Dy,....dy_, € Dy_, (3)

Here, D is the subset of C and the influencing factor.
VYZ%ECOTY:Xij2B7XiZdi€C (4)

Y is the target column, R is the real-valued numbers. One can use a select
query with “where” condition in relation algebra, to generate the grand report.
The select query returns the average value of the target column. In “where”
conditions, it is necessary to specify the influencing factors:

SELECT AVG(Y) FROMT WHERE X{=dy,..., X}, _;=dy_1  (5)

In SQL we can use “group by” instead of “where” conditions:

SELECT AVG(Y) FROM T GROUP BY X,...,X/,_, (6)

3 Association Rule Mining (ARM)

Association rule mining(ARM) is the process of finding the association of
frequent itemsets in a large data set and generate rules according to the
associations [2]. The ARM first introduced by a research team from Vancou-
ver, British Columbia in 1993 [1]. There are numerous algorithms used in ARM;
each of it has its advantages and disadvantages [10]. The ‘Apriori’ algorithm is
the most popular and commonly used algorithm in the ARM [2]. Various types
of constraints that can be applied to identify interesting association rules from a
data set [7]. Sometimes, These constraints will generate different rules according
to their property, and these rules might be conflicting [13]. The most popular
constraints in association mining are support and confidence with a minimum
threshold [9]. Support is the percentage of transactions which contain a partic-
ular itemset. For an itemset X, supp(X) is the percentages of transaction which
contain X. Confidence defines how often itemset Y occurs during the transaction
with itemset X.

supp(X) = {t € T'| t satisfies X }/|T| (7)

conf(X =Y ) =supp(X U Y)/supp(X) (8)
T = Transactions, X CT,Y CT, usually : X NY =6,]Y| =1

A sample binary representation of data is shown in Table 2. In the table, every
row is corresponds to a transaction (77, Ts, T3, T4), and each column corresponds
to a data item. If an item is present in a transaction, then its value is 1 else it
is 0 in the table.

Ty : {Milk, Bread, Diaper, Beer}

Ts : { Diaper, Beer} )
T5 : {Milk, Bread, Diaper, Beer}

Ty : {Milk, Bread, Beer}
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Table 1. Binary data set.

TID | Milk | Bread | Diaper | Beer
1 1 1 0 0
2 0 0 1 1
2 1 1 1 1
2 1 1 0 1

In a database, let I be a set of M binary attributes {i1, 42, i3, ... ,im, } called
database items. T be a set of n Transactions {t1, t2, 3, ...,tn}, each transaction
t has a unique ID and is a subset of the Items in I, i.e. t C I. An Association
Rule may be represented as an implication of the form

X=Y (10)

where X, Y C I (Item set) and X NY = ¢. The left-hand side of the implication
known as the antecedent and right hand side of the implication is known as
consequent:

X=Y=X={21,...,2,} CI=Y ={y1,...,yn} C I (11)
{Bread, Butter} = {Milk, Butter} (12)

In this association rule example {Bread, Butter} is antecedent and {Milk}
is consequent. Generally, an association rule may be represented as a production
rule in the expert system, if statement in programming and implication in logic.

In ARM, the target cluster method is used to generate association rules for
numeric target values [11]. Target clustering and discretization of the target
column are equivalent. In association rule mining numeric target columns are
generally discretized for easy mining [3]. Garéda et al. (2013) [6] and Fayyad
and Irani (1993) [5] described well about the discretization of the target col-
umn. Once the discretization applied on a target column, then it will be easy to
identify those columns as binary values. For example, the column age contains
the value from 0 to 140, and column age discretized into different groups. Age
70, 140 group is considered as older people in this example [6]. Most of the
interesting measures of ARM are only adaptive with binary target columns [7].
Sometimes misinterpretation of association rules or loss of information occurred
by discretization of the target column. Determining the median of the target col-
umn, calculation of mean value and identifying the variance of target attributes
are the different possible way to find the association rules on numeric target
column. Determining the mean value of a numeric target column is much easier
than discretization. This tool is using the generalized selection of relational alge-
bra to find the mean value of a numeric target column. For example, ‘SELECT’
syntax with ‘AVG’ function.
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4 The Proposed Tool

In this study, a web application created to generate a grand report and verify
data set. As explained in the previous section, the grand report is complete print-
out of a generalized association rule. The tool computes all possible combinations
of influencing factors against the target column to generate generalized associa~
tion rules. A data set of four columns has used to test the application. This data
set creates seven combinations of influencing factors and calculates the aggregate
value or conditional probability of the target column for each combination. This
tool is capable of accessing data from the Oracle database and Excel file and is a
combination of RapidMiner association mining and relational algebra functions.

4.1 Development and Functionalities

ASP.NET, an open-source framework, is used to develop this tool. The Ajax
request method used to establish the communication between the server-side and
client-side. For a smooth data transfer, JSON serialization and deserialization
functions are used. As mentioned earlier, this tool is capable of accessing data
from the Oracle database and Excel files. Furthermore, the Oracle Data provider
and OLE DB methods used to access the Oracle database and Excel file.

Table 2. Technologies used for the development of the tool.

C# Language

ASP.NET Framework

Ajax To send and retrieve data from a server asynchronously
Oracle Data Provider (ODP) | Data access to the Oracle database

OLE DB Data access to the Excel file

Determining the support, lift and conditional probability or aggregate values
are the main functionality of this tool. A few steps need to be carried out to
find these results. At first, the user needs to select the input source. It can
be either Oracle or Excel source. The user needs to provide host address, port
number, sid, table name, username and password to connect the Oracle database.
Whereas, the user needs to upload the file for Excel. If the uploaded Excel file
contains more than one sheet, then the user needs to select the sheet name as
well. After these steps, the tool will load each column head with a radio button
and checkbox. The radio button is to set the column as the target column and
checkbox is to set the column as an influencing factor. If a column is selected
as a target column, then it can not be selected for influencing factor and vice
versa. After selecting the target column and influencing factors, press the report
button to generate the report. While generating the report, the tool will identify
the target column type.
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The aggregate function is used for the numeric value target column. In aggre-
gate, the average value of the target column calculated against the influencing
factors (select AVG(target column) from table group by influencing factors).
If the target column type is categorical, the tool will calculate the conditional
probability of the target column (select (conditional probability of target column
under influencing factor) from table group by target column and influencing fac-
tors). For both functions, support and lift also calculated. The order of columns
for numeric target column report is support, lift, the average value of the tar-
get column and the influencing factors. The column order for categorical target
column report is support, lift, conditional probability, target column and the
influencing factors. A sample pseudo-code for finding the combinations of influ-
encing factors and retrieving data from the Oracle database is given in Listing 1.

Listing 1. Pseudo-code for finding the combinations of influencing factors and
retrieving data from the Oracle database.

FUNCTION column_combination(
influencingColumns:STRING[], numberofColumns:INTEGER,
startPosition:INTEGER, columns:STRING[]
)
IF numberofColumns != O THEN
FOR i FROM startPosition TO lengthOf (influencingColumns)-1
columns [lengthOf (columns) -numberofColumns] := influencingColumns/[i]
call: column_combination(
influencingColumns, numberofColumns-1, i + 1, columns
)
ENDFOR
ENDFUNCTION
FUNCTION generate_report (
tableName:STRING, targetColumn:STRING,
influencingColumns:STRING[], numberofColumns:INTEGER
)
columnCombination := call: column_combination(
influencingColumns, numberofColumns,
0, columns
)
orclQuery := "
Select Count(*)/ (Select count(*) from tableName ) AS SUPPORT,
(Select Avg(targetColumn)from tableName) / Avg(targetColumn) AS LIFT,
Avg(targetColumn) AS AVG_targetColumn, columnCombination
from tableName group by columnCombination order by columnCombination";
ENDFUNCTION

There are three different colours used in the report. Red colour indicates
influencing factors; green used for target/principle measures. Principle measures
are the average value of the target column or conditional probability of the target
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column, and target means of the target column. Either conditional probability or
the average value will be present in the report. Blue is used to further measures
like support and lift. Support and lift showed in the first, in order to maintain
the uniqueness. For numeric target columns, there is only one column in green
because the average column is the representation of the target columns aggregate
value. In categorical target column, there are two columns in green. The first
column is the conditional probability of the target column, and the second one
is the target column value.

In categorical target column, it shows the fibrillation mechanism. It means
the tool will compute the conditional probability for all instances of the target
column. For example, consider a target column called ‘education’ and its values
are ‘A, B, C, D, E’. The column name ‘education’ is the factor, and its values
are the instances of the factor. In report generation, the tool will calculate the
conditional probability for each instance.

Aggregate Functions
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Fig. 1. A sample project for generating all possible combinations of influencing factors
against target column in RapidMiner.
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4.2 Comparison and Advantages

This tool is a combination of RapidMiner association rule mining and relational
algebra. In RapidMiner average value of numeric target column against all pos-
sible combinations of influencing factors, the user needs to create different func-
tions for different combinations (Fig.1). Similarly, for different data set user
needs to modify the columns and its combinations. That means users need to
create a different project for different data sets. In this tool, the user needs to
select the target column and select all from the list to generate all combinations
of influencing factors. The tool will automatically identify the combination and
generate the report (Fig.2).

@All

oOAge

o0Education B Further measures

oOGender . Target / principal measure

e0DailyRate . Influencing factors
Report

3 SUPPORT LIFT AVG_DailyRate Age Education Gender

1 0.222 0.97 825.44 20-30

2 0.116 0.98 822.42 A

3 0.400 0.99 808.27 Female

4 0.056 0.96 837.75 20-30 A

5 0.082 0.93 836.38 20-30 Female

6 0.018 0.86 928.96 20-30 A Female

7 0.041 0.96 836.97 A Female

Fig. 2. First record of all combinations in grand report.

In RapidMiner categorical columns are converted into binominal columns
(Fig. 3). The binominal columns are treated as separate columns, and a separate
report generated for each column. RapidMiner shows influencing factors and its
values in the column called ‘conclusion’. Meanwhile, target columns and values
in the column called ‘premises’ (Fig.4). In conclusion and premises column,
combinations are shown in the style of “factor=value, factor=value”. It is hard
for users to identify each factor and its instance. The grand report tool creates
separated columns for each factor to avoid this. In this tool, all the measures
are located on the left side of the table. It is beneficial for users to verify the
output. In the next stage, the column will have the options for filtering the output
(Fig. 5).
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Education =A | Education =B | Education = C | Education =D | Education = E
true false false false false
false true false false false
true false true false false
false false true true false
false true false false true

Fig. 3. Binominal column conversion in RapidMiner.

DAll
o@Age
OEducation B Further measures
oOGender . Target / principal measure
odDailyRate . Influencing factors
Report
# SUPPORT LIFT CONDITIONAL_PROBABILITY Education Age
1 0.056 0.488 0.488 A 20-30
2 0.043 0.223 0.223 B 20-30
3 0.097 0.25 0.25 c 20-30
4 0.023 0.085 0.085 D 20-30
5 0.002 0.062 0.062 E 20-30

Fig. 4. Grand report of a categorical target column.

Premises Conclusion

Education =D | Gender, Age = 30-40

Gender Age = 30-40, Education = D

Fig. 5. Premises and conclusion in RapidMiner.

5 Conclusion

The outcome of the present study shows that the study could able to generate
the grand report for a data set. The study tried to calculate the mean value for
the numeric target columns. The grand report, which generated in this tool, is
providing more association rules and giving a better understating of associations
between the attributes. The discretization and mean value calculation creates
different kinds of the association on numeric target columns. One of the attrac-
tions of the studied tool is that the decision-makers can quickly identify different
measures and influencing factors with the help of different colours. It observed
that the grand report generates numerous number of records. It is deemed that
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a filtering option must be needed in place to make the grand report more user
friendly. The tool can be accessed publicly (http://grandreport.me/).
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Abstract. Measuring interestingness in between data items is one of
the key steps in association rule mining. To assess interestingness, after
the introduction of the classical measures (support, confidence and lift),
over 40 different measures have been published in the literature. Out
of the large variety of proposed measures, it is very difficult to select
the appropriate measures in a concrete decision support scenario. In this
paper, based on the diversity of measures proposed to date, we conduct
a preliminary study to identify the most typical and useful roles of the
measures of interestingness. The research on selecting useful measures
of interestingness according to their roles will not only help to decide
on optimal measures of interestingness, but can also be a key factor in
proposing new measures of interestingness in association rule mining.

Keywords: Knowledge discovery in databases - Association rule
mining - Measures of interestingness

1 Introduction

In knowledge discovery in data (KDD), association rule mining (ARM) is one
of the most established data mining techniques. It is commonly used to find out
interesting patterns between data items in large transactional data sets. In ARM,
association rules are accompanied by measures of interestingness (support, con-
fidence, lift etc.)[1]; all of these measures of interestingness use different methods
(frequency, probability and counts) to calculate frequent itemsets in data sets.
The frequency of items represents basic interestingness in association rules. A
main origin of measures of interestingness is from common mathematical and
information theories such as found in statistics, e.g., Yule’s Q method, Yule’s Y
method, correlation coefficient and odds ratio. Out of the 40 different measures
of interestingness available in the literature, no single measure of interestingness
is perfect to calculate interestingness in every ARM task. In this paper, based on
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the diversity of measures proposed to date, we are identifying their roles, classi-
fying their usefulness from several perspectives to start an extended discussion
on different properties of measures of interestingness.

Issues in Selecting Measures of Interestingness in ARM

(i) A large number of measures of interestingness are available to choose and

many of these measures are not useful in each ARM task.

(ii) The classical measures of interestingness generate a lot of rules, most of
these rules are irrelevant and redundant in many scenarios.

(iii) Based on the meaning of measure of interestingness, it’s hard to decide on
the appropriate measure in a concrete decision support scenario.

(iv) Various interestingness evaluation methods seem not to be rationalized.
Some literature seems to simply combine several kinds of interestingness
evaluations to new kinds of measures.

This paper is structured as follows. In Sect. 2, we describe expectedness and
unexpectedness with respect to the roles of different measures in ARM. Section 3
focuses on the different properties for selecting the right measures of interest-
ingness. Section 4 presents the conclusions and future work.

2 Expectedness and Unexpectedness in ARM

A simple ARM task using classical measures for a data set containing d items
potentially generates 3% —27¢ 4+ 1 possible association rules and most of these
association rules are expected, obvious and duplicate. Take association rules for
the data items {Milk, Bread, Butter} as an example. In the association rule in
Eq. (1), it can be easily understood that the association of these three items is
rather obvious. In ARM, obvious or common association rules can be referred
to as expected association rules.

{Milk, Bread} = {Butter} (1)

The main objective of ARM is to find the interesting association rules, hidden
patterns and — most importantly — unexpected association rules in the data
set. The association rules generated using the following combination of {Milk,
Diaper, Beer} is not as obvious andy more and creates a rather novel pattern of
items; in ARM, these types of association rules can be identified as unexpected
association rules:

{Milk, Diaper} = {Beer} (2)

Based on the variety of definitions of interestingness, the interestingness of an
association rule can be categorized via the following nine properties [8]: (1) con-
ciseness, (2) coverage, (3) reliability, (4) peculiarity, (5) diversity, (6) novelty,
(7) surprisingness, (8) utility and (9) actionability. Descriptions of all of these
properties are summarized in Table 1. Based on these nine definitions of inter-
estingness, the measures of interestingness can be classified into three major
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Measures of

/ Interestingness \

Objective Measure of Subjective Measure Semantic Measure of
Interestingness of Interestingness Interestingness
Probability Form ‘ Novelty ‘ ‘ Surprising ‘ Actionability‘ ‘ Utility ‘
Dependent

Conciseness Diversity

‘ Generality/ Peculiarity

Coverage

Reliability ‘

Fig. 1. Types of measures of interestingness.

categories: (1) objective measures of interestingness, (2) subjective measures of
interestingness and (3) semantic measures of interestingness [14,18]. Figure1 is
showing all the different types of measures of interestingness.

2.1 Objective Measures of Interestingness for Expected Association
Rules

Every transactional data set has some hidden patterns that can be easily iden-
tified by using predictive performance or statistical significance. In ARM, such
kind of patterns may be referred to as expected patterns and can be computed
using objective measures of interestingness. Objective measures mainly focus on
the statistics and use statistical strength (probability, count etc.) to assess the
degree of interest. As per the definition of interestingness, reliability, general-
ity, conciseness, diversity and peculiarity are based only on data and patterns;
therefore, these properties are the foundation of objective measures of inter-
estingness [8]. Support, confidence, lift, conviction and improvement are some
examples of objective measures of interestingness.

2.2 Subjective Measures of Interestingness for Unexpected
Association Rules

Association rule mining based on common statistical approaches sometimes pro-
duces rather obvious or trivial rules. Therefore, the research of Padmanabhan
and Tuzhilin [18] first explored the problem of interestingness through the notion
of unexpectedness [18,19]. Subjective measures of interestingness usually deter-
mine the unexpected association rules in knowledge discovery. Unexpected pat-
terns are opposite to the person’s existing knowledge and contradict their expec-
tations and existing knowledge [18].

Finding unexpected patterns in association rule mining is not an easy task, it
needs a substantial amount of background information from domain experts [7].
For example, the association rule in Eq. (3) will rather not be considered inter-
esting, even in cases where the rule has a particularly high support and high
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Table 1. Interestingness properties in ARM, summarized and apobted from [2-6,9,

10,12,15,16,19,21,23,24,26-28].

Property

Description

Conciseness [4,19]

A small number of attribute-value pairs in a
pattern represents the conciseness of the pattern
and a set of small number of patterns refers to a
concise pattern set

Generality /Coverage [2,27]

The generality /coverage property in ARM
covers most of the general patterns in ARM

Reliability [16,24]

Association rules or patterns based on common
and popular relationships can be identified as
reliable association rules or patterns

Peculiarity [3,28]

Peculiarity refers to unexpected behaviour of
patterns. A pattern is said to be peculiar if it is
significantly different from all other discovered
patterns

Diversity [9]

For a pattern, diversity refers to the degree of
differences between its elements; for a pattern
set, diversity refers to the degree of differences
in between the patterns

Novelty [21]

Combinations of unexpected items which create
a pattern unknown to a person are known as
novel patterns in ARM. These types of patterns
can be discovered but can not be identified
easily

Surprisingness [5,10,23]

Patterns which are opposite to a person’s
existing knowledge or expectations or create
contradictions are known as surprising patterns
in ARM

Utility [6,15]

Patterns which contribute to reaching a goal are
called patterns with utility. Patterns with utility
allow the user to define utility functions to get
particular information from data

Actionability /Applicability [12,26]

Patterns with actionability allow a person to do
a specific task for their benefits. These types of
patterns usually reflect the person’s action to
solve a domain problem [12]

confidence, because the relationship expressed by the rule might be rather obvi-
ous to the analyst. As opposed to this, the association rule between Milk and
Shaving Blades in Eq. (4) might be much more interesting, because the rela-
tionship is rather unexpected and might offer a unique opportunity for selling

to the retail store.

{Bread} = {Milk}
{Milk} = {Shaving Blades}

3)
(4)
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Unexpectedness in Association Rule Mining. Many different definitions
of unexpectedness have been proposed in the literature. In [18], unexpectedness
has been defined with respect to association rules and beliefs. An association
rule P = @ is unexpected in regards to the belief X = Y on a data set D if it
follows the following rules:

- (i) QAY = FALSE (This property states that Q and Y logically contradict
each other.)

— (ii) This property states that set P A X has a large subset of tuples in the
data set D.

— (iii) Rule P, X = @ holds. As per the property (i), @ and Y logically contra-
dict each other, therefore it logically follows that P, X = =Y.

2.3 Semantic Measures of Interestingness

In ARM, semantic measures are a special kind of subjective measures of inter-
estingness which include utility, application-specific semantics of patterns and
domain knowledge of the person.

Utility: A utility function reflects the clear goal of the user. For example, to check
the occurrence of a rare disease, a doctor might select association rules that
correspond to low support rules over those with higher. A user with additional
domain knowledge can use a utility-based approach. The domain knowledge of
the user does not relate to his personal knowledge and expectations from data.

Actionability: In ARM, there is no widespread way to measure the actionability,
i.e., it is up to the ability of an organization to do something useful with a
discovered pattern; therefore, a pattern can be referred to as interesting if it
is both actionable and unexpected. Generally, actionability is associated with
a pattern selection strategy, whereas existing measures of interestingness are
dependent on applications.

3 Properties for Selecting Objective Measures
of Interestingness

It is important to care for applying consistent sets of measures of interestingness,
as sometimes a wrong selection of measures may produce conflicting results. To
select appropriate objective measures of interestingness, 15 key properties have
been introduced in the literature [8,11,20,24]. Some of these properties are well
known and some of the properties are not as popular. These properties are very
useful to select appropriate measures for an ARM task.

Piatetsky-Shapiro [20] proposed three basic properties that need to be fol-
lowed by every objective measure R

Property P1: “R =0 if X,Y are two statistically independent data items, i.e.,
P(XY) =P(X)P(Y)”. This property states that accidentally occurred patterns
or association rules are not interesting.
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Property P2: “R monotonically increases with P(XY") when P(X) and P(Y") are
same”. P2 states that if a rule X = Y have more positive correlation then the
rule is more interesting.

Property P3: “R monotonically decreases when other parameters P(X), P(Y),
P(X,Y) remain unchanged.”

Tan et al. [24] based on 2 X 2 contingency tables, Tan et al. [24] proposed five
more properties for probability-based objective measures.

Property O1: “A measure of interestingness R is symmetric under variable per-
mutation if it is preserved under the transformation =, of variable permutation,
where =, is defined as matrix transpose as usual.”

B|-B B|-B
Alzly |=p| Alx
-Alr| s —-Aly| s

Property O2: “R is same in row and column scaling. This property is known as
the row-and-column scaling invariance.”

B|-B B -B
A |x y | = A k‘3]€1$ k‘4k‘1y
—-Alr| s =A k3kor | kykos

Property 0O3: “R is anti-symmetric under row and column permutation.”

B|-B B|-B
Alxly |=|A|r s
-Alr| s -Alxl y

Property O4: “R should remain same under both row and column permuta-
tion. This is inversion invariance which shows a special case of the row/column
permutation where both rows and columns are swapped simultaneously.”

"~ [B[-B BI-B
Az yl= Als r
|
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Property O5: “This property represents the null invariance.”

B|-B B| =B
Azl y|=Alx y
—-Ar| s —-Alris+k

Lenca et al. [11] proposed five more properties to evaluate measures of inter-
estingness. In these properties, Q1, Q4 and Q5 properties are preferred over the

Q2, Q3 properties

Property Q1: “An interesting measure R is constant if there is no counterexample
to the rule”. As per this property all the association rules with confidence 1
should have same interestingness value.

Property @Q2: “R decreases with P(X—Y) in a linear, concave, or convex fashion
around 0+.” This property describes that the value of interestingness decreases
with respect to the counterexamples.

Property Q3: “R increases as the total number of records increases.”

Property @Q4: “The threshold is easy to fix.” This property focuses on selecting
the easy threshold to separate the interesting association rules from uninteresting
association rules.

Property Q5: “The semantics of the measures are easy to express.” As per this
property, semantics of the interestingness measures should be understandable.

Hamilton et al. [8] have also proposed two more properties to select the right
measures of interestingness.

Property S1: “An interesting measure R should be an increasing function of
support if the margins in the contingency table are fixed.”

Property S§2: “An Interesting measure R should be an increasing function of
confidence if the margins in the contingency table are fixed.”

3.1 Towards Selecting Optimal Measures of Interestingness

All three categories of measures (objective, subjective and semantic) consist
of many different measures; therefore, it is very difficult to select appropriate
measures for an ARM task. Table 2 might be a useful step in the selection of
optimal measures of interestingness.

With respect to objective measures of interestingness, Tan et al. and Lenca et
al. [11,24] proposed a ranking method to select measures. The ranking method
is based on a specific data set that allows specific patterns having greatest stan-
dard deviations in all of the rankings. Lenca et al. [11] proposed also another
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approach to select measures; in this approach, a value and a weight is assigned to
each important property in purpose of selecting measures. In the approach pro-
posed by Vaillant et al. [25], objective measures of interestingness are grouped
according to their properties and outcomes.

Table 2. Suggested approaches for selecting optimal measures of interestingness.

Objective Measures of Subjective Measures of Semantic
Interestingness Interestingness Measures of
Interestingness

Ranking method based on data | Approaches based on formal Utility-based

sets [24] specification of user knowledge | [22]
[10,13,23]

Ranking method based on Eliminating uninteresting Actionable

properties of measures of patterns [21] patterns [13]

interestingness [11]

Clustering method based on Constraining the search space -

data sets [25] [17]

Clustering method based on - -
properties of measures of
interestingness [25]

In subjective measures of interestingness, user knowledge and data are the
two crucial factors in deciding on optimal measures. Based on existing and vague
knowledge of the user, Liu et al. [13] proposed different subjective measures.
The approach proposed by Sahar et al. [21] is about eliminating uninteresting
patterns; in this approach, there is no specific measure of interestingness. The
method proposed by Padmanabhan et al. [17] is about constraining the search
space , here, user belief is used as a constraint in mining association rules. In this
method, a user’s belief is mined as an association rules and if existing knowledge
contradicts to the mined belief, it is referred to as a surprising pattern.

With respect to selecting optimal semantic measures of interestingness, [22]
have proposed an approach that is about patterns with utility, here, “Interest-
ingness (of a pattern) = probability + utility” [22]. In the actionability approach
proposed by [13], a user provides some patterns in the form of fuzzy rules to rep-
resent both the possible actions and the situations in which they are likely to be
taken.

4 Conclusion

In ARM, it is clear that no single measure of interestingness is suitable for all
ARM tasks — a combination of subjective measures and objective measures seem
to be the future in ARM. Selecting optimal measures of interestingness is still an
open research problem. In this paper, we have conducted a preliminary study of
properties that have been proposed to select optimal measures of interestingness.
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We have summarized the role of expected and unexpected association rules in
data mining and discussed the importance of the degree of user-involvement
within the ARM process. Based on this preliminary work, we aim to design a
user interface that supports the decision maker in selecting optimal measures of
interestingness. The findings should also be helpful in efforts of designing new
measures of interestingness in the future.
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Abstract. The reduction of carbon emissions into the atmosphere has
become an urgent health issue. The energy in buildings and their con-
struction represents more than 1/3 of final global energy consumption
and contributes to nearly 1/4 of greenhouse gas emissions worldwide.
Heating, Ventilation, and Air-Conditioning (HVAC) systems are major
energy consumers and responsible for about 18% of all building energy
use. To reduce this huge amount of energy, the Net-Zero Energy Build-
ing (nZEB) concept has been imposed by energy authorities. They rec-
ommend a massive use of renewable energy technology. With the popu-
larization of Smart Grid, Internet of Things devices, and the Machine
Learning (ML), a couple of data-driven approaches emerged to reach this
crucial objective. By analysing these approaches, we figure out that they
lack a comprehensive methodology with a well-identified life cycle that
favours collaboration between nZEB actors. In this paper, we share our
vision for developing Energy Management Systems for nZEB as part of
IMPROVEMENT EU Interreg Sudoe programm. First, we propose a com-
prehensive methodology (SONDER), associated with a well-identified
life cycle for developing data-driven solutions. Secondly, an instantiation
of this methodology is given by considering a case study for predict-
ing the energy consumption of the domestic hot water system in the
Regional Hospital of La Axarquia, Spain that includes gas and electricity
sections. This prediction is conducted using four ML techniques: multi-
variate regression, XGBoost, Random Forest and ANN. Our obtained
results show the effectiveness of SONDER by offering a fluid collabora-
tion among project actors and the prediction efficiency of ANN.
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1 Introduction

In the near-past years, several efforts have been deployed to consider Energy
Efficiency (FE) of buildings. Energy regulation authorities set up directives to
reach this goal, by proposing the Net-Zero Energy Building (nZeB) concept. The
completion of this objective has been facilitated by the development of Smart
Grids (SGs) [6]. In this context, any building will become a node of the SG.
Thanks to an Energy Management System (EMS), operators of SGs monitor,
control, and optimize the energy use of all energy-intensive-equipments of a
building [16].

These conditions are in favor of implementing the concept of nZEBs. The
buildings get a share of their energy from the grid and return the same amount
during the year when their production of renewable energy is higher than the
demand. Basically, this concept recommends the intensive usage of remewable
energy technology to produce a mix of renewable electricity and other heat
resources like biomass and solar to generate as much energy as they consume
[17]. Energy regulation institutions gave definitions of nZEBs and recommenda-
tions to be implemented by their respective countries. For instance, the directive
2010/31/EU of the European Parliament and of the council of 19 May 2010 on
the energy performance of buildings gave this definition:

nZEB means a building that has very good energy performance. The
nearly zero or very low amount of energy required should be supplied
to a very significant extent by energy from renewable sources, including
energy from renewable sources, produced on-site or nearby.

In terms of plans, this directive imposes all nZEB Member States to reach the
following objectives: (I) by 31/12/2020, all new buildings are nearly zero-energy
buildings, and (II) after 31/12/2018, new buildings occupied and owned by
public authorities are nearly nZEB. The Member States shall draw up national
plans for increasing the number of nearly zero-energy buildings. These national
plans may include targets differentiated according to the category of building.

Most of the initiatives for reaching nZEB are focused on existing buildings
that represent a large stock. They provide relevant recommendations, data,
infrastructures, intelligent I'T programs, scenarios, expertise, services, etc. EU
projects such as ZenN' and Zebra? are examples materializing these efforts. The
achievement of NZeB passes through an audit of the whole building to identify
more energy-intensive components. HVAC systems are generally responsible for
a significant proportion of total building energy consumption. At the same time,
they are the most common to automate, control and predict.

! https://www.zenn-fp7.cu/.
2 https://zebra2020.eu/.
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Our EU project IMPROVEMENT aims at converting existing public build-
ings into nZEB by integrating combined cooling, heating, and power microgrids
with neutral clamped inverters using hybrid Energy Storage Systems (ESSs). We
consider the Regional Hospital of La Azarquia, Spain (an existing building) as
a case study. This will guarantee the power quality and continuity of service of
sensitive equipment while increasing the E'F of that hospital, by managing the
domestic hot water system that uses solar radiation, gas, and electricity to heat
or cool water and distribute heated water throughout the building.

It should be noticed that Microgrid (MG) has been developed to integrate
green and renewable energy on campuses and communities and provide reliable
power with economic, environmental, and technical benefits [18]. Hybridization
of solar and electric ESS technologies is required to achieve EE for the HVAC sys-
tems. To reach this objective, IMPROVEMENT project has to develop advanced
EMS able to maximize the advantages of each ESS while avoiding the causes of
degradation and/or limitations of each ESS at each sample instant. Control is
one of the key disciplines for enabling MG applications. As discussed in [3], usu-
ally the control process in M Gs is divided into three hierarchical-control layers.
The optimization of the MG operation in the electrical market is carried out in
the tertiary control where a long-term schedule of the energy exchange with the
external grid and among the different units of the MG is executed [10]. Based
on inputs such as generation and consumption forecast, operational costs, or
energy prices, the tertiary controller deals with the long-term schedule for
every component of the MG, which is communicated to the secondary con-
troller which is responsible for its implementation in the short-term [7]. The
power quality in the MG is managed in the primary control according to
the references calculated by the secondary controller. Model Predictive Control
(MPC) has been proposed to handle the different subsystems constraints while
a cost function is optimized subjected to generation and demand forecast. As
described in [3], MPC provides an intuitive approach to the optimal control of
the system subject to constraints. The MPC strategy is based on the selection
of the best among all feasible control sequences over a future horizon according
to several optimization criteria formulated in a cost function to be minimized.

While the advantages in the results of the MPC controller are widely dis-
cussed in the literature, MPC controllers have also their drawbacks. One of the
most important limitations is related to the accuracy of the predictive model of
the plant to be optimized. With this limitation in mind, we propose in this paper
a predictive model for the energy generation and consumption of the HVAC sys-
tems using collected data from sensors located in our hospital.

The rapid progress of Al-driven solutions is an asset for nZEBs. To assist
designers of these solutions, the development of a comprehensive methodology
that favours collaboration among a multidisciplinary team has become a neces-
sity. One of the deliverable reports of AZEB (Affordable Zero Energy Build-
ings) EU project published in 2017 pointed the interdisciplinary barrier in the
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construction process of a nZEB and recommended the development of integrated
methodologies for nZEBs, educational programs, and dissemination strategies®.

Two main contributions of this paper are: (i) proposing a methodology with
a well-identified life-cycle for developing data-driven solutions for nZEBs and (ii)
instantiating it using a case study for predicting the energy consumption of the
domestic hot water system in the Regional Hospital of La Axarquia.

The paper is organized as follows: Sect. 2 describes our life cycle for designing
data-driven solutions for nZEBs. In Sect. 3, an instantiation of this life cycle is
given, where four ML algorithms are presented. Section 4 concludes the paper.

2 SONDER Methodology for Designing nZeB Solutions

With the spectacular use of ML in various domains, the second class of data-
driven methods has been proposed that exploit historical data to predict energy
use.

Preliminary, data-driven approaches follow a 5-step methodology which
includes the following steps [14]: (1) Pre-processing of raw data which is an
essential step for any data-driven approach because any incorrect or inconsistent
data may potentially cause errors in the final prediction model and consequently
biases the analysis [9]. It includes other sub-steps such as data cleaning, data
integration/fusion, data transformation, and/or data reduction. (2) Feature
selection that consists in automatically or manually selecting features that con-
tribute most to the prediction variable or output in which we are interested in.
(3) Prediction model development using supervised /unsupervised ML algo-
rithms such as SVM, ANN, decision trees, and/or other statistical algorithms. (4)
model validation and error calculation to quantify the quality of the obtained
models and (5) prediction.

This 5-steps methodology is too generic and often fails in putting all actors
in the scope of the design. For instance, data preprocessing has to integrate the
nature, infrastructures, and constraints issuing this data. Another important
aspect in nZEDB concerns the communication/networking technologies used to
vehicle data from the source side to the data processing layer, which is completely
ignored by this methodology.

By making the parallel of the worldwide success of data management
solutions, we realize that they were obtained thanks to the presence of
popular and comprehensive methodologies associated with a well-known life
cycle. For instance, the design methodologies of traditional databases follow
the ANSI/SPARC architecture [2]. For each generation of databases, these
methodologies have been extended to consider the specificities of this type of
databases [8].

3 https://azeb.cu/wp-content /uploads/2019/04/Potential-barriers-for-the-
construction-of-nZEBs-and-energy-buildings.pdf.
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We claim that the success of data-driven approaches in nZEBs passes
through the presence of a comprehensive methodology with well-defined
phases augmenting the collaboration among multidisciplinary actors.
This issue is one of the main objectives of the IMPROVEMENT project.

To do so, we exploit our great experience in contributing to different phases
of data warehousing (DW) technology [11,12].

The scientific multidisciplinary of the partners of our IMPROVEMENT
project triggers our reflection in leveraging the DW life cycle to fulfil the require-
ments nZEB. Figure 1 shows important layers of our methodology, called SON-
DER. It includes 5 layers related to Sources, Networks, Data, Exploitation, and
Reporting.

1. Source Layer. The role of this layer is to describe in detail different producers
of data such as sensors, IoT objects, social networks and external resources
such as data lakes and weather information. Note that each sensor has its own
trademark and constraints (e.g., size, price, etc.).

2. Network Layer. The huge amount of heterogeneous data (different formats
and structures) generated by sources cannot be exploited directly. This is because
it has to be transferred to the data layer via networks, where each type of data
has to be handled by its favorite network itself has its own specificities.

3. Daya Layer. This data cannot be sent directly to exploitation because it is
not cleaned and prepared due to the presence of noises, redundancies, malicious
elements and interference. The data layer has for mission to pre-process it before
being committed to storage repositories. This step increases the quality of data
and consequently the taken decisions. This phase has been widely studied in DW
under the ETL (Extract/Transform/Load) name. New programming paradigms
such as Spark and distributed storage infrastructures represent an important
asset to perform the preprocessing phases.
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4. Exploitation Layer. Once the data is prepared it will be stored in appropri-
ate stores or polystores [15] to be ready for the exploitation layer, where On-line
Analytical Processing operations, Statistical analysis tools (e.g. R), ML Tech-
niques (e.g., regression methods, neural networks) will be performed. Popular
libraries about these techniques are Pytorch (Facebook), Tensorflow (Google),
Keras and Caffe (UC/Berkeley, USA).

5. Reporting Layer. The obtained results will be visualized using tools in
the reporting layer. The outputs of this phase facilitate data exploration, sci-
entific insight, communication, education, and recommendation. Visualization
techniques in this layer can be also used to assist actors of nZEB in their process
of modeling and visualizing the transformations applied to the data (in data
layer) before obtaining a dataset feeding the ML Models. ER4AML is an example
of such a tool [13].

6. Legal and Ethic. Issues such as privacy, datafication, dataveillance and data
uses are orthogonal to these layers. For instance, data collected by sensors could
provide information about the occupancy of offices and could be potentially used
to control the presence of people in their working place [4].

SONDER, connects automatically each actor of the project to her layer(s)
and everyone will have a great vision about the evolution of the nZEB project.
SONDER can be used to convince stakeholders in adopting nZEB solutions.

3 SONDER and ML as a Service for nZEBs

In this section, we propose an example of the usage of SONDER to predict the
energy consumption of the domestic hot water system of our hospital.

SONDER Layer Identification. This system is composed of three compo-
nents representing our source layer: the boiler section, the solar energy section,
and the domestic hot water distribution section.

Sensors are placed in the Boiler section to monitor pulse gas meter, energy
meter (inlet and outlet temperature, flow, power, energy), collector tempera-
ture probe, two heating collector’s temperature probes, buffer tank tempera-
ture probe, pressure probes, actuated valves, and boiler control communications.
Regarding the solar energy, sensors are associated with: four energy meters for
sub-circuits (which give inlet/outlet temperatures, flow, power, energy), solar
radiation probe, outside temperature probe, solar primary inlet, and outlet tem-
perature probes, three temperature probes in each solar energy storage tank, etc.
Sensors placed in Domestic Hot Water Distribution (DHW) are related to an
energy meter, DHW inlet/outlet temperature probe, the DHW tank, etc.

Note that the different sensors or register points of the system come from
different controllers. Some of them are equipped with field elements such as
temperature probes? whose manufacturing process gives us a range of values
that are programmed in each controller according to their specifications. Most

4 https:/ /partners.trendcontrols.com/trendproducts/cd /en/ecatdata/pg_tbtx.html.
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of these controllers with physical field elements are from the Trend Controls
brand. The server that we use for data collection is also from Trend Controls
963.

Regarding the network layer, we have also integrated elements for communi-
cations with very different protocols, specifically the KAMSTRUP energy meters
communicate through Modbus protocol and connected in Jace Tridium Niagara
“Gateways”®. These devices do not belong to Trend components. They are inte-
grated into the network passing data to other Trend components. This data is
displayed on the 963-Trend-Control device that carried out their periodic collec-
tion in a SQL Database.

Multiple protocols that the Niagara systems support are bidirectional. This
means that in addition to the memory capacity that they have, they also allow
calculating and programming actions directly inside them. They can interact
with the rest of the installation (TREND components and rest of devices) in
an agile and secure way. Specifically, we are using several communication pro-
tocols such as Modbus, Modbus TCP, BACnet, BACnet IP, LonWorks, as well
as TREND’s proprietary protocol. All of these data records which are obtained
directly from the different types of equipment are saved in the database through
the SCADA 963.

At the end of all these programming and integration processes, all registration
points are treated by the database as they were physical field elements. Their
precision is conditioned by the measurement quality offered by the component
manufacturer. This precision can be also affected by several issues related to com-
munications or physical problems of the different components of the whole sys-
tem. Nevertheless, this matter is not frequent. In addition, concerning the Trend
Controls devices, we use the SET programming tool. It allows us to program as
much as possible in the programmable controllers of this brand, including field
elements, probes, etc.

Now the data is ready to be exploited. It is extracted in CSV files from
the DBMS (in Data Layer). It is taken at different times depending on the
sensor. T'wo-time intervals are considered: every 15 mins and every 24 h. We use
“Pandas” is a data analysis and manipulation tool, which is used in this report
to process, clean, combine and arrange data for the input of prediction models.
Furthermore, missing values in the dataset are taken into account in order to
secure the compatibility in size between variables.

Finally, the data is ready for the exploitation process. Its dataset is split into
80% and 20% of the data size for the training dataset and testing dataset respec-
tively. We use the root mean squared error (RMSE) to evaluate the performance

(yprfdu‘t i~ Ydata, 1)2

of the consumption prediction models. RMSE = i

From our dataset, two sets of variables are identified: dependent varmbles gas
consumption and electrlclty consumption and independent variables: heating or
cooling degree days, daily enthalpy, and daily temperature. These variables will
be used for predicting boiler gas and electricity consumption.

5 https://www.tridium.com/en-mx/products-services/niagara4.
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In this study, we choose four algorithms: multivariate regression, random for-
est, XGBoost, and Artificial Neural Networks (ANN). This choice is based on
the recommendations given in [1]. These algorithms are tested and compared
using the data set (527 days). Our development was conducted in the Spyder 3.7
software, with the Python programming language. The following libraries are
used: Seaborn for data visualization, Keras and Scikit-learn for machine learn-
ing, where Keras for ANN and Scikit-learn enables other algorithms, including
multivariate regression, random forests.

Boiler Gas Consumption Prediction. The gas consumption is measured by
energy meters which are equipped for each boiler. First of all, we conduct the
feature selection algorithm to choose the three most important regressors for gas
consumption. The result is arranged in order of priority as: heating degree days
x1, daily enthalpy xo, and daily mean outdoor temperature xs that are used for
the training process.

Multivariate Regression: It performs through more variables compared to
traditional linear regression. It is supposed to get more accurate results. Feature
selection is conducted to choose the three features used to predict the total
boiling gas consumption (y) which are: heating degrees (z1), daily enthalpy (z2)
and medium outdoor degrees (z3). The obtained multivariate equation is: y =
1025.19 + 10.84 x @1 + (—1.47) x 23 + (—42.93) X x3. Figure 2 summarizes its
prediction model.
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Fig. 2. Multivariate regression predic- Fig. 3. Random forest prediction model
tion model (Gas).

Random Forest Model: is a tree-based ensemble, where each tree depends on
a collection of random variables. We implement this algorithm using 6 predictor
variables (enthalpy, heating degrees, humidity, max temperature, min tempera-
ture, medium temperature). The obtained results are shown in Fig. 3.

XGBoost: is one of the most popular and efficient implementations of the Gra-
dient Boosted Trees algorithm, a supervised learning technique. It is based on
function approximation by optimizing specific loss functions as well as applying
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several regularization techniques [5]. It is an open-source library. The obtained
results applying XGBoost on our 6 dataset variables are summarized in Fig. 4.

ANN: ANN models are used for deriving meaningful information from imprecise
and complicated data. The model that we propose for 6 dataset variables has
three hidden layers with Rectified Linear Unit as the activation function and the
training phase is conducted with 500 epochs. The obtained results are described
in Fig. 5.
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Fig.4. XGBoost prediction model Fig. 5. ANN Prediction Model (Gas).
(Gas).

Result Analysis. Based on the experiment results, we conclude that the ANN
algorithm has the lowest error in predicting the gas consumption of the boiler
system and outperforms the other algorithms. Furthermore, this ANN model is
used to predict the latest gas consumption (March 2020) to evaluate the change
of error in the new dataset. This means that it is trained and tested with data
in 527 days and 31 days respectively. It performs well and even better for the
data of March 2020. Table 1 summarizes the RMSE of each algorithm.

Table 1. RMSE of different algorithms

Data size (days) | Algorithm Error (RMSE)
527 Multivariate regression | 105.26
527 Random forest 103.26
527 XGBoost 83.50
527 Neural networks 80.69

Electric Consumption Prediction. The electric is consumed by production and
distribution of chilled water for air conditioning. To be more specific, these are
the electrical consumption of the chillers that are in operation at any given
time, and the electrical consumption of the secondary pumps for distribution
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to the different air conditioning circuits. We implement the same four above
algorithms with electric datasets. Their results are illustrated in Figs.6, 7, 8,
9. For multivariate regression the predicted consumption (y) is defined by the
following equation: y = —815.23 + 353.73 x 7 + (—49.15) x xo + 174.03 x
z3, where x1,x2 and x3 represent respectively cooling degrees-day, daily max
temperature, and daily medium temperature.
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of RMSE of our studied algo-

Table 2. RMSE of each studied algorithm

Data size (days) | Algorithm Error (RMSE)
562 Multivariate regression | 945.12
562 Random forest 1021.90
562 XGBoost 1114.67
562 ANN 927.51
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4 Conclusion

In this paper, we present the first findings of our IMPROVEMENT project, car-
ried out with the financial support of the European Regional Development Fund
(ERDF) under the program Interreg SUDOE SOE3/P3/E0901. In this project,
we propose a comprehensive methodology named SONDER to deal with any
nZEB project. It includes five layers corresponding to sources, networks, data,
exploitation, and reporting. This life cycle clearly enhances the collaboration
between building actors. This methodology has been instantiated to predict the
energy consumption of the domestic hot water system of the Hospital Axarquia
of Velez-Malaga, Spain that includes three main components: the boiler section,
the solar energy section, and the domestic hot water distribution section. Four
ML algorithms: multivariate regression, random forest, XGBoost, and ANN have
been used for this purpose. The obtained results show the performance of the
ANN in the energy prediction in the context of nZEBs. Another finding is the
effectiveness of our methodology which allows collaborations of diverse partners.

Currently, we are integrating our results in the IMPROVEMENT Energy
Management System. Another direction concerns the standardization of SON-
DER methodology.
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Abstract. In recent years, the need to use NoSQL systems to store and exploit
big data has been steadily increasing. Most of these systems are characterized by
the property “schema less” which means absence of the data model when creating
a database. This property offers an undeniable flexibility allowing the user to
add new data without making any changes on the data model. However, the lack
of an explicit data model makes it difficult to express queries on the database.
Therefore, users (developers and decision-makers) still need the database data
model to know how data are stored and related, and then to write their queries.
In previous works, we have proposed a process to extract the physical model of a
document-oriented NoSQL database. In this paper, we aim to extend this work to
achieve a reverse engineering of NoSQL databases in order to provide an element
of semantic knowledge close to human understanding. The reverse engineering
process is ensured by a set of transformation algorithms. We provide experiments
of our approach using a case study taken from the medical field.

Keywords: Reverse engineering - NoSQL - Big data - Schema-less - Conceptual
model

1 Introduction

Big Data have attracted a great deal of attention in recent years thanks to the huge
amount of data managed, the types of data supported and the speed at which this data is
collected and analyzed. This has definitely impacted the tools required to store Big Data,
and new kinds of data management tools i.e. NoSQL systems have arisen [7]. Compared
to existing DBMSs, NoSQL systems are generally accepted to support greater data
volume and to ensure faster data access, undeniable flexibility and scalability [1].

One of the NoSQL key features is that databases can be schema-less. This means,
in a table, meanwhile the row is inserted, the attributes names and types are specified.
This property offers an undeniable flexibility that facilitates the data model evolution
and allows end-users to add new information without the need of database administrator;
but, at the same time, it makes the database manipulation more difficult. Indeed, even
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in Big Data context, the user still needs a data model that offers a visibility of how
data is structured in the database (tables name, attributes names and types, relationships,
etc.). In practice, the developer that has created the database, is also in charge of writing
queries. Thus, he already knows how data is stored and related in the database; so, he
can easily express his requests. However, this solution cannot be applied to all cases;
for instance, the developer who is asked for doing the application maintenance, does not
know the data model. It is the same for a decision maker who needs to query a database
while he was not involved in its creation.

On the one hand, NoSQL systems have proven their efficiency to handle Big Data.
On the other hand, the needs of a NoSQL database model remain up-to-date. Therefore,
we are convinced that it’s important to provide to users (developers and decision-makers)
two data models describing the database: (1) a physical model that describes the internal
organization of data and allows to express queries and (2) a conceptual model that
provides a high level of abstraction and a semantic knowledge element close to human
comprehension, which guarantees efficient data management [15].

In a previous works, we have proposed a process for extracting a physical model
starting from a NoSQL database [5]. In this paper, we aim to propose an extension of this
work by transforming the physical model (already obtained) into a conceptual model; a
reverse engineering process will be used for this.

The remainder of the paper is structured as follows. Section 2 reviews previous work.
Section 3 describes our reverse engineering process. Section 4 details our experiments
and compare our solution against those presented in Sect. 2. Finally, Sect. 5 concludes
the paper and announces future work.

2 Related Work

The problem of extracting the data model from schema-less NoSQL databases has been
the subject of several research works. Most of these works focus on the physical level
[2, 3, 9, 11-14]. In this context, we have proposed a process to extract a document-
oriented database physical model [5]. This process applies a sequence of transformations
formalized with the QVT standard proposed by the Object Management Group' (OMG).
Which is original in our solution is that it takes into account the links between different
collections.

However, we should highlight that only few works, [8, 11, 15], have addressed
the extraction of a NoSQL database conceptual model. In [8], the authors propose an
extraction process of a conceptual model for a graph-oriented NoSQL database (Neo4J).
In this particular type of NoSQL databases, the database contains nodes (objects) and
binary links between them. The proposed process takes as input the insertion requests of
objects and links; and then returns an Entity/Association model. This process is based on
an MDA architecture and successively applies two transformations. The first is to build
a graph (Nodes + Edges) from the Neo4j query code. The second consists of extracting
an Entity/Association model from this graph by transforming the nodes with the same
label into entities and the edges into associations. These works are specific to graph-
oriented NoSQL databases generally used to manage strongly linked data such as those

1 https://www.omg.org/.
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from social networks. Authors in [11] propose a process to extract a conceptual model
(UML class diagram) from a JSON document. This process consists of 2 steps. The first
step extracts a physical model in JSON format. The second step generates the UML
class diagram by transforming the physical model into a root class RC, the primitive
fields (Number, String and Boolean) into attributes of RC and the structured fields into
component classes linked to RC by composition links. Thus, this work only considers the
composition links and ignores other kinds of links (association and aggregation links for
example). The process proposed in [15] deals with the mapping of a document-oriented
database into a conceptual model. It consists of a set of entities with one or more versions.
This work considers the two types of links: binary-association and composition. Binary-
association and composition links are respectively extracted using the reference and
structured fields. This solution does not consider other links that are usually used like
n-ary, generalization and aggregation links.

Regarding the state of the art, the existing solutions have the advantage to start from
the conceptual level, but they do not consider all the UML class diagram features that we
need for our medical use case. Indeed, the process in [8] concern only graph-oriented
systems that, unlike document-oriented databases, do not allow to express structured
attributes and composition links. On the other hand, the solution of [11] starts from a
document-oriented database but do not consider aggregation, generalization and asso-
ciation links that are used to link data in our case study. As [11], authors in [15] use
a document-oriented database, but do not consider the generalization and aggregation
links, association classes and also n-ary association links that are the most used in the
medical application.

3 Reverse Engineering Process

Our work aims to provide users with models to manipulate NoSQL databases. Two
models are proposed: (1) the physical model to write queries on this database and appli-
cation code and (2) the conceptual model to give the meaning of the data contained
in the database. When data structures are complex, these two models are essential to
enable users (usually, developers and decision-makers) to understand and manipulate
data independently.

As part of this work, we proposed mechanisms for discovering a physical model from
a NoSQL database in a previous paper [5]. The current paper completes the latter and
focuses on the transformation of the physical model into a conceptual model represented
by using a UML class diagrams (red frame in Fig. 1) and which provides users with the
semantics of the data.

Note that we limit our study to document-oriented NoSQL databases that are the
most complete to express links between objects (use of referenced and nested data). We
propose the ToConceptualModel process which applies a set of transformations ensuring
the passage of a NoSQL physical model towards a UML class diagram.

In the following sections, we detail the components of the ToConceptualModel
process by specifying the three elements: (a) the source, (b) the target and (c) the
transformation algorithms.
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Fig. 1. Overview of ToConceptualModel process (Color figure online)

3.1 Source: Physical Model

The physical model is produced by the ToPhysicalModel process (shown in Fig. 1). In
this paper, it is the source of the ToConceptualModel process that we will study here.
The physical model is defined as a pair (N, CL), where:

— N is the physical model name,
— CL={cly,...,cl,}is aset of collections.
Vie [l...n], a collection c/; € CL is defined as a pair (N, F), where:

— cl;.N is the collection name,
— cli.F = AF U SF is a set of fields, where:

— AF = {afy, ..., afy,} is a set of atomic fields. V j € [1...m], an atomic field af;
€ AF is defined as a tuple (N, T, M), where:

afj N is the af; name,

— af;.T is the af; type; it is one of the standard data types such as Integer, String,
Boolean, ...,

af;. M is a boolean which indicates whether af; is multivalued or not.

— SF = {sf1, ..., sfi} is a set of structured fields. V k € [1...1], a structured field sf;
€ SF is defined as a tuple (N, F’, M), where:

— fx.N is the sfy name,

— sfy.F/ = AF’ U SF' is a set of fields that compose the structured field sf (see
above),

— sfx.M is a boolean which indicates whether sf; is multivalued or not.

To express a link between two collections, we used a field called DBRef, which is
un standard proposed by MongoDB?. A DBRef field is a special case of a structured
field (N, F’, M), where: N is the link name; F’ contains two atomic fields: $id: Objectld
which corresponds to the identifier of the referenced document and $Ref: String which
corresponds to the name of the collection that contains the referenced document; M
indicates whether the link is monovalued or multivalued.

2 https://www.mongodb.com/.
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We have extended the DBRef syntax to take into account n-ary links and association
classes. In this new syntax, F’ can contain several pairs ($id: Objectld, $Ref: String)
and possibly other fields.

To create a generalization link between collections, we propose using a DBSub field
in the sub-collection. DBSub is a special case of structured field where N = Sub; F’
contains two atomic fields: $id: Objectld which identifies the generic document and
$Sub: String corresponds to the super-collection name; M = 0.

To express an aggregation link between collections, we suggest using a DBAgg field
in the part collection. DBAgg is a special case of structured field (N, F’, M) where N
= Agg; F’ contains two atomic fields: $id: Objectld which identifies the part document
(aggregated) and $Agg: String corresponds to the name of the part collection.

3.2 Target: Conceptual Model
A UML Class Diagram (CD) is defined as a tuple (N, C, L), where:

— N s the CD name,
- C={cy,...,cn}1is aset of classes,
— L=ALUCLUAGLU GL is a set of links.

Classes:

Vie[l...n],aclass ¢; € Cis defined as a pair (N, A), where:
— ¢;.N is the class name,

— ¢;.A =AA U SA is a set of attributes, where:

- AA={aay, ..., aa,} is aset of atomic attributes. V j € [1...m], an atomic attribute
aa;j € AA is defined as a tuple (N, T, M ), where:

— aa;.N is the aa; name,
— aa;.T is the aa; type; T can have the value: String, Integer, Boolean ...,
— aaj.M is a boolean which indicates whether aa; is multivalued or not.

— SA = {say,...,sa;} is a set of structured attributes. ¥V k € [1...1], a structured
attribute sa; € SA is defined as a tuple (N, A’, M), where:

— sag.N is the sa; name,
— sai.A’ = AA’ U SA is a set of attributes that compose say (see above),
— sa;.M is a boolean which indicates whether say is multivalued or not.

Links:
— AL={aly,...,al,} is asetof association links. Vi € [1...m], an association link al;
€ AL is defined as a tuple (N, RC, A), where:

— la;.N is the al; name,
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— 1a; RC = {rcy, ..., rcy } aset of related collections with degree f > 2.V j € [1...1],
rcj is defined as a pair (c, cr), where:

— rcj.c is the related class name,
— rcj.cr is the multiplicity corresponding to c.

— la;. A = AA U SA is a set of attributes of al; (see above). Note that if al;. A # ()
then al; is an association class.

- CL={cly,...,cly,} is a set of composition links. V i € [1...m], a composition link
cl; € CL is defined as a pair (rccompPosite | pecomponenty gy

— cl;.rceomposite g g pair defining the composite class; it is in the form of (c, cr),
where:
— rctomposite ¢ ig the composite class name.

— rccomposite o is the multiplicity corresponding to the composite class. This

multiplicity generally contains the value 0...1, 1...1 or 1 for the contracted form.

_ Cli.rccﬂmpU}’IEl’l[
where:

is a pair defining the component class; it is in the form of (c, cr),

— recomponent ¢ ig the component class name.
— recomponent oy i the multiplicity corresponding to the component class.

— AGL = {agly, ..., agly,} is a set of aggregation links. Vi € [1...m], an aggregation
link agl; € AGL is defined as a pair (rc988™8%%¢  pcP™) where:

— agl;.rc887841 ig 3 pair defining the aggregate class; it is in the form of (c, cr),
where:

— rc88resate ¢ i the aggregate class name,

— rc88e89% oy is the multiplicity corresponding to the aggregate class,
— agl;.rc?™ is a pair defining the part class; it is in the form of (c, cr), where:

— rcP? ¢ is the part class name,
— e cr is the multiplicity corresponding to the part class,

- GL = {gl, ..., gly,} is a set of generalization links. V i € [1...m], a generalization
link gl; € LH 1is defined as a pair (sc, SSC), where:

— gli.sc is the super-class name,
— gli.SBC = {sbcy, ..., sbcy }, where: V j € [1.. k], with k > 1, ss¢; is a sub-class.
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3.3 Transformation Algorithms

The mapping from the physical model to the conceptual model is ensured by apply-
ing six transformation algorithms: TA conection TA AtomicFietd> TAStructuredField» TADBRef »
TAppsup and TAppagg.

o TA Collection

This algorithm transforms a collection into a class. TA cojection pOssesses the following
properties:

Input: cl = (N, F): a collection defined by a name N and a set of fields F = AF U SF.
Output: ¢ = (N, A): a class defined by a name N and a set of attributes A = AA U SA.

b TAAtomicF ield

This algorithm transforms an atomic field into an atomic attribute. TA osomicField POSS€SSESs
the following properties:

Input: af = (N, T, M): an atomic field defined by a name N, a type T and a boolean M.
Output: aa = (N, T, M ): an atomic attribute defined by a name N, a type T and a boolean
M.

o TA StructuredField

This algorithm transforms a structured field which is not a DBRef. The result of this
transformation can be either a composition link if the structured field consists of at
least one DBRef field or a structured attribute otherwise. TA sy ucturedField POSSesses the
following properties:

Input: sf = (N, F’, M): a structured field defined by a name N, a set of fields F/ = AF’
U SF’ and a boolean M . sf is declared in the collection cg.

Output:
— ¢l = (rceomposite yecomponenty. 4 composition link defined by a composite class
composite component

rc and a component class rc
— Orsa=(N,A’, M): a structured attribute defined by a name N, a set of attributes A’
and a boolean M.

d TADBRef

This algorithm transforms a DBRef field into an association link. TApgg.r possesses the
following properties:

Input: dbref = (N, F’,M): a DBRef field defined by a name N, a set of fields
F'(composed of n pairs ($id: Objectld, $Ref: C;) withi € [1...n] and possibly, m atomic
fields and / structured fields) and a boolean M. dbref is declared in the collection cp.
Output: al = (N, RC, A): an association link defined by a name N, a set of related classes
RC and a set of attributes A = AA U SA.
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o TApgsup

This algorithm transforms a DBSub field into a generalization link. TApps,» possesses
the following properties:

Input: dbsub = (N, F', M'): a DBSub field defined as a structured field whose N = Sub;
F’ consists of two atomic fields: $id: Objectld and $Sub: SCI; the value of M is 0. dbsub
is declared in the collection SbCl.

Output: gl = (sc, SBC): a generalization link defined by a super-class sc and a set of
sub-classes SBC.

[ ] TADBAgg

This algorithm transforms a DBAgg field into an aggregation link. TAppag, possesses
the following properties:

Input: dbagg = (N, F’',M): a DBAgg field defined by N = Agg, a set of fields F’
(consists of two atomic fields $id: Objectld and $Agg: ¢;) and a boolean M = 0. dbagg
is declared in the part collection cg.

Output: agl = (rc?88™89% rcPa™y: an aggregation link defined by an aggregate class

rc?887e841¢ and a part class rcP4".

4 Experiments

4.1 Implantation of the ToConceptualModel Process

To implement the ToConceptualModel process, we used the Eclipse Modeling Frame-
work EMF [6] which is a suitable environment for modeling, meta-modeling and model
transformation. Our process is expressed as a sequence of elementary steps that build
the resulting model (UML class diagram) step by step from the source model (physical
model). Stepl: we create a source and a target metamodel to represent the concepts
handled by our process. Step2: we build an instance of the source metamodel. For this,
we use the standard based XML Metadata Interchange (XMI) format. This instance is
shown in Fig. 2. Step3: we implement the transformation algorithms by means of the
QVT language provided within EMF. Step4: we test the transformation by running the
QVT script created in step 3. This script takes as input the source model built in step 2
(physical model) and returns as output a UML class diagram. The result is provided in
the form of XMI file as shown in Fig. 3.

4.2 Comparison

The aim of this section is to compare our solution with the three works [8, 11, 15]
presented in Sect. 3 and which studied the process of extracting a NoSQL database
conceptual model. To overcome the limits of these works, we have proposed a more
complete solution which addresses different types of attributes and links: atomic and
structured attributes, association (binary and n-ary), generalization, aggregation and
composition links as well as association classes.
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5 Conclusion and Future Work

Our works are dealing with the reverse engineering mechanisms of schema-less NoSQL
databases to provide users with models to manipulate this type of database.

We have presented in this paper an automatic process for mapping a UML conceptual
model starting from a NoSQL physical model. We note that we have proposed, in previous
works, a process to extract a NoSQL physical model starting from a document-oriented
NoSQL database. So, we use this physical model to generate a conceptual model that
makes it easier for developers and decision-makers to (1) understand how data are stored
and related in the database and (2) write their queries. The mapping between the two
models, physical and conceptual, is ensured by a set of transformation algorithms.

Regarding the state of the art, which is original in our solution is that it addressed dif-
ferent types of attributes and links: atomic and structured attributes, association (binary
and n-ary), generalization, aggregation and composition links as well as association
classes.

As future work, we plan to complete our transformation process to have more seman-
tics in the conceptual model by taking into account other types of links such as reference
links.
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Abstract. The substantial increase in generated data induced the devel-
opment of new concepts such as the data lake. A data lake is a large stor-
age repository designed to enable flexible extraction of the data’s value.
A key aspect of exploiting data value in data lakes is the collection and
management of metadata. To store and handle the metadata, a generic
metadata model is required that can reflect metadata of any potential
metadata management use case, e.g., data versioning or data lineage.
However, an evaluation of existent metadata models yields that none so
far are sufficiently generic. In this work, we present HANDLE, a generic
metadata model for data lakes, which supports the flexible integration of
metadata, data lake zones, metadata on various granular levels, and any
metadata categorization. With these capabilities HANDLE enables com-
prehensive metadata management in data lakes. We show HANDLE’s
feasibility through the application to an exemplary access-use-case and
a prototypical implementation. A comparison with existent models yields
that HANDLE can reflect the same information and provides additional
capabilities needed for metadata management in data lakes.

Keywords: Metadata management - Metadata model - Data lake

1 Introduction

With the considerable increase in generated data, new concepts were developed
for exploiting the value of this data, one of which is the data lake concept. In this
concept an organization’s data is incorporated in one big data repository [7]. It
is a storage concept designed for data at scale, that integrates data of varying
structure, from heterogeneous sources, in its raw format. The focus of the concept
is to enable flexible extraction of the data’s value for any potential use case.

In order to exploit the data’s value, metadata is required [1]. Metadata can be
used to document various aspects of the data such as the meaning of its content,
information on data quality or security, data lifecycle aspects and so on. Just
like any other data, metadata needs to be managed. Metadata management
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constitutes activities which involve managing an organizations’ knowledge on its
data [1]. Without this knowledge, data may not be applicable for the intended
purpose, e.g., due to a lack of quality or trust.

A central aspect of metadata management is the definition of a metadata
model (e.g., [10,15,17]). By our definition a metadata model describes the rela-
tions between data and metadata elements and what metadata is collected, e.g.,
in the form of an explicit schema, a formal definition, or a textual description. In
order to store all kinds of knowledge on the data to increase its value, a generic
metadata model is required. To be generic, a metadata model must reflect any
potential metadata management use case of a data lake. This includes standard
use cases, e.g., the collection of lineage information, as well as organization-
specific use cases, e.g., use cases for the manufacturing domain. It follows that
the generic metadata model can represent all metadata regardless of its type.

However, existent metadata models, e.g., [2,16,18], are not sufficiently generic
as they cannot support every potential metadata management use case. For
instance, some of them were developed for only one specific metadata manage-
ment use case [8,11,21]. The existent metadata models are based on metadata
categorizations and/or lists of metadata management features. As our discussion
reveals, both do not produce truly generic models. In this paper we address this
gap by making the following contributions: (1) We introduce a new approach
for constructing a generic metadata model by investigating existent models and
their shortcomings. (2) Based on this approach, we developed a generic meta-
data model called HANDLE, short for Handling met Adata maNagement in Data
LakEs. (3) We assess HANDLE by firstly, testing its applicability on a standard
use case in the Industry 4.0 context, secondly, we prototypically implemented
HANDLE based on this use case, and lastly, compare it to existing metadata
models. The comparison yields that HANDLE can reflect the content of the exis-
tent metadata models as it is defined on a higher abstraction level which also
makes it more generic and that it provides additional metadata management
capabilities.

This paper is structured as follows. Related work is introduced and discussed
in Sect. 2. Section 3 specifies the requirements for the new metadata model, which
is presented in Sect. 4, followed by an assessment of it in Sect. 5. Lastly, the paper
is concluded by Sect. 6.

2 Related Work: Discussion of Existent Metadata Models

A literature research was conducted to get an overview of the existent models.
Metadata models presented in the scope of metadata management systems appli-
cable to data lakes include the model for the Generic and Extensible Metadata
Management System (GEMMS) [15], for Walker and Alrehamy’s personal data
lake solution [22], and lastly, the metadata model for the data context service
Ground [10]. Many systems both in the research context as well as commercial
metadata management systems do not disclose their metadata model and thus
we cannot examine their generic extent, e.g., [7,9,12]. Other models exist which
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are not part of a specific system. However, many of these, also including that
by Walker and Alrehamy, only focus on a specific topic and thus, only support
a limited set of use cases which makes them non-generic, e.g., [8,11,17,20,21].
Thenceforth these models are not considered here. More general models also cre-
ated for data lakes include those by Ravat and Zhao [16], Diamantini et al. [2],
and lastly, Sawadogo et al.’s model MEtadata for DAta Lakes (MEDAL) [18].

The generic degree of the five models GEMMS, Ground, MEDAL, and those
by Ravat and Zhao, and Diamantini et al. is examined and discussed in the
following. Sect. 2.1 shows that the basis on which the existent models were con-
structed is insufficient for building a generic metadata model. A representative
use case is presented in Sect. 2.2 and Sect. 2.3 shows that it cannot be realized
by the existing models, thereby demonstrating that these are not sufficiently
generic.

2.1 Assessing the Basis of Existent Models

An examination of the five selected metadata models yields that these were
built with two general approaches. The first approach uses a categorization of
metadata, the second, employs a list of metadata management features that must
be supported.

The categorization-based approach differentiates types of metadata. As can
be seen in Fig. 1, each categorization differentiates metadata through other qual-
ities, thereby providing different perspectives on metadata. For example, the
categories in MEDAL refer to how the metadata is modeled whereas Diamantini
et al. categorize the metadata by its content. Building a metadata model based
on only one of these perspectives makes it less generic. Furthermore, a catego-
rization does not provide any guidance on modeling use cases and therefore does
not contribute to building a generic metadata model.

The feature-based approach involves building the model to support a prede-
fined list of features. Features are derived from metadata management use cases.
If the list covers all relevant metadata management features, and if the metadata
model supports all of these features, then the model would be complete. As can
be seen in Fig. 2, some of the lists contain high-level and some detailed feature
descriptions, making it impossible to combine them. Defining high-level features
might not suffice to derive all necessary requirements for a metadata model.

MEDAL GEMMS GROUND Ravatand Zhao  Diamantinietal.  Gréger and Hoos
STRUCTURE Business API
INTRA APPLICATION | BUSINESS-TECHNICAL c
SEMANTIC NTRA TECHNICAL ORE
INTER BEHAVIORAL CHNIC
METADATA- INTER TECHNICAL-OPERATIONAL 10T
GLOBAL P VERSION OPERATIONAL
ROPERTIES OPERATIONAL-BUSINESS ANALYSIS RESULTS

Fig.1. Set of metadata categorizations, the first five belong to the selected metadata
models [2,10,15,16,18]. The sixth, in dashes, does not belong to a metadata model [6].
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MEDAL

Gartner

* Data Indexing

* Data polymorphism

* Data versioning

* Usage tracking

* Semantic enrichment

* Metadata Repository
* Business Glossary

¢ Data Lineage

¢ Impact Analysis

* Rules Management

Groger and Hoos

Data Discovery

Assessment of data origin and quality

Interpretation of data and results
Rule Management and compliance

) ) : Efficient data lake operations
* Link generation & conservation

Fig. 2. This is a display of three lists of metadata management features. The first
belongs with the model MEDAL [18], whereas the other two, in dashes, by Gartner [19],
and Groger and Hoos [6] are created independent of a metadata model.

However, defining one comprehensive list of detailed features is not realistic as
each organization will have its own set of relevant metadata management use
cases and a different thematic focus, also visible in Fig. 2.

In conclusion, neither the categorization-based nor the feature-based app-
roach are an adequate foundation for building a generic metadata model.

2.2 Metadata Management Use Case for Model Evaluation

To evaluate the existent models by testing their limits and generic extent we use a
representative metadata management use case, which is based on an Industry 4.0
scenario with an enterprise data lake. The data lake contains data on products,
processes and customers including personal data (see [13] for data management
in industrial enterprises and Industry 4.0).

Data lake projects which involve personal data on EU citizens, e.g., data on
customers, are subject to legal requirements such as the General Data Protection
Regulation (GDPR) [4]. Conformity to the GDPR requires the collection of infor-
mation on the personal data’s use and the users accessing it [3]. Therefore, we
introduce the data-access-use-case, which involves collecting access information.
It is a representative metadata management use case frequently implemented in
the data lake context.

CUSTOMER CUSTOMER

@W
DATA

®@

ID | Surname ProductNr | ... ID

Smith 111111

RAW ZONE (1) TRUSTED ZONE (2)

Fig. 3. The image displays access metadata collected on varying granular levels of the
customer table. The customer table is stored twice, once in each data lake zone. The
green circles are metadata objects with properties, e.g., a user object with the name
“Max”. They belong to the accordingly highlighted part of the table. The blue circles
denote a pointer containing the data’s storage location. (Colored figure online)
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Within our Industry 4.0 scenario, access information is collected amongst
other things on a table containing customer data, as depicted in Fig.3. Data
access information may include details on the user or application accessing it,
and the type and time of the action. Hence, the model must support some
form of metadata object with properties to reflect most varied information. For
example, an object could be created for each user and action with properties
such as name, id, or action time and type. Figure 3 illustrates metadata objects,
in green, grouped by a metadata object called “Access Info”. In order to allocate
the metadata to a specific dataset some form of pointer or reference is required,
depicted as the blue “Data Pointer” object.

Data within data lakes is often organized in so-called zones according to
its processing degree [5], e.g., as standardized data in the trusted zone [23].
Therefore, the same dataset may be stored multiple times in different zones in
varying processing degrees. The metadata collected on datasets throughout zones
should be distinguishable according to the particular zone. Consequently, the
access information must be collected per zone. Assuming the example data lake
has two or more zones, such as a raw zone containing the data in its native format,
and a trusted zone holding pseudonymised data. It should be recognizable who
accessed a customer’s personal information and who only saw the customer’s
pseudonym. For example, in Fig.3 “Max” read personal data, but “Ana” only
saw pseudonymised data.

Assuming it is desired to track the access to each customer’s personal data,
then the access information must be collected per customer. The pseudonymised
version of the customer table does not yield any personal information and con-
sequently does not require collecting the access info per customer. In this case,
it is sufficient to collect the access information on the entire table as opposed
to a single row. Therefore, our use case requires collecting metadata on varying
granular levels.

The presented scenario imposes three requirements which we use to test
the metadata models’ limits. For this use case the metadata models must be
flexible in creating Metadata properties for Metadata objects to reflect most
varied information, the model must support data lake zones and it must support
the collection of metadata on wvarious granular levels.

2.3 Assessing the Generic Extent of the Existent Models

Within this section, the five models selected in the beginning of Sect. 2 are exam-
ined in respect to the three use case requirements: metadata properties, data lake
zones and granularity.

As signified in Table 1, all models except that by Diamantini et al. support
adding metadata properties in some way or another, and therefore fulfill the first
requirement. Ravat and Zhao’s model is partially checked as they support adding
keywords describing their data elements, which does not however, suffice for
modeling, e.g., an actor accessing the data. For this purpose, they have explicitly
defined access properties, but they are missing the type of action performed.
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Table 1. Coverage of Access-Use-Case Requirements by the Metadata Models. The
y/ represents a fulfilled requirement and the (/) a partially fulfilled requirement.

Requirements GEMMS | Ravat and Zhao | Ground | Diamantini et al. | MEDAL
Metadata properties | v/ V) VA Vv

Data lake zones ) ) W)
Granularity ) )

Of the five models, only that by Ravat and Zhao addresses the zone con-
cept of data lakes. They use a specified zone architecture. However, their model
description does not reveal how they allot their data and metadata to specific
zones. Therefore, this quality is partially checked for their model. Diamantini
et al.’s model and MEDAL both support data polymorphism, which denotes the
ability to store multiple representations of the same data [2,18]. This is required
for building zones. It does not however, enfold all the zone concept’s character-
istics, such as a clear specification of the data’s processing degree within each
zone. Therefore, they are partially checked in Table 1.

GEMMS and Diamantini et al.’s model define two levels of granularity, par-
tially fulfilling requirement three. Ravat and Zhao mention dataset containment,
but it is not clear whether this can be used to implement the granularity topic.
Therefore, none of the models support adding multiple levels of granularity.

In conclusion, none of the five metadata models are flexible enough to support
the presented access-use-case and thus, are not sufficiently generic.

3 Requirements for a Generic Metadata Model

Section 2 demonstrated the necessity for a new generic metadata model for data
lakes. We acquired the knowledge that both a categorization- and feature-based
approach do not yield a truly generic model. This was demonstrated with a set
of use case specific requirements. Therefore, a different approach is proposed
to define a new set of more general requirements for building a generic model
which reflects a broader scope of use cases. This approach is flexibility-oriented,
whereby the requirements are based on the existent models’ strengths and limits,
but mainly aim at providing a basis for a highly flexible model.

In order to support any metadata management use case, the model must be
very flexible in its ability to assimilate metadata. Therefore, the first requirement
is (1) modeling the metadata as flexible as possible. According to our analysis of
the existent models, a high level of flexibility is achieved through the following
six conditions: (1.1) Metadata can be stored in the form of metadata objects,
properties and relationships; (1.2) The amount of metadata objects per use
case is unlimited; (1.3) Each metadata object can have an arbitrary number of
properties; (1.4) Metadata objects can exist with or without a corresponding
data element; (1.5) Metadata objects can be interconnected and (1.6) Data
elements can be interconnected.
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The second requirement denotes the ability to collect metadata on (2) multi-
ple granular levels, thus maintain flexibility with regard to the level of detail and
allocation of metadata. Through granular levels the model supports heredity of
metadata. For example, technical metadata added on a schema level also applies
to more granular data elements such as tables, columns, rows and fields.

The metadata model is developed for metadata management in data lakes
and should therefore support data lake characteristics. Most metadata is col-
lected on specific data elements, which are organized in zones, thus the model
must support (3) the concept of data lake zones [5]. This means, metadata should
be distinguishable across zones, hereby gaining flexibility in allocating metadata.

Lastly, it should be flexible in the sense that it can (4) integrate any cate-
gorization in the form of labels, e.g., MEDAL’s intra, inter and global labels or
Groger and Hoos’ labels API, Core and so on (see Fig. 1). This helps to speedily
identify the context of the data. It can also be used to check whether all types
of metadata are being collected.

These four requirements constitute the new set of general requirements for a
generic metadata model in the data lake context.

4 HANDLE - A Generic Metadata Model

We used the requirements given in Sect.3 to develop a new model which we
present in this section. The new model is called HANDLE, short for “Handling
metAdata maNagement in Data LakEs”. The new model’s intent is to handle
all metadata management use cases, thereby getting a handle on all metadata.

The conceptual metadata model consists of two parts, the core model, illus-
trated in Fig. 4, and three core model extensions, which need to be adapted for
each data lake implementation. The core model is a metamodel defining all the
elements and the relations required for modeling a metadata management use
case. The core model extensions each address the zone, granularity and cate-
gorization topics in more detail, according to the requirements 2—4. All of the
models are modeled according to the Crow’s Foot Notation.

As depicted in Fig. 4, one of the core models main entities is the data entity,
illustrated in blue. In order to avoid storing data redundantly, the data entity
represents a pointer to the data in the data lake. The path to the data element
is stored in the storageLocation attribute. According to requirement 1.6, data
elements can be interconnected. For instance, a data element representing a
table’s row can be connected to the superior data element representing the overall
table. The data element has two entities attached to it, the zonelndicator and the
granularityIndicator. They indicate the zone the data is stored in and the level of
granularity on which the metadata is collected, as dictated by the requirements 2
and 3. The intended usage of both indicators is explained on the basis of model
extensions in the subsequent paragraphs.

The second central entity of the core model is the metadata entity, depicted in
green. It is the metadata object specified in requirement 1.1, by way of example
it could represent a user who accessed data. The metadata entity is connected to



80 R. Eichler et al.

connected
together E% to
has a - describes

Categorization 4—O<"_

== Data Pointer
==+ Metadata Object
Extension Anchor

group

Metadata

defined
through

hasa

Data >0O—OH GranularityIndicator

storagelocation

Property

key
value

E%ghasa

Zonelndicator

Fig. 4. HANDLE’s Core Model (Colored figure online)

none, one, or many data elements and each data entity may have zero or many
metadata entities connected to it, hereby fulfilling requirement 1.4. For instance,
the user can access many data elements and data elements can be accessed by
many users. An attribute called connectionContext describes what information
the metadata element contains. For example, the user metadata element may
have a connection context called “accessing user”. In line with requirement 1.3,
the metadata entity can have an arbitrary number of properties in the form of
key-value pairs, e.g., “name: Hans Miiller”. According to requirement 1.5, the
metadata entity’s self-link enables to group zero or more metadata elements
together, like the “Access Info” group, as illustrated in Fig.3. Grouping the
elements according to some context is helpful when a lot of metadata on the
same topic is collected for a data element. As specified through requirement 4,
the metadata entity is labeled according to any content-based categorization,
represented by the categorization entity.

The Granularity Extension: The granularitylndicator enumerations have
to be adapted according to the specific use, e.g., for relational structures, as
depicted in Fig.5. Thus, it is modeled as an extension to the core model. The
granularityIndicator entity enables collecting metadata on different granular lev-
els. These levels are closely tied to some kind of structure in the data. For exam-
ple, the object, key, value, or key-value pair instances in a JSON Document may
be used as granularity levels. The granularityIndicator is not, however, limited to
“structured data.” For instance, videos are categorized as “unstructured data”
and yet, one may want to collect metadata on single frames of the video. In this

Table

is enum

has a literal Row
Data >0O—-OF Granularitylndicator

storagelocation

for a relational
structure

Column Header

Field

== Data Pointer
Extension Anchor

Fig. 5. The Granularity Extension to the Core Model (Colored figure online)
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case, there would be a video level and a frame level. Domain knowledge can be
helpful for selecting granularity levels, as often it is necessary to understand,
e.g., if the metadata refers to the content of a single frame or an entire video.

Figure5 lists a few enumerations, which can be used to indicate the granular
levels of relational data. The “...” indicates that other enumerations may be
added as needed. In order to collect metadata on different levels, a corresponding
data element must be created that points to that granular instance. So, there
may be a set of data elements all referring to the same data set, simply pointing
to more or less specific granular levels. Demonstrating the granularityIndicators
defined here, the “Data Pointer” in Fig. 3’s raw zone would have a label called
Row and the “Data Pointer” in the trusted zone would have a label called Table.
There could be other “Data Pointers” in these zones, for instance another pointer
to the overall table in the raw zone with the label Table.

The Zone Extension: Figure6 illustrates the intended usage of the zone-
Indicator entity, using the zone model by Zaloni [23]. The zonelndicator entity
is a label on the data entity supplying information on the location of the data
element in the data lake’s zone architecture. Depending on the zone definition,
the data’s transformation degree is immediately apparent through it. The dif-
ferent zones are modeled as enumerations for the zonelndicator. In order to use
another kind of architecture, the zone enumerations and their relationships need
to be adjusted.

The model illustrates that every data element must have exactly one zone-
Indicator. The Raw Zone entity is designed to be the central zonelndicator, as
data is stored in any of the other zones will have a corresponding data element in
the raw zone, making the raw zone the most stable reference. The zones depicted
on the right hand side have a link entity, connecting them to the correspond-
ing data element in the raw zone. The information from where the data was
imported into the zone as well as the corresponding timestamp is stored with
the link. The importedFrom attribute may contain the name of a zone or the
original source. The link and importedFrom attribute enables tracing the data’s
progress through the zones. By Zaloni’s definition, the data may not be moved
into the raw zone from the transient loading zone, therefore, this enumeration
can exist without a link to the rawZone element [23]. If the data was moved into
the raw zone, then it must have a link connecting them.

has a
Data TansientLoadingZone Link

storagelocation TrustedZone importedFrom

RefinedZone timestamp
has a is Sandbox
Zonelndicator —&num RawZone ‘ points to == Data Pointer
Extension Anchor

Fig. 6. The Zone Extension to the Core Model, Using Zaloni’s Zones [23]. (Color figure
online)
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Fig. 7. Categorization Extension to Core Model, with the categorization by Groger
and Hoos [6] and subcategories they adopted from [1]. (Colored figure online)

The Categorization Extension: Figure 7 illustrates the intended usage of the
categorization entity, exemplified using the metadata categorization by Groger
and Hoos [6]. Like the zone and granularityIndicator, the categorization entity
is a label assigned according to the metadata element’s context. For instance,
access information is core metadata and therein operational metadata as defined
by [1], and thus a metadata element storing any type of access information will
have an operational label. This extension together with the granularity and zone
extension as well as the core model add up to be HANDLE.

5 HANDLE Assessment

To asses HANDLE’s suitability as a generic metadata model we assess its appli-
cability to a metadata management use case and its implementation aspects.
Furthermore, we examine whether it fulfills the requirements specified for a
generic metadata model in Sect. 3 and we compare it to the five metadata models
discussed in Sect. 2.

5.1 HANDLE Demonstration on Access-Use-Case

Figure8 shows an example instantiation of HANDLE. The depicted model
belongs to the access-use-case described in Sect. 2.2.

As defined through the core model, a data instance with zone and granularity-
Indicator as well as three metadata instances, action, actor and accessInfo, with
the categorization operational, are introduced in Fig. 8. A data entity has zero or
exactly one accessInfo entity. In order to avoid the data element being overloaded
by indefinitely increasing access information, all access related nodes are con-
nected to the accessInfo entity as an intermediate node. The accessInfo entity is
a way of adding structure. The model suggests that an action element is created
for every executed action. It is connected to the involved data’s accessInfo ele-
ment and stored with the time it was performed. The term access covers a variety
of actions, such as create, read, update or delete actions. An action is performed
by an actor who is connected to one or many actions. For instance, a specific
data scientist may repeatedly load data from the customer table. The accessInfo
element for the customer table will have one actor element with the data scien-
tist’s name and id. This actor element will be connected to read actions, one for
every time they loaded the data with the according time.
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Fig. 8. Instance of HANDLE for Access-Use-Case (Colored figure online)

5.2 Prototypical Implementation

Apart from HANDLE’s applicability, we assess its realizability, that is, whether it
can be properly implemented. As previously emphasized, flexibility is one of the
most important features of the new metadata model. This poses an additional
challenge during the implementation as the system components must be able
to reflect this flexibility. More specifically, the database of choice must support
the aspects of the model which constitute its flexibility. This section shows by
way of example that a graph database provides the necessary prerequisites for
implementing HANDLE. As a graph database is a NoSQL database it does not
require a predefined schema, which makes it more flexible than the traditional
relational databases [14]. Also, it is well suited for storing strongly linked data,
which is required for many metadata management use cases such as the access-
use-case described above, lineage-use-case etc. In the following example, we use
the graph database Neo4J'.

Figure9 illustrates an implementation of the access model and thus of the
core model, as well as aspects of the zone, granularity and categorization exten-
sions. It depicts an extract of a Neo4J graph database and therefore a set of
nodes and edges each with labels. The three blue nodes are instantiations of the
data entity and each have the property storageLocation containing the path to
the according data element, here the customer table. The granularityIndicators
introduced in Fig.5 are implemented through labels on the data elements. For
example, the highlighted data element on the top left hand side has the label
“Table”. The blue data element on the top right points to a row and thus has
the label “Row”. The zonelndicators presented in Fig.6 are also implemented
through a label on the data elements. For instance, Fig. 9 lists the label “Raw”
for the highlighted data element. The zone extension’s link entity is implemented
through an edge in the graph with the according properties. As can be seen in
Fig. 9, the two blue nodes on the left are connected through an edge with the label
“Link”. The link connects the bottom data element to its according instance

! https://neodj.com/.
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Fig. 9. Visualization of the HANDLE access-use-case implementation in Neo4J. The
blue and green nodes represent data and metadata objects respectively. The two high-
lighted node’s labels are depicted on the bottom left, e.g., Data, Table and Raw. The
elements’ properties are listed next to the labels. The text on the edges is the metadata
entity’s connectionContext attribute, e.g., actor “Johannes” performed an action and is
connected to the data’s accessInfo with the connectionContext “performed_action_on”.
(Colored figure online)

in the raw zone. The green nodes are instances of the core model’s metadata
entity. They are also instances of the access-use-case model’s metadata entities:
accessInfo, actor and action. The metadata object’s connectionContext is real-
ized as a label on their relations, e.g., the actor elements’ “performed_action_on”
and accessInfo elements’ “groups_access_info” connectionContext describe the
relation to the according data object. As can be seen, the actors “Hans” and
“Johannes”, on the far right in Fig.9, have performed “Read” actions on data
elements. “Johannes” read information on a particular customer stored in the
raw zone. “Hans” read the entire customer table in both the raw zone in its
unpseudonymised state and in another zone, in its pseudonymised state, as indi-
cated by Fig.3. The categorization entity is also implemented as a label, e.g.,
the highlighted “Read” action’s “Operational” label can be seen in Fig.9.

5.3 Fulfillment of Requirements

To begin with, Requirement (1), enabling flexible modeling, comprises the six
sub-requirements (1.1)—(1.6). As prescribed by (1.1), the core model allows the
creation of metadata objects with properties. It also allows to interconnect meta-
data objects and data objects, facilitating the wanted relationships in (1.1). As
defined per (1.2), the core model does not restrict the amount of metadata
objects created and thus, any use case can have an arbitrary number of meta-
data objects. Equally, metadata properties can be created freely for metadata
objects, as required by (1.3). Metadata objects may or may not be connected
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to a data element, thereby fulfilling (1.4). The self-link of both the metadata
and data objects enable the required interconnection of these objects, defined
in (1.5) and (1.6). Requirement (2), denoting the support of multiple granular
levels, is realized by creating multiple data objects, containing a path to more
or less granular elements of a dataset, labeled through the granularitylndicator.
Requirements (3) and (4), denoting the support of zones and any categorization,
are supported through the zonelndicator and categorization entities, as explained
in Sect. 4. In conclusion, HANDLE supports all of the specified requirements.

5.4 Comparison to Existent Models

To further asses HANDLE’s generic extent we also compare it to the five selected
metadata models. HANDLE can represent the content of all five models through
the core model because it is defined on a higher abstraction level. It addresses
the use cases in a more general way and can represent any metadata through
its abstract entities: data, metadata and property. This means that metadata
stored according to one of the existent models can be transferred and mapped
into HANDLE and possibly even combined with metadata stored through yet
another model. Besides representing their content, HANDLE adds additional
features such as the granularityIndicator, zonlndicator and categorization label.

We exemplary demonstrate how HANDLE can represent the content of
other models, using GEMMS. Figure 10 exemplifies how GEMMS’ model can
be mapped onto HANDLE. GEMMS’ model is depicted on the left hand side
and an example instantiation of it through HANDLE on the right hand side. The
colors indicate that the blue elements are an instance of the core model’s data
entity and the green ones instances of the metadata entity. All of GEMMS’ enti-
ties can be represented through the core model’s data, metadata and property

HANDLE mapped onto conceptual model GEMMS Example Instantiation of GEMMS through HANDLE
) annotatedBy:“SEFn_a_n_ti_c_ 1 :“O_n_tal_c;g_y_ 1 : \
Data File —I i ]
L..Data 1 _Term___! > N’
? <Eannotateday Content Description: ...
CStuctare T Datani g eerocnioni - |Ontology Terme,
) atauni
Data Unit [O-p—— i ! i m
o Lo Data__ 1| Template ! A
—————————— rmm——boooeo B et «— Type: Tr
i Metadata | | TreeStructure H iMatrixStructurei -~ St ype: Tree
L_Property ©* [ _Data i | Data | storagelocation: .. Author:...
Creation Date: ...
@ Granularitylndicator Label ﬁ al Object properties
~— HANDLE's Data Entity Zonelndicator Label €V: V3U€ Indicator that more Elements can be connected here

~~HANDLE's Metadata Entity ess» Categorization Label according to GEMMS’ model

Fig. 10. The left side depicts the model of GEMMS [15]. The entities are color matched
to the entities in HANDLE’s core model. The right side shows an instantiation of
GEMMS through HANDLE. The image shows that HANDLE can represent GEMMS
content and adds features, e.g., the zonelndicator, shown on the “File” entity in grey.
(Color figure online)
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entities. In contrast to GEMMS, HANDLE strictly separates data and meta-
data, therefore the metadata is not stored within the “Data File” or “Data
Unit” entities but in the “Metadata Property” nodes. Furthermore, HANDLE’s
categorization and granularity topics can be integrated, hereby adding some
of HANDLE’s features to GEMMS. As can be seen on the right hand side, the
“Data File” and “Data Unit” instantiations are labeled with the granularityIndi-
cators “File” and “Unit”. According to GEMMS’ metadata types, the catego-
rization labels are added to the metadata instantiations on the right hand side,
“Semantic”, “Structure” and “Metadata Property”. Although GEMMS does not
address the zone concept, HANDLE’s zonelndicator can be attached, as shown
through the grey “Raw” label on the “File” entity. Thereby GEMMS is extended
and becomes compatible with zones. The other four models’ content can be rep-
resented through HANDLE in a similar fashion, by mapping their main entities
onto HANDLE’s data, metadata and property elements.

Having demonstrated that HANDLE fulfills the specified requirements, can
represent the content of other metadata models, and extends these with features
required for metadata management in data lakes, it can be said that HANDLE
is more comprehensive and is a generic metadata model which can reflect any
metadata management use case and consequently any metadata.

6 Conclusion

In order to exploit the value of data in data lakes, metadata is required, which
in turn needs to be handled through metadata management. One central aspect
of metadata management is the design of a metadata model. This metadata
model should be generic, meaning it should be able to reflect any given metadata
management use case and consequently all metadata.

We selected five comprehensive metadata models and pointed out that the
two approaches on which they were built are not suited for creating a generic
model. Therefore, the existent models do not fulfill the required generic extent,
as also demonstrated through an exemplary use case in an Industry 4.0 scenario.

A new approach was used to develop a new metadata model for data lakes,
called HANDLE. Our assessment shows that it is easily applicable to meta-
data management use cases, can be implemented through a graph database,
can reflect the content of existent metadata models and offers additional meta-
data management features. As the research has demonstrated, it is the most
generic metadata model for data lakes up to date. In future, we intend to inves-
tigate whether HANDLE is applicable beyond the scope of data lakes, e.g., in
an enterprise-wide federation of data storage systems.
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Abstract. Mining high utility itemsets is a keystone in several data
analysis tasks. High Utility [temset Mining generalizes the frequent item-
set mining problem by considering item quantities and weights. A high
utility itemset is a set of items that appears in the transadatabase and
having a high importance to the user, measured by a utility function. The
utility of a pattern can be quantified in terms of various objective cri-
teria, e.g., profit, frequency, and weight. Constraint Programming (CP)
and Propositional Satisfiability (SAT) based frameworks for modeling
and solving pattern mining tasks have gained a considerable attention
in recent few years. This paper introduces the first declarative frame-
work for mining high utility itemsets from transaction databases. First,
we model the problem of mining high utility itemsets from transaction
databases as a propositional satifiability problem. Moreover, to facilitate
the mining task, we add an additional constraint to the efficiency of our
method by using weighted clique cover problem. Then, we exploit the
efficient SAT solving techniques to output all the high utility itemsets
in the data that satisfy a user-specified minimum support and minimum
utility values. Experimental evaluations on real and synthetic datasets
show that the performance of our proposed approach is close to that of
the optimal case of state-of-the-art HUIM algorithms.

Keywords: Data mining - High utility - Constraint programming -
Propositional satisfiabilty - Maximal clique

1 Introduction

Data mining is a key research field aiming at discovering novel, unexpected and
useful patterns in databases. Mining High Utility itemsets (HUIM, for short)
is a keystone in several data analysis and data mining tasks. HUIM generalizes
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the problem of frequent itemsets by considering item quantities and weights.
The concept of HUIM refers to finding the set of items that appear in a given
transaction database and having a high importance to the user, measured by
a utility function. Given a transaction 7', the utility of items in T depends on
the importance of distinct items, i.e., external utility, and the importance of
the items in T, i.e., internal utility. The utility of an itemset is defined as the
external utility multiplied by the internal utility. Then, an itemset is called a
high utility itemset if its utility is no less than a user threshold; otherwise, the
itemset is a low utility itemset [1]. Mining high utility itemset from transaction
databases is an important task and it has a wide range of applications such as
stream analysis, online e-commerce management, and biomedical field [2-5,29].
The HUIM problem is not easy to solve because the property of downward
closure [6,29] in frequent itemset mining does not hold, i.e., a superset of a
low utility itemset may be a high utility itemset. Various algorithms have been
studied for HUIM (see [7] for a survey of the field). A popular approach to solve
this problem is to enumerate the set of high utility itemsets in two phases. This
method commonly adopts the Transaction-Weighted-Downward Closure model
to prune the search space. First, this method generates the high-utility itemsets
candidates by overestimating their utility. Next, this method performs an extra
database scan to compute the exact utility of candidates and remove low-utility
itemsets. The two phases based approach is adopted by Two-Phase [12], THUP,
Up-Growth [13], and Up-Growth+ [13]. However, this approach is inefficient
because it not only generates too many candidates in the first phase, but it also
needs to scan the database multiple times in phase 2, which can be computation
demanding. To circumvent these limitations, many studies have been carried to
develop efficient methods to discover high utility itemsets using a unique phase.
Among these algorithms, we can mention, HUI-Miner [14], D2HUP [15], HUP-
Miner [15], FHM [16], EFIM [17]. mHUIMiner [18], and ULB [19]. According
to the comparisons given in [7] between these different HUIM algorithms, it has
been shown that one phase algorithms are better than algorithms with candidate
generation such as Two-Phases and Up-Growth, since they are impractical for
discovering HUIs. In addition, the authors have shown that the most efficient
algorithms are EFIM (in memory consumption) and D2HUP (in running time).
The newest HUIM algorithms mHUIMiner and ULB-Miner usually fall between
EFIM and d2HUP, but in a few cases, mHUIMiner has the best performance.
Generally speaking, the previous approaches are designed to address a par-
ticular mining problem in transaction databases. In other words, new additional
constraints require new implementations in these specialized approaches, and
they can not been easily integrated in the original framework. Recently, a new
declarative data mining research trend has been initiated by Luc De Raedt
et al. [9] by employing symbolic Artificial Intelligence techniques. More specifi-
cally, several constraint-based languages for modeling and solving data mining
problems have been designed. For this kind of approaches, the data mining task
is modeled as a constraint network or a propositional formula whose models
correspond to the patterns of interest. Clearly, this allows data mining prob-
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lems to benefit from several generic and efficient Artificial Intelligence solving
techniques. In [9], the authors proposed a framework for classical itemset min-
ing offering a declarative and flexible representation model and benefiting from
several generic and efficient constraint programming solving techniques. Let us
also mention the propositional satisfiability based approaches [8-11] that have
been gained a considerable attention with the advent of a new generation of
SAT solvers able to solve large instances encoding data mining problems, e.g.
frequent itemsets [11], sequences [28], and association rules [24,25].

Encouraged by these promising results, in this work, we propose a declarative
approach for utility mining by providing a SAT-based encoding for discovering
high utility itemsets over transaction databases. Our encoding takes into account
the different measures of interestingness that reflect the significance of an itemset
beyond its frequency of occurrence. To the best of our knowledge, this paper
presents the first attempt for a cross-fertilisation between HUIM and symbolic
Artificial Intelligence.

This paper is organized as follows: The next section presents preliminaries
in which we give some basic definitions about HUIM and Boolean satisfiability
problem. Section 3 is devoted to our novel SAT-based framework for discovering
itemsets with highest utilities. Section 4 presents and discusses the results of our
experimental evaluation on real and synthetic datasets. Finally, we conclude our
work in Sect. 5 with some further perspectives.

2 Preliminaries

This section presents the important preliminaries and formally defines the utility
mining and the propositional satisfiability problems. Notice that all the notations
used in the rest of paper are presented in Table 1.

2.1 High Utility Itemset Mining

In this subsection, we formally define the key terms of utility mining using the
standard conventions followed in the literature.

Let 2 denote a universe of distinct items (or symbols), called alphabet. An
itemset is a nonempty set that contains one or more items, denoted as I =
{x1,22,...,2,} where z; € 2, Vi = 1,...,n. A transaction database is a set
of m transactions D = {T1,Ts, ..., T} where for each transaction T, T, C 2
and T, has a unique identifier ¢ called its transaction identifier (TID, for short).
Each transaction T, (1 < ¢ < m) is denoted as a couple (¢, I) s.t. I C 2. Each
item i € {2 is associated with a positive number p(i), called its external utility
(e.g. unit profit). For each transaction T s.t. i € T, the positive number ¢(i, T.)
is called the internal utility of the item ¢ (e.g. purchase quantity). We define the
cover of an itemset I as the set of transactions in D that contain I.

Definition 1 (Utility of an item/itemset in a transaction). Let D =
{T1,Ts,...,Tn} be a transaction database. Then, the utility of an item i in a
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Table 1. Summary of notations

Notation | Meaning

0 A set of n items {i1,...,i,} s.t. each item i; has a profit value p;
D An original quantitative database, D = {T1,T%,...,Tm}

TID An identifier of a transaction T, € D

I A k-itemset containing k distinct items {i1,%2,..., ik}

q(ij,T:) | The purchase quantity of an item 7; in a transaction T

p(i5) The unit profit of an item i;

i;,Tc) | The utility of an item ¢; in a transaction 7.

(
u(I,T.) | The utility of an itemset I in a transaction T,
(I) The utility of an itemset I in the whole database

TU(T:) |The sum of the utilities of items in a transaction T,
TWU(I) | The transaction-weighted utility of an item [ in D

0 A predefined minimum high-utility threshold
HUI A high-utility itemset

Prop A set of propositional variables

Form A set of propositional formulas

B4 A Boolean interpretation

transaction T. € D, denoted by u(i,T.), is defined as u(i,T.) = p(i) x q(i,T¢).
In addition, the utility of an itemset I in a transaction T, € D, denoted by
u(l,T.), is defined as:

u(l,To) =Y u(i,T.) (1)

i€l

Ezxample 1. Let us use a transaction database, containing four transactions,
given in Table 2, which will serve as a running example through the present
paper. Each row in Table 2 represents a transaction, where each letter represents
an item and has a purchase quantity (i.e., internal utility). For instance, the
transaction 75 indicates that items a,c, and e appear in this transaction with
an internal utility of 2,6 and 2, respectively. Also, Table3 indicates that the
external utility of these items are respectively 4,1 and 3. Now, let us consider
the unit profit table (see Table3) given in Example 1. Then, the utility of the
item a in Ty is u(a,Tz) = 4 x 2 = 8. Moreover, the utility of the itemset {a, c}
in Ty is u({a, c}, Tz) = u(a,Ta) + u(c, To) =4 x 2+ 1 x 6 = 14.

The utility of an itemset I in a transaction database D is defined as the sum of
the itemset utilities in all the transactions of D where I appears. More formally:

Definition 2 (Utility of an itemset in a transaction database). Let
D ={T1,Ts,..., T} be a transaction database. Then, the utility of an itemset
I in D, denoted by u(I), and defined as:
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Table 2. Sample transaction database

TID | Items

7 | (a, 1) (e, 1) (d, 1)

T |(a, 2) (c, 6) (e, 2)

T5 |(a, 1) (b, 2) (c, 1) (d, 6) (e, 1)
Ty |(b,4) (c,3) (d, 3) (e, 1)

Table 3. External utility

Item | Unit profit
a 4
b 2
c 1
d 2
e 3

ul)= Y ul,T.) (2)

T.€DAICT.

Ezample 2. Let us consider again the transaction database given in Example 1.
Then, the utility of the itemset {a, ¢} is u({a,c}) = u({a, c}, T1) +u({a,c}, To) +
u({a,c},T3) =5+ 14+ 5 = 24.

Problem Definition

Given a transaction database D and a user-specified minimum utility threshold
0, the goal of mining high utility itemsets problem from D is to find the set of
the itemsets with a utility no less than 6, i.e.,

HUI ={I:u()|IC2,u(l)>06} (3)

That is, identifying high utility itemsets is equivalent to finding the itemsets
that cover the largest portion of the total database utility.

Ezample 3. Let us consider again the transaction database given in Example 1.
If we set 6 = 28, then the high-utility itemsets with their utility in the database
are {a,c,e} :28,{c,d, e} : 28,{b,c,d, e} : 40.

The problem of HUIM is recognized as more difficult than the classical fre-
quent itemset mining problem (FIM, for short). More precisely, the postulate of
downward-closure in FIM states that the support of an itemset is anti-monotonic:
that means that all the supersets of an infrequent itemset are not frequent and
subsets of a frequent itemset are frequent [29]. Clearly, this property is very
powerful to prune the search space. However, the utility of an itemset in HUIM
is neither monotonic or anti-monotonic. In other words, a high utility itemset
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may have a subset or superset with higher, lower or equal utility [6]. Various
HUIM algorithms avoid this problem by overestimating the utility of an itemset
using the measure of Transaction-Utilization defined as follows.

Definition 3 (Transaction Utility). Let D = {T1,T5,..., T} be a trans-
action database. The Transaction Utility of a transaction T, in D is the sum of
the utility of the items in T, i.e.,

TU(T.) =Y u(x,T.) (4)

zeT,

Definition 4 (Transaction Weighted Utilization). Let D = {T},Ts,...,
Ton} be a transaction database. The Transaction Weighted Utilization of an itemset
I, denoted by TWU (I), is defined as the sum of the transaction utility of transac-
tions containing I, i.e.,

TWU(I)= > TU(T.) (5)

ICT.|T.€D

Based on the above definition of TWU, the difference between TWU (I) and
u(I) is that for TWU (I), we sum the utilities of the whole transactions contain-
ing I, while u(I) only computes the utilities of I in the transactions where I
appears.

Ezample 4. Let us consider again Example 1. We have, TWU ({a,c,d}) =
TU(Ty)+TU(T3) =7+ 24 = 31.

Notice that the transaction weighted utilization measure has three important
properties that are exploited to prune the search space.

Overestimation. The TWU of an itemset [ is always equal or higher than the
utility of I, i.e., TWU(I) > u(I).

Anti-monotonicity. Given two itemsets I and J, if I C J, then TWU(I) >
TWU(J).

Pruning. Let I be an itemset. If TWU(I) < 0, then I is a low-utility itemset
as well as all its supersets.

2.2 Propositional Logic and SAT Problem

In this subsection, we introduce the syntax and the semantics of classical propo-
sitional logic. Let Prop be a countably set of propositional variables. We use the
letters p, g, 7, etc. to range over Prop. The set of propositional formulas, denoted
Form, is defined inductively started from Prop, the constant T denoting true,
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the constant | denoting false, and using logical connectives —, A,V,—. It is
worth noticing that we can restrict the language to the connectives — and A,
since we have the equivalences: A VB = —~(-AA—-B) and A - B=-BV A. We
use P(A) to denote the set of propositional variables appearing in the formula
A. The equivalence connective < is defined by A < B = (A — B) A (B — A).
A Boolean interpretation .# of a formula A is defined as a function from P(A)
to (0,1) (0 corresponds to false and 1 to true). Given a formula A, a model of
A is a Boolean interpretation .# that satisfies A, i.e., #(A) = 1. Moreover, A is
satisfiable if there exists a model of A. A is valid or a theorem, if every Boolean
interpretation is a model of A. We use Mod(A) to denote the set of all models
of A.

Let us now define the Conjunctive Normal Form (CNF, for short) to represent
the propositional formulas. A CNF formula is a conjunction (A) of clauses where
a clause is a disjunction (V) of literals. A literal is a propositional variable (p)
or its negation (—p). A CNF formula can also be seen as a set of clauses, and
a clause as a set of literals. The size of the CNF formula A corresponds to the
value ) . 4 |c[ where |c| is the number of literals in the clause c. Notice that
any propositional formula can be translated to a CNF formula equivalent w.r.t.
satisfiability, using linear Tseitin’s encoding [20].

SAT is the decision problem that aims to determine the satisfiability of a CNF
formula, i.e., whether there exists a model of all clauses. This is known as NP-
Complete problem. Interestingly, state-of the art SAT solvers have been shown
of practical use solving real world instances encoding industrial problems up to
million of clauses and variables. SAT technology has been applied in different
new fields such as planning, bioinformatics, cryptography and more recently data
mining. In most of these applications, we are usually interested in determining
the satisfiability of a given CNF formula (i.e., decision problem), or in discovering
an optimal solution such as in Maximum Satisfiability problem. However, in
data mining, we mainly deal with the enumeration of all the models of a given
propositional formula.

3 SAT-Based Approach for High Utility Itemset Mining

In this section, we introduce our proposed SAT-based formulation that enables
us to specify in terms of constraints the task of enumeration high util-
ity itemsets over transaction databases. Given a transaction database D =
{(1,11),...,(m,In)} and a user specified threshold 6, the idea of our SAT based
encoding consists of formalizing the items as well as the transactions identifiers
in the transaction database D in terms of propositional variables and clauses.

To that end, we associate for each item a (resp. transaction identifier i), a
propositional variable, denoted as p, (resp. ¢;). Intuitively, in a model of the
SAT encoding, the propositional variables associated to the items represent a
high utility itemset and those associated to the transaction identifiers represent
its cover. These propositional variables will be used in 0/1 linear inequalities to
find all possible candidates itemsets and their covers.
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More formally, given a Boolean interpretation .#, the candidate itemset and
its cover are expressed as {a € 2 | #(p,) = 1} and {i € N | H(q;) = 1},
respectively. Now, we introduce our SAT-based encoding using the propositional
variables described previously. The first propositional formula allows us to obtain
the cover of the candidate itemset. Notice that this constraint is identical to the
one introduced in [24].

m

Aca =\ o) (6)

i=1 a€Q\I

This propositional formula expresses the fact that ¢; is true if and only if the
item a is supported by the transaction ¢. In other words, the candidate itemset
is supported by the i transaction (g; is false), when there exists an item a (p,
is true) that does not belong to the transaction (a € £2\I).

The following propositional formula allows us to compute the utility of an
itemset I in a transaction T;:

u(l,T) =) u(a,Ty) (7)

a€l

We express the utility of an itemset I in the database as follows:

)= > ul,T) (8)

ICT.|T.€D

Let us now give the formula expressing that the utility of the candidate
itemset has to be larger than the specified utility threshold 6:

SN u(a,Ti) x pa Agi >0 (9)

i=1 a€T;

Using additional variables, Constraint 9 can be rewritten using the following
two formulas:

i Z w(a,T;) X rq; =0 (10)

i=1 a€T;
/\ Tai < Pa N\ G (11)
1<i<m,a€T;
In the sequel, we use @yyra to denote the CNF encoding corresponding to
the conjunction of (6), (10) and (11).

Proposition 1. @yyra encodes the problem of mining high utility itemsets.

Proposition 1 specifies that enumerating the set of high utility itemsets is
equivalent to have the models of Pyyras.
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Ezxample 5. We consider the transaction database given in Example 1. Then,
the formula that encodes the enumeration of all high utility itemsets in D with
0 = 20 can be written as follows:

—q1 < (py V De) g2 < (P V Da) g3 — L

Tal <> Da N\ Q1 Tel < Pe N1 rd1 < Pd N Q1
Te2 < P N Q2 Te2 < Pe N\ Q2 Ta3 <> Da N q3
Te3 < Pe N Q3 Td3 <> Pd N\ Q3 Te3 < Pe N Q3
Ted < Pe N Qs Tda <> Pd N\ Q4 Ted < Pe N qa

g4 < (Pa)

Ta2 <7 Pa A q2
T3 <> Db N Q3
Tba <> Db N\ Qs

Argr +1re1 + 2rq1 + 8raa + 6rca + 67ex + 4rg3 + 4ryz + ez + 12133 + 3163 + 8rpg
+37c4 + 674 + 3req > 20

A DPLL based SAT procedure [30] can be used in order to enumerate all

models of the obtained formula @ g7y as described in Algorithm 1. Each found
model of @y gives rise to a high utility itemset of the transaction database.
More specifically, the algorithm proceeds by recursively assigning variables cor-
responding to items and performs unit propagation (line 5). If a conflict occurs
(line 6) a backtrack is performed. Otherwise, Constraint (10) is checked during
(line 14) to verify its consistency. Such checking can be easily performed by con-

Algorithm 1: SAT-Based models enumeration

1
2

Input: a CNF formula ¥
Output: S: the models of @y
I =0;

dl=0;

3 while (true) do

4

© 0N o w

10
11
12
13
14
15
16
17
18
19
20
21
22

~ = unitPropagation(X,.7);
if (y!=null) then
btl = decisionLevel();
if (btl == 0) then return UNSAT;
dl = btl;
else
if (# = X) then
S —SuU {f} ;
backtrack();
end
if check_utility_candiate() is not valid then
‘ backtrack();
end
¢ = selectDecisionVariable(X);
dl =dl +1;
I = 9 U {selectPhase({)};
end

end
return S;

/* interpretation */
/* decision level */

/* new found model */
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Fig. 1. The graph Gp associated to the transaction database 1

sidering the value 1", 7 1 u(a, T;) and by subtracting u(a, T;) each time r;
becomes false. A comparison to 6 is then performed to continue the search or to
backtrack.

This basic version of our algorithm performs a backtrack search similarly to
the TWU measure in order to prune the search space. Now, a useful extension
to perform better pruning in the search tree would be to add a new constraint
to the previous encoding. Notice that this constraint will be derived from the
inequation (10) using the weighted clique cover problem [21,22]. Our main idea
is to identify the subsets of variables r,; which can not be true simultaneously.
Next, we show how this new constraint can be derived in a suitable way in order
to make our pruning strategy more efficient. To do so, let us first introduce a
graphical representation for the original transaction database as follows.

Definition 5. Let D be a transaction database. Then, the graph of D is an
undirected graph Gp = (V, E) such that each item in each transaction represents
a verter in Gp, i.e., vVq; 1S the vertex associated to the item a in the transaction
i. In addition, an edge (vqi,vaj) € E iff the transaction i contains a but not a’.

Ezample 6. Given the transaction database of Example 1. Then, the graph Gp
associated to this base is depicted in Fig. 1.

Each edge of Gp connects two items of D that cannot be simultaneously in a
high utility itemset. For instance, in database of Example 1, the item a of the
transaction 77 cannot be appear with b of transaction T5.

In the sequel, we define the clique cover of a graph G as a partition of G
into cliques.
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Definition 6 (Clique Cover). Let G = (V,E) be an undirected graph and
C={C,...,Cr} where V; CV for1 <i<k. Then, S is a clique cover of G iff
Ui<i<k Ci =V s.t. each sub-graph G; = (Cy, E;) where E; = {(a,b) € E | a,b €
Ci} is a clique.

Clique cover is a fundamental problem in graph theory and has numerous
applications in several areas such as social network analysis and bioinformatics.
The problem of minimal clique cover has extensively studied in the literature
[26,27].

Ezxample 7. Let us consider the graph in Example 6. Clearly, the set of sets S =

{{va1, vea}, {var, ves}, {ver }, {vaz, voa}, {ve2, vaa }, {ve2, vaz}, {vas, vea }{ves}, {vea}t} is a
clique cover of the graph Gp.

Given the graph Gp, the cliques of Gp are a convenient way of conceptual-
izing the required constraint that we need to consider in our encoding. In fact, a
clique of Gp corresponds to a subset of variables r,; that among them at most
one can be assigned to true. This allows us to introduce a new constraint that
can be used to prune effectively the search space compared to the TWU mea-
sure. Consequently, our new constraint can be derived where the sum of weights
of each subset is replaced with the maximum weight as stated in the following
proposition.

Proposition 2. Let D = {T1,Ts,..., T} be a transaction database and Gp
the graph associated to D. If C = {C4,...,Cx} is a clique cover of Gp, then the
following constraint holds

Z max u(a, T;)( \/ Tqj) > 6 (12)
152y V€Y va; €C;

Additional variables z; can be used to simplify Constraint (12)

€Ty < \/ Taj Vlglgk
Vq; €EC;

Note that the weighted clique cover problem is NP-hard and the number
of solutions can be very large. Our aim here is to minimize the following gain
>, ;. The goal is then to obtain large cliques with maximum weights. To
avoid the NP-Hardness of the related problem, we next consider a greedy app-
roach to find a possible cover. To do this, we proceed by gathering first nodes
with high utility together.

Ezample 8. Let us reconsider again Example 6. For the clique cover S = {{vq1,

Upa}, {Va1, Ves}s {ver}, {va2, vba}, {ve2, vaa}, {vez, vaz}, {vas, vea J{ves b, {vea}}, we
can deduce the following constraint:

4xy + 3z + ¢y + 8x3 4+ 624 + 1225 + 426 + 73 + 37ca > 20
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where
21 = (a1 V7pa) T2 = (rq1Vres)
x3 = (ra2V7a) Ta= (T2 VTas)
5 = (re2V7a3) 6= (Ta3V Tes)

Using this new constraint, it is clear that if the minimum threshold exceeds
42, then we can trivially check that the set of high utility itemsets is empty
which is not the case when considering only Constraint (9). More generally, by
considering both the Constraint (9) and the new derived one allows us to prune
the search space more efficiently.

The pseudo-code of our method is summarized in Algorithm 2. The algorithm
has two input parameters: a transaction database D and a minimum utility
threshold . It then outputs all high utility itemsets. At first, our algorithm
encodes the high utility itemsets mining task into a graph G (line 1). Then, the
minimum weighted clique cover method is called to find a clique cover (line 3).
For that, we employ a greedy method as detailed in [21,22]. The keys step of
our algorithm is to generate a CNF formulas that represent the task of HUIM
by using the graph G and its cover C' (line 4). Last, the SAT solver outputs the
set of high utility itemset by enumerating all models of the CNF formula.

Algorithm 2: SAT based High Utility Itemset Enumeration (SATHUIM)

Input: D: a transaction database, 0: a user-specified threshold
Output: S: the set of all high-utility itemsets

G — SATEncodingTable(D) ;

C—g;

C — Clique_Cover(QG);

HUI «— enumModels(C, G, 0);

return S;

U W

4 Empirical Evaluation

This section presents an experimental assessment of the proposed approach to
compute high utility itemsets over transaction databases. Experiments were per-
formed to evaluate the performance of the proposed algorithm against other
state-of-the-art algorithms. The baseline methods include one phase algorithms
such as EFIM [17] and D2HUP [15] and the two phase based approach Up-
Growth [13]. For the implementations of these algorithms, we used the SPMF
(Sequential Pattern Mining Framework) open-source data mining library [23].
SPMF is a cross-platform and open-source data mining library written in
Java, specialized in HUIM algorithms, has tools to generate utility transaction
databases, and has been deployed in many research works [29].

All the experiments are performed on Intel Xeon quad-core machine with
32 GB of RAM running at 2.66 Ghz. Our algorithm is implemented in C++-. For
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the enumeration of all models of the Boolean formula encoding the corresponding
HUIM problem, we use MiniSAT [30] solver based on the DPLL procedure.

We compare our proposed approach, coined SATHUIM, against competing algo-
rithms over real and synthetic datasets generated using the transaction database
generator implemented in SPMF [23] in which the number of transactions and
items in the database and the average or maximum length of transaction need
to be specified. We imposed 1800 s time limit for all the methods.

In Table 4, for each instance, we mention the number of transactions
(#Transactions), the number of items (#Items), the density of the dataset (Den-
sity(%)), the size of the formula encoding the whole problem in terms of number
of variables (#Vars) and clauses (#Clauses). Notice that the number of variables
and clauses depends on the size of the database. The larger the database, the
larger the number of variables and clauses.

We ran SATHUIM without and with the additional constraint (12) (SATHUIM*)
on each of the datasets for different values of minimum threshold 6. The latter
is mentioned in percent as used in the literature. For each tested dataset, we
recorded the running time (in seconds) as shown in Table 5.

Table 4. Datasets characteristics

Instance | #Transactions | #Items | Density(%) | #Vars | #Clauses
Mushroom | 8124 119 9.33 1344997 | 1919723
Chess 3196 75 49.33 121486 | 354865
DS1 1000 500 15.82 11769 32411
DS2 500 50 30.2 8071 22789

Table 5. SAT-based methods vs (EFIM, DHUP, Up-Growth)

Dataset 0 value | EFIM | D2HUP | Up-Growth | SATHUIM | SATHUIM*
Mushroom | 45% 87.55 |[130.25 |901.74 801.74 103.74
Mushroom | 35% 184.23 | 250.27 | 1500.12 317.74 222.15
Mushroom | 25% 450.41 | 912.88 |- 901.74 522.93
Chess 45% 34,41 |98,12 643.56 345.61 77.38
Chess 35% 157,00 | 200,08 | 1000.77 208.06 819.68
Chess 25% 288,00 | 537,53 | — 1769.34 375.55
DS1 45% 62,90 |39,71 442.21.08 385.39 75.07
DS1 35% 147,78 | 101,57 | 754.33 801.02 186.34
DS1 25% 403,19 302,28 |1159.12 1078.27 366.22
DS2 35% 0.126 |0.186 92.07 65.23 0.93
DS2 25% 7.25 9.67 202.17 134.44 7.09
DS2 15% 21.43 |37.186 |543.23 234.66 29.89
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Table 5 summarizes the obtained results. As we can remark, EFIM is the best
on real data and D2HUP on synthetic data (i.e., DS1 and DS2). Up-Growth is the
worst compared to EFIM and D2HUP. For all algorithms, the time needed increases
when the minimum threshold decreases. Concerning our algorithm SATHUIN, it is
clear that adding the additional constraint (12) improves considerably the per-
formances of the algorithm. Interestingly, we notice that our SATHUIM* algorithm
is the second-fastest method, next EFIM for Mushroom and Chess and D2HUP for
synthetic datasets. This clearly demonstrates that our constraint-based approach
can be competitive for mining high utility itemsets.

5 Conclusion and Future Work

In this paper, we presented a novel approach for discovering high utility item-
sets from transaction databases. Our approach is based on an encoding into
propositional logic and a SAT solver is used to enumerate high utility patterns.
Moreover, in order to improve the approach efficiency, the weighted clique cover
problem is used to derive a new constraint to to efficiently prune the search space.
Preliminary results have shown interesting performance against the state-of-the-
art algorithms. This work can be extended in different ways. First, we would like
to perform more extensive experiments for a large comparison. Second, we plan
to use decomposition as a mean to handle large transaction databases. Finally,
we would like to extend our work to explore other kinds of patterns such as
closed and maximal itemsets.
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Abstract. Sequential pattern mining is an interesting research area
with broad range of applications. Most prior research on sequential pat-
tern mining has considered point-based data where events occur instan-
taneously. However, in many application domains, events persist over
intervals of time of varying lengths. Furthermore, traditional frameworks
for sequential pattern mining assume all events have the same weight
or utility. This simplifying assumption neglects the opportunity to find
informative patterns in terms of utilities, such as cost. To address these
issues, we incorporate the concept of utility into interval-based sequences
and define a framework to mine high utility patterns in interval-based
sequences i.e., patterns whose utility meets or exceeds a minimum thresh-
old. In the proposed framework, the utility of events is considered while
assuming multiple events can occur coincidentally and persist over vary-
ing periods of time. An algorithm named High Utility Interval-based Pat-
tern Miner (HUIPMiner) is proposed and applied to real datasets. To
achieve an efficient solution, HUIPMiner is augmented with a pruning
strategy. Experimental results show that HUIPMiner is an effective solu-
tion to the problem of mining high utility interval-based sequences.

Keywords: High utility interval-based - Utility mining - Sequential
mining - Temporal pattern - Event interval sequence

1 Introduction

Sequential pattern mining aims to find patterns from data recorded sequentially
along with their time of occurrence. Depending on the application scenario,
symbolic sequential data is categorized as either point-based or interval-based.
Point-based data reflect scenarios in which events happen instantaneously or
events are considered to have equal time intervals. Duration has no impact on
extracting patterns for this type. Interval-based data reflect scenarios where
events have unequal time intervals; here, duration plays an important role.

In many application domains, such as medicine [1,2], sensor technology [3],
sign language [4], and motion capture [5], events persist over intervals of time of
varying lengths, which results in complicated temporal relations among events.
Thirteen possible temporal relations between a pair of event intervals were nicely
categorized by Allen [6]. Some studies have been devoted to mining frequent
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sequential patterns from interval-based data and describing the temporal rela-
tions among the event intervals. Wu and Chen [7] presented a nonambiguous
representation of temporal data utilizing the beginning and ending time points
of the events. By adapting the PrefixSpan [8], they proposed the TPrefixSpan
algorithm to mine frequent temporal sequences. Chen et al. [9] proposed the
coincidence representation to simplify the processing of complex relations among
event intervals. They also proposed an algorithm named CTMiner to discover
frequent time-interval based patterns in large databases.

The aforementioned work has focused on representations of temporal data and
discovering frequent temporal patterns. However, frequent pattern mining (FPM)
may not be the right solution to problems where the weight of patterns may be
the major factor of interest and the frequency of patterns may be a minor factor.
The weight of a pattern can be interpreted differently depending on the problem
or scenario. For example, it may represent the profit or the cost that a business
experiences when a particular pattern occurs. Some patterns of interest may have
high weights but low frequencies. Thus, FPM may miss patterns that are infre-
quent but valuable. FPM may also extract too many frequent patterns that are
low in weight. To address these problems, high utility pattern mining (HUPM) has
emerged as an alternative to FPM. The goal of HUPM is to extract patterns from
a dataset with utility no less than a user-specified minimum utility threshold.

Tackling the HUPM problem requires facing more challenges than FPM. The
major FPM algorithms rely on the downward closure property (also known as
the Apriori Property) [10] to perform efficiently. This property, which is utilized
by most pruning strategies, states that if a pattern is frequent then all of its sub-
patterns are frequent and if a pattern is infrequent all of its super-patterns are
infrequent. However, this property does not hold in utility mining because the
utilities of patterns are neither monotone nor anti-monotone [11]. As a result,
the existing optimization approaches for FPM are not applicable to HUPM. To
cope with this challenge, previous studies introduced several domain-dependent
weighted downward closure properties, including the transaction-weighted down-
ward closure property (TDCP) [12] for itemset pattern mining, the sequence-
weighted downward closure property (SDCP) [13] for sequential pattern mining,
and the episode-weighted downward closure property (EDCP) [14,15] for episode
pattern mining.

Most prior studies on HUPM have been devoted to transactional data rather
than sequential data. However, such studies do not address the problem of
HUPM in interval-based sequences, which covers a wide range of applications
mentioned above. Interval-based applications can be better described when the
concept of utility is employed. For example, interval-based sequences commonly
occur in businesses where different services or packages, which persist over time,
are offered to customers. Providing informative patterns to policy makers is an
essential task, especially in a competitive marketplace. Neglecting the fact that
these services or packages have various utilities (or weights) results in misleading
information. For instance, HUPM can be beneficial to telecommunication com-
panies or insurance companies which sell products that last over varying periods
of time at various costs.
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To the best of our knowledge, Huang et al. [16] recently made the first attempt
to mine interval-based sequence data for patterns based on utility. They sug-
gested a method to discover the top-K high utility patterns (HUPs). Their app-
roach consists of two main parts. It first discovers a set of frequent patterns, and
then it extracts the top-K HUPs from the set. This indirect approach suffers
from a major drawback. The set of frequent patterns may not contain all HUPs.
Hence, the approach may miss some high utility but infrequent patterns and
consequently, it may select low-ranked HUPs as the top-K HUPs.

For the above reasons, we formalize the problem of the mining of high utility
interval-based patterns (HUIPs) from sequences and propose a new framework
to solve this problem. The major contributions of this work are as follows: 1)
We propose the coincidence eventset representation (CER) to represent interval-
based events. 2) We incorporate both internal and external utilities into interval-
based sequences and propose an algorithm called HUIPMiner to mine all high
utility sequential patterns from interval-based sequences; 3) We introduce the
L-sequence-weighted downward closure property (LDCP), which is used in our
pruning strategy and utilize LDCP in HUIPMiner to reduce the search space and
identify high utility sequential patterns efficiently; and 4) We report on experi-
ments that show the proposed framework and algorithm are able to discover all
high utility patterns from interval-based data even with a low minimum utility
threshold.

The rest of the paper is organized as follows. Section 2 provides background
and preliminaries. It then proposes a framework of interval-based sequence util-
ity and finally it formulates the problem of mining high utility interval-based
sequential patterns. Section 3 presents the details of the HUIPMiner algorithm
and the pruning strategy. Experimental results on real datasets and evaluation
are given in Sect. 4. Section 5 presents conclusions and future work.

2 Problem Statement

Let > ={A, B, ...} denote a finite alphabet. A triple e = (I, b, f), where [ € }_
is the event label, b € N is the beginning time, and f € N is the finishing time
(b < f), is called an event-interval. An event-interval sequence or E-sequence
s={e1,€3,...,€,) is a list of n event intervals ordered based on beginning time
in ascending order. If event-intervals have equal beginning times, then they are
ordered lexicographically by their labels. The size of E-sequence s, denoted as
|s| = n, is the number of event-intervals in s. A database D that consists of set
of tuples (sid, s), where sid is a unique identifier of s, is called an E-sequence
database. Table 1 depicts an E-sequence database consisting of four E-sequences
with identifiers 1 to 4.

Definition 1. Given an E-sequence s = ((I1,b1, f1), (I2,b2, f2), . ., (lny b, fr)),
the multiset T = {b1, f1,b2, f2,...,bn, fn} consists of all time points correspond-
ing to sequence s. If we sort 7" in ascending order and eliminate redundant ele-
ments, we can derive a sequence Ts = (t1,%2,...,tm), where ¢ € Tt < tpi1.
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Table 1. Example of an E-sequence database

Sid | Event Beginning | Finishing | Event sequence
label time time
1A 8 16 A
B 18 21 B
c 24 28 ¢
E 25 27 _E_
2 |A 1 5 A
c 8 14 ¢
E 9 12 E
F 9 12 il
3 |B 6 12 B
A 7 14 A
c 14 20 - _ ¢
E 16 18 _E
4 |B 2 7 B
A 5 10 A
D 5 12 D
c 16 22 ¢
E 18 20 B

T, is called the E-sequence unique time points of s. We denote the number of
elements in Ty by |Ts|, that is, |Ts| = m.

Definition 2. Let s = ((l1,b1, f1),..-, (1,05, fj)s-- -, (lns b, frn)) be an E-
sequence. A function @, : N x N — 22 is defined as:

Ds(tp,tq) = {l; | (L, b5, f5) €5 N (bj <tp) A(tg < f3)} (1)

where 1 < j < n and t, < t,. Given an E-sequence s with corresponding E-
sequence unique time points Ts = (t1,ta,...,tm), a coincidence ¢, is defined as
Dy (ty, trt1) where tg, tpy1 € Ts, 1 < k < m—1, are two consecutive time points.
The duration A, of coincidence ¢y is tx+1 — tr. The size of a coincidence is the
number of event labels in the coincidence.

For example, the E-sequence unique time points of sy in Tablel is Ts, =
{1,5,8,9,12,14}. Coincidence ¢4 = &4,(9,12) = {C,E, F'}, \y = 3 and |c4| = 3.

Definition 3. A coincidence label sequence, or L-sequence L = (cica...cq) is
an ordered list of g coincidences. An L-sequence is called a K-L-sequence, iff
there are exactly K coincidences in the L-sequence. We define the size of an
L-sequence, denoted Z, to be the maximum size of any coincidences in the L-
sequence.

For example, ({B}{A, B}{A}) is a 3-L-sequence because it has 3 coinci-
dences and its size is 2 because the maximum size of the coincidences in it is
max{l,2,1} = 2.
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Table 2. C-sequence database corresponding to the E-sequences in Table 1

Sid | C-sequence

11 {(4,8)(2,2)(B,3)(2,3)(C,1)({C, E},2)(C, 1))

2 {(A4)(2,3)(C,1)({C, E, F},3)(C, 2))

3 {(B,1)({4, B},5)(4,2)(C,2)({C, E},2)(C,2))

4 1((B,3)({4,B,D},2)({A, D},3)(D,2)(2,4)(C,2){C, E},2)(C, 2))

)

I

2.1 The Coincidence Eventset Representation (CER)

The representations proposed in previous studies, such as [7,9], do not store
the durations of intervals. These approaches transform each event interval into
a point-based representation encompassing only temporal relations. Although
these formats are described as unambiguous, they actually leave an ambiguity
with respect to duration. It is true that the temporal relations among intervals
can be mapped one-to-one to the temporal sequence by these representations,
but the duration for which these relations persist is ignored. Consequently, it is
impossible to reverse the process and reconstruct the original E-sequence if we
receive one of these representation. In this section, we address this limitation
by incorporating the duration of intervals into a new representation called the
coincidence eventset representation (CER).

Definition 4. Given a coincidence ¢ in E-sequence s, a coincidence eventset,
or C-eventset, is denoted o; and defined as an ordered pair consisting of the
coincidence ¢ and the corresponding coincidence duration A, i.e.:

O — (Ck,)\k) (2)

For brevity, the braces are omitted if ¢, in C-eventset oy, has only one event label,
which we refer as a C-event. A coincidence eventset sequence, or C-sequence, is
an ordered list of C-eventsets, which is defined as C = (o1...0p,—1), where
m = |Ts|. A C-sequence database § consists of a set of tuples (sid, C), where sid
is a unique identifier of C'.

For example, the E-sequences in the database shown in Table1 can be rep-
resented by the CER to give the C-sequences shown in Table 2. We denote the
std = 1 C-sequence as Cy,; other C-sequences are numbered accordingly. The
“@” symbol is used to distinguish disjoint event intervals. A “@” indicates a gap
between two event intervals, whereas the lack of a “@” indicates that the two
event intervals are adjacent. It can be seen that CER incorporates the durations
of the event intervals into the representation.

Definition 5. Given two C-eventsets o, = (cq,Aq) and op = (cp, \p), 0p con-
tains o,, which is denoted o, C o0y, iff ¢, C ey A Ay = Ap. Given two C-sequences
C = (0102...0p) and C" = (0}05...0,,), we say C is a C-subsequence of
C’, denoted C' C (', iff there exist integers 1 < j; < jo < ... < j, < n/
such that o C O’;k for 1 < k < n. Given a C-sequence C = (0103...0,) =
((e1,A1)(c2, A2) ... (cny An)) and an L-sequence L = (c|ch...c.,), C matches L,
denoted as C'~ L, iff n =m and ¢, = ¢}, for 1 <k < n.
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For example, ((4,2)), ((A4,2)(4,3)), and (({4, B, D},2)), are C-subsequences
of C-sequence Cy,, while ({4, F},2)) and ((A,2)(D,5)) are not. It is possible
that multiple C-subsequences of a C-sequence match a given L-sequence. For
example, if we want to find all C-subsequences of Cs, in Table 2 that match the
L-sequence (A), we obtain ((A,2)) in the second C-eventset and ((A,3)) in the
third C-eventset.

2.2 Utility

Let each event label I € Y, be associated with a value, called the external utility,
which is denoted as p(l), such that p : >~ — R>¢. The external utility of an event
label may correspond to any value of interest, such as the unit profit or cost,
that is associated with the event label. The values shown in Table 3 are used in
the following examples as the external utilities associated with the C-sequence
database shown in Table 2.

Table 3. External utilities associated with the event labels

Event label A/B|C/ D|E|F|o
External utility |1 |2 |1 {3 |2 |10

Let the utility of a C-event (I, \) be u(l,\) = p(I) x A. The utility of a C-
eventset o = ({l1,l2,...,l,},\) is defined as: ue(o) = 31, u(l;, A). The utility
of a C-sequence C' = (0102...0.,) is defined as: us(C) = YI° ue(0y).
Therefore, the utility of the C-sequence database 6 = {(sidy,Cs,), (sida, Cs,),
ooy (sid,, Cs,.) } is defined as: ug(d) = >_;_, us(Cs,). For example, the utility of
C-sequence Cy, = ((B,1)({A, B},5)(A,2)(C,2)({C, E},2)(C,2)) is us(Cs,) =
1x24+5%x(142)+2x1+2x14+2%x(14+2)4+2x1 =29, and the utility of the C-
sequence database § in Table 2 is uq(d) = us(Cs, ) +us(Cs, ) +us(Cs, ) +us(Cs, ) =
224+ 19+ 29 + 46 = 116.

Definition 6. The maximum utility of k C-eventsets in a C-sequence is defined
as: Umax, (C, k) = max{us(C") | C' CC A |C’| <k }. Note: In the name of the
Umax, function, the “k” is part of the name rather than a parameter.

For example, the maximum utility of 2 C-eventsets in C-sequence Cs, = ((B, 1)
({4, B},5)(4,2)(C,2)({C, E},2)(C,2)) is tmax, (Cs5,2) = ws((({4, B}, 5)({C,
E},2))) =1546 = 21.
Definition 7. Given a C-sequence database § and an L-sequence L = {(cjco

..Cn), the utility of L in C-sequence C' = (0103 ...0m) € § is defined as a utility
set:

w(L,0)=|J u(C) (3)
C'~LAC'CC

The utility of L in § is also a utility set:

w(L) = | J w(L,C) (4)

ceé
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For example, consider L-sequence L = ({B}{A}). The utility of L in Cj,
shown in Table 2 is wi(L, Cs,) = {us({((B,1)(4,5))), us({((B,1)(4,2))), us({((B, 5)
(A,2)))} = {7,4,12}, and thus the utility of L in § is w(L) = {w(L,Cs,),
w(L,Cs,)} = {{7,4,12},{8,9,7}}. From this example, one can see that an L-
sequence may have multiple utility values associated with it, unlike a sequence
in frequent sequential pattern mining.

2.3 High Utility Interval-Based Pattern Mining

Definition 8. The mazimum utility of an L-sequence L in C-sequence database
0 is defined as Upax(L):

Umax(L) = Y max(w(L, C)) (5)

ceé

For example, the maximum utility of an L-sequence L = ({B}{A}) in C-
sequence database § shown in Table 2 is upax(L) =0+ 0+ 12+ 9 = 21.

Definition 9. An L-sequence L is a high utility interval-based pattern iff its
maximum utility is no less than a user-specified minimum utility threshold &.
Formally: upmax(L) > & <= L is a high utility interval-based pattern.

Problem I: Given a user-specified minimum utility threshold ¢, an E-sequence
database D, and external utilities for event labels, the problem of high utility
interval-based mining is to discover all L-sequences such that their utilities are at
least £. By specifying the maximum length and size of the L-sequence, Problem
I can be specialized to give Problem II, which is to discover all L-sequences
with lengths and sizes of at most K and Z, respectively, such that their utilities
are at least &.

3 The HUIPMiner Algorithm

In this section, we propose the HUIPMiner algorithm to mine high utility
interval-based patterns. HUIPMiner is composed of two phases in which each
iteration generates a special type of candidates of a certain length. We also
obtain the L-sequence-weighted downward closure property (LDCP) (Theo-
rem 1), which is similar to the sequence-weighted downward closure property
(SDCP) [13]. LDCP is utilized in the proposed pruning strategy to avoid gener-
ating unpromising L-sequence candidates. LDCP has an advantage over SDCP
since it reduces the size of the search space by using a tighter upper bound,
which we present in Definition 10.

Definition 10. (LWU) The L-sequence-weighted utilization of an L-sequence
w.r.t. a maximum length £ is defined as:

LWUk (L) == Z umaxk (Ca k) (6)

C'~LAC'CCACES



114 S. M. Mirbagheri and H. J. Hamilton

For example, the L-sequence-weighted utilization of L = ({B}{A}) w.r.t.
the maximum length k¥ = 2 in the C-sequence database shown in Table?2 is
LWU(({B}{A})) =0+ 0+ 21 4 24 = 45.

Theorem 1 (L-sequence-weighted downward closure property). Given a C-
sequence database 6 and two L-sequences L and L', where L C L' and |L'| < k,
then

LWU(L') < LWUk(L) (7)

Proof. Let a and 3 be two C-subsequences that match the L-sequences L and L',
respectively. Since L C L/, then o C 8. Let Q' € ¢ be the set of all C-sequences
containing 4 and @ € § be the set of all C-sequences containing «. Since o C (3,
then @ must be a superset of Q’, that is, Q O @Q’. Therefore, we infer

> Uma (CR) < Y U (C) ) (8)

B~L/ ABCC!NC' €Q' a~LAaCCACEQ
and equivalently we derive LWU (L") < LWUg(L). O

Algorithm 1 shows the main procedure of the HUIPMiner algorithm. The
inputs are: (1) a C-sequence database 0, (2) a minimum utility threshold &, (3)
a maximum pattern length K > 1, and (4) a maximum pattern size Z > 1.
The output includes all high utility interval-based patterns. The algorithm has
two phases, a coincident phase to obtain high utility coincidence patterns (L-
sequences with lengths equal to 1) and a serial phase to obtain high utility serial
patterns (L-sequences with lengths greater than 1).

3.1 The Coincident Phase

The coincident phase, which is the first phase of HUIPMiner (Lines 1-13), gen-
erates coincidence candidates by concatenating event labels.

Definition 11. Let ¢ = {l1,ls,...,l,} and ¢ = {{},1},...,1/,} be two coin-
cidences. The coincident concatenation of ¢ and ¢’ is the ordinal sum of the
coincidences and is defined as coincident-concat(c,¢’) = (cUc, <) =P .

For example, coincident-concat({A4, B}, {A4,C}) = {A, B,C}.

In the first round of this phase, all event labels are considered as coinci-
dence candidates with a size of 1 (Line 1). Then, the algorithm searches each
C-sequence to find matches to these candidates. Next, it calculates the maxi-
mum utility um.x and L-sequence-weighted utilization LW Uy, of each candidate.
If upax for a candidate is no less than the given threshold £, then the candidate
is classified as a high utility coincident pattern and placed in set HUCP. For
example, suppose we want to find all HUIPs of Table2 when the threshold is
14, the maximum size of a coincidence Z is 2, and the maximum length of an
L-sequence K is 2. For simplicity, suppose all event labels have equal external
utilities of 1. Table4 shows the coincidence candidates of size 1 and their max-
imum utilities and L-sequence-weighted utilizations, which are denoted LW Us.
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Table 4. HUIPMiner example - coincidence phase

Candidate | {A} | {B} [{C}[{D} {E} | {F}
Umax 20 11 9 3 9 3
LWU, 51 38 |51 12 51 13

At the end of the first round, {A} is the only candidate that is added into HUCP
because umax(({A})) > 14.

Before the next round is started, coincidence candidates of size 2 are gener-
ated. In order to avoid generating too many candidates, we present a pruning
strategy, which is based on the following definition.

Definition 12. A coincidence candidate c¢ is promising ifft LWUg(c) > £. Oth-
erwise it is unpromising.

Property. Let a be an unpromising coincidence candidate and a’ be a coinci-
dence. Any superset produced by coincident-concat(a, a’) is of low utility.

Rationale. Property 1 holds by the LDCP property (Theorem 1).
Pruning strategy. Discard all unpromising coincidence candidates.

If the LWUj, value of a candidate is less than &, the candidate will be discarded
since it is unpromising. If the LWU} value of a candidate is no less than &, the
candidate is promising and thus it will be added to set P, the set of promising
candidates for the current run. The HUIPMiner algorithm also extracts the
unique elements of the promising candidates (Line 10). Before the algorithm
performs the next round, P is added into WUCP, which is the set of all weighted
utilization coincident patterns with sizes up to Z. WUCP is later used in the
serial phase. In our example, the algorithm prunes (discards) {D} and {F} in
the first round because their LWU; values are less than 14. Therefore, {D}
and {F} will not be involved in generating candidates for the second round.
{A}, {B}, {C} and {E} are identified as promising candidates and added into
P. Then, coincidence candidates of size 2 are generated for the next round by
calling the Cecandidate procedure and sending P and the unique elements as
input arguments (Definition 11). The algorithm repeats this procedure until it
reaches Z or no more candidates can be generated. At the end of this phase,
the algorithm has found all high utility coincident patterns and stored them in
HUCP; it has also found all weighted utilization coincident patterns of maximum
size Z such that LWUy is no less than ¢ and stored them in WUCP. In the serial
phase, WUCP is used to find the serial patterns.
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3.2 The Serial Phase

In the serial phase, the second phase of HUIPMiner (Lines 14-27), serial candi-
dates are generated by concatenating the weighted utilization coincident patterns
found in the first phase.

Definition 13. Let L = {(ci,¢2,...,¢,) and L' = (¢}, ch,...,cl,) be two

rm
L-sequences. The serial concatenation of L and L’ is defined as serial-
concat(L, L") = (¢1,¢a,. .., Cn, Cyy Chy ooy Ch).
For example, the serial concatenation of two L-sequences L = ({A, B},

{A,C}) and L' = {E},{D,C,F})is L" = {{A,B},{A,C},{E},{D,C, F}).

In the first round of this phase, all serial L-sequence candidates of length 2
are generated. For this purpose, each coincident pattern w in WUCP is used to
generate serial L-sequence candidates that start with w as the first coincidence
of the L-sequence. This is done by calling the Scandidate procedure and sending
w and WUCP as input arguments (Definition 13). Then, the algorithm searches
each C-sequence in the C-sequence database to find matches to serial L-sequence
candidates. The search for matches in this phase is more challenging than the
search in the coincidence phase. It requires that the order of the coincidences
also be taken into account. Therefore, it adds more complexity as the length of
the L-sequence increases. After matches are found, as in the coincidence phase,
the algorithm calculates upax and LWUj of every serial candidate. If uy,x for
a candidate [ is no less than the given threshold &, then [ is classified as a high
utility serial pattern (HUSP). If LWU}, for a serial candidate [ is no less than
threshold &, then [ is added into the set of promising candidates P. In order to
generate longer serial candidates, the algorithm extracts the unique coincidences
located at the k' position of the candidate (last coincidence) and stores them
in NewL. Next, Scandidate procedure generates serial candidates of length 3 for
the next round by serially concatenating P and NewL. The algorithm repeats
these steps until it reaches the maximum length of patterns K or no more can-
didates can be generated. At the end of this phase, the algorithm has found all
high utility serial patterns with lengths up to K and stored them in HUSP. After
the serial phase ends, the high utility coincident and serial patterns are sent to
the output.

4 Experiments

The HUIPMiner algorithm was implemented in C++11 and tested on a desktop
computer with a 3.2 GHz Intel Core 4 CPU and 32 GB memory. We used four
real-world datasets from various application domains in our experiments to eval-
uate the performance of HUIPMiner. The datasets include three publicly avail-
able datasets, namely Blocks [3], Auslan2 [3], ASL-BU [4], and a private dataset,
called DS, obtained from our industrial partner. DS includes event labels corre-
sponding to various services offered to customers. An E-sequence in this dataset



High-Utility Interval-Based Sequences 117

Algorithm 1. HUIPMiner: High Utility Interval-based Pattern Miner

Input: A C-sequence database d, 14 Initialize the set of high utility
minimum utility threshold &, serial patterns HUSP = @ and
maximum length K > 1, k=2
maximum size Z > 1 15 for each weighted utilization

Output: All high utility pattern w in WUCP do

interval-based patterns 16 Lk = Scandidate(w, WUC P)
HUIP 17 | while k < K and L* # @ do
1 Initialize the set of high utility 18 P=2, NewL = @

coincident patterns HUCP = &, the 19 for each candidate 1 in L

set of weighted utilization coincident do

patterns WUCP = @, z =1, and 20 Find [ in 6 and

C* = all event labelzs Calculate WU (1)

2 while z < Z and C* # @ do 21 if Umax(l) > £ then
3 | P=o Newl=2 22 HUSP = HUSPUI
4 for each candidate ¢ in C* do
5 Find ¢ in § and Calculate -
LWUx (c) 23 if LWUg (1) > £ then
6 if Umax(c) > £ then 24 P=PUl
7 | HUCP = HUCPUc 25 Newl ="
8 if LWUx (c) > £ then i\(])ierﬁil/dgnilz in 1}
9 P=PUc I
10 NewL = 26 E=k+1
NewLU{p|p € c} 27 L* = Scandidate(P, NewL)
11 WUCP =WUCPUP L
12 ) z=z+1 28 HUIP = HUCPUHUSP
13 C? = Ccandidate(P, NewL)

represents a customer receiving services. The minimum, maximum and aver-
age external utilities associated with the event labels in DS are 10, 28, and 18,
respectively. There are no external utilities associated with the public datasets.
Therefore, we assume every event label in these datasets have an external utility
of 1. The statistics of the datasets are summarized in Table 5.

4.1 Performance Evaluation

We evaluate the performance of HUIPMiner on the four datasets in terms of their
execution time and the number of extracted high utility patterns, while varying
the minimum utility threshold £ and the maximum length of patterns K. These
two evaluations are shown on a log-10 scale in Fig. 1 and Fig. 2, respectively. The
execution time of HUIPMiner in seconds is shown on the left and the number of
patterns discovered by HUIPMiner is presented on the right of the two figures.
The maximum size of patterns Z is set to 5 in all experiments.
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Table 5. Statistical information about datasets

Dataset |# Event |# E- E-sequence size | # Labels | Interval duration
intervals | sequences
min | max | avg min | max |avg |stdv
Blocks 1207 210 3 12 6 8 1 57 | 17 | 12
Auslan2 | 2447 200 9 20 12 12 1 30 | 20| 12
ASL-BU | 18250 874 3 40 |17 | 216 3 4468 | 594 | 590
DS 71416 10017 4 14 8 15 1 484 | 70 | 108

Figure 1 shows the evaluation of the HUIPMiner on the datasets while vary-
ing ¢ and keeping K set to 4. The algorithm is able to discover a large number
of HUIPs in a short time, especially for smaller datasets. For instance, the algo-
rithm can extract more than 4500 HUIPs in about 60s from Blocks under a low
minimum utility. It is evident that as £ increases, the execution time drops expo-
nentially and fewer patterns are discovered. This is especially well supported for
larger datasets like ASL-BU and DS. Apart from the way that event intervals
are distributed, the large number of event labels in ASL-BU are the major factor
that contributes to high computational costs for extracting patterns. Similarly,
the large number of E-sequences in DS requires more execution time to extract
patterns from this dataset. The results also show that HUIPMiner is effective at
finding patterns for small thresholds.

Figure 2 shows the evaluation of the HUIPMiner on the four datasets when
K is varied between 1 and 4. In these experiments, a small ¢ corresponding to
each dataset is used to benchmark the algorithm. As shown in Fig. 2, HUIPMiner
discovers a high number of HUIPs from Blocks in a short time when £ is set to
0.02. The algorithm performs similarly on Auslan2 when £ = 0.01. When the
algorithm is applied to ASL-BU and DS, patterns are discovered at lower speeds
than from the two other datasets, when the minimum thresholds are set to 0.1
and 0.05, respectively. As expected, K plays an important role in determining
both the execution time of the algorithm and the number of extracted patterns.
As K increases, the execution time increases and more patterns are discovered.

In general, the performance of the algorithm depends on the dataset charac-
teristics (mentioned in Table 5) as well as the parameters used in the experiments
(Z, K, ). The experiments show that HUTPMiner can successfully extract high
utility patterns from datasets with different characteristics under various param-
eters setups.

4.2 Effect of Pruning Strategies

The computational benefits of the proposed pruning strategy is also evaluated.
We compare our pruning strategy, which is based on the LDCP property, against
a pruning strategy based on the SDCP property and also against the execution
of HUIPMiner when no pruning strategy is applied. Figure 3a shows the time
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for the strategies on Blocks dataset with £ = 0.02. The LDCP based pruning
strategy is a dominant winner on this dataset in comparison with no pruning.
LDCP is also more efficient than SDCP, especially when the maximum length
of patterns increases. This result is further supported in Fig. 3b where LDCP is
compared against SDCP on the Auslan2 dataset. Similar results were obtained
with various values of £ and on other datasets.

5 Conclusions and Future Work

Mining sequential patterns from interval-based data is more challenging than
mining from point-based data due to the existence of complex temporal rela-
tions among events. Seeking high utility patterns increases the complexity of the
problem because the downward closure property does not hold. In this paper, we
proposed the coincidence eventset representation to express temporal relations
among events along with the duration of events. This representation simplifies
the description of complicated temporal relations without losing information.
We incorporated the concept of utility into interval-based data and provided a
novel framework for mining high utility interval-based sequential patterns. An
effective algorithm named HUIPMiner was proposed to mine patterns. Further-
more, in order to mine the dataset faster, a pruning strategy based on LDCP
was proposed to decrease the search space. Experimental evaluations have shown
that HUIPMiner is able to identify patterns with low minimum utility.

Utility mining in interval-based sequential data could provide benefits in
diverse applications. For instance, more industries could take advantage of the
utility concept to model their monetary or non-monetary considerations. In
medicine, alternatives for courses of treatment over a long period may have
different utilities. Our approach could be applied to find high utility alternatives
from records of many patients with long-lasting diseases. Similarly, managers
could utilize the high utility patterns in making decisions about increasing prof-
its based on many sequences of events with durations.
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Abstract. Time series classification is an important problem in data mining with
several applications in different domains. Because time series data are usually
high dimensional, dimensionality reduction techniques have been proposed as
an efficient approach to lower their dimensionality. One of the most popular
dimensionality reduction techniques of time series data is the Symbolic Aggre-
gate Approximation (SAX), which is inspired by algorithms from text mining
and bioinformatics. SAX is simple and efficient because it uses precomputed dis-
tances. The disadvantage of SAX is its inability to accurately represent important
points in the time series. In this paper we present Extreme-SAX (E-SAX), which
uses only the extreme points of each segment to represent the time series. E-SAX
has exactly the same simplicity and efficiency of the original SAX, yet it gives
better results in time series classification than the original SAX, as we show in
extensive experiments on a variety of time series datasets.

Keywords: Extreme-SAX - Symbolic Aggregate Approximation (SAX) - Time
series classification

1 Introduction

Time Series Classification (TSC) is encountered in several applications ranging from
medicine (electrocardiogram, electroencephalogram), finance (stock market, currency
exchange rates), to industry (sensor signals) and weather forecast. For this reason, TSC
has gained increasing attention over the last decade [2, 6-8, 18].

Time series data are usually high dimensional, and may contain noise or outliers.
Therefore, dimensionality reduction techniques have been proposed as an efficient
approach to perform TSC.

Several time series dimensionality reduction techniques have been proposed, of these
we mention Piecewise Aggregate Approximation (PAA) [9, 19], Adaptive Piecewise
Constant Approximation (APCA) [10], and the Clipping Technique [17].

One of the powerful time series dimensionality reduction techniques is the Symbolic
Aggregate Approximation (SAX) [11, 12], which first converts the time series into PAA
and then transforms the data into symbols using discretization. Despite its efficiency
and simplicity, SAX has a drawback, which is its inability to keep track of important
points. Such points are of particular interest in many applications. This is due to the
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fact that SAX actually applies two dimensionality reductions steps — the PAA and the
discretization, without any mechanism to highlight these important points.

In this paper we present a very simple modification of SAX, yet this modification
outperforms SAX in TSC task because it focusses on extreme points.

The rest of the paper is organized as follows; In Sect. 2 we present background on
the topic. In Sect. 3 we present our new method, which we test in Sect. 4. We draw
conclusions and discuss future work in Sect. 5.

2 Background

A univariate time series T = (1, o, ..., ty) is an ordered collection of n observations
measured at, usually equally-spaced, timestamps 7,,. Time series data are ubiquitous and
appear in a wide variety of applications.

Classification is one of the main data mining tasks in which items are assigned
predefined classes. There are a number of classification models, the most popular of
which is k-nearest-neighbor (kNN). In this model the object is classified based on the
k closest objects in its neighborhood. Performance of classification algorithms can be
evaluated using different methods. One of the widely used ones is leave-one-out cross-
validation (LOOCYV) - also known by N-fold cross-validation, or jack-knifing, where
the dataset is divided into as many parts as there are instances, each instance effectively
forming a test set of one. N classifiers are generated, each from N — 1 instances, and
each is used to classify a single test instance. The classification error is then the total
number of misclassified instances divided by the total number of instances [3].

What makes TSC different from traditional classification tasks is the natural temporal
ordering of the attributes [1]. This is why several classification methods have been
developed to address TSC in particular.

Applying the Euclidean distance on raw data in TSC has been widely used as it is
simple and efficient. But it is weak in terms of accuracy [16]. The use of DTW gives
more accurate TSC results, but this comes at the expense of efficiency.

A large amount of research in time series mining has focused on time series repre-
sentation methods, which lower time series dimensionality, making different time series
tasks, such as classification, clustering, query-by-content, anomaly detection, and motif
discovery, more efficient.

One of the first, and most simple, time series representation methods is PAA [9, 19],
which divides a time series T of n-dimensions into m equal-sized segments and maps
each segment to a point of a lower m-dimensional space, where each point in this space
is the mean of values of the data points falling within this segment.

PAA gave rise to another very efficient time series representation method; the Sym-
bolic Aggregate Approximation — SAX [11, 12]. SAX performs the discretization by
dividing a time series T into w equal-sized segments (words). For each segment, the
mean value for the points within that segment is computed. Aggregating these w coeffi-
cients forms the PAA representation of 7. Each coefficient is then mapped to a symbol
according to a set of breakpoints that divide the distribution space into alphabetSize
equiprobable regions, where alphabetSize is the alphabet size specified by the user.
Figure 1 shows an example of SAX for alphabetSize = 4
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Fig. 1. Example of SAX for alphabetSize = 4, w = 8. In the first step the time series, whose
length is 256, is discretized using PAA, and then each segment is mapped to the corresponding
symbol. This results in the final SAX representation for this time series, which is dcaabbdd

The locations of the breakpoints are determined using a statistical lookup table
for each value of alphabetSize. These lookup tables are based on the assumption that
normalized time series subsequences have a highly Gaussian distribution [12].

It is worth mentioning that some researchers applied optimization, using genetic
algorithms and differential evolution, to obtain the locations of the breakpoints [14, 15].
This gave better results than the original lookup tables based on the Gaussian assumption.

Table 1 shows the lookup table for alphabetSize = 3, ..., 10. Lookup tables for
higher values of alphabetSize can be easily obtained.

Table 1. The lookup tables for alphabetSize = 3, ..., 10

3 4 5 6 7 3 9 10
By -043 067  -084  -097  -107 -1.15 -122  —128
Ba 0.43 0 -025 043  -057  —067 -076  —0.84
Bs 0.67 0.25 0 -0.18  -032  -043  —052
Bs 0.84 0.43 0.18 0 -0.14 025
Bs 0.97 0.57 0.32 0.14 0
Bs 1.07 0.67 0.43 0.25
Bs 1.15 0.76 0.52
Bs 1.22 0.84
Bo 1.28

3 Extreme-SAX (E-SAX)

Despite its popularity and efficiency, SAX has a primary drawback, which is its inability
to represent important points accurately. This is due to the loss of information during
transformation, first during the PAA stage and second during the discretization stage.
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In Fig. 2 we see how the two extreme points, represented by red circles in the
figure, of the segment were represented by symbol ¢ using SAX with alphabetSize = 4,
which is clearly not an accurate approximation for these extreme points. This inaccurate
representation aggravates in the cases where the accuracy of the representation is mainly
based on such extreme points (as in financial time series data, for instance).

In [13] the authors extend SAX to improve its performance in handling financial
data. This is done by adding two special new points, that is, max and min points of
each segment, therefore each segment is represented by three values; the mean, the min,
and max of each segment. Their method uses a modification of the similarity measure
that the original SAX uses. The authors say they conducted preliminary experiments on
financial time series (the experiments are very briefly discussed in their paper), and they
say the results they obtained in a similarity search task is better than those of the original
SAX.

The method presented in [13] has a few drawbacks; whereas the original SAX uses
one symbol to represent each segment, the method presented in [13] uses three symbols
to represent each segment. Using more symbols actually means more information, so it
is not surprising that they get better results than the original SAX. Also the similarity
measure they apply is slightly more costly than that of the original SAX. In addition,
their experiments are quite preliminary, and are applied to financial time series only, so
the performance of their method on a large scale of time series datasets of types other
than financial is unknown.

In this paper, we present a very simple modification of the original SAX that does
not add any additional complexity to it. It still uses one symbol only for each segment,
and the similarity measure has the same computational cost as that of the original SAX
(which we call classic-SAX hereafter). We call our method Extreme-SAX (E-SAX).

Let T be a time series in a n-dimensional space to be transformed by E-SAX into
a m-dimensional space, where the size of the word is w, i.e. T is segmented into w
equal-sized segments. After this first step 7 will be represented as:

T — wiwaws ... wp, (D

2 ol

<~—— Two important points

§ c /O

2l )

Fig. 2. SAX representation for the segment shown in blue, using alphabetSize = 4. As we can
see, the two extreme points, shown in red circles, are approximated by ¢, which is not an accurate
representation. (Color figure online)
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Let pfm.”, pfmx be the minimum (maximum) of the data points falling within segment
w;. We define:

. p’-4 pi
pinean — mm; max (2)

Using p!,,q, to represent w;, Eq. (1) can be written as:
1 2 3
T - pmean pmean pmean . 'p;ﬁean (3)
In the last step, each coefficient pi ,,, is mapped to its corresponding symbol using

discretization, the same way as in classic-SAX, using alphabetSize symbols.
The distance measure we use in E-SAX is:

E— SAX_DIST(§, T) - \/g 3 (dist (31, 7)) )

i=1

Where § and 7 are the E-SAX representations of the two time series S and 7,
respectively, and where the function dis?() is implemented by using the appropriate
lookup table. This lookup table is the same used in classic-SAX for the corresponding
alphabetSize.

Unlike classic-SAX, the distance measure defined in Eq. (4) is not a lower bound of
the original distance defined on the n-dimensional space. However, this is not important
in TSC tasks.

As we can see, E-SAX is very simple. Its symbolic representation has the same
length as that of classic-SAX, so it requires the same storage, it does not include any
additional preprocessing or post-processing steps, and it uses the same lookup tables as
those of classic-SAX.

We can also add that E-SAX clearly emphasizes important points more than classic-
SAX. In fact, as we can see, E-SAX representation is completely based on the extreme
points of each segment.

4 Experiments

We compared the performance of E-SAX to that of classic-SAX in a INN TSC task
using 45 time series datasets available at the UCR Time Series Classification Archive
[4]. This archive contains datasets of different sizes and dimensions and it makes up
between 90 and 100% of all publicly available, labeled time series datasets in the world,
and it represents the interest of the data mining/database community, and not just one
group [5].

Each dataset in this archive is divided into two datasets; train and test. The
length of the time series on which we conducted our experiments varies between
24 (ItalyPowerDemand) and 1882 (InlineSkate). The size of the train datasets varies
between 16 instances (DiatomSizeReduction) and 560 instances (FaceAll). The size
of the test datasets varies between 20 instances (BirdChicken), (BeetleFly) and 3840
instances (ChlorineConcentration). The number of classes varies between 2 (Gun-Point),
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Table 2. Summary of the datasets on which we conducted our experiments

Dataset ) Test Classes Length
synthetic_control Simulated 300 300 6 60
Gun_Point Motion 50 150 2 150
CBF Simulated 30 900 3 128
FaceAll Image 560 1690 14 131
OSULeaf Image 200 242 6 427
SwedishLeaf Image 500 625 15 128
Trace Sensor 100 100 4 275
FaceFour Image 24 88 4 350
Lighting2 Sensor 60 61 2 637
Lighting7 Sensor 70 73 7 319
ECG200 ECG 100 100 2 96
Adiac Image 390 391 37 176
Yoga Image 300 3000 2 426
Fish Image 175 175 7 463
Plane Sensor 105 105 7 144
Car Sensor 60 60 4 571
Beef Spectro 30 30 5 470
Coffee Spectro 28 28 2 286
OliveOQil Spectro 30 30 4 570
CinCECGTorso Sensor 40 1380 4 1639
ChlorineConcentration Sensor 467 3840 3 166
DiatomSizeReduction Image 16 306 4 345
ECGFiveDays ECG 23 861 2 136
FacesUCR Image 200 2050 14 131
Haptics Motion 155 308 5 1092
InlineSkate Motion 100 550 7 1882
ItalyPowerDemand Sensor 67 1029 2 24
Medicallmages Image 381 760 10 99
MoteStrain Sensor 20 1252 2 84
SonyAIBORobotSurfacel Sensor 20 601 2 70
SonyAIBORobotSurface2 Sensor 27 953 2 65
Symbols Image 25 995 6 398
TwoLeadECG ECG 23 1139 2 82
InsectWingbeatSound Sensor 220 1980 11 256
ArrowHead Image 36 175 3 251
BeetleFly Image 20 20 2 512
BirdChicken Image 20 20 2 512
Herring Image 64 64 2 512
ProximalPhalanxTW Image 400 205 6 80
ToeSegmentation Motion 40 228 2 277
ToeSegmentation2 Motion 36 130 2 343
DistalPhalanxOutlineAgeGroup Image 400 139 3 80
DistalPhalanxOutlineCorrect Image 600 276 2 80
DistalPhalanxTW Image 400 139 6 80
WordsSynonyms Image 267 638 25 270
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Table 3. The classification errors of classic-SAX and E-SAX. The best result for each dataset is
shown in boldface printing, yellow-shaded cells

Dataset Method
classic-SAX E-SAX
synthetic_control 0.023 0.003
Gun_Point 0.147 0.140
CBF 0.076 0.081
FaceAll 0.305 0.275
OSULeaf 0.475 0.484
SwedishLeaf 0.253 0.248
Trace 0.370 0.320
FaceFour 0.227 0.216
Lighting2 0.197 0.164
Lighting7 0.425 0.398
ECG200 0.120 0.120
Adiac 0.867 0.854
Yoga 0.180 0.179
Fish 0.263 0.246
Plane 0.029 0.029
Car 0.267 0.267
Beef 0.433 0.367
Coffee 0.286 0.286
OliveOil 0.833 0.833
CinCECGTorso 0.073 0.073
ChlorineConcentration 0.582 0.508
DiatomSizeReduction 0.082 0.088
ECGFiveDays 0.150 0.235
FacesUCR 0.242 0.206
Haptics 0.643 0.662
InlineSkate 0.680 0.670
ItalyPowerDemand 0.192 0.112
Medicallmages 0.363 0.358
MoteStrain 0.212 0.193
SonyAIBORobotSurfacel 0.298 0.306
SonyAIBORobotSurface2 0.144 0.146
Symbols 0.103 0.103
TwoLeadECG 0.310 0.278
InsectWingbeatSound 0.447 0.453
ArrowHead 0.246 0.223
BeetleFly 0.250 0.250
BirdChicken 0.350 0.350
Herring 0.406 0.406
ProximalPhalanxTW 0.370 0.362
ToeSegmentationl 0.364 0.355
ToeSegmentation2 0.146 0.192
DistalPhalanxOutlineAgeGroup 0.267 0.250
DistalPhalanxOutlineCorrect 0.340 0.398
DistalPhalanxTW 0.292 0.272
WordsSynonyms 0.371 0.371
10 24
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(ECG200), (Coffee), (ECGFiveDays), (ItalyPowerDemand), (MoteStrain), (TwoLead-
ECG), (BeetleFly), (BirdChicken), and 37 (Adiac). They have a variety of types (sim-
ulated, motion, image, sensor, ECG, and spectro). Table 2 shows a summary of the
datasets on which we conducted our experiments.

The experimental protocol is as follows; in the train stage each of classic-SAX and
E-SAX is applied to each train dataset of the datasets presented in Table 2. The purpose
of this stage is to obtain the optimal value of alphabetSize, i.e. the value that yields the
minimum classification error in TSC for each of the datasets. In the test stage this value
of alphabetSize is used in the corresponding test dataset. The final results of TSC on
the test datasets for each of classic-SAX and E-SAX are shown in Table 3. The best
result (the minimum classification error) for each dataset is shown in boldface printing,
yellow-shaded cells.

There are several measures used to evaluate the performance of time series classifi-
cation methods. In this paper we choose a simple and widely used one, which is to count
how many datasets on which the method gave the best performance.

The results show that E-SAX clearly outperforms classic-SAX in TSC as it yielded
a lower classification error in 24 datasets, whereas classic-SAX gave better results in 10
datasets only. The two methods gave the same classification error in 11 datasets.

5 Conclusion

Classic-SAX is popular time series representation method because of its simplicity and
efficiency. It has been widely applied to perform time series tasks such as classification.
However, one of its main drawbacks is that it is unable to represent important points
accurately.

In this work we presented Extreme-SAX (E-SAX), which uses the extreme points
of each segment to discretize the time series. E-SAX has exactly the same advantages
of classic-SAX in terms of efficiency and simplicity, but it is better than classic-SAX at
representing important points, as it is based completely on the extreme points of each
segment to transform the time series into sequences.

We validated E-SAX through TSC experiments on a variety of datasets. Our experi-
ments showed that E-SAX clearly outperforms classic-SAX as it yielded a lower classi-
fication error in 24 out of 45 datasets, whereas classic-SAX gave a lower classification
error in only 10 datasets. The two methods gave the same classification error in 11
datasets.

For future work, it is worth studying this phenomenon further to know why a rep-
resentation using less information, based only on the extreme points of segments, gives
better results in TSC than a representation that uses more information resulting from all
data points of the time series.
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Abstract. Optimizing Data Processing Pipelines (DPPs) is challenging
in the context of both, data warehouse architectures and data science
architectures. Few approaches to this problem have been proposed so
far. The most challenging issue is to build a cost model of the whole
DPP, especially if user defined functions (UDFs) are used. In this paper
we addressed the problem of the optimization of UDF's in data-intensive
workflows and presented our approach to construct a cost model to deter-
mine the degree of parallelism for parallelizable UDF's.

Keywords: ETL workflow - ML workflow - Workflow optimization -
Cost model - Parallelization

1 Introduction

A data processing pipeline (DPP) is referred to a workflow of tasks aiming
at ingesting data from multiple (typically heterogeneous and distributed data
sources), and then homogenizing, cleaning, integrating, and deduplicating these
data. T'wo types of a DPP become a de facto standards in the industry. The first
one, called Extract-Transform-Load (ETL) is applied in data warehouse archi-
tectures. The second one, called End-to-End Machine Learning Pipeline (MLP)
is applied to pre-processing of data for a given ML algorithm. Both of these
types of DPPs orchestrate multiple tasks. Building a DPPs is a time-expensive
task and it accounts to almost 80% of time on building an analytical system
[1]. Having in mind that DPPs process large amounts of data of heterogeneous
structures, reducing execution time of these DPPs is of great importance, thus
DPP optimization should come into play.

Ideally, a DPP optimization should be based on the principles of the cost-
based query optimization. If so, a DPP designed by a user could be automatically
re-designed based on an overall cost of the whole DPP, to produce a more effi-
cient DPP. To this end, a cost model of each DPP task must be known, similarly
as a cost model of each SQL operator is available. If DPP tasks were expressed
by means of SQL their cost model would be available, however, in practice most
ETL tools provide the functionality to write custom programs in multiple proce-
dural programming languages, as the so-called User Defined Functions (UDFs).
© Springer Nature Switzerland AG 2020
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UDFs are especially useful to process big data and to implement prediction
models. Often, such programs are only available as black-box software snippets,
which cannot be ‘opened’. As a consequence, their cost models are unavailable,
and conversely, a cost model of the whole DPP is unavailable. For this reason, a
performance of a DPP depends on manually orchestrating its tasks by a designer.

Developing a cost model for a DPP is challenging and few approaches to
solve this problem have been proposed so far [5,8]. The few existing and promis-
ing DPP optimization techniques are based on task reordering [11,12,16,20] or
parallelization [3] (for an up-to-date overview the reader is referred to [22] and
to Sect. 4).

This paper is the continuation of our previous works, where we proposed (1)
ETL Framework - cp-UDF to address the challenges posed by UDFs in DPPs
[2,4] and (2) a cost model in ¢p-UDF to optimize UDFs in an ETL Workflow,
based on user-defined performance metrics [5] (cf. Section 2 for a brief overview).

In this paper we extend the cost model of cp-UDF with the combina-
tion of Decision Optimization techniques and Machine Learning mod-
els. The contribution of this paper is then twofold. First, we propose a method
towards parallelization of UDF execution by generating an optimized distributed
machine configuration using machine learning (c.f., Sect. 3.1). Second, we extend
our cost model to enable data scientists to choose the best possible machine learn-
ing model based on user-defined performance metrics e.g., accuracy, precision,
or recall of a model using decision optimization (c.f., Sect. 3.2).

2 ETL Framework: Overview

As the work presented in this paper extends our previous work on ETL Frame-
work - c¢p-UDF [2,5], in this section we outline the main concepts of the
Framework.

2.1 Extendable ETL Framework - ¢p-UDF

cp-UDF consists of four modules, namely: (1) an UDFs Component, (2) a Cost
Model, (3) a Recommender, and (4) a Monitoring Agent, c.f., Fig. 1.

The UDF Component allows ETL developers to write parallelizable UDFs by
separating parallelization concerns from the code. It contains a library of Parallel
Algorithmic Skeletons (PASs), to be executed in a distributed environment like
Map-Reduce or Spark. The UDF Component provides to the ETL developer: (1)
the already parallelizable code of some commonly used big data operators (a.k.a
Case-based PASs) including: sentiment analysis, de-duplication of rows, outlier
detection and (2) a list of Generic PASs (e.g., worker-farm model, divide and
conquer, branch and bound, systolic, MapReduce).

The Cost Model uses the Recommender Module and Monitoring Agent to
generate optimized ETL workflows. It includes an extendible set of machine
learning algorithms (e.g., classification, recommendation, prediction algorithms)
and decision optimization techniques to generate an optimal configuration plan
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Fig. 1. The architecture of the Extendible ETL Framework - cp-UDF

to execute UDF's in an ETL workflow. To this end, it uses performance statistics
(stored in a repository), collected during past ETL executions by a dedicated
module, called Monitoring Agent.

2.2 Cost Model

The cost model leverages Decision Optimization and Machine Learning tech-
niques in order to generate a (sub-)optimal configuration to optimize the execu-
tion of parallelizable UDF's in an ETL workflow, cf., Fig. 2. Decision Optimiza-
tion is used to find an optimized configuration for Case-based PAS, fulfilling
user-defined performance metrics: execution time and monetary costs. Machine
Learning techniques or models are trained on historical data and fine-tuned.
They are applied to finding the (sub-)optimized machine configuration to exe-
cute UDFs based on Generic PAS. The dotted line indicates that if the Decision
Optimization fails to find the (sub-)optimal solution, then Machine Learning
techniques are used to find the solution.

[ Cost Requirment | | Execution Time Requirement |

Case Based PAS Decision Optimization —I_}
: Optimal
L Configuration
<
Generic PAS Machine Learning Algorithms —|—>

[ Historical/Training Data ‘ | New Data I

Fig. 2. High level design of the cost model
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The functionality of the cost model can be explained in three stages as follows:

— Stage 1 - Feasibility: using the cost model, the system assesses whether par-
allelizing an UDF will reduce its execution cost. It is done by simulating the
execution of the UDF in a non-distributed or pseudo-distributed environment
to compare the execution time of the UDF with user-defined performance
metrics.

— Stage 2 - Degree of parallelism: the cost model will reason on the right
degree of parallelism, e.g., choosing the appropriate number of data parti-
tions to be processed in parallel. It can be achieved by tuning certain perfor-
mance parameters depending on the distributed environment and program-
ming paradigm.

— Stage 3 - Generating optimal code plan: the cost model will guide
setting up configurations of distributed machines, so that the UDF is executed
optimally in a distributed environment. The cost model takes into account
execution performance and monetary cost constraints, given by the developer
as an input to the UDF Component.

In [5], we have presented techniques based on decision optimization to paral-
lelize the Case-based PAS. We tested our technique in a case where a user selects
a PAS for the de-duplication of data. The de-duplication algorithm run in three
stages (n=3) and for each stage there existed two possible semantically equiv-
alent UDF implementations (m=2) in the library of PASs. Finding the best
possible solution for each stage is of complexity O(n"™) and it corresponds to
an NP-hard problem. We modeled the problem using Multiple Choice Knapsack
Problem (MCKP), as a special case of a Decision Optimization problem.

3 Extension to the Cost Model

In this section we present the extension of our cost model to enable data scien-
tists to choose the best possible machine learning model based on user-defined
performance metrics e.g., accuracy of a model using decision optimization mod-
ule of the cost model, therefore, contributing towards a framework to optimize
ETL and machine learning pipelines that based on user-defined performance
metrics.

Figure 3 overviews the application of the extended cost model that either
executes the Decision Optimization Module or the Machine Learning Module
based on the type of a PAS i.e., the Case-based PAS and Generic PAS. It is
discussed in subsequent sections.

3.1 Optimal Code Generation for Case-Based PAS

The cost model requires obligatory user-defined performance metrics: (1) max-
imum execution time for an ETL workflow (7") and (2) maximum monetary
budget for an ETL workflow to be executed in the distributed environment (B),
as an input from the ETL developer. Optional parameters include: the size of a
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Fig. 3. The processing workflow of the extended cost model

dataset (R) in terms of the number of rows and a configuration of distributed
machines (M).

When the ETL developer selects the Generic PAS, then an UDF provided
by the ETL developer is first executed in a simulated environment to collect
run-time execution statistics. At this point, the cost model is only interested in
the execution time and estimated monetary cost. If both are within the user-
defined performance metrics constraints, the processing is stopped. Otherwise, it
continues to Step 3. This step generates the best possible machine configuration
for an UDF based on Machine Learning techniques using input from Step 2 and
an integrated Knowledge Base (KB). The KB is built on past executions of the
UDF's in a distributed environment within the ETL Framework -cp-UDF and is
updated after every execution. This KB also serves for the training purposes of
the machine learning model. The structure of KB is as follows:

ExecutionHistory(executionId, executionTime, rowsProcessed, bytesProcessed, sizeOfData,

rowsRead, rowsWrite, cpuUsage, machineId)

Machine(machineId, memory, numOfCPUs, operatingSystem, provider, price, costType,

otherCosts)

Attributes in table EzecutionHistory are the candidates for the feature set
for machine learning models, except machineld, which serves as a class label.

Predicting machineld, i.e., a class, is essentially a classification problem. The
configuration for the predicted value of machineld then can be obtained from
the Machine table. A sample response from the machine learning model is shown
below:

"machineId":"m5.xlarge",
"memory":16,

"num0fCPUs":6,
"operatingSystem":"Linux",
"provider":"AWS",
"price":0.192,

"costType" :hourly,
"otherCosts":10

As of now, the implementation of the machine learning model to predict
the best possible configuration is one of the future works mainly because of the
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unavailability of sample data. To build such a model, there is a need to have
some reasonable number of samples per machineld (class), which are not readily
available at the moment.

3.2 Proposing Best Possible Machine Learning Model

In this section, we extend the use of c¢p-UDF not only to ETL developers or
data engineers but to the data scientists as well to create end-to-end Machine
Learning Pipeline (MLP). The MLP may comprise multiple steps, such as data
pre-processing, feature selection, and training & testing of a given ML algorithm.
The user may select a MLP from the ¢p-UDF as a Generic PAS, which may
consist of a number of stages (data preprocessing, feature selection, ML model),
as shown in Fig. 4.

m = stages in a MLP

Stage 1 Stage 2 Stage 3 I
s [ SACUPL < I LALLPL >
&, I RRRRRE > e
»n O
g8
(% % data preprocessing > Feature Extraction > Machine Learning
i g UDFs L Algorithms L Model
c L L

Fig. 4. An end-to-end machine learning pipeline

Besides providing the obligatory user-defined performance metrics i.e., (1)
maximum execution time for an MLP (7') and (2) maximum monetary execution
cost for the MLP(B), the user will need to provide the size of a dataset (S) and
the performance metric for the ML model i.e., accuracy, precision, or recall (P).
These parameters are used by the Decision Optimization Module to provide the
best possible ML algorithm. The problem of finding this algorithm is modeled
as the Multiple Choice Knapsack Problem that can be formulated as follows.

Let mazimize(Z) be an optimal solution containing the best possible MLP,
based on P (i.e., accuracy, precision, or recall), such that: execution time £ < T
and execution cost C' < B. Note that we want to provide the maximum value
of accuracy, precision, or recall P;; of an UDF or a ML model variant N; from
each stage m, such that the total cost C;; < B and execution time of the entire
MLP E;; <T.

Our problem is mapped to the MCKP as follows: (1) n classes in MCKP
definition to m stages, (2) a weight constraint ¢ to: B - budget constraint and
E - execution time constraint, (3) a cost of item for a class w;; to C;; - a cost of
variant j at stage ¢ and E;; - execution time of variant j at stage i, (4) a profit
of each item p; to P; - a maximum performance metric. Then, we can find out
the optimal solution as follows:
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3.3 Preliminary Experimental Results

In order to evaluate the correctness of our MCKP-based cost model, we mapped
our problem on to the Linear Integer Programming Model. The cost model is
implemented in Python using Google OR-Tools'. The implementation of the
cost model is accessible via our online git repository?.

As a preliminary evaluation of our approach to generate the best possible ML
model, we used the experimental testbed and results on the sentiment analysis
described in [13] that include: (1) three different sentiment analysis ML models,
namely: Bernoulli Naive Bayes (BNB), Multinomial Naive Bayes (MNB), and
Support Vector Machine (SVM), where each model has two variants, (2) accuracy
of each ML model, (3) execution time of each variant of the model in seconds.
To generate preliminary experimental results, we built an execution environment
based on machines indicated in [21] (2,6 GHz 6-Core Intel Core i7, 16 GB RAM)

and near equivalent configuration available in Amazon EC2 instances®.

Table 1. Experimental results on finding the best possible MLL Model. The shaded row
(MNB-1) indicates the model predicted by our extended cost model, with execution
time of 0.05 s and an accuracy of 81.34%

ML Model|Execution Time [s]|Accuracy [%]|Cost/hour [$]
BNB-1 0.24 75.21 1.6
BNB-2 0.61 65.18 2.0
MNB-1 0.05 81.34 1.6
MNB-2 0.11 72.14 2.0
SVM-1 4.22 77.16 1.6
SVM-2 12.95 69.95 2.0

Table1 presents the obtained results, which we used as an input to our
extended cost model. Column ML Model represents the variants of the afore-
mentioned ML models i.e., { BNB-1, BNB-2, MNB-1, MNB-2, SVM-1, SVM-2},
Ezecution Time [s] is the execution time of each variant in seconds, Accuracy
[%] represents the accuracy of the ML algorithm, and Cost/hour [$] represents

! https://developers.google.com/optimization/mip/mip.
2 https://github.com/fawadali/MCKPCostModel /blob/master /ML-CostModel//.
3 https://calculator.s3.amazonaws.com /index.html.
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execution cost in $ per hour, for each sentiment analysis ML model. The average
execution time of the cost model to predict the best possible ML, was 4 ms. The
shaded row in Table 1 indicates the obtained result from the cost model as the
best possible ML model for a given input performance metric parameters:

Execution Time < 1.0 s; Cost per hour < $2.0

At this point in time, the experiments were carried out on part of the machine
learning pipeline dedicated to finding an optimal ML model. In the future, we
will conduct experiments with different use cases and will also include the entire
MPL, i.e., data pre-processing, feature selection, and training & testing of a
given ML algorithm, in order to fine-tune the MCKP algorithm.

4 Related Work

Industrial approaches to increasing performance of ETL (DPP) processes
apply: (1) horizontal or vertical scaling of ETL servers and (2) parallel process-
ing of individual tasks. Informatica and IBM DataStage additionally support
task reordering. Informatica implements the push down optimization, where the
most selective tasks are moved towards or even into a data source, to reduce a
data volume as soon as possible [12]. IBM DataStage implements the balanced
optimization, where some tasks can be moved towards either a data source or a
data warehouse [11].

Research approaches propose two basic techniques, namely: (1) task
reordering, supported by simple cost functions and reordering heuristics and (2)
parallel processing. In the first case, an ETL process is assigned an estimated
execution cost [8], and next, by using task reordering, alternative processes are
produced with their estimated costs [14,20]. As the reordering problem is NP-
complete, [15,16,20] propose some reordering heuristics. Parallel processing of
ETL was proposed in [17], where first, an ETL process is partitioned into linear
sub-processes. Next, data parallelization is applied to each of the sub-processes.
At the end, tasks of heavy load are executed with multi-threading. Finally, [18]
researches a solution for constructing an optimal DPP for data science, i.e., a
DPP is composed of data pre-processing tasks and model building tasks. DPP is
defined as a directed acyclic graph. The optimization problem extends the CASH
problem with time constraints. Nonetheless, the aforementioned approaches do
not support ETL processes with UDF's.

Optimizing workflows with UDFs received so far little attention. The few
proposed solutions use manual annotations of UDFs [7,9,10]. The annotations
instruct an workflow engine how to re-order a workflow or instruct how to exe-
cute it in parallel. [6] proposes a Map-Reduce-based framework, which enables
parallelization of UDFs in a massively-parallel shared-nothing database. How-
ever, UDFs are implemented from scratch for this environment. In [19] an ETL
engine re-orders a workflow based a set of rewriting rules and on inferring the
semantics of an UDF. This inferring is based on explicit code annotations and
some automatically detectable UDF properties, e.g., read/write behavior.
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The approaches outlined here require from the developer to follow certain
code-based keywords or parallelism hints to enable parallelism and they do not
treat an UDF as a black-box. Moreover, the approaches tend to use all the hard-
ware resources to achieve parallelism and do not cater whether the parallelism is
required at the first place or not, or do not take into account the required degree
of parallelism.

In contrast, our approach first assesses if the performance of an UDF may
increase by applying parallelization. If so, the optimizer, based on the cost model
proposes the optimal configuration by using simulation, recommendation, and
prediction algorithms for an UDF to be executed in the distributed framework.
A positive feature of our approach is that it does not require code annotations,
which make the development of an UDF independent on an execution environ-
ment, programming language, and cost model.

5 Conclusion

This paper is the continuation of our work [2-5], where we presented an
Extendible ETL Framework - c¢p-UDF to allow the ETL developer to efficiently
write parallelizable UDF's treated as black-boxes.

In this paper, we extended the cost model towards: (1) applying Machine
Learning techniques in order to execute Generic PAS optimally in a distributed
environment and (2) proposing users (specifically data scientists) an optimal
end-to-end MLP, based on input performance parameters such as accuracy, pre-
cision, and recall, using the Decision Optimization module of the cost model.
We evaluated experimentally our Decision Optimization module with the final
goal to find the best possible ML model. The problem of finding the model was
mapped into the MCKP and implemented in Python using Google OR-tools.

In the next steps, we will bring our vision of the Machine Learning Module to
reality by pre-processing required datasets for the classification model in order
to generate optimal configuration plan to execute Generic PAS in a distributed
environment. Furthermore, we will extend our evaluation of the Decision Opti-
mization module with different use cases to propose the best possible end-to-end
ML pipeline, based on user performance metrics.

We believe that cp-UDF is another step towards the next generation DPP
framework, which supports the end-to-end development of data and machine
learning pipelines from a collection and organization of data to the optimal
machine learning model development.
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Abstract. Triangle enumeration is a fundamental problem in large-scale
graph analysis. For instance, triangles are used to solve practical prob-
lems like community detection and spam filtering. On the other hand,
there is a large amount of data stored on database management sys-
tems (DBMSs), which can be modeled and analyzed as graphs. Alter-
natively, graph data can be quickly loaded into a DBMS. Our paper
shows how to adapt and optimize a randomized distributed triangle enu-
meration algorithm with SQL queries, which is a significantly different
approach from programming graph algorithms in traditional languages
such as Python or C++. We choose a parallel columnar DBMS given
its fast query processing, but our solution should work for a row DBMS
as well. Our randomized solution provides a balanced workload for par-
allel query processing, being robust to the existence of skewed degree
vertices. We experimentally prove our solution ensures a balanced data
distribution, and hence workload, among machines. The key idea behind
the algorithm is to evenly partition all possible triplets of vertices among
machines, sending edges that may form a triangle to a proxy machine;
this edge redistribution eliminates shuffling edges during join computa-
tion and therefore triangle enumeration becomes local and fully parallel.
In summary, our algorithm exhibits linear speedup with large graphs,
including graphs that have high skewness in vertex degree distributions.

Keywords: Inside DBMS solution - Parallel triangle enumeration -
Graph - Columnar DBMS

1 Introduction

Large graphs are becoming pervasive as the world is more interconnected than
before. Examples include real-world networks such as social, transportation,
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Web, and biological networks. One of the fundamental graph problems is tri-
angle enumeration, which has attracted much interest because of its numerous
practical applications, including the analysis of social processes in networks [26],
dense subgraph mining [25], joins in databases [16], etc. The interested reader
may refer to [5,7] for additional applications. Triangle detection and triangle
counting are also well-studied problems, and potentially significantly easier than
triangle enumeration. However, we emphasize that for many applications, includ-
ing all the aforementioned ones, triangle detection, and triangle counting are not
enough, and a complete enumeration of all the triangles is required.

Graphs can be modeled in terms of a database perspective. DBMSs provide
a different angle of graph processing since they offer an easily load /import data
into them. Nonetheless, processing large graphs in DBMSs did not receive much
interest as long as DBMSs did not define graph concepts. Some recent studies
offer support for the vertex-centric query interface to express graph queries like
Pregel and its open-source successor Giraph [15]. Other works such as [6,18]
study and compare different graph problems on row, array and columnar DBMSs
with Spark GraphX. These works showed that DBMSs are faster.

In our work, we present an adaption of a parallel randomized algorithm [19]
to solve the triangle enumeration problem. We prove that our approach guaran-
tees the load balancing between the processors. We study how to express this
algorithm using standard SQL queries that can be executed on any DBMS. We
discuss various possible optimizations in order to obtain the optimum execution
time while using columnar DBMS to execute the algorithm.

Our paper is organized as follows. Section2 states an overview of related
works. Preliminary concepts and notations including graph, triangle enumeration
problem, columnar DBMS and parallel computational model are described in
Sect. 3. In Sect. 4, we present the standard algorithm and its limitations; then
we detailed our proposed randomized algorithm while discussing its complexity
and load balancing. We introduce our experimental findings in Sect.5 and we
conclude in Sect. 6 with general remarks and potential future works.

2 Related Work

In this section, we summarize the most relevant, state of the art, triangle enu-
meration works. We start by highlighting numerous applications related to graph
processing using relation queries on DBMSs. Then, we present an overview of
triangle enumeration with a brief description of recent studies.

Processing graphs in DBMSs have been studied in recent years. The work of
[28] revisited graph processing support in the RDBMS at SQL level. [18] stud-
ied the optimization of recursive queries on two complementary graph problems:
transitive closure and adjacency matrix multiplication. The authors experimen-
tally proved that the columnar DBMS is the fastest with tuned query opti-
mization. [6] studied how to solve four important graph problems: reachability,
single-source shortest path, weakly connected components and page rank using
relational queries on columnar DBMS, array DBMS and spark’s GraphX on
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share-nothing architecture. Other works like [10,23] stored graphs in relational
tables with schema optimized for graph queries by adding a specific layer sup-
porting graph processing on RDBMS. Other interesting work of processing graph
in DBMSs can be found at [2,9,17]. Moreover, there exist powerful parallel graph
engines in the Hadoop big data ecosystem like Neodj and Spark GraphX, but
they require significant effort to link and integrate information about the graph
and, in general, they provide query languages inferior as compared to SQL. In
contrast, our system can readily exploit diverse relational tables, which can be
easily loaded and integrated with the graph edge table. Our SQL solution pro-
vides good time performance, but it does not intend to be the fastest compared
to Hadoop systems. On the other hand, our goal is to provide perfect load bal-
ancing, which ensures scalability as more parallel processing nodes are available.
A detailed benchmark comparison is left as future work.

The foundational algorithms for enumerating triangles are the node iterator
[21] and the edge iterator [12] suitable for one host execution. Nonetheless, with
the expansion of graph size, they become less efficient, and one host processing
on the main memory is infeasible. Some works like MGT [11] and Trigon [8] use
one host processing but with better I/O techniques which reduce the overhead
caused by the I/O access. Other works focus on paralleling the processing and
present multi-core solutions like [14,22]; the first presented a load balance guar-
antee and the second proposed a cache-friendly algorithm supporting dynamic
parallelism without tuning parameters. Many distributed works have been also
introduced, [4] proposed MPI-based distributed memory parallel algorithm based
on node iterator for counting triangles in massive networks that can be easily
adapted for triangle enumeration.[27] is another approach based on distributing
the processing over a cluster while reducing messages during run-time. On the
other hand, many solutions have been explicitly addressed in the MapReduce
framework by [1,20,24,29]. These solutions paralleled the processing through two
rounds of MapReduce where the first focuses on finding all the wedges and the
second checks whether there is an edge connecting each wedge endpoints. How-
ever, those solutions are time-costly because of the large amount of intermediate
data exchanged between the hosts during processing.

The work of [19] presented a randomized distributed algorithm for triangle
enumeration and counting in the k-machine model, a popular theoretical model
for large-scale distributed graph computation [13]. In this model, & > 2 machines
jointly perform computations on graphs with n nodes (typically, n > k). The
input graph is assumed to be initially partitioned among the k£ machines in
a balanced fashion. Communication is point-to-point by message passing (no
shared memory), and the goal is to minimize the number of communication
rounds of the computation. The work of [19] presented a distributed algorithm
that enumerates all the triangles of a graph in O(m/k%/3 + n/k*3) rounds (the
O notation hides a polylog(n) multiplicative and additive factor), where n and
m are the number of nodes and edges of the input graph respectively. It also
showed that this algorithm is essentially optimal with respect to the number
of communication rounds by presenting a lower bound that showed that there
exist graphs with m edges where any distributed algorithm requires 2(m/k%/3)
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rounds. The current work builds on the algorithm of [19] and shows how to
modify and efficiently implement this algorithm on a DBMS with queries which
is significantly different from a fairly straightforward MPI implementation of the
algorithm in a traditional language such as C++ or Python.

3 Preliminaries

This is a reference section that introduces definitions of a graph from mathemat-
ics and database perspectives, our problem definition, an overview of distributed
processing using columnar DBMS, and a description of the computational model.

3.1 Graph

Let G = (V, E) be an undirected unweighted graph with V non-empty set of
vertices (nodes) and E a possibly empty set of edges. We denote n = |V| and
m = |E|. Each edge e € E links between two vertices u, v and defines a direction
(from u to v and v to u). We denote for each u € V, N(u) = {v € V : (u,v) €
E} the set of neighbors of a vertex u. Thereby, the degree of u is defined as
deg(u) = |N(u)].

By this definition, we allow the presence of cliques and cycles. A clique defines
a complete sub-graph of G. A cycle is a path that starts and ends on the same
vertex. A cycle of length [ is called I-cycle; hence a 3-cycle refers to a triangle.

Mathematically, a graph G can be represented by an adjacency matrix of
n x n (see Fig.1 (b)), where the cell 7, holds 1 if there is an edge combining
vertex i to vertex j. In database perspective, a graph G is stored as adjacency
list in an edge table E(i,j) with primary key (7, j) representing source vertex i
and destination vertex j (see Fig.1 (c)). An entry in table E defines existence
of an edge. Figurel (a) depicts an undirected graph, (b) shows its adjacency
matrix representation and (c) its adjacency list representation.
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(b) Adjacency matrix (c) Adjacency list

Fig. 1. Graph representations
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3.2 Triangles Properties

Definition 1. Given a graph, a connected triple (u,v,w) at vertex v is a path
of length 2 for which v is at the center. If (w,u) € E : (u,v,w) is a closed triple
called triangle otherwise it is open triple named wedge or open triad. A triangle
contains three closed triples: (u,v,w), (v,w,u) and (w,u,v).

By Definition 1, we allow the enumeration of triangles on both directed and
undirected graph as triangle is a cycle of 3 edges.

Besides triangle enumeration problem, the problem of finding open triads
has many applications, e.g., in social networks, where vertices represent people,
edges represent a friendship relation, and open triads can be used to recommend
friends.

Definition 2. A triangle denoted as A(,,yw), is the smallest clique in graph
G composed of three distinct vertices u,v and w. The triangle formed by these
vertices include the existence of three edges (u,v), (v,w) and (w,u). The set
A(G) includes all the triangles Ay .0y of the graph G. Figure 1 (d) represents
an example of triangles in an undirected graph (Fig. 1. (a)). Notice that the two
examples of produced triangles are in lexicographical order. This eliminates the
listing of the triangle multiple times.

Definition 3. Two triangles Ay and As may belong to the same clique. Figure 1
(d) shows that both enumerated triangles A1 25 and Az 3.5 belong to the same
clique formed of vertices {2,3,4,5}.

For a given graph G, triangle enumeration problem is to list all the unique tri-
angles present in the set A(G) which is expensive compared to counting because
enumeration tests the possibility of each triplet of edges to form a triangle.
Therefore, using the results of the enumeration task, one can easily obtain the
count of triangles in the graph. In contrast, just counting does not necessarily
give the list of resulting triangles [3].

Notably, in practice, most graphs are sparse and therefore m = O(n). How-
ever, detecting embedded triangles is computationally hard with time O(n?).

3.3 DBMS Storage

In order to enumerate triangles, standard SQL queries can be employed based on
SPJ operations (selection, projection and join). These operations can be useful
in simplifying and understanding the problem by formulating the solution using
relational algebra (o, m and ) then translating it into SQL queries that can be
executed in parallel on any distributed DBMS. To handle a graph in a database
system, the best storage definition is a list of edges as edge table E(i, j) where it
is assumed the edge goes from 7 to j. If the graph is undirected, we include two
edges for each pair of connected vertices. Otherwise, only the directed edge is
inserted. In this manner, we can always get a triangle vertices in order {u, v, w}
instead of {v,w,u} or {w,u,v} with u < v < w.
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Figure 2 depicts physical schema for a graph in DBMS, where the table F_s
represents the adjacency list of the graph, it holds all the edges. While, the table
‘User’ stocks all the information related to vertices (¢ and j) of table E_s.

s Es D s User D
it ---emm---{{ ID:int

- Firstname: string

Lastname: string

Birth_Date: Date

Address: string

Jiint
(i) Primary key

iForeign key references User(ID)
j Foreign key references User(ID)

Fig. 2. A physical database model for the graph representation

We opted for columnar DBMSs such as Vertica or MonetDB to execute our
queries, since they present better efficiency of writing and reading data to and
from disk comparing to row DBMSs. Thus, speeding up the required time to
perform a query [18]. In fact, physical storage between the two types of DBMSs
varies significantly. The row DBMSs use indexes that hold the rowid of the physi-
cal data location. Whereas, the columnar DBMSs rely on projections, optimized
collections of table columns that provide physical storage for data. They can
contain some or all of the columns of one or more tables. For instance, Vertica
allows storing data by projections in a format that optimizes query execution,
and it compresses data and/or encodes projection data, allowing optimization
of access and storage.

3.4 Parallel Computation Architecture

We assume a k-machines cluster (k represents the count of the hosts in the
cluster) built over share-nothing architecture. Each machine can communicate
directly with others. All the machines define a homogeneous setup configuration
providing at least the minimum hardware and software requirements for the best
performance of the columnar DBMS. Following the guidelines presented by the
DBMS, each machine should provide at least 8 cores processor, 8 GB RAM and
1TB of storage.

The number of machines k must be chosen as: k = p with p € N. This is
important for our algorithm to achieve a perfect load balancing.

4 Triangle Enumeration

In this section, we present our contribution to solve the triangle enumeration
problem in parallel using SQL queries. Most of the queries bellow are specific
to Vertica, particullary, CREATE TABLE/PROJECTION and COPY queries.
For other DBMSs including row DBMSs like Oracle and SQL Server, a DBA can
easily adapt them depending on their data loading and retrieval strategies.

4.1 Standard Algorithm

Enumerating triangle in a given graph G can be done in two main iterations,
the first aims to identify all the directed wedges in the input graph while the
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second focuses on finding whether there exists an edge connecting the endpoints
of each wedge.

Basically, listing triangles using standard algorithm is performed by three
nested loops, which can be translated in SQL by three self-join of table E (E'1 >
E2< B3 El)on El.j = E2.i, E2.j = E3.i and E3.j = El.i respectively with
El=FE E2=F and E3 = E (E1,E2 and E3 are alias table of E). However,
since only triangles defining lexicographical order (v; < vy < v3) are output (see
Sect. 3.3), we can eliminate the third self-join by taking both E2.j = E3.; and
E3.j = E1.i within the second self-join. As a result, the above-mentioned process
can be formulated using only two self-joins on table E (E 1 F <1 E). In SQL
queries bellow, we use E_dup which is a duplicate table of E used to speed up the
local join processing. Indeed, partitioning the first table by ¢ and the duplicate
one by j divides the two corresponding tables into small pieces based on the
aforementioned columns which will make local joining on E.j = E.i faster.

SELECT E1.i As v1,E1.j AS v2,E2.j As v3
FROM
E E1 JOIN E_dup E2 ON E1.j=E2.i
JOIN E E3 ON E2.j=E3.i AND E3.j=El1.i
WHERE E1.i<E1.j AND E2.i<E2.j;

One problem can occur with this query executed in parallel. If the clique size

is too large, there would be a redundancy in listed triangles caused by assigning
each vertex and its neighbors to different machines to speed up local joins.

4.2 Randomized Triangle Enumeration

The high-level idea behind the randomized triangle enumeration algorithm of [19]
is to randomly partition vertices into subsets of certain size and then compute the
triangles within each subset in parallel. Specifically, the vertex set is partitioned
into k'/% random subsets (thus each subset will have n/k'/3 vertices), where k
is the number of machines. Then each triplet of subsets of vertices (there are a
total of (k'/3)? = k triplets, including repetitions) and the edges between the
vertices in the subset are assigned to each one of the & machines. Each machine
then computes the triangles in the subgraph induced by the subset assigned to
that machine locally. Since every possible triplet is taken into account, every
triangle will be counted (it is easy to remove duplicate counting, by using lexico-
graphic order among the vertices, as described later). Hence correctness is easy
to establish. The main intuition behind the randomized algorithm is that a ran-
dom partition of the vertex set into equal sized subsets also essentially balances
the number of edges assigned to a machine. This crucially reduces communica-
tion, but also the amount of work done per machine. While this is balancing is
easy to see under expectation (an easy calculation using linearity of expectation
shows that on average, the number of edges are balanced); however there can
be a significant variance. It is shown in [19] via a probabilistic analysis, that the
number of edges assigned per machine is bounded by O(max{m/k>/3,n/k/3}).
We note that the randomized algorithm is always correct (i.e., of Las Vegas
type), while the randomization is helpful to improve the performance.
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The Fig. 3 illustrates the overview of the randomized triangle enumeration
algorithm. To distinguish each partition of vertices, a color from k/3 colors is
assigned to it. The communication between machines is needed when creating
sub-graphs or collecting edges from proxies. Otherwise, the processing is local.

Host 1

Proxy 1 Host 1
Edge .
& . Local triangle
------ Sub-graph f———% collecting -
| \ 7 ; listing
' \\ /| from proxies
; N / ,/
i Proxy 2 \\ /( i Host 2 Host 2
: \/ \ﬁ(
:
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Host 1 ! \ Edge .
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1= 2 Sub-graph [~-+-~4% collecting -
' \ \// I ¢ N listing
Graph reading and ! (WY / rom proxies
. PRI M \
vertices coloring i \ X //
1 \y
:
v
Disk i %\/\
i I
i I
| I3\
; I
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: Proxy k I \\\ Host k Host k
:
| | \
' | \
I Edge .
: ) & . Local triangles
***** ?  Sub-graph ~———+ collecting L
N listing
from proxies

Graph partitioning

Local Triangles enumeration

Fig. 3. Random triangle enumeration process

4.3 Graph Reading

The first step to enumerate triangles is to read the input graph on one host.
If the graph is directed, the edge table E_s is built as adjacency list into the
database system. Otherwise, for each tuple (3,7) inserted in the edge table E_s,
(4,4) is also inserted. The following queries are used to read the input graph:
CREATE TABLE E_s(i int,j int);

COPY E_s FROM "link/to/graph_data_set";

/*if the input graph is undirected*/
INSERT INTO E_s SELECT j,i FROM E_s;

4.4 Graph Partitioning

We assume k-machine model as presented in Sect.3.4. The input graph G is
partitioned over the k& machines using the random vertex partition model that
is based on assigning each vertex and its neighbors to a random machine among
the k machines [19]. Notably, for a graph G = (V, E), a machine k hosts Gy =
(Vi, Ex) a sub-graph of G, where Vi, C V and U, Vj, = V', Gi, needs to be formed
in a manner that for each v € Vj, and u € N(v)/(u,v) € E.
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As explained previously, our partitioning strategy (proposed in [19]) aims to
partition the set V' of vertices of G' in k'/3 subsets of n/k'/3 vertex each. Ini-
tially, the table “V_s” in the query bellow ensures that each vertex v € V' picks
independently and uniformly at random one color from a set of k'/3 distinct
colors using the function randomint of vertica. To be noted that 1 and 2 in the
query bellow refer to subsets of colors of k-machine model (k = 8). A determin-
istic assignment of triplets of colors through the table “Triplet” in the following
queries assigns each of the k possible triplets of colors formed by &/ distinct
colors to one distinct machine. This can be translated by the following queries:

/*Each vertex picks a random color of qr=k~(1/3), for k=8, qr=2 */
CREATE TABLE V_s(i int,color int);
INSERT INTO V_s
SELECT i,randomint (qr)+1
FROM
(SELECT DISTINCT i FROM E_s
UNION
SELECT DISTINCT j FROM E_s)V;
/*triplet_file values for k=8: (1,1,1,1)(2,1,1,2)
(3,1,2,1)(4,1,2,2)(5,2,1,1)(6,2,1,2)(7,2,2,1)(8,2,2,2)%/
CREATE TABLE Triplet(machine int,colorl int,color2 int,color3 int)
UNSEGMENTED ALL NODES;
COPY Triplet FROM "link/to/triplet_file";

Then for each edge it holds, each machine designates one random machine as
edge proxy for that edge and sends all its edges to the respective edge proxies,
the table “E_s_proxy” holds all the edges with their respective edge proxies.
This table is formed by coloring edge table “E_s” end-vertices with the vertex
table “V_s” having for each vertex its picked color by using double join between
the two tables. Building “E_s_proxy” is the most important step because all
the partitioning depends on it. Using this table, we can identify the edges end-
vertices picked colors which help the next query of “E_s_local” building to decide
which host will hold which edge according to the deterministic triplet assignment
to each machine. In other words, each host collects its required edges from edge
proxies to process the next step.

/*Sending edges to proxiesx*/
CREATE TABLE E_s_proxy(i_color int,j_color int,i int,j int);
INSERT INTO E_s_proxy
SELECT Vi.color, Vj.color,E.i,E.j
FROM
E_s E JOIN V_s Vi ON E.i=Vi.i
JOIN V_s Vj ON E.j=Vj.i;
/*Collecting edges from proxiesx*/
CREATE TABLE E_s_local(machine int,i int,j int,i_color int,j_color int);
INSERT INTO E_s_local
SELECT machine, i, j, i_color, j_color
FROM
E_s_proxy E JOIN triplet edgel ON E.i_color=edgel.colorl
AND E.j_color=edgel.color2 WHERE E.i<E.j

UNION
SELECT machine, i, j, i_color, j_color

FROM

E_s_proxy E JOIN triplet edge2 ON E.i_color=edge2.color2
AND E.j_color=edge2.color3 WHERE E.i<E.j

UNION
SELECT machine, i, j, i_color, j_color

FROM

E_s_proxy E JOIN triplet edge3 ON E.i_color=edge3.color3
AND E.j_color=edge3.colorl WHERE E.i>E.j;
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Having F.i < E.j and E.i > E.j in last query guarantee the output of each
triangle on a unique machine. For instance, a triangle (u,v,w) picking colors
(¢,b,c) is output on a unique machine m having triplet (¢, b, c) assigned to it
with v < v < w, hence triangles like (w,u,v) and (v, w,u) where w > u < v
and v < w > w won’t be taken in account which eliminates redundancy of
enumerated triangles.

4.5 Local Triangle Enumeration

To enumerate triangles locally on each host and in parallel, each machine exam-
ines its edges whose endpoints are in two distinct subsets among the three subsets
assigned to it. This happens in two steps:

1. Each machine lists all the possible wedges that vertices have identical color
and order as its triplet

2. To output triangles, each host checks whether there is an edge connecting the
end-vertices of each listed wedge

The aforementioned steps are ensured through a local double self-join on table
E (Ex E FE) on columns E.j = E.i on each host locally and in parallel. The
queries are presented in the following:

SELECT E1.machine, E1.i AS vi, E1.j AS v2, E2.j AS v3

FROM
E_s_local E1 JOIN E_s_local E2 ON El.machine=E2.machine AND E1.j=E2.1i
JOIN E_s_local E3 ON E2.machine=E3.machine AND E2.j=E3.i
JOIN Triplet T on T.machine = E3.machine

WHERE E1.i<E1.j AND E2.i<E2.j AND E1.i=E3.j
AND El1.i_color=T.color_1 AND El1.j_color=T.color_2
AND E2.j_color=T.color_3 AND local_node_name ()=’node_name’

ORDER BY v1,v2,v3;

As explained in previous section, having Fl.i < El.j and E2.i < E2.j in
the query eliminates redundancy. The last join with the table “Triplet” elim-
inates having triangles with vertex having same colors to be output by other
machines then theirs. Figure4 illustrates the random partitioning and triangle
enumeration in a cluster of eight machines.

Furthermore, to check similarity between triangles output by randomized
algorithm and those with standard algorithm, a set difference between the results
of the two algorithms can be employed. The following queries are executed in
Sect.5 to prove the similarity of the output of both algorithms (notice that
Triangle is a table containing the list of triangles resulting from randomized
algorithm execution):

SELECT u, v, w FROM Triangle
EXCEPT
(SELECT E1.i As vi,E1.j AS v2,E2.j As v3
FROM E E1 JOIN E E2 ON Ei.j=E2.i

JOIN E E3 ON E2.j=E3.i AND E3.j=El1.i
WHERE E1.i<E1.j AND E2.i<E2.j);
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Fig. 4. Randomized triangle enumeration on 8 machines.

4.6 Load Balancing

Parallel computing is considered complete when all the hosts complete their
processing and output the results. Therefore, reducing running time requires
that all processors finish their tasks at almost the same time [4]. This is possible
if all hosts acquire an equitable amount of data that they can process on.

We mentioned in data partitioning section that each vertex of the set V' pick
randomly and independently a color ¢ from k'/3 distinct colors. This gives rise
to a partition of the vertices set V into k'/3 subsets s, of O(n/k/3) vertex each.
Each machine then receives a sub-graph Gy = (Vi, Ex) of G. As mentioned at
the beginning of Sect. 4.2, the analysis of [19] shows that the number of edges
among the subgraphs Gy = (Vi, Ey) is relatively balanced with high probability.
Hence each machine processes essentially the same number of edges which leads
to a load balance. The endpoints of each e € Ej are in two subsets s.. This
means that each triangle (u,v,w) satisfying « < v < w will be output.

4.7 Time Complexity of Randomized Algorithm

The time complexity taken by a machine is proportional to the number of edges
and triangles it handles. Each machine handles a particular triplet of colors
(cx,cy,c.) so it handles O(n/k'/?) random sized subset of vertices. The worst-
case number of triangles in this subset is O(n?3/k); however the number of edges
is much lower. Indeed, as mentioned in Sect.4.2 the key idea of the random-
ized algorithm as shown in [19], is that a random subset of the above-mentioned
size (i.e., O(n/k'/3)) will have no more than max{O(m/k*/3,n/k'/?)} edges
with high probability. Hence each machine handles only so many edges with
high probability. Since it is known that the number of triangles that can be
listed using a set of £ edges is £2(¢3/2) (see e.g., [19]) the number of trian-
gles that each machine has to handle is at most max{O(m?3/2/k,n?/?/k'/?)}.
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Since, the maximum number of (distinct) triangles in a graph of m edges is at
most O(m?3/2), and each machine handles essentially a 1/ fraction of that (when
m3/2 /k > n3/2 /k'/?), we have essentially an optimal (linear) speed up (except,
possibly for very sparse graphs). Indeed, we show experimentally (Sect.5) that
each machine handles approximately the same number of triangles, which gives
load balance among the machines.

5 Experimental Evaluation

In the following section, we present how we conduct our experiments and we
outline our findings.

5.1 Hardware and Software Configuration

The experiments were conducted on 8 nodes cluster (k = 8) each with 4 vir-
tual cores CPU of type Geniunelntel running at 2.4 Ghz, 48 GB of main mem-
ory, 1 TB of storage, 32 KB L1 cache, 4 MB L2 cache and Linux Ubuntu server
18.04 operating system. The total of RAM on the cluster is 384 GB and total of
disk storage is 8 TB and 32 cores for processing. We used Vertica, a distributed
columnar DBMS to execute our SQL queries and Python as the host language to
generate and submit them to the database for its fastness comparing to JDBC.

5.2 Data Set

Table 1 summarizes the data sets used in our experiments. We used seven real
and synthetic (both directed and undirected) graph data sets. These data sets
represent different sizes and structures. The aforementioned table exhibits for
each data set, its nodes, edge, and expected triangle count with its type, format,
and source.

Table 1. Data sets

Data set n m | Triangle count | Type Format Skewness | Source
LiveJournal |3,997k|34,681k 177,820k | Real Undirected | Low SNAP
as-Skitter 1,696k | 11,095k 28,769k | Real Undirected | Low SNAP
flickr-link 105k | 2,316k 548,174k | Real Undirected | High KONECT
hyves 1,402k | 2,777k 752k | Real Undirected | High KONECT
Graph500_s19| 335k |15,459k 186,288k | Synthetic | Directed High Generated
Linear 141k | 49,907k 3,300,095k | Synthetic | Directed High Generated
Geometric 8k | 22,361k 13,078,242k | Synthetic | Directed High Generated
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5.3 Edge Table Partitioning

For the triangle enumeration problem, the input graph is mostly partitioned
locally by source vertex i or destination vertex j to speedup the local join as
explained in Sect.4.1. Whereas the segmentation of the Vertices set V' accross
the hosts is done randomly using the random vertex partition model mentioned
in Sect. 4.4. In Vertica DBMS, this process is performed in the DDL step through
the segmentation clause definition in the projection creation query:

CREATE PROJECTION E_s_local_super (machine ENCODING RLE, i, j,
i_color ENCODING RLE, j_color ENCODING RLE)
AS
SELECT machine, i,j, i_color,j_color
FROM E_s_local
ORDER BY i,j
SEGMENTED BY (machine*4294967295//k) ALL NODES OFFSET 0 KSAFE 1;

In fact, Vertica attributes for each machine a segment between 0 and 4 bytes
that represents its hash values interval. Initially, the hash value of each tuple is
calculated using the segmentation clause then according to the resulting value,
the tuple is sent to the corresponding machine owning that hash value within
its segment. We exploited this property to send each edge to its corresponding
machine. This allowed us to perform joins locally on each machine independently
from other hosts by specifying the name of the host in the WHERE clause of
the triangle enumeration SQL query.

5.4 Triangle Enumeration

Here we analyze the performance of the randomized triangle enumeration algo-
rithm output and compare it to the standard algorithm results.

We start by discussing our randomized algorithm results in terms of load
balancing between processors and time execution on each machine. Our main
purpose is to experimentally prove that the count of output triangles is almost
even on all hosts. Thus, we present Fig.5 and Fig.6 pie charts of examples of
triangles count (T'C) on two data sets on each host. The count of triangles output
on each host is 1/8 of the total count which confirms our theoretical statement.

Figure7 represents the triangles count output on each machine for the
remaining data sets. It is obvious that the distribution of output triangles is
balanced over machines. Moreover, Fig. 8 presents the execution time of the ran-
domized algorithm on each host. The lines chart reveals that all the processors
finish their tasks at almost the same time on all the data sets with small-time
shifts due to data movement in the preprocessing phase or the presence of skew-
ness. For instance, data sets present a small overhead on machine 1 responsi-
ble for data read and shuffling which explains this additional processing time.
Experimenting on high skewed graphs data sets, we can notice that there is some
machines that take less time than the other hosts and finish first for the same
data set, these machines may have fewer cliques compared to other machines.

We compare now the results between the standard algorithm and the ran-
domized algorithm, summarized in Table 2. We notice that the triangle count is
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the same as the expected triangle count defined in Table 1. The load balancing
is not ensured and a lot of data movement is performed to complete the join
task using the standard algorithm. Thus, we added the preprocessing step as we
want to ensure the load balancing in the standard algorithm, however this costs
a significant overhead in execution time. The column “Rebalanced” in Table 2
exhibits the cost of such approach.

The column “Randomized” give the average time execution of randomized
algorithm on the different data sets. As the data set size grows or presents high
skewness, the performance of the randomized algorithm becomes better than
standard algorithm such as the case for directed graph Graph500_s19 and undi-
rected graph flickr-link or hyves respectively. Moreover, when the skewed graph
data set is becoming significantly large like Linear and Geometric, standard
algorithm fails because of the data movement during the join processing causing
memory issues while randomized algorithm succeeds to finish the task because
the triangle listing is done locally on the subgraph stored on each machine and
no data exchange is performed.

Columns T'Cst4ng and TCiqpng summarize the resulting triangle count using
both algorithms, we notice that both algorithms give the same triangle count.
We experimentally executed the set difference SQL query presented in Sect. 4.5
between the two results that returns an empty set for each data set, hence, the
similarity of results from both algorithms is confirmed.
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Table 2. Triangle count (in millions) and execution time (secs) results

Data set TCstand TCrana | Standard | Rebalanced | Randomized
com-LiveJournal | 177,820k 177,820k 480 Stop 503
as-Skitter 28,769k 28,769k 90 1988 180
flickr-link na 548,174k Stop Stop 485
hyves 752k 752k 49 604 47
Graph500_s19 186,288k 186,288k 610 Stop 250
Linear na | 3,300,095k Stop Stop 365
Geometric na | 13,078,242k Stop Stop 954

6 Conclusions

We presented a parallel randomized algorithm for triangle enumeration on large
graphs using SQL queries. Our approach using SQL queries provides elegant,
shorter and abstract solution compared to traditional languages like C+-+ or
Python. We proved that our approach scales well with the size of the graph and
its complexity especially with skewed graph. Our partitioning strategy ensures
balanced load distribution of data between the hosts. The experimental findings
were promising. They were compatible with our theoretical statements.

For our future work, we are planning to perform a deeper study of the ran-
domized algorithm with dense and complex graphs. As well as, running further
experiments to compare the randomized algorithm with graph engine solutions
for triangle enumeration. Finally, we are opting for expanding our algorithm to
detect larger cliques which is another computationally challenging problem.
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Abstract. A de facto technological standard of data science is based on
notebooks (e.g., Jupyter), which provide an integrated environment to
execute data workflows in different languages. However, from a data engi-
neering point of view, this approach is typically inefficient and unsafe, as
most of the data science languages process data locally, i.e., in worksta-
tions with limited memory, and store data in files. Thus, this approach
neglects the benefits brought by over 40 years of R&D in the area of data
engineering, i.e., advanced database technologies and data management
techniques. In this paper, we advocate for a standardized data engineer-
ing approach for data science and we present a layered architecture for a
data processing pipeline (DPP). This architecture provides a comprehen-
sive conceptual view of DPPs, which next enables the semi-automation
of the logical and physical designs of such DPPs.

Keywords: Data science - Data analytics - Data engineering - Data
management - Data processing pipeline

1 Introduction

Within the last years data science, whose main goal is to extract business value
from massive data, has become the most popular research and technological
topic as well as the most wanted IT profession, e.g., [12].

Extracting value from data requires deploying a data processing pipeline
(DPP), which typically includes the following major tasks: (1) integrating het-
erogeneous and distributed data, (2) cleaning and standardizing data, (3) elimi-
nating duplicates, and (4) storing cleaned data in a centralized repository. Tasks
(1)—(4) represent the common backbone to ingest, model, and standardize rel-
evant data, for the final goal to make them ready for analysis. Note that these
tasks are generic and therefore, not tailored to a specific data analysis task.
Once data are cleaned and stored in a repository, they can be analyzed by the
following tasks: (5) extracting a data view from the centralized repository (and
potentially persisting it in another repository), (6) specific pre-processing for a
given analytical task at hand, (7) creating test and validation data sets (which
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also include labeling data for supervised machine learning), (8) and analyzing
the data by means of descriptive statistical analysis (e.g., reporting or OLAP)
or by advanced data analysis: predictive approaches (e.g., machine learning) or
graph analytics. This step also includes the deployment in run-time environ-
ments of the model created. The design of the DPP requires multiple iterations
throughout the aforementioned tasks before deploying a final model. These tasks
are based on both data engineering and data analysis technologies.

Data engineering primarily refers to data management, i.e., data ingestion,
storage, modeling, processing, and querying, cf. [16], but also embraces system
building aspects, e.g., service creation and orchestration. As reported by experts
in the field [1,2], up to 80% of time devoted to build a DPP is spent on pre-
processing data (i.e., tasks (1)—(3) and (6)). This is because such tasks have not
been standardized yet and practitioners are approaching them in a case-by-case
manner. However, these tasks can benefit from data engineering solutions that
could help standardizing them. Indeed, standardization is inevitable in order to
achieve the semi-automatization of the most time-consuming and error-prone
DPP tasks [14].

A USA job market analysis [17] highlights the relevance of data engineering
for data science. Out of the 364,000 estimated data scientist jobs openings in
2020, only 62,000 require analytical skills, and the rest require blended engineer-
ing and analytical skills. Similarly, [12] highlights the shortage of 400,000 data
workers in Europe blending data engineering and data analysis skills.

A successful application of standardizing DPPs has happened in the domain
of Business Intelligence (BI), where for over two decades the industry is applying
a reference architecture for data management and On-Line Analytical Processing
(OLAP). In this architecture, called the data warehouse architecture (DWA),
heterogeneous and distributed data sources are integrated by means of a layer
called extract-transform-load (ETL) or its extract-load-transform (ELT) variant.
This layer is composed of standardized, i.e., pre-defined and orchestrated
data processing tasks, which are responsible for a systematic preparation of
data for further analysis. Then, the data are represented by a multidimensional
model that eases the analysis. Note that, for us, standardization does not mean
full automation but structuring and orchestrating the DPP in such a way that
the system is able to understand how data are processed. Indeed, this is the
case of ETL DPP pipelines, whose design can hardly be automated, but there
are multiple powerful tools that standardize these pipelines as well as facilitate
their creation, maintenance (including optimization), and deployment (e.g., IBM
Data Stage, Informatica PowerCenter, Ab Initio).

Unfortunately, a standardized approach for data science has not been pro-
posed yet. As a consequence, many companies deploy independent fragments of
the whole DPP using multiple technologies and often choose an inadequate tech-
nology for a task at hand (e.g., using analytical tools such as R, SAS, or Python
scripts for typical data engineering tasks such as integrating heterogeneous and
distributed data). This results in non-optimal scenarios, as highlighted in the
Beckman Report [3], which advocates for more comprehensive and automatable



Data Engineering for Data Science 159

DPPs. In the same spirit, [6] calls for adapting data management techniques
to the new analytical settings. [4] recommends new solutions for developing an
‘end-to-end data-to-insights pipeline’, which would encompass among others:
metadata management, data provenance, declarative way for defining a data
pipeline and its optimization with the support of machine learning techniques.
Finally, [19] discusses challenges related to DPPs, w.r.t. data organization, data
quality, and feature engineering for analytics, based on real-world use cases.

To sum up, in the current data science approaches, data engineering solu-
tions are mostly neglected. Typically, data engineering and analytical tasks, are
conducted by independent teams, resulting in multiple independent DPPs. For
this reason, a standardized single end-to-end design of a DPP is needed for the
system to understand how data are processed through the whole pipeline and to
open the door for semi-automatic optimization of the DPP.

In this paper we propose a complete rethinking of DPPs, such that
they are orchestrated and unified into one solution. Accordingly, we
discuss how DPPs can benefit from data engineering solutions to standardize,
semi-automate, and facilitate data management. Finally, we present an aug-
mented architecture that unifies data engineering and analytical tasks, offering
an integrated development, optimization, and execution environment. Section 2
motivates our work with real use cases. Section3 presents our vision on the
augmented architecture.

2 Motivation: Real Cases

In this section we outline two real projects, we currently run, which apply DPPs
in a typical way. These particular projects were selected for being representative
of practices conducted in several organizations with which the authors collabo-
rate. We especially focus on the bad practices from the data engineering point
of view. The practices were identified when these projects started.

— Development of a data-driven culture in a company. This project is
run at Universitat Politecnica de Catalunya in collaboration with an interna-
tional company that has several departments developing advanced predictive
models for decision making. Each department had a different goal and they
focused on different domains. However, most of the data they used were in
common, but each department created their own processes to build models.
Yet, there was no common data backbone and they independently built their
DPPs from data copies stored locally in each department. These copies were
in the form of relational database dumps or CSV files, in most of the cases.
Importantly, most of the employees were advanced data analysts (with a
strong statistical background) but had not been trained in data management
techniques. Thus, they did not know where to find relevant data variables
for their day-by-day tasks. Simply, they used the datasets at hand within the
department and each of them, even inside the same department, created their
own DPPs. As the result, even if they were able to share their DPPs in the
form of notebooks, each of them executed an independent DPP.
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The company identified this lack of data governance as a main drawback since:
DPPs were not optimized, data analysts did not have access to relevant variables
and data were replicated all over the company without control. Going back to
the main tasks described in Sect. 1, this solution neglected the following data
engineering solutions:

e Tasks (1)—(4) were not considered at all. They were embedded inside specific
analytical DPPs dispersed within the company.

e Task (5) was not implemented. Data were not selected from a common repos-
itory but extracted from partial copies. Thus, analysts did not have a clear
view on available variables.

e Tasks (6)—(8) were typically conducted in notebooks, on local workstations.
Thus, code snippets were executed from scratch each time, without the pos-
sibility to share intermediate common results with other DPPs, causing data
redundancy.

— Predicting consumption of thermal energy. This project is run at Poz-
nan University of Technology for a Polish company that builds co-generating
energy grids. The company collects measurements on thermal energy con-
sumption of their customers (a measurement is taken every hour). Monthly
measurement data are stored in separate files. The initial set of data includes
over 160 csv files with measurements and weather parameters (for years 2016—
2020). The goal of this project is to build separate statistical models and ML
models for predicting thermal energy consumption. Within the project only
one DPP is used, but it is essential to the whole decision support system.
All the steps used in the DPP are implemented in Python. With respect to
the main tasks described in Sect. 1, this solution neglected the following data
engineering solutions:

e Tasks (1)—(3) were implemented as Python scripts and run in a Jupyter note-
book on a local workstation. As a consequence, a private cleaned dataset was
created each time the script was run.

e Task (4) was implemented as csv files.

o Task (5) was not implemented at all, as data were stored locally in OS files.
As a consequence, data were not shared and access to data was non-optimal.

o Tasks (6)—(8) were executed in a Jupyter notebook on a local workstation.
For this reason, pre-processing, intermediate results, and model building were
executed from scratch each time, without the capability to share the results.

To sum up, from the aforementioned projects we can draw the following
observations. First, omitting tasks (1)—(4) in a DPP compromises data gover-
nance, persistence, concurrency, safety, security, and performance [16].
Second, conducting tasks (6)—(8) independently leads to the same problems.
Third, omitting task (5) compromises data sharing, since there is no single
source of truth. The observations from the aforementioned projects and other
similar we participated in, result in the augmented data processing architecture
that we propose in this paper.
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3 Augmented Data Processing Architecture

In this section we discuss how to overcome the main disadvantages of a
data science approach to building DPPs and propose an architecture that
promotes the benefits of using data engineering solutions. In particular,
this section highlights four essential challenges to advance in the architecture.
The architecture we propose is composed of three layers, as shown in Fig. 1. We
exemplify it by means of the DPP from the project discussed in Sect. 2.

DPP graphical design interface
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Fig. 1. The augmented data processing architecture

The top layer represents the conceptual model of a DPP. The model is
designed by means of a unified processing language (cf. Sect.3.1). The com-
mon data engineering and data analysis tasks (cf. Sect. 1) are standardized, i.e.,
available from a pre-defined palette of tasks. Additionally, the DPP designer can
implement UDFs. This model abstracts from an implementation, i.e., from par-
ticular technologies and optimization techniques of the DPP. At the conceptual
layer we envision user-friendly interfaces in the line of Swan - the data mining
service [20] and, to a minor extent - JupyterLab.

The logical model instantiates the conceptual one and chooses the appropri-
ate technologies. The logical model leverages workflow optimization techniques
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(cf. Sect.3.3) and applies specific data engineering and data analysis solutions
per task (e.g., streaming, batch processing, in-memory), including: (1) the type
of DBMS, e.g., relational, key-value, graph and (2) the most suitable implemen-
tation language for each task.

The physical model defines physical components, and their parameters, for
the logical model. It includes among others: (1) memory size of workstations, (2)
the number of CPUs and threads, (3) physical data layout (e.g., column store or
row store), (4) physical data structures in a database, (5) if applicable, the size
of a hardware cluster.

The transitions from the conceptual to logical and from logical to physi-
cal model resemble that of current DBMSs, and are executed automatically to
deliver a final deployment of the DPP that fulfills the user requirements. The
transitions are guided by requirements (in the spirit of service level agreement),
e.g., execution time, monetary cost, or quality of analytical results (quality of
models). The requirements are represented by various types of metadata stored
at each of the three levels (cf. Sect. 3.2).

Note that such architecture is feasible by means of to virtualization.
Thus, multiple variants of such an architecture can be built and tested, before
being deployed. We identified four essential challenges to build the architecture.

3.1 Challenge 1: Unified Data Processing Language

DPPs are typically created at the logical /physical level forcing the user to orches-
trate multiple technologies in a DPP. In order to free the user from this burden,
we advocate to use a unified data processing language (DPL) to define and
maintain DPPs. To this end, the DPL should sit at the conceptual level and
be technology agnostic. Further, the language constructs must cover all tasks
enumerated in Sect. 1 and help to automatize the most common data engineer-
ing tasks. Ideally, we envision a system equipped with a friendly GUI. The DPL
should have a declarative counterpart at the side of the user, in order to alleviate
the designer from writing optimal procedural code and to move the burden of
optimizing its execution into the system. In this context, some development have
already been made, e.g., PySpark - to access a Spark instance from a Jupyter
notebook, SparkR - to run R on Spark, KSQL - to execute declarative queries
on a Kafka stream, and nipyapi - to access NiFi from Python, but they still does
not offer a homogeneous declarative programming environments.

The DPL should include the required information to automate as much as
possible the other layers (cf. Fig. 1). The minimum set of features supported by
the DPL should include: (1) task orchestration (similar to that of ETL tools),
including off-the-shelf operations, (2) notebook-style coding for writing tailored
code, i.e., a user-defined function (UDF), and (3) on-line recommendations. The
recommendations must include the use of machine learning algorithms to learn
the most suitable tasks for a given type of processing. A few approaches have
already been proposed for on-line recommendations of DPP tasks, e.g., [10] -
where we proposed ML techniques for data pre-processing for classification, or
[21] - that addresses hyper-parameter tuning of ML models.
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3.2 Challenge 2: Metadata Management

Metadata are essential to: (1) enable data governance, (2) automate different
tasks within a DPP, (3) transform one model into another, (4) optimize execution
of a DPP, and (5) self-tune the system. Data governance refers to the capability
that enables an organization to ensure that high quality data exist throughout
the complete data life-cycle. Data governance encompasses characteristics of
data sources, data themselves, and data transformations. In the architecture
shown in Fig. 1, the following metadata categories are needed, in the spirit of
[23] (metadata artifacts are depicted in Fig. 1 as rectangles enumerated from |1
to [12|):

Data source description |1]: describing a content and structure of each source.
DPP conceptual design |2|: describing technology-agnostic tasks and their
orchestration, represented by conceptual workflow models, such as BPMN.
Capabilities of data storage models |3|: describing a type of data model and its
fundamental features: data representation alternatives and data access plans
(i.e., full scan, range scan, random access). For example, the metadata may
describe relational databases, their row-oriented data storage, and their wide
range of indexing capabilities (B+, hashing, bitmap). These metadata is used
to select a type of technology and not a specific DBMS.

Data characteristics |4]: describing the set of data characteristics that are
required to automate the transformation from the logical to the physical
model, obtained by traditional data profiling techniques [5].

Rules for data cleaning and deduplication |5|: describing domain rules for data
cleaning and removing duplicates. Such rules must be described in a computer
processable manner.

Data preparation rules |6]: describing the rules preparing data for the analyt-
ical task at hand, e.g., discretization of values or value imputation [10].
DPP logical design |7|: describing tasks and their orchestration, including
the type of technologies chosen, based on the previously mentioned metadata
artifacts; e.g., as a data storage a relational DBMS may be selected with a
column store and a particular partitioning scheme.

Hardware characteristics |8|: describing the physical parameters needed for
cost-based data access optimization (DAO) [11] of the system (e.g., a size of a
computer cluster, the number of available CPUs and memory size, disk block
size, disk and network bandwidth).

Workload description |9|: describing the analytical workload. Specifically, the
characteristics of queries (e.g., the number of tables accessed, functions used)
retrieving the needed data for the analytical tasks and frequencies of the
queries. These metadata are required by cost-based DAO.

Physical data characteristics |10|: describing the characteristics of stored data
(e.g., data cardinality, average record size, number of blocks occupied by a
table or any other structure), which are required for cost-based DAO.
Characteristics of physical data structures |11|: describing physical struc-
tures created as part of the self-tuning process, e.g.., partitioning schemes
or indexes.
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— Run-time monitoring |12|: describing error logging and execution statistics of
the DPP (e.g.., query execution time as well as elapsed processing time, CPU
time, and I/O of the whole DPP). These statistics are essential for self-tuning
capabilities.

All the components of the architecture must be able to generate and consume
inter-operable metadata. To this end, we envision a dedicated subsystem, called
a metadata repository that systematically gathers metadata from all layers and
enables metadata exploitation for diverse tasks, i.e., either data governance or
automation [18]. Even though multiple metadata representation and metadata
management techniques have been have been proposed, a metadata standard for
such a complex architecture has not been developed yet.

3.3 Challenge 3: Workflow Optimization

The whole DPP needs to be optimized using solutions from the cost-based query
optimization [11]. The problem of DPP optimization is similar to ETL optimiza-
tion, which a very difficult and still open problem (c.f., [8] for the state of the
art). DPP optimization is becoming more difficult in the presence of UDF's, as
they are typically treated as black boxes, i.e., their performance characteristics
are not known in advance and their semantics cannot be inferred automatically.
To attack this problem, [22] propose to infer a UDF behaviour by means of
experiments. [13] proposes to include formalized annotations when deploying an
UDF, so that the system can learn basic behavioral aspects of the UDF from
the annotations. Finally, we proposed an architecture and method for executing
UDFs in a parallel environment [9]. The optimization of a DPP in the architec-
ture presented in Fig. 1 should draw upon these solutions.

The overall optimization idea that we envisage in the architecture is the
following. First, a designer creates a DPP in the design interface, using the
combination of predefined tasks and UDFs. Second, based on the cost-based
optimization techniques the system builds an optimal (in reality sub-optimal)
execution model and executes it. Next, from each execution, statistics are col-
lected for the optimizer to learn and evolve the execution model for future use.

3.4 Challenge 4: Self-tuning Capabilities
The system that we propose must support the following self-tuning features:

— From the available data models (e.g., relational, object, semi-structured,
NoSQL, graph), identify the most suitable for a common data pipeline.

— Identify the most suitable database type. To this end, each database can be
identified by its capabilities and therefore, it should be possible to select the
most adequate to a given problem [15].

— Identify the best physical data layout (i.e., row-store, column-store, and
pointer-based), taking into account their features [7].
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— Identify the best physical data structures to be deployed in the chosen
database, i.e., indexes (bitmap, join, B-tree like, hash, spatial), clusters, par-
titions, materialized views - all of them offer different performance character-
istics.

— Identify relevant intermediate results to be materialized to optimize the DPP
execution.

— Decide the physical architecture - single node vs. cluster, and types of
machines (e.g., disk-based vs. main memory, number of CPUs, RAM size,
disk type) and their number.

All of the aforementioned features need to be described by metadata and a
cost model of the whole system must be developed. To the best of our knowledge,
neither a metadata standard nor a cost model for such complex systems has been
developed yet.

4 Conclusions

In this paper we claim that data processing pipelines used by data scientists and
by data engineers are immature and do not fully exploit the advantages of the
existing data engineering technologies. Current approaches (i.e., data analytics
and data engineering) have their own advantages and disadvantages and they
can be substantially improved to increase: development productivity, processing
performance, and self-tuning capabilities. Following our claim, we propose an
architecture for a modern data processing pipeline with augmented function-
alities: (1) a unified data processing language, (2) metadata management, (3)
workflow optimization, and (4) self-tuning capabilities. Building and testing such
architectures is feasible by means of the virtualization technologies.

The approach that we propose not only aims at improving a DPP design,
performance, and maintenance, but also opens numerous new research and tech-
nological directions, including;:

— the development of a unified data processing language for designing DPPs at
the conceptual level;

— a metadata standard for sharing and exchanging metadata by all the DPP
components at the conceptual, logical, and physical level;

— cost-based and dynamic optimization of DPPs, including multi-flow optimiza-
tion;

— optimization of DPPs with user-defined functions;

— the development of a cost model for a complex, multi-layered system;

— self-tuning technologies, e.g., based on machine learning, to optimize DPPs
at the logical and physical levels.

Such extensions should open the door to reach DPP-as-a-service.
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Abstract. A dynamic attributed graph is a graph that changes over
time and where each vertex is described using multiple continuous
attributes. Such graphs are found in numerous domains, e.g., social net-
work analysis. Several studies have been done on discovering patterns
in dynamic attributed graphs to reveal how attribute(s) change over
time. However, many algorithms restrict all attribute values in a pat-
tern to follow the same trend (e.g. increase) and the set of vertices in
a pattern to be fixed, while others consider that a single vertex may
influence its neighbors. As a result, these algorithms are unable to find
complex patterns that show the influence of multiple vertices on many
other vertices in terms of several attributes and different trends. This
paper addresses this issue by proposing to discover a novel type of pat-
terns called attribute evolution rules (AER). These rules indicate how
changes of attribute values of multiple vertices may influence those of
others with a high confidence. An efficient algorithm named AER-Miner
is proposed to find these rules. Experiments on real data show AER-
Miner is efficient and that AERs can provide interesting insights about
dynamic attributed graphs.

Keywords: Dynamic graphs + Attributed graphs - Pattern mining -
Attribute evolution rules

1 Introduction

In the last decades, more and more data has been collected and stored in
databases. In that context, graphs are playing an increasingly important role
because they can model complex structures such as chemical molecules, social
networks, computer networks, and links between web pages [5-7,10,15]. To dis-
cover interesting knowledge in graphs, algorithms have been proposed to mine
various types of patterns such as frequent subgraphs, trees, paths, periodic pat-
terns and motifs [9,15]. However, many studies consider that graphs are static.
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However, in real life, graphs often evolve, and studying these changes can provide
crucial information. Graph data can be encoded as dynamic graphs to consider
temporal information, i.e., graphs observed at different timestamps, where edges,
vertices, and labels may change. Several traditional pattern mining tasks have
been extended to cope with dynamic graphs [3,8]. However, most algorithms can
only handle graphs where each edge or vertex is described using one label. But
for many applications such as social network mining, it is desirable to describe
graph vertices using multiple attributes (e.g. each person may have attributes
such as age, gender, location and musical tastes).

To address this issue, a generalization of dynamic graphs has been studied,
called dynamic attributed graphs, where vertices are described using multiple
continuous attributes [5,6]. This representation allows to store rich informa-
tion about vertices. Several algorithms have been designed to mine patterns
in dynamic attributed graphs to reveal interesting attribute changes over time
[6-7,10]. Although those algorithms have several useful applications, patterns
have a simple structure and the algorithms impose many restrictions. For exam-
ple, Desmier et al. [6] proposed to discover sets of vertices in a dynamic graph,
where attributes change in the same way over consecutive timestamps. Hence,
patterns involving different types of changes (trends) cannot be found. Cheng
et al. [5] partly solved that problem by proposing to find sequences of vertex
sets that can contain different trends and attributes. However, a pattern is not
allowed to match with more than a vertex set and no measure of confidence is
used. Hence, spurious patterns may be found, containing uncorrelated changes.
Algorithms by Kaytoue et al. [10] and Fournier-Viger et al. [7] find patterns
involving various trends but focus on the influence of single vertices on their
neighbors. In other words, these algorithms cannot find complex patterns that
show the influence of multiple vertices on other vertices.

This paper addresses these issues by proposing to discover a novel type of
patterns called Attribute Evolution Rules (AER) which indicate how changes of
attribute values of multiple vertices may influence those of others with a high
confidence. The contributions of this study are as follows. The problem of mining
the novel pattern type of AERs is defined and its properties are studied. The algo-
rithm relies on frequency and confidence measures inspired by association rule
mining [1] to ensure that changes in patterns have a strong correlation. AERs are
easy to interpret. They indicate likely attribute changes for a subgraph follow-
ing some attribute changes. Such rule can be useful to predict the future status
of a subgraph or to compress a subgraph. An efficient algorithm named AER-
miner is proposed to extract these pattern from a dynamic attributed graph.
An experimental evaluation was done on two real datasets (airport flight and
research collaboration graphs), which shows that the algorithm is efficient and
that insightful patterns are found that could not be revealed by previous algo-
rithms. Moreover, two synthetic datasets are generated for experiments.

The rest of this paper is organized as follows. Section 2 reviews related work.
Section 3 introduces preliminaries and defines the proposed problem of mining
attribute evolution rules. Then, Section 4 describes the designed AER-Miner
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algorithm, Sect. 5 presents the experimental evaluation, and Sect. 6 draws a con-
clusion and discusses future work.

2 Related Work

Recently, a large and growing body of work aimed at mining patterns in dynamic
attributed graphs, where vertices are annotated with one or more continuous
attributes. The first work in this direction was done by Jin et al. [9]. They pro-
posed an algorithm, which first transforms a dynamic attributed graph into a
trend graph. A trend graph is a representation of a dynamic attributed graph
where attribute values are replaced by trends indicating whether an attribute
value has increased, decreased or stayed the same for two consecutive times-
tamps. Then, the algorithm mines a type of patterns called trend motif from the
trend graph, which is a connected subgraph where all vertices display the same
attribute change (e.g. an increase). An important limitation of that algorithm
is that it can only process graphs having a single attribute (called a weighted
dynamic graph), and all vertices of a pattern must follow the same trend.

Then, several studies proposed to mine other types of patterns in dynamic
attributed graphs using the trend graph representation. To consider multiple
attributes, Desmier et al. [6] proposed to mine cohesive co-evolution patterns in
dynamic attributed graphs. A cohesive co-evolution pattern is a set of vertices
that show a same trend during a time interval for one or more attributes, and
appear frequently over time. Limitations of this work are that vertices may not
be connected and these patterns do not allow to see how a change may influence
another change since patterns describe a single time interval.

To study how some changes may influence the structure of a graph, Kaytoue
et al. [10] proposed to mine triggering patterns. A triggering pattern is a rule
of the form L — R, where L is a sequence of attribute variations followed by a
single topological change, R. An important limitation of this work is that each
pattern consider changes for a single node. Thus, these patterns cannot explain
how the attributes of one or more nodes may influence each other. Moreover, a
strong restriction is that all rules have a fixed consequent.

Then, Cheng et al. [5] addressed some of these limitations with a novel pattern
type named recurrent patterns. A recurrent pattern indicates how attribute val-
ues have evolved for a set of vertices over more than one time interval. However,
a major limitation of this study is that the set of vertices is fixed for a pattern.
Thus, this approach does not allow finding general patterns occurring for sev-
eral sets of vertices having the same topological structure. Moreover, there is no
measure of confidence that a change will likely be followed by another change.
Hence, spurious patterns may be found containing changes that are uncorrelated
to the following changes.

Recently, Fournier-Viger et al. [7] addressed this latter issue by proposing a
pattern named significant trend sequence indicating a strong correlation between
some attribute changes. But this study only considers the very specific case where
a node’s attributes influence its neighbors’ attributes. Thus, it ignores the case
where multiple nodes may influence other node’s attributes.
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In summary, most of the above studies have one or more of the following
important limitations: to consider a single attribute [9], to consider a single
time interval [6,9], to mine a set of vertices that may not be connected [5,6], to
consider that all vertices must follow the same trend(s) [6,9], to consider only
the influence of a single node on its neighbors [7], and to not assess whether a
change is correlated with a following change [5].

This paper address these issues by proposing a new type of patterns named
attribute evolution rules. It is a type of rules of the form A — C where the
antecedent and consequent describe how some attributes have changed for a con-
nected subgraph at two consecutive time intervals. This type of rules is designed
to reveal the influence of attribute changes from multiple nodes on those of mul-
tiple other nodes, a type of relationship that could not be revealed by prior work.
To ensure that strong rules are found, a confidence measure and a lift measure
are used inspired by studies on association rule mining [1].

The work that is the closest to the current work is that of Berlingerio et al. [2],
which developed an algorithm to mine rules called graph evolution rules (GER)
in dynamic graphs. A GER indicates that a subgraph having a given topological
structure may evolve into another structure thereafter. Another similar concept
is that of link formation rules (LFR) [12], proposed to study the conditions that
result in edges addition in a dynamic graph. A related study also proposed to
find correlation and contrast link formation rules [13]. However, a limitation of
these studies is that they only handle simple dynamic graphs for the case of edge
addition, and do not consider edge or node deletion and relabeling. To address
this problem, Scharwachter et al. [14] designed an algorithm named EvoMiner
to mine rules with both topology and label evolution. But most work on rule
mining in dynamic graphs only consider topological evolution rather than label
evolution, and are restricted to dynamic graphs containing one attribute. This
is unsuitable for real-life applications where graphs have many attributes and
studying how they influence each other may reveal useful information.

3 Preliminaries and Problem Definition

This section first introduces preliminaries related to dynamic attributed graphs
and then defines the proposed problem.

Definition 1 (Graph). A graph is a tuple G = (V, E) where V is a vertex set,
and E CV xV is an edge set.

Definition 2 (Dynamic attributed graph). A dynamic attributed graph
is a sequence of attributed graphs G = (Gt1,Gha, ..., Gy, .. ) observed at some
timestamps t1,ta, . .. tmae. An attribute graph Gy is a tuple Gy = Vi, Ay, By, Ay),
where Vy is a set of vertices, A is a set of attributes, E; C Vy x V; is a set of
edges, and Ay : Vi X Ay — R is a function that associates a real value to each
vertex-attribute pair, for the timestamp t.

For instance, Fig. 1 A) shows a dynamic attributed graph observed at times-
tamps t1,ts...ts, containing two vertices denoted as 1 and 2, connected by a
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Fig. 1. A) a dynamic attributed graph, B) a trend graph

single edge, and where vertices are described using three numerical attributes a,
b and c. It is to be noted that the topological structure is not required to stay
the same for different timestamps.

To analyze how attribute values change over time in a dynamic attributed
graph, a popular approach is to convert it into a trend graph [5-7,9]. This
transformation consists of calculating trends for each time interval (two consec-
utive timestamps). A trend indicates whether an attribute value has increased,
decreased or stayed the same {+, —, =} during a time interval.

Definition 3 (Trend graph). Let there be a dynamic attributed graph G =
(Gn,Ga, ..., Gy, ) observed at some timestamps t1,t2,.. . tya.. Let there be
a set of trends {2 which are set of discrete value indicating attributes status.
The trend graph corresponding to G is a dynamic attributed graph G' = (G, G4,
s Qo) Where G, = (V' o, Ak, Ef, Ny for 1 < k < max—1 is an attributed
graph where A, : Vi, x A, — (2 is a function that associates a symbol to each
vertez-attribute pair and such that (1) V', = Vi, (2) E'y, = Ey, (3) A = Ax,
(4) (v, a,+) € A, iff Mev1(v,a) — Ag(v,a) >0, I(v,a,—) € N iff Apg1(v,a) —
Ak(v,a) <0, and 3(v,a,=) € A, iff Apr1(v,a) = Ag(v,a). In other words, the
k-th graph G, of a trend graph indicates how attribute values have changed in
the time interval from timestamp k to k + 1.

For instance, Fig. 1 B) shows the trend graph corresponding to the dynamic
attributed graph of Fig.1 A). The trend graph has three time intervals til, ¢i2
and ti3, representing timestamps t1 to 2, 2 to t3, and t3 to t4, respectively. At
til, the attribute a of vertex 2 has a — value because its value decreased from
timestamps t1 to ¢2.

In this project, 2 = {+,—,=} indicating that an attribute value has
increased, decreased or stayed the same. But without loss of generality, contin-
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uous attributes could be mapped to more than three symbols such as ++, +, =,
—, —— to distinguish between small changes and larger ones. Moreover, to avoid
detecting very small changes, a constant greater than zero may be used in
Definition 3.

Definition 4 (Attribute evolution rule). An attribute evolution rule is a
tuple R : (V, E, Mpefore, Aafter) that indicates how the attribute values of a con-
nected subgraph (V, E) have evolved for two consecutive time intervals in a trend
graph G'. The subgraph (V,E) is composed of a vertex set V and an edge set
E CV x V. The relations Apefore and Aqfier specify the attribute values of the
vertices at two consecutive time intervals, and are defined as Apefore : VXA — 2
and Agfter V. X A — (2, respectively. Furthermore, it is required that for all
v € V, there exists some attributes a,b € A and some values w,vy € {2 such that
(v,a,w) € Xpefore and (v,b,7) € Aafter. In other words, each vertex of an AER
must be described using at least one attribute. The antecedent and consequent of
the rule R are defined as (V, E, Apefore) and (V, E, Agfier), respectively.

For instance, consider the four attributes A = {a, b, ¢, d} of the trend graph of
Fig.1 B). Figure 2 shows an attribute evolution rule consisting of three vertices
V ={x,y, 2} and two edges E = {(x,y), (y, 2)} indicating how attributes values
have changed for two successive time intervals. For instance, it indicates that
the attribute a of vertex x has increased (a+) and the attribute b of vertex z
has decreased (b—), which then caused vertex y’s attribute ¢ to increase and
attribute d to decrease at the next timestamp.

antecedent consequent

#

+

Fig. 2. An attribute evolution rule

An attribute evolution rule R may have multiple occurrences in a trend
graph, called matches. A match of a rule R is an injective mapping between the
vertices of the rule and a set of vertices of two consecutive time intervals of a
trend graph. It is formally defined as follows.

Definition 5 (Matches of an attribute evolution rule). Let there be a
trend graph G' and a rule R : (V, E, Aefore; Aafter). The rule R is said to have
an match ¢ from time interval j to j+1 iff there exists a subgraph (Vs, Eg) such
that Vs CV' NV j41. Es CE';NE 11, and ¢ is a bijective mapping ¢ C V x Vg
such that I(vg,vy) € E < I@(vg), d(vy)) € Eg. Moreover, it is required that
V(v,a) € Noefore = 3(@(v),a) € X and V(v,a) € Aafter = IH(B(v),a) € N, ;.
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Based on the concept of match, the support (occurrence frequency) of an
AER in a trend graph can be defined. However, one needs to be careful about
how to define the support because a subgraph may have many matches and
some of them may overlap [4]. If one simply defines the support of a subgraph
as its number of matches, then the support measure is neither monotonic nor
anti-monotonic, and thus would not allow to reduce the search space, but this
is important for developing an efficient pattern mining algorithm. To obtain an
anti-monotonic support measure for attribute evolution rules, this paper defines
the support as follows, inspired by the concept of minimum image based support
used in frequent subgraph mining in a single graph [4].

Definition 6 (C-support of a rule). Let matches; j11(R,G') be all matches
of an attribute evolution rule R in a trend graph G' for time interval j to j + 1.
The c-support of R in G’ is defined as support(R,G') = Zj:l.“mazfQ minyev|
{¢(v) : ¢ € matches; j11(R,G")}|. In other words, the c-support of R for two
consecutive time intervals is the least number of distinct consequent nodes (from
G') that a vertex from R is mapped to. And the c-support of R in the whole trend
graph G' is the sum of R’s support for all consecutive time intervals.

For example, consider the small trend graph of Fig. 3 (left), where some irrel-
evant attribute values have been omitted. Figure 3 (right) shows the c-support
of three AERs, having 3, 2, and 3 matches, respectively, and a c-support of 2. A
proof that the c-support measure is anti-monotonic is given below.

Lemma 1 (Anti-monotonicity of the c-support). If an AER Ry is an
attribute extension of another rule Ry, then support(Ry) > support(Rs).

Proof. Let v be the c-support of a rule Ry, and Ry be an attribute extension of
R;. Since the c-support is the least number of distinct consequent nodes, the total
number of different consequent of R; is . To obtain Rs, an attribute is added to
Ry, and each mapping of R; can either be extended (+1) with the attribute or
not (+0) to obtain a mapping for Rs. Hence, support(Rs) < v < support(Ry).

Though the c-support measure is useful to filter infrequent patterns, it is
desirable to also assess how correlated the attributes of a rule are to filter out spu-
rious rules. In pattern mining, some popular measures to assess the correlation
between the consequent (C') and antecedent (A) of a rule A — C that do not con-
sider time are the confidence and lift [1,11]. The confidence of a rule is the ratio of
its support to that of its antecedent, that is conf(A — C) = sup(ANC)/sup(A),
which is an estimation of P(C|A) = P(A N C)/P(A). But a drawback of the
confidence is that it does not consider P(C'). The lift addresses this problem. For
this reason, we use the lift as main measure to select interesting rules. The lift is
defined as lift(A — C) = P(ANC)/[P(A)x P(C)] = conf(A — C)/P(C). The
confidence can be rewritten as P(C|A) = [P(A|C) x P(C)]/P(A) by the Bayes’s
theorem. Based on this observation and because P(C) for AERs is constant
while P(A) can contain many vertices and change, we redefine the confidence as
P(A|C), which we call the confidence based on consequent (c-confidence). This
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measure can also find strongly correlated patterns but is easier to calculate than
the original confidence. Then, the lift can be rewritten as P(A|C)/P(A). The
proposed AER-Miner algorithm checks both the c-confidence and lift of rules to
filter spurious rules.

Definition 7 (C-confidence of a rule). The c-confidence of an AER R :
(VL E, Xpefores Aafter) in a trend graph G' is defined as conf(R,G") = Support(R,
G")/Support(Consequent,G').

Definition 8 (Expected confidence of an antecedent attribute). The
Expected confidence of an antecedent attribute a in a trend graph G' is defined as
expectedCon f(a) = P(a) if there is no rule consequent and as expectedCon f(a)
= P(alc) if there is a consequent attribute c.

Definition 9 (Lift of a rule). The lift of an AER R in a trend graph G’
is defined as lift(R,G') = conf(R,G")/expectedConf(antecedent, G'). The
expected confidence of the antecedent attribute is the probability that its attributes
will appear without other conditional influence. The lift is the ratio of the real
probability to the expected probability and it can measure the effect of adding an
attribute to the antecedent of a smaller pattern. The lift can thus assess if the
consequent and antecedent are correlated. A lift less than, equal to, and greater
than 1, indicates a negative correlation, no correlation and a positive correlation,
respectively.

For instance, consider the trend graph of Fig.3 (left), and that each trend
{—,=,+} has a uniform occurrence probability (each attribute’s expected confi-
dence is 1/3). Figure3 (right) shows the c-support and c-confidence of three
rules. The lift of rule < (a+) >—< (c+) > is (3/5)/(1/3) = 9/5. The
lift of < (b—) >—< (c+) > is (2/5)/(1/3) = 6/5. The c-confidence of
< (a+),(b—) >—< (c+) > can be calculated when adding attribute b— to
rule < (a+) >—< (c+) >, as conf = P(b—| < (a+) >— < (c+) >) = 2/3.
Thus, its lift is 5/3.

to —_— 5] Antecedent:

C-support: 2 2 2

C-confidence: 3/5 2/5 2/3

Fig. 3. The c-support and c-confidence of three AERs

Definition 10 (Problem setting). Given a dynamic attributed graph G, a
minimum support threshold minsup, a minimum confidence threshold minconf,
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and a minimum lift threshold minlift, the problem of AER mining is to output
all valid AERs. A rule R is frequent if support(R,G') > minsup. A rule is said
to be valid if it is frequent, conf(R,G") > minconf and lift(R,G") > minlift.

The traditional problem of mining frequent patterns in a graph is a hard
problem because the number of patterns is very large and it requires to do sub-
graph isomorphism checking, which is an NP-complete problem [4]. The problem
of AER mining is more difficult for two reasons. First, the graph is dynamic and
thus finding matches of each rule must be done for many time intervals. Second,
considering many attributes greatly increases the number of potential patterns.
Let there be a trend graph containing v distinct vertices and e distinct edges
transformed into a trend graph using a set of trends {2. The number of possible
attribute value combinations for each vertex is (2/% — 1) x [£2|. The number of
edges combinations to create a subgraph is (2‘6| — 1) if we ignore the require-
ments that subgraphs must be connected!. And since a rule has an antecedent
and consequent and there are v vertices, the search space is in the worst case
roughly 2 x (2/¢l — 1) x v x (2%l — 1) x 3, so a pruning strategy must be used.

4 The AER-Miner Algorithm

This section introduces the proposed AER-Miner algorithm to efficiently find all
AERs in a dynamic attributed graph (or trend graph). An attribute evolution
rule R is a tuple of the form R : (V, E, Mpefore, Aafter), Where Viesore and Vg pier
are relations mapping nodes of the rule’s antecedent and consequent to attribute
values (for two consecutive timestamps), and where each node may be described
using multiple attributes. Hence, the structure of an AER is relatively complex.
Thus, rather than trying to enumerate all AERs directly, the proposed algo-
rithm first finds core patterns, which are a simplified form of AERs. AER-Miner
performs a breadth-first search using a generate-candidate-and-test strategy to
explore the search space of core patterns. Then, core patterns are merged to
obtain the AERs. The benefit of using this approach is that part of the AER
mining problem can be solved using a modified frequent subgraph mining algo-
rithm. The following paragraphs describe the main steps of AER-Miner and how
it reduces the search space. Then, the pseudo-code is presented.

Step 1: Generating 1-Size Core Patterns. The algorithm first considers
each attribute from the dynamic attributed graph to generate core patterns
having that attribute as consequent.

Definition 11 (Core Pattern). A core pattern is an AER composed of a con-
sequent node and several antecedent nodes, where each consequent-antecedent
node pair is connected. Moreover, each node is described using a single attribute.
We define a k-size pattern as a core pattern whose total vertice count is k. A
core pattern of size k >= 2, can be considered as an attribute evolution rule.

! It was observed using computer simulations that the number of connected labeled
graphs with v = 2,3,4,5,6,7, and 8 nodes is 1, 4, 38, 728, 26,704, 1,866,256, and
251,548,592, respectively (https://oeis.org/A001187).
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AER-Miner calculates the expected confidence of each attribute, that is with-
out considering the impact of other attributes.

Step 2: Extending Core Patterns. Then, AER-Miner extends the initial
core patterns to generate larger core patterns. A generate-candidate-and-test
approach is utilized where a core pattern is extended by adding a new node
with an attribute to the antecedent node list of a pattern to obtain a novel
core pattern. This is done iteratively following a breadth-first search. During an
iteration, k-1 size patterns are combined to generate k-size patterns, and this
process ends when no new pattern can be generated. To avoid generating a same
pattern more than once, attributes are sorted according to the lexicographical
order, and an attribute is used to extend a core pattern only if it is larger than
the last attribute in the pattern’s antecedent node list. To reduce the search
space and filter many uninteresting patterns, attributes that have no changes
for an attribute (=) are not used for extending core patterns.

Moreover, the support measure is used for reducing the search space. While
some other studies have defined the support of a pattern as the number of its
instances (called matches), this measure is not anti-monotonic. In other words,
an extension of a core pattern may have more, the same number, or less matches.
To be able to reduce the search space, the redefined support measure (Definition
6) is used, which is anti-monotonic. Thus, if a core patterns has a support less
than minsup, it can be safely ignored as well as all its extensions. This search
space pruning property can considerably reduce the search space.

Besides, the lift measure (Definition 9) is also used to reduce the search
space. If the lift of a core pattern is less than minlift, it is discarded and all
its extensions are ignored. The proof that the lift is anti-monotonic w.r.t core
pattern extensions is omitted due to the page limitation.

Step 3: Filtering and Merging Core Patterns to Obtain AERs. After
obtaining all core patterns, AER-Miner filters core patterns based on their con-
fidence. The reason for filtering patterns at Step 3 rather than Step 2 is that the
confidence is not anti-monotonic. In other words, extending a rule antecedent
with more attributes may result in a rule having a greater, smaller or equal con-
fidence. For example, the confidence of a rule (A) — (C) may be larger than that
of a rule (4, B) — (C), where A and B are two attributes of different nodes.
The reason is that A and B may each have a positive correlation with C.

Thereafter, the remaining core patterns are merged to obtain the AERs that
respect the pattern selection conditions. A pair of core patterns is merged to
generate an AER if (1) they have the same antecedent attributes and (2) they
have the same consequent. A merge operation is considered successful if more
than 90% of the support is retained.

The Pseudocode. AER-Miner (Algorithm 1) takes as input a dynamic
attributed graph G or trend graph G’, and the minsup, minlift and minconf
thresholds. The algorithm first initializes a map structure for storing candidate
core patterns. All patterns having a single consequent attribute are added to
that map (Line 1). Then, all possible core patterns are generated and stored in
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a list (Line 2). Then a loop is performed to iteratively generate larger core pat-
terns (Line 3 to 21). Finally, uninteresting patterns are filtered using minconf,
and others are merged to obtain the set of AERs.

Algorithm 1: The AER-Miner algorithm

input : a dynamic attributed graph G or trend graph G’, the minsup, minlift
and minconf thresholds
output: all the valid attribute evolution rules

1 Initialize a core pattern Map mapcandidates <core pattern,instances> for
growing patterns. Initially, each pattern contains one consequent attribute.
Initialize a list listpatterns for storing all possible core patterns.
while MapPcandidates 7é @ do

2
3
4 MAaPk+1sizecandidate < 1]
5 foreach candidate € mapcandidates O
6 pattern «— candidate.key
7 instances < candidate.value
8 foreach atir € attributelist do
9 if attr > the last attribute of pattern and attr # =" then
10 newPattern «— pattern U attr
11 newlInstances — extendInstances(pattern, attr, instaces)
12 support <= sizeofnewlInstance
13 lift, con fidence < cal Lift AndCon fi(pattern, attr,instaces)
14 if support > minsup and lift > minlift then
15 ‘ put < newPattern, newInstance >€ Mapitisizecandidate
16 end
17 end
18 end
19 end
20 liStpatterns — liStpatterns (@] Mapr+1isizecandidate
21 end

22 listpatterns < filter Patterns(listpatterns, minconf)
23 Return AERs = listpatterns U mergePatterns(listpatterns)

5 Experimental Evaluation

Experiments were performed to evaluate the performance of AER-Miner and its
ability to discover interesting patterns in real data. AER-Miner was implemented
in Java and experiments were carried out on a 3.6 GHz Intel Xeon PC with
32 GB of main memory, running Windows 10. Two real world datasets were
used in the experiments and two synthetic datasets were generated to assess the
statistical validity of AERs. The source code of AER-Miner and datasets can
be downloaded from the open-source SPMF data mining library http://www.
philippe-fournier-viger.com/spmf/. The following datasets were used:
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DBLP [6] is a co-authorship dataset containing data from the DBLP online
bibliographic service. There are 2,723 vertices, each representing an author
having published at least 10 papers in data mining and/or database confer-
ences/journals between 1990 to 2010. This time period is divided into nine times-
tamps: ([1990-1994][1992-1996]...[2004-2008][2006—2010]). An edge indicates a
co-authorship relation between two authors, while an attribute value indicates
the number of papers published by an author in a conference/journal.

US Fight [10] contains data about US air traffic during the Katrina hurricane
period (from 01/08/2005 to 25/09/2005). Vertices stand for US airports. Two
vertices are connected by an edge if there was a flight connecting them during
the time period.

Moreover, we randomly generated two datasets, named synthetic-DBLP and
synthetic- USFlight. They have the same vertex, average edge, timestamp and
attribute count as the DBLP and US Flight datasets, respectively. But attribute
values of each vertex were generated following a Gaussian distribution. Charac-
teristics of the datasets are as follows. The number of vertices, average edges per
timestamps, timestamps and attribute count for DBLP and synthetic DBLP is
2,723, 10,737, 9 and 43, while for the US Flight and synthetic-USFlight, it is
280, 1,206, 8 and 8.

Statistical Validation Experiment. The first experiment was designed to
check if AER-Miner can find statistically valid rules and determine an appropri-
ate range of minlift values to obtain valid rules. For this purpose, AER-Miner
was run on each real dataset and the corresponding synthetic dataset while vary-
ing the minlift parameter. Because an AER describes the correlation between
the attributes of a rule’s antecedent and consequent, and that synthetic datasets
have the same structure as real datasets except for the randomly generated
attribute values, no AER should be found in the synthetic datasets for high
enough minlift values. The minlift threshold was increased from 1.05 (weak
positive correlation) to 1.4 (strong positive correlation) while noting the num-
ber of patterns found. The minsup threshold was set to a fixed value (0.004 for
DBLP and 0.004 for US Flight) that is high enough to find patterns, but minsup
was not varied because it has a small influence on correlation.

Figure 4 shows results for the (a) DBLP and (b) US Flight datasets. It can be
observed that no AER was found in synthetic datasets in most cases, while some
were found in real data. This is reasonable as synthetic datasets contain random
values that are weakly correlated. Because AERs were found in synthetic data
for minlift < 1.1, it can be concluded that this parameter should be set to a
value of at least 1.1 to find valid rules. Otherwise, random AERs may be found.

Quantitative Experiments. Three additional experiments were done to eval-
uate the influence of dataset characteristics and parameters values on the per-
formance of AER-Miner in terms of runtime and peak memory usage.

First, the influence of a dynamic attributed graph’s properties on perfor-
mance was assessed. Attribute count was first varied, while parameter values
where fixed (minsup = 0.04, minlift = 1.3 and minconf = 0.3). Figure5 (a)
shows the influence of attribute count on runtime and memory for the DBLP
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Fig. 4. Statistical validation with real and synthetic datasets.

dataset. As attribute count increased, execution times and memory consumption
increased. But there is a difference between the growth rate of execution time and
memory. At first, when attribute count is small, execution time increases slowly.
Then, when the attribute count becomes quite large, its grows more quickly and
then remains stable. For memory, it is the opposite. This is because when the
attribute count is small, no attribute correlations are found. Thus, most of the
memory is spent for storing the dynamic attributed graph, while as the attribute
count increases, much memory is spent to store (candidate) patterns in memory.
Second, the influence of a dynamic attributed graph’s graph count (number
of timestamps) on performance was evaluated. Figure 5 (b) shows results for the
US Flight dataset when the algorithm’s parameters are fixed (minsup = 0.04,
minlift = 1.3 and minconf = 0.3). It is found that execution time linearly
increases and memory also increases as graph count increases. This shows that
AER-Miner has excellent scalability for processing numerous time periods.
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Fig. 5. Influence of attribute count and graph count on performance.

Third, an experiment was done on DBLP to evaluate the influence of the
minsup and minli ft thresholds on runtime and pattern count. Figure 6 (a) shows
results when minsup is varied while minli ft = 1.3 and minconf = 0.3 are fixed.
Figure 6 (b) presents results when minli ft is increased while minsup = 0.004 and
minconf = 0.2 are fixed. It is found in Fig. 6 (a) that as the minsup constraint
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is less strict, runtime and pattern count are greater, and that pattern count
increases dramatically for minsup = 0. It is observed in Fig. 6 (b) that increasing
minlift helps reducing the search space and that increasing minlift influences
less the performance for values above 1.4. This is because most spurious (random
patterns) have a lift smaller than 1.4.
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Fig. 6. Influence of minsup and minlift on runtime and pattern count.

Qualitative Assessment. An additional evaluation was performed on the
DBLP and US Flight datasets to assess the usefulness of patterns found. First,
rules were extracted from DBLP using minsup = 0.004, minlift = 1.5 and
minconf = 0.3. An example pattern found is < (PVLDB+),(PVLDB+),
(PVLDB+) >—< (VLDB—) >. It indicates that co-authors of an author
who published more papers in PVLDB then published less papers in VLDB
at the next timestamp. This is reasonable since there is a correlation between
VLDB and PVLDB and a person is likely to follow trends of his co-authors.
Another pattern is < (ICDE+) > — < (PVLDB+, EDBT+) >, which indi-
cates that if an author published more ICDE papers, his co-authors are more
likely to publish more in PVLDB and EDBT. Second, rules were extracted using
minsup = 0.004, minlift = 1.24 and minconf = 0.3 from US Flight to dis-
cover rules related to the impact of Hurricane Katrina on flights. The pattern
< (NbDeparture—) > — < (NbCancelation+) > was found to have many
occurrences. It indicates that departure cancellations caused by the hurricane
are strongly correlated with a flight cancellation increase at the next times-
tamp. Another interesting pattern is < (NbDeparture+), (NbDeparture+),
(NbDeparture+) > — < (NbDeparture+) >, which indicates that flights are
returning to normal after a hurricane.

6 Conclusion

This paper has proposed a novel type of patterns called attribute evolution rules,
indicating how changes of attribute values of multiple vertices may influence
those of others with a high confidence. An efficient algorithm named AER-Miner
was proposed to find these rules. Moreover, experiments on real data have shown
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that the proposed algorithm is efficient and that AERs can provide interesting
insights about real-life dynamic attributed graphs. In future work, we plan to
extend AER-Miner to let the user specify temporal constraints on AERs and
discover concise representations of AERs.
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Abstract. A mechanism for predicting whether individual regions will
meet there UN Sustainability for Development Goals (SDGs) is presented
which takes into consideration the potential relationships between time
series associated with individual SDGs, unlike previous work where an
independence assumption was made. The challenge is in identifying the
existence of relationships and then using these relationships to make SDG
attainment predictions. To this end the SDG Correlation/Causal Attain-
ment Prediction (SDG-CAP) methodology is presented. Five alterna-
tive mechanisms for determining time series relationships are consid-
ered together with three prediction mechanisms. The results demonstrate
that by considering the relationships between time series, by combining
a number of popular causal and correlation identification mechanisms,
more accurate SDG forecast predictions can be made.

Keywords: Time series correlation and causality - Missing values -
Hierarchical classification - Time series forecasting - Sustainable
Development Goals

1 Introduction

Time series forecasting is a significant task undertaken across many domains
[2,5,24]. The basic idea, given a previously unseen time series, is to predict the
next point or points in the series. This is usually conducted using single-variate
time series, although in some cases multi-variate time series are considered [5,24].
Given a short time series this is a particular challenge [13]. One application
domain where this is the case is in the context of the data published with respect
to the United Nations (UN) Sustainability for Development Goals (SDGs) [26].
Where, at time of writing, data spanning only 19 years was available; in other
words times series comprised of a maximum of only 19 points. The SDG short
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time series challenge is compounded by the large number of missing values that
are a feature of the data set, meaning that many time series comprise fewer than
19 points. The aim here is to use the available short time series data to forecast
whether a particular geographic region will meet the UN SDGs or not.

In [1] a SDG Attainment Prediction (SDG-AP) methodology was presented
founded on the idea of a taxonomic hierarchy and designed to answer the ques-
tion “will geographic region x meet goal y by time t”. The solution was concep-
tualised as a bottom-up hierarchical Boolean (“yes/no”) classification problem.
Each node within the taxonomic hierarchy had a Boolean classifier associated
with it. The classifiers associated with the leaf nodes were built using the time
series available within the UN SDG data set. The remaining nodes in the tree
were associated with simple Boolean functions that took input from their child
nodes. However, the leaf node classifiers were built assuming that each goal was
independent of any other goals. This is clearly not the case. For example, the
“No Poverty” and “Quality Education” SDGs are clearly related. Similarly, the
time series associated with the goal “Clean Water and Sanitation” in (say) the
geographic region “Egypt” are clearly related to the time series associated with
the same goal in similar regions.

The hypothesis presented in this paper is that better SDG attainment predic-
tion accuracy can be obtained by considering the possible relationships between
SDG time series. Thus, with reference to [1], instead of building each leaf node
classifier according to the relevant time series data (a one-to-one correspon-
dence), it is proposed in this paper that it might be better if the time series
data sets used to build the classifiers were more comprehensive, in other words,
founded on a set of co-related time series. The challenge is then how to identify
these related time series.

Given the above, this paper proposes the SDG Correlation/Causal Attain-
ment Prediction (SDG-CAP) methodology designed to address the disadvan-
tages associated with the work presented in [1], although the work in [1] pro-
vides an excellent forecasting benchmark. The main challenge is determining
which time series are influenced by which other time series. This can be done by
hand given a domain expert and sufficient time resource. However, automating
the process is clearly much more desirable. The work presented in this paper
provides a potential solution to this problem with a focus on time series within
the same geographic region, as opposed to the same time series across different
geographic areas (the latter is an item for future work). In the context of the
proposed SDG-CAP methodology, this paper makes three contributions:

1. An investigation into mechanisms whereby relationships between short time

series can be discovered.

A comparative investigation of missing value imputation methods.

3. The usage of multi-variate time series forecasting given known relationships
across short time series.

o

Five mechanism are considered whereby relationships between time series can be
discovered: (i) Granger Causality [10], (ii) Temporal Causal Discovery Frame-
work (TCDF) [20], (iii) Least Absolute Shrinkage Selector Operator (LASSO)
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[29], (iv) Pearson Correlation [4] and (v) a combination of all four. The effective-
ness of the proposed mechanism is considered by comparing the forecast results
produced with those given in [1] using Root Mean Square Error (RMSE) [14] as
the comparater metric and a number of forecasting mechanisms.

The rest of the paper organised as follows. In the following section, Sect. 2,
a brief literature review of the previous work underpinning the work presented
in this paper is given. The SDG application domain and the SDG time series
data set is described in Sect.3. The proposed SDG-CAP methodology is then
described in Sect.4 and the evaluation of the proposed methodology in Sect. 5.
The paper concludes with a summary of the main findings, and a number of
proposed direction for future research, in Sect. 6.

2 Literature Review

In this section, a review of existing work directed at discovering relationships
between time series is presented. A relationship between two-time series can be
expressed either in terms of causality [3] or in terms of correlation [4]. Causality
implies that a change in one variable results in a change in the other in either
a positive or a negative manner. An alternative phrase for causality is “strong
relationship”. Correlation implies that the values associated with two variables
change in a positive or negative manner with respect to one another [4]. Corre-
lation can be viewed as a specialisation of causality, implying that a causal rela-
tionship signals the presence of correlation; however, the reverse statement does
not hold. Each is discussed in further detail in the following two sub-sections,
Subsects. 2.1 and 2.2, with respect to the specific mechanisms investigated in this
paper. Five mechanisms are considered in total, two causality mechanisms, two
correlation mechanisms and a combined mechanism. The first four were selected
because they are frequently referenced in the literature. Collectively we refer to
these mechanisms as filtration methods [34] because they are used to filter time
series data (specifically SDG time series) so as to determine which time series are
related in some way. This section then goes on, Subsect. 2.3, to consider relevant
previous work directed at time series forecasting

2.1 Causality

As noted above, two causality mechanisms are considered in this paper: Granger
Causality and the Temporal Causal Discovery Framework (TCDF). Granger
causality is the most frequently cited mechanism for establishing causality found
in the literature [17,19,21,22]. Granger Causality was introduced in the late 60s
[10] and is fundamentally a statistical test of the hypothesis that an independent
time series z can be used to forecast a dependent time series y. Granger causality
is determined as defined by Eq.1 using the value of time series X “past lags”,
and the value of time series y past lags plus a residual error e. Granger Causality
has been used previously to determine the relationship between pairs of values
in SDG time series as reported in [7]. However, the study was only able to find
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20,000 pairs of values in the SDG data that featured causality, out of a total
of 127,429 time series. It should be noted that the study only considered time
series with ten or more observations, ignoring time series with a proportionally
high number of missing values; this may be considered to be a limitation of this
study.

yr = a1 Xy 1 +b1Yi 1 +e (1)

The TCDF is a more recent mechanism than Granger Causality [20]. It is a
deep learning framework, founded on the use of Attention-based Convolutional
Neural Networks, to discover non-linear causal relationships between time series.
TCDF can find “confound delays” where the past time series can trigger a change
in not only the next temporal step but in a number of future steps. TCDF is
considered to be the current state of the art mechanism for causality discovery
in time series because it outperforms many previously proposed mechanisms,
including Granger Causality. One major limitation of TCDF, at least in the
context of SDG time series, is that it does not perform well on short time series.

2.2 Correlation

Two correlation mechanism are considered in this paper: Pearson Correlation
and the Least Absolute Shrinkage Selector Operator (LASSO). Pearson Cor-
relation is one of the most frequently used correlation tests [4]. The Pearson
Correlation coefficient is a number between 41 and —1 and shows how two vari-
ables are linearly related. It has been used in many studies to determine the
nature of the linearity between variables [6,23,32]. The basic formula for Pear-
son is given in Eq. 2 where n is the number of observations, y; is a value in time
series Y, and x; is a value in time series X.

Py = Ny TiYi — Y Ti ) Yi
VnXa? - (Ta)\n g2 - (S

Lasso [29] is a regression analysis method frequently used when respect
to high dimensionality time series data; data featuring many variables, some
of which may not be relevant. It is another widely used method [8,18,25,28].
LASSO reduces the dimensionality by penalising variances to zero, which will
remove irrelevant variables from the model. From inspection of Eq. 3 it can be
seen that the first part is the normal regression equation. The second part is a
penalty applied to individual coefficients. If A is equal to 0, then the function
becomes a normal regression. However, if A is not 0 coefficients are penalised.

(2)

n
1=

2
p
vi— Y wiibi | +AY 151 3)
i j=1
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2.3 Time Series Forecasting

Three time series forecasting mechanisms are considered in this paper: (i)
Fbprophet, (ii) Multivariate Long short-term memory (LSTM) and (iii) Uni-
variate LSTM. Fbprophet is an additive model proposed by Facebook [27]. The
model decompose a time series y into three main parts, trend (g), seasonality
(s) and holidays (h), plus an error term e, as shown in Eq.4. For the SDG time
series only g is relevant. Fbprophet was used in [1] to forecast SDGs attainment
and is thus used for comparison purposes later in this paper.

y(t) = g(t) +s(t) + h(t) + & (4)

While linear models such as ARMA and ARIMA [9] have been widely adopted
in, and associated with, time series forecasting; non-linear models, inspired by
neural networks, such as LSTM, have received a lot of attention in the past
few years. LSTM were first introduced in 1997 in [12], and have been widely
adopted ever since, especially in domains such as weather predictions [24] and
stock market predictions [5]. With respect to evaluation presented later in this
paper both single variate and multivariate LSTM are considered.

3 The United Nations’ Sustainable Development
Goal Agenda

Table 1. The eight 2000 Millennium Development Goals (MDGs)

To eradicate extreme poverty and hunger

To achieve universal primary education

To promote gender equality and empower women

To reduce child mortality

To improve maternal health
To combat HIV/AIDS, malaria, and other diseases

To ensure environmental sustainability

0 IN| | Os|W N

To develop a global partnership for development

In 2000 the United Nations (UN) announced its vision for a set of eight
development goals, listed in Table 1, that all member states would seek to achieve
[31]. These were referred to, for obvious reasons, as the Millennium Development
Goals (MDGs). In 2015, the UN extended the initial eight MDGs into seventeen
Sustainable Development Goals (SDGs), listed in Table 2, to be achieved by 2030
[26,30]. Each SDG has a number of sub-goals and sub-sub-goals associated with
it; each linked to an attainment threshold of some kind. For example for SDG
1, “No Poverty”, which comprises six sub-goals, the extreme poverty threshold
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is defined as living on less than 1.25 USD a day. In this paper we indicate SDG
sub-goals using the notation g_sy_so_..., where g is the goal number, s; is the
sub-goal number, ss is the sub-sub-goal number, and so on. For example SDG
2_22 indicates sub-goal 22 of SDG 2. The UN has made available the MDG/SDG
data collated so far.!

Table 2. The seventeen 2005 Sustainable Development Goals (SDGs)

No poverty

Zero hunger
Good health and well-being

Quality education

Gender equality

Clean water and sanitation

Affordable and clean energy

Decent work and economic growth

OO0 |||tk | W|N |~

Industry, innovation and infrastructure

—_
=]

Reduced inequality

—_
—_

Sustainable cities and communities

[
[\V]

Responsible consumption and production

—_
w

Climate action

—_
~

Life below water

[
Ut

Life on land

—_
(=)}

Peace and justice strong institutions

—
-

Partnerships to achieve the goal

In Alharbi et al. [1] the complete set of SDGs and associated sub- and sub-
sub-goals was conceptualised as a taxonomic hierarchy, as shown in Fig.1. In
the figure the root node represents the complete set of SDGs, the next level
the seventeen individual SDGs, then the sub-goals referred to as “targets”, the
sub-sub-gaols referred to as “indicators” and so on. The same taxonomy is used
with respect to the work presented in this paper.

The UN SDG data set comprises a single (very large) table with the columns
representing a range of numerical and categorical attributes, and the rows repre-
senting single observations coupled with SDG sub-goals and sub-sub-goals. Each
row is date stamped. The data set features 283 different geographical regions,
and for each region there are, as of October 2019, up to 801 different time series
[7]. The maximum length of a time series was 19 points, covering 19 year’s of
observations, although a time series featuring a full 19 observations is unusual;
there were many missing values. In some cases, data from earlier years was

! https://unstats.un.org/SDCs/indicators/database/.
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Fig. 1. The SDGs taxonomy proposed [1]

also included. In the context of the research presented in this paper, only data
form the year 2000 onward was considered; 127,429 time series in total. By
applying time series analysis to the data, trends can be identified for predic-
tion/forecasting purposes [1].

The number of missing values in the SDG data set presented a particular
challenge (see Fig.2). The total theoretical number of observations (time series
points) in the data was 2,548,580, while the actual number was 1,062,119; in
other words, the data featured 1,486,461 missing values (58.3% of the total).
Most of these missing values were missing in what can only be described as a
random manner, but in other cases, the missing data could be explained because
observations were only made following a five-year cycle.

4 The SDG Correlated/Causal Attainment Prediction
Methodology

A schematic of the proposed SDG Correlated/Causal Attainment Prediction
(SDG-CAP) Methodology is presented in Fig.3. The input is the collection
of SDG time series associated with a geographic region of interest. The out-
put is a attainment prediction model. The input data is preprocessed in three
steps: (i) Flatning, (ii) Imputing and (iii) Rescaling. During flatning [33] the
input time time series were reshaped so that every record comprised a tuple
of the form: (Country, Goal, Target, Indicator, CategoricalIdenti fiers, {vanoo,
¥2001, - - -, U2019 } ), Where v; is a value for the year i, and the categorical iden-
tifiers are things like gender and/or age which may be relevant to a particular
goal. It was noted earlier that the SDG data collection features many missing
values. For the purposes of the work presented in this paper, any time series with
less than five values was removed during the flatning stage. As a consequence,



190 Y. Alharbi et al.

Missing values in SDG data per year

120000 -

100000

80000 A

60000 A

40000

20000 A
0_
O W N M T N O N ®©® O O A N MSST IO KN O O
© © © © © © © © © © A = A oA A4 A =4 o4 o o
S © © © © © © © © O O O O O O O O O © O
N N NN NN NN~~~ S0~~~

Fig. 2. Number of missing values in the SDG data set per year.
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Fig. 3. Schematic of the SDG causality/correlation attainment predict (SDG-CAP)
methodology

the total number of time series to be considered was reduced from 127,429 to
80,936. However, the remaining time series still featured up to thirteen missing
values. The next step in the preprocessing was therefore to impute missing val-
ues. Experiments were conducted using four different imputation methods: (i)
Linear, (ii) Krogh, (iii) Spline and (iv) Pchip [11,15,16]. The aim was to identify
the most appropriate imputation method. The experiments were conducted using
complete time series only from the Egypt sub_goal 3.2 time series. A random
deletion of the data was applied to simulate the missing values situation, but
with a ground truth in that the missing values were known. The four different
candidate imputations algorithms were then applied. Root Mean Square Error
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(RMSE) measurement was used to ascertain the performance of the different
imputation methods. The results are presented in Table 3 with respect to Egypt
sub_goal 3_2 time series. From the table, it can be seen that the worst average
performance was associated with the Krogh method, while the Spline method
produced the best average performance. Thus the Spline method was chosen to
be incorporated into the proposed SDG-CAP approach. The final preprocessing
step was to rescale the time series data so that it was referenced to a uniform
scale. The reason for this is that the values in the various time series are refer-
enced too many different numeric ranges, for example population counts in the
millions against observed values in single digits.

Table 3. RMSE comparison of imputation methods used to generate missing values
in the SDG data (best results in bold font)

SDG3.2. Algorithm

Linear | Krogh Spline | Pchip
1 0.212 | 3938.998 |0.536 |0.168
2 3.952 |14421.321 |1.959 |1.864
3 0.047 0.018|0.047 | 0.031
4 0.000 102.356 | 4.089 | 0.000
5 0.251 37.856 | 0.250 |0.054
6 0.861 | 2687.759 |1.330 |1.125
7 0.559 9.548 10.374 | 0.731
8 0.042 0.727 10.042 |0.017
9 1.820 70.773 | 2.596 |1.250
10 6.924 1005.504 |1.456 | 28.018
11 5.707 |14196.115 | 2.320 | 20.260
12 0.036 0.025 [ 0.095 | 0.020
13 0.032 0.175 /0.032 | 0.015
14 0.256 13.235 | 0.256 | 0.299
15 0.063 0.148 | 0.064 | 0.017
16 2.167 21.497 |2.167 |1.175
Ave. error |1.433 2281.629 |1.101 | 3.440
Stand. dev. | 2.198 4830.316 | 1.223 | 8.223

Once a “clean” data set had been generated the next step was to identify rela-
tionships within the data using an appropriate filtration method. As noted ear-
lier experiments were conducted, reported on in the following evaluation section,
using five different filtration mechanisms. Regardless of which filtration method
is used, the outcome was presented as a heat map. An example fragment of
a heat map generated using LASSO, and the geographic area Egypt, is given
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in Fig. 4. The darker the colour the greater the LASSO R? value. The leading
diagonal represents SDG comparisons with themselves; hence, as expected, these
are highly correlated. The heat map was then used to collate time series for the
purpose of prediction model generation, by using the top 5 highest R? values.
In other words the number of selected time series with respect to each goal was
limited to a maximum of the top five most-related. These groups of time series
were then used as the input to a Multivariate LSTM to predict future values,
which in turn could be used for attainment prediction.

Time Series | SDG1_12 | SDG1 13 | SDG1 15 | SDG1 16 [ SDG1 17 | SDG1 20 [ SDG1 22 | SDG1 25 [ SDG1 26 | SDG1 27 | SDG1 28 | SDG1 30 | SDG1 31 | SDG1 32 | SDG1 34
SDG1_12 1.000 0.410 0.328 0.154 0.267 0372 0.640 0.877 0.746 0.738 0.744 0.745 0.744 0.746 0.877
SDG1 13 0.410 1.000 0.354 0.598 0.395 0.132 0.509 0.400 0.520 0.520 0.520 0.520 0.520 0.520 0.400
SDG1_15 0.328 0354 1.000 0.000 0.037 0.021 0.167 0.448 0.228 0.222 0.227 0.227 0.226 0228 0.444
SDG1_16 0.154 0.598 0.000 1.000 0.649 0.288 0.493 0.116 0.428 0.436 0.430 0.429 0.430 0.428 0.117
SDG1 17 0.267 0.395 0.037 0.649 1.000 0.165 0.739 0.218 0.651 0.663 0.654 0.653 0.656 0.652 0219
SDG1 20 0.372 0.132 0.021 0.288 0.165 1.000 0.353 0.290 0.372 0371 0.372 0372 0.372 0372 0.294
SDG1 22 0.640 0.509 0.167 0.493 0.739 0.353 1.000 0.602 0.890 0.894 0.891 0.891 0.892 0.891 0.603
SDG1_25 0.877 0.400 0.448 0.116 0.218 0.290 0.602 1.000 0.722 0.712 0.720 0.720 0.719 0.722 0.976
SDG1_26 0.746 0.520 0.228 0.428 0.651 0.372 0.890 0.722 1.000 0.928 0.928 0.928 0.928 0.928 0.723
SDG 1_27 0.738 0.520 0.222 0.436 0.663 0.371 0.894 0.712 0.928 1.000 0.928 0.928 0.929 0.928 0.713
SDG1 28 0.744 0.520 0.227 0.430 0.654 0.372 0.891 0.720 0.928 0.928 1.000 0.928 0.928 0.928 0.721
SDG1_30 0.745 0.520 0.227 0.429 0.653 0.372 0.891 0.720 0.928 0.928 0.928 1.000 0.928 0.928 0.722
SDG1 31 0.744 0.520 0.226 0.430 0.656 0.372 0.892 0.719 0.928 0.929 0928 0.928 1.000 0.928 0.720
SDG1_32 0.746 0.520 0.228 0.428 0.652 0372 0.891 0.722 0.928 0.928 0928 0.928 0.928 1.000 0.723
SDG1 34 0.877 0.400 0.444 0.117 0.219 0.294 0.603 0.976 0.723 0.713 0.721 0.722 0.720 0.723 1.000

Fig. 4. A fragment of the heat map produced using LASSO analysis and the geographic
area Egypt

5 Evaluations

For the evaluation of the proposed SDG-CAT methodology the five different fil-
tration mechanism listed earlier were used. Namely two causality mechanisms
(Granger Causality and TCDF), two correlation mechanisms (LASSO and Pear-
son) and a combination of all four. For the last method the individual results
were combined. The evaluation was conducted using the geographic area Egypt.
Inspection of the time series for this region, 335 of them, indicated that in many
cases there was no data for the years 2018 and 2019; hence seventeen point time
series were used covering the time period 2001 to 2017. Some examples of dis-
covered relationships between time series, identified using the combined method,
are given in Fig. 5. To give one detailed illustration, Table4 gives the individual
relationship scores, using all five mechanisms, for SDG 17_56.

Recall that earlier in this paper it was hypothesised that by combining related
time series better predictions could be made compared to results presented in [1]
where an independence assumption was made. To measure this the SDG-CAT
methodology was run with time series for 2001 to 2013, and predictions made
for 2014 to 2017. The results given in [1] were generated for the same geographic
region, Egypt, using Fbprophet. For the multivariate time series LSTM were
used, single variate LSTM were also applied to the cleaned data for comparison
purposes. RMSE was used as the comparison metric. For the multivariate fore-
casting, as noted above, the input was limited to the top five most-related time



Sustainable Development Goal Relational Modelling 193

Values

-4

== SD9_6 Target time sereis
sD3_104

—— SD3_106
— sD8_93

Values

== SD10_20 Target time sereis
— sD10_20

SD8_84

SD2_16

sD2_22

20000 20025 20050 2007.5 2010.0 20125 20150 2017.

SD9_6

Years

5

-15
20000 2002.5 20050 2007.5 2010.0 20125 20150 2017.5

SD10-20

Years.

Values

o

== SD2_22 Target time sereis
— 847
SD3_35
—— SD3_34
— sD8_54
sD_13

=

Values

=(m SD16_12 Target time sereis
— 01232
sD3_35
50334
— 50336
— sD16.12

20000 20025 20050 2007.5 2010.0 20125 20150 20175

SD2 22

Years

20000 2002.5 20050 2007.5 2010.0 20125 20150 2017.5

SD16 12

Years

Fig. 5. Examples of related time series with respect to particular target SDGs using
the combined method

Table 4. Example time series relationship scores, generated using a range of filtration
mechanisms, for SDG 17_56 Fixed Internet broadband subscriptions

SDG 17.56 | Lasso | Granger Pearsons TCDF | SDG-CAP | SDGs code
causality | correleations

SDG 8.13 |0.263 | 0.614 0.529 2 3.407 Unemployment rate, by
sex, age and persons with
disabilities

SDG 1643 | 0.008 | 0.0719 0.019 2 2.099 Proportion of voting rights
of developing countries

SDG 9.5 0.000 | 0.941 0.000 1 1.941 Facilitate sustainable and
resilient infrastructure
development

SDG 3.35 |0.094 | 0.637 1.114 0 1.845 Adults (15-24) newly
infected with HIV

SDG 3.34 | 0.083 | 0.659 0.888 0 1.631 Adults (15-49) newly
infected with HIV

series. The results are presented in Table 5, with best results highlighted in bold
font. The method presented in [1] is described as the SDG-AP (SDG Attain-
ment Prediction) method. From the table it can be seen that the combination
method produced the best result. All the relation identification mechanisms,
coupled with multivariate LSTM, produced better results than the Fbprophet
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Table 5. Example RMSE results produced using SDG-CAP with a range of filtration
methods, SDG-AP and Univariate LSTM (best results in bold font)

SDG SDG-CAP, multivariate LSTM SDG-AP Univaritae
Fbprophet |LSTM
Lasso Grainger |Correlation| TCDF Combined

222 0.0000052 |0.0052015 |0.0000002 |0.0000002/0.0000005 |0.3231084 |1.03190567
3-39 0.0000085 |0.0000001/0.0000001 0.0000001/0.0000001/0.3180739 |0.30534206
6-17 0.0000002/0.0000013 |0.0000410 |0.0000016 |0.0000376 |0.0420172 |0.06473296
8.8 0.0000085 |0.0000007 |0.0000006 0.0000042 |0.0000023 |0.5924453 |4.12603573
9.6 0.0002040 |0.0008483 |0.0000004 |0.0000002/0.0000002/0.2308795 |0.15737508
10-20 0.0000292 |0.0000069 |0.0047152 |0.0000001/0.0000002 |0.1747101 |0.13596105
1127 0.0000009 |0.0000005 |0.0000006 |0.0000003/0.0000008 |4.6060315 |6.69974063
124 0.0000601 |0.0000611 |0.0000002 |0.0000001/0.0001074 |0.4021510 |0.68321411
12_28 0.0000002 |0.0000106 |0.0000001 0.0004241 |0.0000001/0.5756070 |0.33681492
144 0.0000622 |0.0000002 |0.0000178 |0.0000001/0.0000001/0.4025397 |0.03858285
1521 0.0000003/0.0022758 |0.0000004 |0.0085000 |0.0000010 |1.2691464 |1.59389898
1612 0.0000571 |0.0000001/0.0000004 |0.0000281 |0.0000006 |0.3846588 |0.07288927
1756 0.0000001 |0.0000337 |0.0000001 0.0000002 |0.0000001/0.5947819 |1.86160687
Ave. RMSE|0.0000336 |0.0006493 |0.0003675 |0.0006892 |0.0000116|0.7627808 |1.31600770
Stand. dev. 0.0000545 |0.0014538 |0.0012551 |0.0022575 |0.0000293/1.1456063 |1.9764099

results from [1] and univariate LSTM. It is interesting to note, however, that
Fbprophet produced better predictions than when using univariate LSTM. It
can also be observed, overall, that the proposed SDG-CAP methodology is well
able to handle short time series.

6 Conclusion

In this paper the SDG-CAP methodology has been presented for predicting the
attainment of SDGs with respect to specific geographic regions. The hypothesis
that the paper sought to address was that better SDG attainment prediction
could be obtained if the prediction was conducted using co-related time series
rather than individual time series as in the case of previous work. The central
challenge was how best to identify such co-related time series; a challenge com-
pounded by the short length of SDG time series and the presence of many missing
values in the UN SDG data set. Five different filtration mechanisms were consid-
ered, together with four different data imputation methods. The best filtration
method was found to be a combination of the four others, and the best data impu-
tation method was found to be Spline. Multivariate LSTM were used to conduct
the forecasting. To test the hypothesis the proposed methodology was compared
with the SDG-AP methodology from the literature and univariate LSTM fore-
casting. It was found that the hypothesis was correct, better SDG attainment
prediction could be obtained using the SDG-CAP methodology which took into
consideration co-related time series. It was also demonstrated that the proposed
approach was well able to handle short time series. For future research, the
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intention is firstly to incorporate the proposed SDG-CAP methodology into a
hierarchical bottom-up time series forecasting approach of the form presented in

[1].

Secondly the intention is to consider co-related time series across geographic

regions, not just within a single geographic region as in the case of this paper,
bearing in mind the economic and geographical differences between different
regions.
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Abstract. Gradual patterns that capture co-variation of complex attri-
butes in the form “when X increases/decreases, Y increases/decreases”
play an important role in many real world applications where huge vol-
umes of complex numerical data must be handled. More recently, they
have received attention from the data mining community for exploring
temporal data and methods have been defined to automatically extract
gradual patterns from temporal data. However, to the best of our knowl-
edge, no method has been proposed to extract gradual patterns that
always appear at the identical time intervals in the sequences of temporal
data, despite the knowledge that such patterns may bring for certain appli-
cations such as e-commerce. This paper proposes to extract co-variations
of periodically repeating attributes from the sequences of temporal data
that we call seasonal gradual patterns. We discuss the specific features of
these patterns and propose an approach for their extraction by exploiting
a motif mining algorithm in a sequence, and justify its applicability to the
gradual case. Illustrative results obtained from a real world data set are
described and show the interest for such patterns.

Keywords: Data mining - Gradual patterns - Temporality -
Seasonality

1 Introduction

Due to the abundance of data collection devices and sensors, numerical data
are ubiquitous and produced in increasing quantities. They are produced in
many domains including e-commerce, biology, medicine, ecology, telecommuni-
cations, and system supervision. In recent years, the analysis of numerical data
has received attention from the data mining community and methods have been
defined for dealing with such data. These methods have allowed to automatically
extract different kinds of knowledge from numerical data expressed under form of
patterns such as quantitative itemset/association rules [12] and interval patterns
[4,7]. More recently, gradual patterns that model frequent co-variations between
numerical attributes, such as “the more experience, the higher the salary, and
the lower the free time” aroused great interest in a multitude of areas. For exam-
ple, in medicine, gradual patterns make it possible to capture the correlations
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between memory and feeling points from the Diagnostic and statistical man-
ual of mental disorders; in financial markets, where one would like to discover
co-evolution between financial indicators, or in marketing for analyzing client
databases. Several works have addressed gradual patterns mining and different
algorithms have been designed for discovering gradual patterns from numerical
data (e.g., [2,3,5]). Most of these algorithms use classical data mining tech-
niques to extract gradual patterns. However, they are not relevant for extracting
gradual patterns in certain application domains where numerical data present
particular forms (e.g., temporal, stream, or relational data). So, some recent
works have instead focused on extracting variants of gradual patterns on the
numerical data supplied with specific constraints for expressing another kind of
knowledge; for instance, the relational gradual pattern concept that enables to
examine the correlations between attributes from a graduality point of view in
multi-relational data [10]. Recently, in [8], the authors proposed an approach
to extract gradual patterns in temporal data with an application on paleoeco-
logical databases to grasp functional groupings of coevolution of paleoecological
indicators that model the evolution of the biodiversity over time. Although this
approach deals with temporally annotated numerical data, it can be only used
on the data constituted as a single valued sequence.

According to the requirements linked to data structures, new methods are
needed to extract the forms of gradual patterns expressing typical knowledge
to the data context. Each gradual pattern extracted is provided with a sub-
sequence set of objects, called extension, supporting it. (Possibly numerous)
extensions associated to gradual patterns are often useful in several application
domains for deriving new and relevant knowledge to the expert. To this end,
a Sequential Pattern Mining based approach for efficient extraction of frequent
gradual patterns with their corresponding sequence of tuples was proposed in [6].
In [9], it was shown on geographical data that the analysis of different sequences
of objects associated to the gradual patterns allows to identify how an object
participates in the associations between attribute variations. When considering
the databases made with many ordered value sequences, state of the art gradual
pattern mining algorithms do not allow extracting another kind of knowledge
that is typical of sequential data.

This paper proposes to extract seasonal gradual patterns [8] associated to
the same sub-sequence of objects in all value sequences, vital in the e-commerce
domain where it is very important to understand seasonal phenomena. The
knowledge brought by such patterns can be used in logistics for decision marking
in, e.g., inventory and supply chain management. Our approach can be seen as
extending gradual patterns in the temporal context via the seasonality notion
such that we include the repetitive temporal correlations between attributes.
We transform the seasonal gradual patterns mining problem into the problem of
enumerating all motifs with a wildcard symbol in a tuple sequences database and
then exploit MaxMotif [1] algorithm on the obtained tuple sequences database
to extract the frequent seasonal gradual patterns.
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2 Preliminary Definitions

The problem of mining gradual patterns consists in mining attribute co-
variations in a numerical dataset of the form “the more/less X, . . . , the
more/less Y”. We assume herein that we are given a database A containing
a set of objects 7 that defines a relation on an attribute set Z with numeri-
cal values. Let t[i] denote the value of attribute i over object ¢ for all t € 7.
In Table 1, we give an illustrative example of a numerical database built over
the set of attributes Z = {age, salary, cars,loans}. We consider each attribute
twice: once to indicate its increasing (1 variation symbol) and once to indicate its
decreasing (). In the following, we denote “t[i] T ¢'[i]” (respectively “t[i] | t'[i]”)
to mean that the value of attribute i increases (respectively decreases) from
ttot.

A gradual item is defined under the form ¢*, where i is an attribute of 7
and x € {1, |}. A gradual pattern is a non-empty set of gradual items denoted
by (i7",...,i;*). Considering the database Ay, age! is a gradual item and g, =
(agel, salary') is a gradual pattern meaning that “the higher the age, the higher
the salary”. Moreover, the support of a gradual pattern is the extent to which a
gradual pattern is present in a given database. Several support definitions (e.g.,
[2,5,8]) show that gradual patterns can follow different semantics. We adopt
the definition of the support of a gradual pattern in [8] respecting the temporal
order as the proportion of couples of consecutive tuples supporting the gradual
pattern. To define this support, we introduce the following definitions:

Definition 1 (Gradual tuple motif). Let g = (i7",...,4,") be a gradual
itemset and M = tits...t, be a motif of consecutive tuples. M is gradual with
respect to g if for all p such that 1 < p < k and for all j such that 1 < j < n,
tj[ip} *p tj+1[ip] holds.

Considering the database of Table 1, My = titot3 is a gradual tuple motif with
respect to g;. There may be several gradual tuple motifs respecting g.

Definition 2 (Maximal gradual tuple motif). Let g = (i1*,...,i,") be a
gradual itemset and M a gradual tuple motif respecting g. M is maximal if for
any motif M’ respecting g, M ¢ M’.

When considering the database A; and the gradual pattern gi. My = tgtrigty is
not maximal with respect to g1 because M3 = t5tgtrtsty is gradual with respect
to g1 and contains Ms. M3 is a maximal gradual tuple motif with respect to g;.

Definition 3 (Cover). Let g be a gradual itemset of a database A. We define
Cover(g, A) as the set of mazimal gradual tuple motifs in respect to g in A.

Considering again the database of Table1 and the previous gradual itemset g1,
6'01)67‘(917 Al) = {t1t2t3, t5t6t7t8t9}.
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Table 1. Database A,

tid | age | salary | cars | loans
t1 |22 | 1000
t2 |24 | 1200
t3 |28 | 1850
t4 | 20 | 1250
t5 |18 | 1100
t6 | 35 | 2200
t7 | 38 | 3200
t8 | 44 | 3400
t9 | 52 | 3800
t10 | 41 | 5000

NIW W AR RN W N
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Table 2. Customer purchases database: Ao

Sid | purchase_ age (a) | freight_ payment_ payment_
timestamp value (f) installments (pi) value (pv)
st a1 22 8.72 2 18.12
d2 24 22.76 3 141.46
d3 28 19.22 4 179.12
d4 20 17.20 1 72.20
ds 18 8.72 1 28.62
dé6 35 27.36 3 175.26
d7 38 16.05 4 65.95
d8 44 15.17 4 75.16
Ss2 | d1 32 16.05 3 35.95
d2 34 19.77 4 161.42
d3s 36 30.53 5 159.06
d4 40 16.13 5 114.13
ds 25 14.23 2 50.13
dé6 23 12.805 2 32.70
d7 20 13.11 1 54.36
d8 41 14.05 4 46.45
s3 a1 28 77.45 3 1376.45
d2 33 15.10 4 43.09
d3 38 11.85 6 29.75
d4 35 16.97 5 62.15
ds 38 8.96 4 118.86
dé6 44 8.71 5 88.90
d7 52 7.78 6 17.28
d8 41 57.58 4 187.57

Definition 4 (Gradual tuple motif sequence). Let g be a gradual itemset

of a database A and f be a function such that f(My,...,M,) = Mjo...o M,
where M;(1 < j < n) is a gradual tuple motif. Then we define the gradual tuple

o

motif sequence of g in A noted MgA as MgA = f(Cover(g, A)).

A gradual tuple motif sequence is just a concatenation of gradual tuple motifs.
Referring back to the example from Table 1, we have Mqul = t1tot3 o tytetrtsty.
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3 Problem Statement

Temporal Data Sequences. Our approach finds its application on a numerical
database A constituted of temporal data sequences. More precisely, the database
A consists of object sequences S = (S*, ..., 8™) described by the set of numer-
ical attributes Z = {i1,...,ir}, with S7 = {d1,...,d;}, a set of periods con-
sidered. Table2 is an example of temporal data sequences which gives infor-
mation about customer purchases for a e-commerce website on three purchase
cycles (sequences) S, 52,93, Each sequence contains the data for eight dates
(d1,...,ds). Without loss of generality, we assume that there are no other pur-
chase dates between two consecutive dates and that the purchases are made
continuously between two consecutive cycles.

Seasonal Gradual Patterns. In the case of a single object sequence, a gradual
pattern corresponds to the one extracted by [8]. However, in seasonal gradual
pattern context, we seek for the gradual patterns respected by the same gradual
tuple motifs. To address this issue, we propose the definition of seasonal gradual
patterns in which the notion of seasonality is introduced. Let us consider the
temporal data sequence of Table2. These data are extracted from a dataset
regarding customer orders made at multiples marketplaces. The goal is to extract
frequent co-variations between attribute values that occur frequently in identical
periods, e.g. seasonal gradual patterns. We want to extract these patterns with
the gradual tuple motifs associated that will represent the seasonality of each
pattern. To illustrate our approach, we start by introducing some definitions.

Definition 5. Let A be a temporal data sequence over a set of numerical
attributes T = {i1,...,ir}, and of tuple sequences S = (S',...,8™). Given

gradual item i* with i € I, we define M« as M = f(Mﬁ1 . MZ"). M- is the
sequence formed of gradual tuple motifs that respect gradual item i*.

Referring back to the example from Table2, we have: M st 1 = didads o
age

d5d6d7d8, Mf;ET = d1d2d3d4 o d7d8 5 M(f;eT = d1d2d3 9] d4d5d6d7. Then MageT =
didads o dsdgdrdg o didadsdy o drdg o didads o dydsdsdy. Note that for a given
gradual item ¢* corresponds to a unique gradual tuple motif sequence M;-. Let
us now give some basic definitions and notations necessary to introduce our
approach.

Let M;- be a motif sequence of gradual tuples. We denote by O =
{1...|M;-|} the set of positions of the tuples in M;.

Definition 6 (Inclusion). A gradual tuple motif M = ty...t,, appears in
a gradual tuple motif sequence My = s1...s, al the position | € O denoted
M C; My, ifVj € {1...m},t; = si4j—1 and t; # o (where o is the wildcard
symbol). We note by Ly, (M) = {l € O|M C; My} the support of M in M,. We
say that M C M, iff 3l € O such that M C; M.

Definition 7 (Frequent gradual tuple motif). Let M, be a gradual tuple
motif sequence and M gradual tuple motif. Given a positive number 8 > 1, called
quorum, we say that M is frequent in My when |Lpr,(M)| > 6.



202 J. Lonlac et al.

Henceforth, given a gradual tuple motif sequence Mg, the set of all frequent
maximal gradual tuple motifs of M, for the quorum ¢ is denoted by Eg/[g. We
now consider a new kind of items that we call seasonal gradual items.

Definition 8 (Seasonal gradual item). A seasonal gradual item with respect
to a support threshold 0 is defined under form i*™) in which i is an attribute
of the given temporal data sequence, * € {T,|} and m € & ”

If we consider the temporal data sequence of Table 2, age(l-@19243) ig a seasonal
gradual item with respect to 8 = 3 expressing that the values of the attribute
age are increasing more frequently on the period “d;dads”. age(1459647) is not a
seasonal gradual item with respect to & = 3 as the support of dsdedy in Mg
is equal to 2 (observed on St and S3, not on S?).

Definition 9 (Seasonal gradual itemset). A seasonal gradual itemset (pat-
tern) g = {ig*l’m), .. ,i,(:’“’m)} 1s a non-empty set of seasonal gradual items, with

m € 5]?49 and 0 a support threshold.

By considering the data of Table 2, {age(T-4142ds) 4, ;(1.d1d2d3)1 i 5 seasonal grad-
ual pattern meaning that “an increase of age comes along with an increase of
payment _installments more frequently on the period “djdads”.

Definition 10 (Frequent seasonal gradual patterns mining problem).

Let A be a temporal data sequence and 0 a minimum support threshold. The
problem of mining seasonal gradual patterns is to find the set of all frequent
seasonal gradual patterns of A with respect to 6.

In the classical patterns mining framework, the problem of enumerating all
motifs possibly interspersed with a wildcard symbol in a sequence of items [1,11]
is related to the frequent seasonal gradual patterns mining problem. In fact, for
a gradual item *, mining all frequent maximal gradual tuple motifs of M;x
corresponds to the problem of enumerating all maximal frequent motifs with a
wildcard symbol in a sequence of tuples.

Table 3. Tuple sequences database I'(A2) obtained from database As

Gradual items | Tuple sequences

a’ didads o dsdgdrds o didadsds o drds o didads o dadsdedr

at dzdads o dsgdy o dadsdedr o dgdy o dsds o dzds

1 d1dz o dsdg o dgd1dads o dgdrdsdy o dzdy o drds

ft dadsdads o dedrdg o dsdy o dsds o didads o dadsdedr

pil di1dads o dadsdgsdrds o didadsda o dsdg o drzds o d1dads o dsdsdr
pit dsdads o d7dgdy o dsdadsdeds o dgdy o dsdads o d7ds

pv! didads o dsdg o d7ds o didz o ded7 o dgd; o dzdads o d7ds

pvt dsdads o dedr o dgdy o dadsdadsds o d7ds o didads o dsdgdr
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4 Extracting Seasonal Gradual Patterns

This section describes how to extract seasonal gradual patterns from a temporal
data sequence. We first transform the frequent seasonal gradual patterns mining
problem into the problem of enumerating all motifs with a wildcard symbol in
a tuple sequences database by using the following definition.

Definition 11. Let A be a temporal data sequence over a set of numerical
attributes T = {iy, ... i }. We define I'(A) the tuple sequences database associ-
ated to A as I'(A) = {(iI,MiI), (i{,Mi{), o (i,LMiLL (i,lc,Mit)}.

The tuple sequences database associated to database A, is given by Table 3.
Proposition 1 illustrates the mapping between the set of seasonal gradual items
of Ay and the maximal motifs of I"'(As).

Proposition 1. Let A be a temporal data sequence and 6 a support threshold
(quorum). g = {ig*l’m), . ,i,(:k’m)} is a seasonal gradual pattern of A iff V1 <
p <k, |Lr ., (m)| >0 with Cover(m,I'(A)) = g. Moreover Cover(g, A) is the

set of maximal tuple motifs m of I'(A) with Cover(m,I'(4A)) = g.

Definition 12 (Seasonal gradual pattern support computation). Let A
be a temporal data sequence and g = {iﬁ*l”"), . ,i,(c*’“’m)} be a seasonal gradual

pattern of A. The support of g can be defined as follows:
Supp(g, A) = (min{|Lar ., (m)], 1 < p < k} x [m])/|A]. (1)

Given a user-defined threshold # and a seasonal gradual pattern g, we say that
g is frequent if its support is greater than or equal to 8. The support definition
of seasonal gradual pattern satisfies the classical anti-monotony property.

Proposition 2. Let M be a mazimal gradual tuple motif of I'(A) then g =
Cover(M,'(A)) is a seasonal gradual pattern in A, with:

Supp(g,A) = (min{|£Mi;,, (M)[,1 <p <k} x [M])/]1A] (2)

The originality of seasonal gradual patterns as opposed to classical gradual pat-
terns is that they allow to also discover seasonality inside the data in terms of
graduality. After reducing the frequent seasonal gradual patterns mining prob-
lem from numerical database to a maximal motif mining problem as illustrated
by Table 3, we use MaxzMotif algorithm [1] on each gradual tuple motif sequence
to extract the frequent gradual tuple motifs for given a user-defined threshold.
MazxzMotif algorithm is a polynomial space and polynomial delay algorithm for
maximal pattern discovery of the class of motifs with wildcard or joker symbol.
It is considered as the most effective specialized approach for enumerating motifs
in a sequence. In our approach, we only consider patterns with solid characters,
without wildcard symbol. The wildcard symbol for our approach is the character
introduced to build gradual tuple motif sequences from gradual tuple motifs as
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given by Definition4 (we consider the character ‘o’ as wildcard symbol for our
study). The complexity of our proposed approach depends on the complexity
of MaxMotif algorithm and the polynomial-time complexity to reduce seasonal
gradual patterns mining problem to a maximal motif mining problem.

5 Experimental Results

Seasonal gradual patterns are well adapted to capture some common co-
variations repeated with identical periods on attributes in the ordered data set;
an example is temporal data, i.e. data produced with a temporal order on the
objects, often in e-commerce domain. In order to illustrate the proposed method
and show its importance, a first experimental study has been conducted on a
real-world data set of customer purchases taken from the Brazilian E-Commerce
Public Data.! This data set contains 99441 transactions of customer purchases on
19 attributes, with an attribute “order_date” on which transactions are ordered.
The attribute “order_date” contains different values (different days) which will
represent items of the tuple sequences database and other numerical attributes.
For our experiments, we retrieve the order days from the “order_date” attribute
and consider them as temporal variables (di,...,d,,). The used data set con-
tains 0.56% of missing data, we removed all transactions with missing data and
obtained a data set with 99000 transactions.

The experiments were carried out on a 2.8 GHz Intel Core i7 CPU, 32 GB
memory with 8 cores. We focus on the variation of the number of frequent
seasonal gradual patterns according to the minimum support (MinSupp) value,
and the computation time required for discovering these patterns. We also show
interesting knowledge brought by such patterns in the e-commerce domain.

Figure 1 left shows the variation of the number of frequent seasonal grad-
ual patterns according to the minimum support. The number of patterns
decreases when the minimum support increases; the number of extracted pat-
terns is even less than 100 for a support threshold less than 0.25, which
is easily exploitable by the user. Figurel right shows the computation time
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Fig. 1. Performances for the Brazilian E-Commerce Public Data set

! https://www.kaggle.com/anshumoudgil /olist- a- brazilian-e-commerce /report.
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evolution taken by our approach for discovering seasonal gradual patterns
according to the minimum support. We observe a decrease of computation
time when the support threshold decreases. Figurel indicates that the num-
ber of seasonal gradual patterns is usually small and does not require much
time for their extraction, which facilitates their practical exploitation. We
found from e-commerce data set some interesting seasonal gradual patterns.
We extracted the pattern {pm'ce(T’dmd??d%d“d%), freight_value(t-d21d22d2sd2adas)
payment,value”’d21d22d23d24d25)}, which means that the higher the price,
the lower is the freight value and the higher is the payment wvalue fre-
quently on the temporal sequence (daidaadazdasdas). This trend of co-variation
between the price of products and freight value is also revealed in pattern
{Delivery_delay1-1sd10d20d21)  frejght paluell-@rsdrod20d21) pjce(l disdiodzodzn)}
with another attribute on the period (digdigdapda). These patterns could be
useful to recommend and to manage business strategies. We have also con-
ducted a second experiment on a real-world data set taken from the UCI Machine
Learning Repository? which is the Stock Exchange data, in order to find out
interesting knowledge (e.g. interesting seasons to invest) and give potentially
useful suggestions for people who intend to invest. This data set is collected
from imkb.gov.tr and finance.yahoo.com and is organized with regard to work-
ing days in Istanbul Stock Exchange. The lines of the data set represent returns of
Istanbul Stock Exchange (ISE), with seven other international index; Standard
& poora€TMS 500 return index (SP), Stock market return index of Germany
(DAX), Stock market return index of UK (FTSE), Stock market return index
of Japan (NIKKEI), Stock market return index of Brazil (BOVESPA), MSCI
European index (MSCE_EU ), MSCI emerging markets index (MSCI_LEM) with
regard to working days from June 5, 2009 to February 22, 2011. The first column
stands for the date from June 5, 2009 to February 22, 2011 and all next columns
stand for Istanbul Stock Exchange with other international index. This data set
is therefore suitable to our study framework, there is a temporal constraint on
the data as the data lines are ordered over the years, each year is ordered over
the months and each month over the days. It contains 536 lines and 9 attributes
which are Stock market return index. The different days constitute the temporal
variables (di,...,d;). Table4 shows the number of seasonal gradual patterns
(#Seasonal_GP) and the number of seasonality (#Seasonality) found in this
data set with our approach with respect to a minimum support threshold. We
also report the number of gradual patterns extracted with the approach pro-
posed by [8] (#Temporal_GP). We compare our proposed approach with the one
proposed by [8] as this approach extracts gradual patterns whose sequences of
corresponding objects respect the temporal order, but does not focus on seasonal
ones and consider the entire data set as a single sequence of temporal data.
The number of seasonal gradual patterns is still less than the number of
extracted temporal gradual patterns by the approach in [8] when varying the sup-
port threshold (Table 4). The number of seasonality is greater than the number of
seasonal gradual patterns as a seasonal pattern can be associated with more than

2 https:/ /archive.ics.uci.edu/ml/datasets.php.


https://imkb.gov.tr
https://finance.yahoo.com
https://archive.ics.uci.edu/ml/datasets.php
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Table 4. Number of seasonal gradual patterns vs o2 sasona] Graoual Patierss —a—
) \s\ Temporal Gradual Patterns —&—
number of temporal gradual patterns 512 o
256 ‘\B‘\ﬂ
minSupp |#Temporal GP |#Seasonal GP L
(#Seasonality) £
0.01 7873 48 (96) .
0.015 6572 36 (68) ’ |
0.02 5507 28 (54) B
0.03 4012 19 (34) . .
Fig. 2. Time vs support
0.04 3238 16 (31)
0.05 2740 15 (17)
0.06 2361 13 (13)
0.065 2206 1(1)

one seasonality. Our proposed approach extracts a reasonable quantity of sea-
sonal gradual patterns with their associated seasonality what is easy to manage
for a domain expert. In addition, the approach in [8] does not provide the exten-
sions associated to each gradual pattern while the seasonality associated to each
seasonal gradual pattern can allow a better interpretation and explanation of
graduality. Figure 2 shows the computational time taken by our approach and the
approach in [8] when varying the support, with a logarithmic scale for time. Our
approach exhibits a better speedup as it extracts fewer patterns than the app-
roach in [8]. Interesting frequent seasonal gradual patterns with their seasonality
found in the data of returns of Stock Exchange are as follows. We found the pat-
tern {DAX(1:14.-16) ppgp(114..16) Argop_EU (114161 e, the Stock mar-
ket return index of Germany (DAX) increases gradually together with the Stock
market return index of UK (FTSE) and the MSCI European index (MSCE_EU)
more frequently between the 14** and 16" of each month.

6 Conclusions and Future Work

This paper proposes the seasonal gradual pattern concept which enables us to
extract seasonal correlations between attributes from a graduality point of view
in a temporal data sequence. Our approach formulates, in the temporal context,
a seasonal gradual patterns mining problem as a problem of finding repeated
patterns (frequent pattern) in a sequence with wildcards and exploit existing
algorithms for enumeration of maximal motifs in a sequence. We also proposed
a definition of the associated support measure at a seasonal gradual pattern
to efficiently mine frequent patterns in temporal data sequence context. The
experimental evaluation on the e-commerce real world data shows the feasibility
of our approach and its practical importance. In the future work, we will enrich
the experimental study and check the applicability of the approach to other
temporal data, e.g., data on the flow of product stocks. Seasonal gradual patterns
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extracted from such data will allow data experts to detect seasonal co-variations
between quantity of products for better management of the supply chain.
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