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Preface

The Database and Expert Systems Applications (DEXA) workshops are a platform for
the exchange of ideas, experiences, and opinions among scientists and practitioners –
those who are defining the requirements for future systems in the areas of database and
artificial technologies.

This year DEXA featured three international workshops:

• BIOKDD 2020 – The 11th International Workshop on Biological Knowledge
Discovery from Data

• IWCFS 2020 – The 4th International Workshop on Cyber-Security and Functional
Safety in Cyber-Physical Systems

• MLKgraphs 2020 – The Second International Workshop on Machine Learning and
Knowledge Graphs

The DEXA workshops papers included papers that focus mainly on very specialized
topics such as applications of database and expert systems technology.

We would like to thank all workshop chairs and Program Committee members for
their excellent work, namely Lukas Fischer and Bernhard Moser, the co-chairs of the
BIOKDD workshop; Atif Mashkoor and Johannes Sametinger, the co-chairs of the
IWCFS workshop; and Anna Fensel, Bernhard Moser, and Jorge Martinez-Gil, the
co-chairs of the MLKgraphs workshop.

DEXA 2020 was the 31st in the series of annual scientific platform on database and
expert systems applications after Vienna, Berlin, Valencia, Prague, Athens, London,
Zurich, Toulouse, Vienna, Florence, Greenwich, Munich, Aix en Provence, Prague,
Zaragoza, Copenhagen, Krakow, Regensburg, Turin, Linz, Bilbao, Toulouse, Vienna,
Prague, Munich, Valencia, Porto, Lyon, Regensburg, and Linz.

This year DEXA was very unique. Due to the pandemic and for the safety of all
participants as well as other restrictions preventing travel and gatherings, this year
DEXA was held as a virtual conference in the Western European time zone.

We would like to express our thanks to all institutions actively supporting this event,
namely:

• Johannes Kepler University Linz (JKU)
• Software Competence Center Hagenberg (SCCH)
• The International Organization for Information Integration and Web based appli-

cations and Services (@WAS)

Finally, we hope that all the participants’ of DEXA 2020 workshops enjoyed the
program that we put together.

September 2020 Gabriele Kotsis
A Min Tjoa
Ismail Khalil
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An In-Memory Cognitive-Based
Hyperdimensional Approach to

Accurately Classify DNA-Methylation
Data of Cancer

Fabio Cumbo1(B) and Emanuel Weitschek2

1 Department of Cellular, Computational, and Integrative Biology (CIBIO),
University of Trento, Via Sommarive 9, 38123 Povo, Trento, Italy

fabio.cumbo@unitn.it
2 Department of Engineering, Uninettuno University,

Corso Vittorio Emanuele II 39, 00186 Rome, Italy
emanuel.weitschek@uninettunouniversity.net

Abstract. With Next Generation DNA Sequencing techniques (NGS)
we are witnessing a high growth of genomic data. In this work, we focus
on the NGS DNA methylation experiment, whose aim is to shed light
on the biological process that controls the functioning of the genome
and whose modifications are deeply investigated in cancer studies for
biomarker discovery. Because of the abundance of DNA methylation pub-
lic data and of its high dimension in terms of features, new and efficient
classification techniques are highly demanded. Therefore, we propose an
energy efficient in-memory cognitive-based hyperdimensional approach
for classification of DNA methylation data of cancer. This approach
is based on the brain-inspired Hyperdimensional (HD) computing by
adopting hypervectors and not single numerical values. This makes it
capable of recognizing complex patterns with a great robustness against
mistakes even with noisy data, as well as the human brain can do. We per-
form our experimentation on three cancer datasets (breast, kidney, and
thyroid carcinomas) extracted from the Genomic Data Commons por-
tal, the main repository of tumoral genomic and clinical data, obtaining
very promising results in terms of accuracy (i.e., breast 97.7%, kidney
98.43%, thyroid 100%, respectively) and low computational time. For
proving the validity of our approach, we compare it to another state-
of-the-art classification algorithm for DNA methylation data. Finally,
processed data and software are freely released at https://github.com/
fabio-cumbo/HD-Classifier for aiding field experts in the detection and
diagnosis of cancer.

Keywords: Hyperdimensional computing · Energy efficient ·
DNA-methylation · Cancer · TCGA · Genomic Data Commons

c© Springer Nature Switzerland AG 2020
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1 Background

Because of its high spread, cancer is one of the most studied diseases in the last
decades. It is widely agreed that cellular alteration that leads to the development
of tumors is activated by several factors and agents, e.g., physical and biological
mutagens, chemicals, bacteria, and viruses. In this regard, the biological process
of DNA methylation plays a crucial role, i.e., its modification may regulate the
functioning of the genome and interfere in cellular division. DNA Methylation
consists in a genetic modification that occurs in human cells and its changes are
often related to the development of a disease such as cancer [10]. This means that
analyzing DNA methylation data of subjects affected by tumor is a challenge
for current cancer research [13]. Thanks to Next Generation Sequencing (NGS)
techniques DNA methylation data are widely available at public sources and
exponentially growing [11]. Indeed, one of the main repositories of DNA methy-
lation data of cancer is the Genomic Data Commons (http://gdc.cancer.gov/)
[6]. It consists of a large collection of genomic and clinical data of more than
83,000 cases and 64 projects. In particular, The Cancer Genome Atlas (TCGA)
project stands out, whose aim is to share data and knowledge about cancer
since 2005 [12]. Indeed, it contains genomic and clinical data of more than 30
tumor types of over 20,000 patients derived from different NGS experiments, e.g.,
DNA sequencing, RNA sequencing, DNA methylation. In this work, we focus on
DNA methylation genomic data of three cancer types, i.e., Breast Invasive Car-
cinoma (BRCA), Kidney renal papillary cell carcinoma (KIRP), and Thyroid
carcinoma (THCA). Through the application of an in-memory cognitive-based
hyperdimensional approach, we investigate the possibility to distinguish tumoral
from non-tumoral samples present in the data sets. Indeed, one major challenge
for field experts is the early detection and diagnosis of the disease with the
aid of clinical and genomic data. Several previous studies dealt with the clas-
sification of cancer patients with machine learning techniques [1,2,8,14], but
to our knowledge none of them applied brain-inspired Hyperdimensional (HD)
computing [7,9] that simulates the human brain by adopting hypervectors and
not single numerical values. The term “hyper” refers to the dimensionality of
the (pseudo)random vectors, which is typically in the order of the thousands
(usually D = 10,000).

2 Methods

In this work, we take into consideration DNA methylation data of TCGA pro-
duced with the Illumina Infinium Human DNA Methylation 450 sequencing plat-
form, which allows to quantify the amount of methylated molecules on more
than 450 thousand known CpG regions of the DNA. In TCGA each sample is
represented with a list of following fields: gene symbols, chromosomes, genomic
coordinates (where the methylations occur), and their methylation values (beta
value). The beta value is a measure that shows the percentages of methylated
cytosines in a CpG island, i.e., particular regions of the DNA sequence where

http://gdc.cancer.gov/
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the methylation occurs. The beta value is the amount of methylated molecules
quantified by the sequencing machine on a specific region of the DNA and then
normalised according to the Formula 1.

βn =
max(Methn, 0)

max(Methn, 0) + max(Unmethn, 0) + ε
(1)

It is worth noting that the beta value is a continuous variable ranging from 0
up to 1 which means no methylation at all and fully methylated region respec-
tively. In Formula 1, Methn and Unmethn are the intensities of the nth methy-
lated and unmethylated allele respectively, while ε is required to modulate the
beta value in case both the methylated and the unmethylated intensities are
very low.

We organize DNA methylation data as a matrix, where the rows represents
the samples and the columns represent the features, i.e., we consider the beta
values of the 450 thousand CpG sites of the DNA sequence. The last column
of the matrix encodes the class label of each sample. Indeed the features are
the methylated sites and their values represent the percentages of methylated
cytosines in a CpG island (beta value - bv). For each dataset, we consider n sam-
ples each one with its m features (with m equal to 450,000) and their class labels
(conditions), e.g., tumoral and normal. Each element of the matrix contains the
beta value associated to the CpG site. In Table 1 we show the structure of the
dataset. In order to classify the tumoral and normal samples of DNA methylation
data of BRCA, KIRP, and THCA, we redesign a method that was previously
adopted for language and speech recognition problems [4,5]. Our goal is to build
two HD vectors representing the tumoral and normal classes and implementing
the classification model that was derived during the training phase. Thus, for
predicting the class of every sample the inner product between their HD repre-
sentations and the HD vectors of the classes is computed. We summarized the
proposed method with the following four steps depicted in Fig. 1.

Table 1. Data matrix of DNA methylation

Sample CpG site1 CpG site2 · · · CpG sitem Class label

S1 bv11 bv12 · · · bv1m Normal

S2 bv21 bv22 · · · bv2m Tumoral

· · · · · · · · · · · · · · · · · ·
Sn bvn1 bvn2 · · · bvnm Normal

2.1 Identifying HD Levels

In hyperdimensional computing, every atomic element is associated to a D-
dimensional vector. In general in a dataset, the observation values can be highly
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Fig. 1. Flow chart describing both the HD training and classification procedures. The
training samples are grouped according to their class and used to build the HD rep-
resentations of the classes by encoding the observations (A and B) of the samples.
The encoding function requires to know the number of HD levels which must be cho-
sen a priori. Thus, the HD model is used to assign a class to the HD representation
of an input sample during the classification phase by selecting the most similar class
hypervector (C). The input samples must be encoded with the same encoding function
applied on the training samples.

variable. Considering a dataset with single-digit after the decimal point numbers,
ranging from a minimum of 0.1 to a maximum of 0.9, a D-dimensional vector for
each number in this interval must be built, with a total of nine vectors. These
set of HD vectors represents the data dictionary that is part of the classification
model. Without it, the final classification model is useless, because it will not be
possible to map a value in the dataset to a vector in the D-dimensional space.
More in general, dealing with real numbers, depending on their precision, means
that there exists a potentially huge set of distinct values, thus an equally sized
set of distinct D-dimensional vectors have to be built. However, depending on
the nature of the dataset, it is always possible to round the precision of the values
of the observations. This will drastically reduce the amount of vectors required
to create the data dictionary at the cost of a penalty in terms of precision.
The identified number of vectors per value is called the number of HD levels L.
Generally, considering delta = (Obsmax − Obsmin)/L, the original interval can
be splitted into L equal sub-intervals that start from Si = (delta ∗ Li), where
i ranges from 0 up to L − 1 (i.e.: a given observation value is associated to the
level Li if it is less than Si).

2.2 Encoding Observations

Encoding data is the most crucial step. The proposed approach is able to consider
how each single observation value and its position in the dataset will influence
the informative content of the final observation encoded vector. This procedure is
described in in Algorithm 1. The same procedure is applied to every observation
in the dataset.
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Algorithm 1. Encode observation
1: vector ← [0 . . . 0]
2: for i = 0, 1, . . . ,M − 1 in Obs do
3: l ← get the level vector according to the Obs value in the i-th position
4: Rotate l by i positions
5: Element-wise sum l and vector
6: end for

2.3 Training

Before the training phase, the HD vector representation of a class is composed of
the sum of all the class observation HD vectors. New information are constantly
added over the previous class HD representation. At the end, the final HD vec-
tor will look very different from every single class observation. The similarity
between one of the class observation vectors and the final vector representa-
tion of the class is thus compromised, and an observation could results close to
the wrong class. For this reason, the informative content of the HD vectors of
the classes must be fixed. Here we introduced the core of the training phase in
which every observation vector is compared with the HD vectors of the classes.
By computing the inner product it is possible to predict a class by choosing
the most similar one. If a wrong prediction occurs, the observation vector will
be subtracted from the wrongly predicted class vector and added to the correct
one. The training phase can be repeated multiple times until the W/O ratio will
converge to zero or will remain stable, where W is the number of wrongly clas-
sified instances and O is the total number of observations. The fixed classes HD
vectors, along with the level vectors, finally represent the classification model.

2.4 Classifying Dataset

Once the classification model is built, the classification of a dataset will be easy
and fast. Two simple steps are needed: for each observation in the dataset: (i)
represent it as HD vector following the procedure previously described exploit-
ing the HD levels (that are part of the classification model), and (ii) predict a
class by choosing the closest one according to the inner product applied on the
observation vector and all the HD classes representations.

3 Results

We tested the proposed approach on three datasets containing DNA methyla-
tion values of patients affected by three different types of cancer, i.e., BRCA,
KIRP, and THCA, retrieved from the public FTP repository of TCGA2BED
[3]. TCGA2BED contains TCGA data converted in BED format that follow
strict standardisation rules. This allowed us to easily preprocess them by cre-
ating a data matrix for each tumor that contains the methylated sites on the
columns, which are the features, and the samples on the rows as shown in Table 1.
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The number of samples and features are reported in Table 2. First, we randomly
sample each dataset to compose the training and test sub-datasets following
an 80% - 20% proportion on both tumoral and normal observations. Thus, we
start encoding and training all the three datasets (80% of the observations) by
using one thousand HD levels, producing three classification models, one per
dataset. Finally, we start the classifier with the produced models and HD levels
on the remaining 20% of the samples. The classification performances in terms
of computation time and accuracy are very promising (see Table 3). The same
procedure has been applied ten times to cross validate the results, producing
similar results.

Table 2. Compact overview of the datasets

Dataset Tumoral samples Normal samples Features

BRCA 799 98 485,512

KIRP 276 45 485,512

THCA 515 56 485,512

Table 3. Performance of the HD classification algorithm

Dataset Training time (hours) Classification time (seconds) Accuracy (percentage)

BRCA 5.44 3 97.7

KIRP 2.97 1 98.4

THCA 3.68 2 100.0

We compared the achieved results with the performance of BIGBIOCL [2],
a supervised classification algorithm for distributed environments, which is able
to extract multiple models by performing hundreds of classification iterations
on a massive amount of features in few hours. BIGBIOCL is able to extract
alternative models by recomputing the classification procedure multiple times
excluding the features resulted significantly relevant in the previous iterations.
We applied our approach (the HD classifier) on the same datasets used for testing
the performance of BIGBIOCL. In [2] the authors declared 4.21, 2.13, and 3.33 h
of overall execution time for classifying the BRCA, KIRP, and THCA dataset
respectively with an accuracy of 98% for BRCA and 97% for both KIRP and
THCA. The software has been executed on 1 out of 66 nodes of one of the Cineca
clusters with 7 threads of a 2.5 GHz Intel Xeon E5 2670 v2 CPU (20 cores)
and 18 out of 128 GB of RAM. It is worth noting that Cineca is the Italian
inter-university consortium and the largest Italian computing centre, while the
experimentation of the HD classifier has been run on a consumer laptop with a
1.2 GHz (Intel Core M) CPU and 8 GB of RAM in single thread, highlighting
that HD computing applications do not require massive computational resources.
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Despite the limited amount of computational resources allocated for testing the
HD classifier, our approach outperformed BIGBIOCL in terms of computational
time and required amount of memory. The obtained classification accuracy is
greater for the KIRP (98.4% vs 97%) and THCA (100% vs 97%) dataset, whereas
comparable for the BRCA dataset (97.7% vs 98%). In Table 4 we summarize
the comparison.

Table 4. Comparison of HD classifier vs BigBioCl classifier

Dataset Time HD
(hours)

Time BigBioCl
(hours)

Accuracy HD
(percentage)

Accuracy
BigBioCl
(percentage)

BRCA 5.47 4.21 97.7 98.0

KIRP 2.98 2.13 98.4 97.0

THCA 3.70 3.33 100.0 97.0

4 Discussion and Conclusion

In this work, we applied energy efficient hyperdimensional computing to classify
tumoral and non-tumoral samples by analyzing their DNA methylation levels,
demonstrating that the HD approach represents a valid high-efficient alterna-
tive to well-known classification methods. HD is as easy as fast, it involves two
arithmetic operations only (addition and subtraction) and the inner product to
compute the similarity between vectors. Additionally, the way with which data
are modeled and the limited set of arithmetic operations, make the HD classifier
ideal for the emergent class of new processors oriented to drastically reduce the
energy consumption. Additionally, the incredible speed on comparing new obser-
vations against a predefined classification model, makes the proposed approach a
perfect candidate for new near-real-time healthcare data analytics applications.
In future we plan to extend the experimentation on other DNA methylation
datasets in order to confirm the validity of our approach. Finally, we are inves-
tigating the possibility to use the vector representation of HD computing to
improve the feature selection step for classification.

References

1. Cappelli, E., Felici, G., Weitschek, E.: Combining DNA methylation and RNA
sequencing data of cancer for supervised knowledge extraction. BioData Min.
11(1), 22 (2018)

2. Celli, F., Cumbo, F., Weitschek, E.: Classification of large DNA methylation
datasets for identifying cancer drivers. Big Data Res. 13, 21–28 (2018)



10 F. Cumbo and E. Weitschek

3. Cumbo, F., Fiscon, G., Ceri, S., Masseroli, M., Weitschek, E.: TCGA2BED:
extracting, extending, integrating, and querying the cancer genome atlas. BMC
Bioinformatics 18(1), 6 (2017). https://doi.org/10.1186/s12859-016-1419-5

4. Imani, M., Huang, C., Kong, D., Rosing, T.: Hierarchical hyperdimensional com-
puting for energy efficient classification. In: 2018 55th ACM/ESDA/IEEE Design
Automation Conference (DAC), pp. 1–6. IEEE (2018)

5. Imani, M., Kong, D., Rahimi, A., Rosing, T.: VoiceHD: hyperdimensional com-
puting for efficient speech recognition. In: 2017 IEEE International Conference on
Rebooting Computing (ICRC), pp. 1–8. IEEE (2017)

6. Jensen, M.A., Ferretti, V., Grossman, R.L., Staudt, L.M.: The NCI Genomic Data
Commons as an engine for precision medicine. Blood 130(4), 453–459 (2017)

7. Kanerva, P.: Hyperdimensional computing: an introduction to computing in dis-
tributed representation with high-dimensional random vectors. Cogn. Comput.
1(2), 139–159 (2009). https://doi.org/10.1007/s12559-009-9009-8

8. Luo, J., Wu, M., Gopukumar, D., Zhao, Y.: Big data application in biomedical
research and health care: a literature review. Biomed. Inform. Insights 8, BII-
S31559 (2016)

9. Rahimi, A., Kanerva, P., Rabaey, J.M.: A robust and energy-efficient classifier using
brain-inspired hyperdimensional computing. In: Proceedings of the 2016 Interna-
tional Symposium on Low Power Electronics and Design, pp. 64–69 (2016)

10. Soto, J., Rodriguez-Antolin, C., Vallespin, E., De Castro Carpeno, J., De Caceres,
I.I.: The impact of next-generation sequencing on the DNA methylation-based
translational cancer research. Transl. Res. 169, 1–18 (2016)

11. Wadapurkar, R.M., Vyas, R.: Computational analysis of next generation sequenc-
ing data and its applications in clinical oncology. Inform. Med. Unlocked 11, 75–82
(2018)

12. Weinstein, J.N., et al.: The cancer genome atlas pan-cancer analysis project. Nat.
Genet. 45(10), 1113 (2013)

13. Weitschek, E., Cumbo, F., Cappelli, E., Felici, G.: Genomic data integration: a
case study on next generation sequencing of cancer. In: 2016 27th International
Workshop on Database and Expert Systems Applications (DEXA), pp. 49–53.
IEEE (2016)

14. Weitschek, E., Di Lauro, S., Cappelli, E., Bertolazzi, P., Felici, G.: CamurWeb:
a classification software and a large knowledge base for gene expression data of
cancer. BMC Bioinformatics 19(10), 245 (2018). https://doi.org/10.1186/s12859-
018-2299-7

https://doi.org/10.1186/s12859-016-1419-5
https://doi.org/10.1007/s12559-009-9009-8
https://doi.org/10.1186/s12859-018-2299-7
https://doi.org/10.1186/s12859-018-2299-7


TopicsRanksDC: Distance-Based Topic
Ranking Applied on Two-Class Data

Malik Yousef1,2(B), Jamal Al Qundus3, Silvio Peikert3, and Adrian Paschke3

1 Zefat Academic College, Zefat, Israel
malik.yousef@gmail.com

2 The Galilee Digital Health Research Center (GDH), Zefat, Israel
3 Data Analytics Center (DANA), Fraunhofer FOKUS, Berlin, Germany

{jamal.al.qundus,silvio.peikert,adrian.paschke}@fokus.fraunhofer.de

Abstract. In this paper, we introduce a novel approach named Topic-
sRanksDC for topics ranking based on the distance between two clusters
that are generated by each topic. We assume that our data consists
of text documents that are associated with two-classes. Our approach
ranks each topic contained in these text documents by its significance
for separating the two-classes. Firstly, the algorithm detects topics using
Latent Dirichlet Allocation (LDA). The words defining each topic are
represented as two clusters, where each one is associated with one of
the classes. We compute four distance metrics, Single Linkage, Complete
Linkage, Average Linkage and distance between the centroid. We com-
pare the results of LDA topics and random topics. The results show that
the rank for LDA topics is much higher than random topics. The results
of TopicsRanksDC tool are promising for future work to enable search
engines to suggest related topics.

Keywords: Topic ranking · Clusters distance · Cluster significant

1 Introduction

Information is regularly digitally generated and archived. Searching for docu-
ments in digital archives becomes more and more difficult over time, and par-
allel to this, the number of use cases and their interrelationships that need to
be covered by information retrieval systems are growing. In this sense, there is
a constant need for techniques that help us to organize, explore and understand
data. One important technique is topic modeling that performs analysis on texts
to identify topics. These topic models are used to classify documents and to sup-
port further algorithms to perform context adaptive feature, fact and relation
extraction [1]. While Latent Dirichlet Allocation (LDA)[2], Pachinko Allocation
[3], or Probabilistic Latent Semantic Analysis (PLSA) [4] traditionally perform

This work has been partially supported by the “Wachstumskern Qurator – Corporate
Smart Insights” project (03WKDA1F) funded by the German Federal Ministry of
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topic modeling by statistical analysis of co-occurring words, the approaches [5]
[6] in integrate semantics into LDA. In general, topic modeling is about cap-
turing the relationships among the words and documents (in terms of topics),
and calculating the likelihood of belonging a word to a topic. However, in many
situations when working with large amounts of data, it is very difficult to help
the user to quickly grasp a text collection or to get an overview of identified
topics. Therefore, it is helpful to rank all topics and focus on the relevant ones
that are both pressing and significant.

This is precisely the aim of topic ranking approaches, namely not to offer all
identified topics in the same way, but to investigate the correlation of topics that
correspond to a given sector and to present those with higher priority. Rank-
ing of topics could lead to a loss of information, which occurs when relevant
topics or their clusters are ranked too low and are therefore no longer repre-
sented in the ranking. This problem can be alleviated by merging corresponding
or similar clusters. This leads to the research question: To what extent can
measuring the cluster distance of topics support the topic ranking? The intu-
itive and basic principle for calculating distances fits the Euclidean equation:
deuclidean(x, y) =

√∑n
i=1(yi − xi)2. The challenge is to select the appropriate

representative points of the clusters. This selection depends on the desired tech-
nique for measuring distance. In the case of a single-linkage, these points are
the closest between the two clusters. In contrast, Complete-link distance uses
the points furthest from the other cluster. While the average-link applies the
average distance between all points of both clusters, otherwise, the distance
of the centroids the clusters can be considered. This paper aims to determine
the degree of likeness of two clusters, putting the focus on the minimum dis-
tance between the clusters and thus make use of the single- linkage method.
The paper is structured as follows: Sect. 2 provides a brief overview of relevant
works. Section 3 describes. Section 3 presents the preparation. Section 4 reports
and discusses the findings. Section 5 contains the summary and concludes with
proposals for further investigation.

2 Related Work

Topic Modeling and Ranking are very popular and in great demand. Several
previous studies have investigated these topics and their development, which is
also being followed intensively by industry and scientists. The methods used are
basically comparable, but differ in terms of the objectives, such as reducing the
number of insignificant, similar or even widely divergent topics. It should be
noted that summary does not always have to be the result of a topic-relevant
search, as topics can never match 100%. The study of [7] presents a semantic-
based approach for the automatic classification of LDA topics to finally identify
junk and insignificant topics. The authors measure how “different” the distribu-
tion of topics is as a “junk” distribution and thus the degree of insignificance a
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derived topic carries in its distribution. According to the Zipf law1: A real topic
can be modelled as a distribution of small number of words, so-called “salient
words”. Conversely, the “junk distribution” means that a large number of terms
probably represent insignificant topics. Kullback-Leibler (KL)2 divergence was
used to calculate the distance of the topic distribution over the number of salient
words. Unlike our work, this work is based on an unsupervised quantification of
topic meaning by identifying junk and insignificant topics. While our work aims
to find relevant topics. The study of [8] proposes a method for re-ranking topics,
motivated by the observation that similar documents are likely to be related to
similar topics, while their diversity indicates the likely association with different
topics. They developed the metric Laplacian score to rank topics, reflecting the
degree of its discriminatory documents, in order to find the topics with high
levels of discrimination, as well as the paired mutual information that calculates
the information that two topics have in common. In this way, the similarity of
topics can be measured, which can be used to maximize the diversity of top-
ics and minimize redundancy. With the similar aim of measuring how different
the topics are, [9] applied the “Non-Markov Continuous-Time Model of Topical
Trends” to calculate the average distance of word distributions between all topic
pairs. As the authors themselves claimed, this method of calculating topic simi-
larity is better suited to reduce topic redundancy. The study of [10] proposed a
method for evaluating the quality of each topic, using the metric of the silhouette
coefficient. Using the latent topic model (LDA), the approach is based on clus-
tering topics and using the silhouette index, which is often used to characterize
the quality of elements in a cluster. Topics from multiple models are clustered
based on the similarity of their word distributions. The quality of learned clus-
ters is examined to distinguish weak topics from strong topics. In this work the
clusters (e.g. weak and strong) are left unchallenged without further measuring
the correlation of these clusters e.g. to investigate Euclidean distances in the
metrics.

3 Methodology

3.1 Data

We have considered different two-class text data sets. The first data set consists of
short texts downloaded from the repository Stack Overflow3. Applying the trust
model proposed by [11,12] the data is classified into four classes: very-trusted
(844 entries), very-untrusted (117 entries), trusted (904 entries) and untrusted
(347 entries). As we consider two-class data, we divided the data into the binary

1 Joachims, T.: A Statistical Learning Model of Text Classification with Support Vec-
tor Machines. In: Proceedings of the Conference on Research and Development in
Information Retrieval, SIGIR (2001).

2 Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, Heidelberg
(2006).

3 https://archive.org/details/stackexchange.

https://archive.org/details/stackexchange
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set trusted/untrusted, and very-trusted/very-untrusted documents. The second
data set is created from two sources -Human-Aids and Mouse Cancer with 150
instances downloaded from PubMed. For simplicity, we will refer to this data as
Aids vs Cancer. A pre-processing procedure is applied on the data in order to
transform it into a vector space data that could be subject to our algorithm.

3.2 Pre-processing

A pre-processing step is necessary to convert the texts into vector space repre-
sentations. We have used Knime [14] workflows for text preprocessing. Firstly,
we perform cleaning of the text data using the following procedure: Punctuation
Erasure, N-chars Filter, Number Filter, Case Converter (lower case), Stop-words
Filter, Snowball Stemmer and Term Filtering. We used a language detector pro-
vided by Tika-collection to process English texts only. In the next step, the
friction words are used as a dictionary that represents each document. These
dictionaries are called bag-of-words (BoW) representation. BoW can be repre-
sented by Term-Frequency (TF) or binary. In the TF format counts the number
of times a word appears in the document while the binary representation only
distinguishes between 1 if the word is present and 0 otherwise. The number of
words/features after performing the pre-processing stage is 714 for trusted vs
untrusted data set, 848 words for the very-trusted vs very-untrusted data set
and 1440 words for the human-aids vs mouse-cancer data set. For more detail
see [13].

3.3 Topic Clustering

The distance metric for clusters is a very important parameter for different clus-
tering approaches. We use an agglomerative approach to hierarchical clustering.
During agglomerative clustering, we merge the closest clusters as defined by
the distance metric chosen. For computing the distance of two clusters, there is
a variety of possible metrics, in this study we will use the four most popular:
single-linkage, complete-linkage, average-linkage, and centroid-linkage.

Single-link distance defines the distance between two clusters as the minimum
distance between their members or is the distance between the nearest neighbors:
d1(c1, c2) = min

x∈c1,y∈c2
||x− y||.

It is called “single link” because it defines clusters that are close, if they have
even a single pair of close points. Complete-link distance is defined as the distance
between clusters. It is the maximum distance between the points of the clusters,
or it is the distance between farthest neighbors: d2(c1, c2) = max

x∈c1,y∈c2
||x− y||.

Average-linkage is the distance between each pair of points. In each cluster
those are added up and divided by the number of pairs, which results in aver-
age inter-cluster distance. d3(c1, c2) = 1

nc1nc2

∑nc1
i=1

∑nc2
j=1 d(xic1 , xjc2) Centroid-

linkage is the distance between the centroids of two clusters. d4(c1, c2) =
||x̄c1 − x̄c2 || ,where x̄c1 is the centroid for the cluster c1, while x̄c2 is the centroid
for cluster c2.
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3.4 TopicsRanksDC Algorithm

As illustrated in Fig. 1, the input to the algorithm is a collection of text docu-
ments that we assume to be of two classes. We mean by two-class data where
part of the examples belongs to one label while the other belongs to the second
label (documents about cancer patients vs documents about healthy). The algo-
rithm consists of two stages; the first stage detects the topics using LDA using
the whole data (all the collection of text). A topic is a bag of words. The second
stage is ranking or scoring each topic based on the distance of two clusters, where
each cluster represents examples belongs to one label based only on the words of
the given topic (Fig. 1). The ranks stage actually defines the significance of each
word in a topic in terms of separating the two-classes. In other words, suppose
one has thousands of words that represent some data, and one wants to find
out which groups of words (topics) were suitable to separate the two-classes. Let
assume that we have detected n topics. Each topic contains k words. In order to
calculate the rank or the significance of each topic related to the two classes we
perform the following algorithm:

For each top i c i ( i =1 , . . , n ) perform :
a ) Create two c l u s t e r s c1 and c2 o f po in t s that are
r ep re s en t ed by the words be long ing to top i c i . c1
conta in s the po in t s o f the f i r s t c l a s s ( p o s i t i v e ) and
c2 conta in s the po in t s o f the second c l a s s ( negat ive ) .
b ) Ca l cu la te four d i s t ance metr ics , S i ng l e Linkage ,
Complete Linkage , Average Linkage and d i s t ance between
the two c en t e r s so−c a l l e d ‘ ‘ c en t r o i d s ” .

Fig. 1. The main workflow of TopicsRanksDC tool. The input is a collection of text
documents belongs to two-class. Next is LDA or other approach for detecting top-
ics. The last stage is ranking/scoring the topics on two-class data by distance of two
clusters.

The rank we calculate gives an indication of how important the topic is for
the separation of the two given classes, considering only the words associated



16 M. Yousef et al.

with the specific topic. If the rank is close to zero, this implies that the two
clusters are inseparable and the topic is not important to distinguish the two
classes.

Fig. 2. Illustrates of how the data is represented by words that belong to a specific
topic creating new data with just columns that are associated with the words. Rows
are the sample. The new data appears in the lower side of the figure is the two clusters.

The data in Fig. 2, consists of columns that contain the features/words, while
the rows are associated with documents. The columns class represents the labels
for each document. In our case we assume two-class data sets (positive vs nega-
tives). The new data appears on the lower part of the figure and is represented by
the words belonging to topic number 9. The topics and their word lists appear on
the upper part on the right side. The two clouds or clusters represent the new
data in two- dimensional space. The aim is to calculate the distance between
these two clusters. If the clusters are separable then the score/rank should be
high, while if the two clusters are non- separable, the score should be close to
zero indicating that the topic words are insignificant for the two-classes.

4 Results and Discussion

In order to have an idea about the two-classes, we have evaluated the perfor-
mance of Random Forest (RF) on each data. The classifiers were trained and
tested, with the division into 90% training data and 10% test data from the data
generated by the pre-processing phase. The trusted/untrusted data sets used by
the classifier are imbalanced, which can influence the classifier to the advantage
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of the set with more samples and is so called the problem of the imbalanced
class distribution. We have applied an under-sampling approach that reduces
the number of samples of the majority class to the minority class, thus reducing
the bias in the size distribution of the data subsets. For more details see [13]. We
have set the ratio of the reduction to be up to 2 fold. We applied 100-fold Monte
Carlo Cross Validation (MCCV)[15]. The average of the 100 iteration is calcu-
lated to form as the final performance evaluation. Table 1, presents the results of
RF. It is clear that the data of Aids—Cancer is much more separable than the
data of trusted—untrusted. The result here is with considering all the features
generated by the pre-process step to bring the raw data into vector space. In
order to test the algorithm TopicsRanksDC, we set the number of topics to be
10. Then we generate different size of topics. Size is the number of words in each
topic. For each one of these options, we compute the significant/ranks of each
topic. Table 2 illustrates one sample of the output of the tool.

Table 1. Classifier performance of the random forest based on bag-of-words model.

Data set Sen Spe F1 Acc

vt vs vu 0.95 0.72 0.84 0.76

t vs u 0.98 0.85 0.80 0.69

Aids vs Cancer 0.98 0.93 0.96 0.96

vt = very trusted, t = trusted,
u = untrusted, vu = very untrusted.
Sen is sensitivity, Spe is specificity, F1
is F1 measure and Acc is accuracy

To add sense of these values, we have generated random topics that include
random words from the whole sets. The random topics used as input to the tool
with the input of the algorithm binary data. The results of this experiment are
illustrated in Table 3.

Table 4 presents the ratio ranks between the topics generated by LDA and
the random topics. The MeanD (average-link distance or d3 metric) shows ratio
of above 3.6 for all the topics. Figure 3 summarizes the results ratio of Topic-
sRanksDC output applied on LDA topics and random topics. The topic 10 with
words 5 is considered. Generally, Fig. 3 shows that the model of TopicsRanksDC
performs well and is much higher than the random topics. For example, for the
Aids vs Cancer data the centroids of the two-classes represented by just the top
ranked topics is very large. These results match the higher accuracy when using
random forest.

We tested TopicsRanksDC on fixed number of topics with variety of number
of words. The 10 topics were generated by LDA with different count of words in
the topic models. We consider 5, 10, 20 and 40 words as the size of topic models.

Figure 4a and b show the influence of the size of the words (number of topics
is fixed to 10). In Fig. 4 that related to the t vs u data, we removed the results for
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Table 2. TopicsRnaksDC result on the data t vs. u

Cluster Topic terms CentroidD MinD MaxD MeanD

topic 5 lego, piec, set, brick, model 0.10 0.00 2.24 1.18

topic 6 lego, set, brick, piec, box 0.08 0.00 2.24 1.16

topic 1 set, lego, http, list, bricklink 0.09 0.00 2.24 1.04

topic 7 brick, lego, stud, plate, piec 0.08 0.00 2.24 1.02

topic 0 brick, lego, motor, gear, batteri 0.09 0.00 2.24 0.91

topic 9 lego, block, water, duplo, set 0.07 0.00 2.24 0.90

topic 8 motor, lego, power, gear, us 0.09 0.00 2.24 0.88

topic 4 nxt, program, sensor, ev3, lego 0.04 0.00 2.24 0.81

topic 3 unit, pod, set, oppon, build 0.06 0.00 1.73 0.59

topic 2 friend, accessori, brick, hole, print 0.06 0.00 2.00 0.52

Table 2 shows the result of applying TopicsRnaksDC on the data trusted vs
untrusted (t vs u). The number of LDA topics is 10 with 5 words in each topic.
CentroidD is the Centroid-linkage, MinD is the Single-link distance, MaxD is the
Complete-link distance, while MeanD is the average-link

Table 3. TopicsRnaksDC result on words in each topic selected randomly

Cluster Topic terms CentroidD MinD MaxD MeanD

topic 3 happen, seri, fit, tell, avail 0.02 0.00 2.00 0.31

topic 9 get, prefer, fan, question, file 0.03 0.00 2.00 0.29

topic 6 tend, floor, probabl, mean, stand 0.05 0.00 2.24 0.29

topic 7 usual, easi, etc, structur, heavi 0.05 0.00 2.00 0.25

topic 8 half, take, stack, coupl, recommend 0.04 0.00 1.73 0.25

topic 4 stick, seller, steer, mindstorm, suspect 0.06 0.00 2.00 0.22

topic 1 war, car, guid, access, stop 0.02 0.00 1.73 0.17

topic 2 speed, calcul, shape, addit, save 0.02 0.00 2.00 0.16

topic 5 assembli, techniqu, regard, environ, displai 0.01 0.00 2.00 0.14

topic 0 place, true, imagin, vertic, particular 0.02 0.00 1.73 0.13

Table 3 represents the result of applying TopicsRnaksDC on the data trusted vs
untrusted (t vs u.) The number of topics is 10 with 5 words in each topic selected
randomly form all the words.

MinD as all zeros, while it is clear that MaxD metrics are increasing significantly
as the number of words is increasing and a slight increase is in the MeanD
metric. The CentroidD metric is almost similar. Similar observations for the
MaxD metric are presented in Fig. 4b for the Aids vs Cancer data. Additionally,
the MinD is getting increase indicating that the data is more separable than the
t vs u data. Also, the MeanD metric is increasing significantly.
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Table 4. Ratio ranks between the topics generated by LDA and the random topics.

CentroidD MaxD MeanD

5.92 1.12 3.78

2.80 1.12 4.01

1.71 1.00 3.59

1.54 1.12 3.99

2.13 1.29 3.66

1.08 1.12 4.17

4.25 1.29 5.03

1.61 1.12 4.96

5.25 0.87 4.23

2.76 1.15 4.05

Table 4 shows the ratio between
values of LDA to random top-
ics. The MinD column is dis-
cared is all is zero for all topics.

Fig. 3. Destruction of ratio with the random topics.

(a) The distribution of the 3 distance met-
rics with different number of words in 10
topics. We remove the MinD as it zero for
all words. The data is t vs u .

(b) The distribution of the 4 distance met-
rics with different number of words in 10
topics. The data Aids vs Cancer.

Fig. 4. The distribution of distance metrics over two datasets.
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5 Conclusion and Future Work

This work introduced a novel approach for topic ranking or scoring applied on
two-class data sets. The score is actually the significance of the topic (set of
words) for separating the two-classes. The scoring function used for computing
the ranks is based on the distance between clusters associated with one of the
classes represented by the words belong to a specific topic. Interestingly also
simple metrics were successful in ranking the topics comparing to random topics.
However, we assume that more metrics should be examined and as a future work,
we will consider to use the machine learning approaches for ranking topics. One
approach is considering the one-class classifier applied on text data [16,17].
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Abstract. Safety critical systems have finally made their way into our
daily life. While recent industrial and academic research could already
improve the design cycle for such systems, ensuring the functionality
of such systems still remains an open question. Such systems which are
composed of hardware as well as software components have to be checked
since any wrong behavior of the system could end up in harming human
life. To this end, program analysis techniques can be applied in order
to ensure that the program works as intended and that no unwanted
behavior is executed. However, approaches like static or dynamic pro-
gram analysis which are widely applied for this purpose still lead a large
number of fault positive results. To overcome such limitations an alter-
native approach called symbolic execution has been proposed. In this
work, we present a tool called YASSi which implements this approach.
Applying YASSi allows to symbolically execute programs written in the
C/C++ language. By this, YASSi can be applied for several applica-
tions needed for the checking program for safety critical properties like
(1) assertion checking, (2) reachability analysis, or (3) stimuli generation
for digital circuits.

Keywords: Symbolic simulation · Assertion checking · Stimuli
generation

1 Introduction

The technical progress achieved by academia as well as industry within the last
decades led to more and more complex systems. These systems, which are com-
posed of software and hardware components, have made their way into our daily
life and are especially very important in terms of functional safety applications.
To this end, it is of utter most importance to ensure that applications like the
trigger unit of an airbag or a breathing apparatus for medial emergencies work
as intended.

In order to ensure that such systems are getting realized correctly, the hard-
ware as well as the software part of the system has to be checked for correctness.
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Since the hardware and the software part of the system are getting designed with
abstract programming languages, program analysis techniques can be applied for
this purpose. To this end, static program analysis like Control-Flow-Analysis [1]
as well as dynamic program analysis like Dynamic-Program-Slicing [2] have
emerged in the past. However, static as well as dynamic program analysis tech-
niques both have major limitations (e.g. a significant number of false positives).
Hence, in contrast to these program analysis techniques, the approach of sym-
bolic execution emerged in the past [3]. Symbolic execution has been investigated
heavily in the past and already led to a significant number of tools. These tools—
including KLEE [4], DIVINE [5], Forest [6], or CBMC [7]—allow to symbolically
execute programming languages like C/C++. However, symbolic execution is
not limited to C/C++ only. Approaches like [8] also show that those methods
can even be utilized for the execution of abstract hardware descriptions such as
provided in SystemC.

In this work, we present the tool YASSi (Y et Another Symbolic Simulator)
as our state-of-the-art approach for the realization of symbolic execution for
academic research. Our approach is capable to symbolically execute program
code written in the C/C++ language. To this end, YASSi is based on the Low
Level Virtual Machine (LLVM) compiler infrastructure [9] and utilizes the power
of modern reasoning engines like Z3 [10] or Boolector [11] for decision finding.
Applying YASSi allows the user to symbolically explore his/her design and,
therefore, to check certain design properties or to perform reachability analy-
sis. Compared to other state-of-the-art symbolic execution tools, we intention-
ally have designed YASSi in a fashion that it is easily extendable for academic
research purposes.

The remainder of this paper is structured as follows. The next section briefly
reviews the principle of symbolic execution for program analysis. Based on this,
we are introducing YASSi as our approach for an academic tool for symbolic
execution in Sect. 3. Afterwards, we discuss the applicability of YASSi for specific
applications in Sect. 4, before we conclude the paper in Sect. 5.

2 Background

This section briefly reviews the approach of symbolic execution as an advanced
program analysis technique [3]. In general, symbolic execution rests on the idea
of rather than using concrete values for so-called free variables (e.g. the inputs
of a function), the value of such variables is treated symbolically.

Example 1. Figure 1a shows a code snippet composed of using two free variables
and three conditional statements. Depending on the value held by the variables
variable a and variable b, the execution of the code snippet returns a different
value back to the host system.

In order to perform a symbolic execution, the system has to keep track of all
possible execution possibilities. To this end, symbolic execution has to evaluate
all possible outcomes of branches within the source code. Moreover, the execution



YASSi: Yet Another Symbolic Simulator (Tool Demo) 27

engine keeps track of the positive branches (i.e. the taken branch) as well as the
negative branches (i.e. the non-taken branch).

Example 2. Consider again Fig. 1b which shows the Control Flow Graph
(CFG) of the code snippet. Every time the execution reaches a branching condi-
tion, it is checked whether there is a possible valid assignment for the branching
variable. In case of the branch as shown on top of Fig. 1b, the symbolic execu-
tion engine has to ensure that there is a valid assignment possible for variable a
which ends up in taking the branch as well as not taking the branch.

1 i n t main ( )
{

3 i n t v a r i a b l e a ;
i n t v a r i ab l e b ;

5

i f ( v a r i a b l e a ) {
7 i f ( v a r i ab l e b ) {

re turn 0 ;
9 } e l s e {

re turn 1 ;
11 }

} e l s e {
13 i f ( v a r i ab l e b ) {

re turn 2 ;
15 } e l s e {

re turn 3 ;
17 }

}
19 }

(a)

(b)

Fig. 1. Source code and according CFG showing nested branches.

The symbolic execution engine has to decide whether a branch can be taken
or not. To this end, modern symbolic execution engines are invoking the power
of modern reasoning engines, e.g. for Satisfiability Modulo Theories (SMT), for
this purpose. Moreover, the so-called branching conditions can be formulated
using the so-called SMT2 constraint language [12]. The reasoning engine decides
for every branching condition if there is an assignment possible for every free
variable in order to take or not take the branch. The solutions generated by the
reasoning engine are then directly applied by the symbolic execution engine to
perform the execution of the target code.
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3 The YASSi Tool

This section now introduces the YASSi symbolic simulation tool1. To this end,
the section first introduces the modular architecture of YASSi in general before
the major components of YASSi (i.e. the front-end and the back-ends) are getting
discussed.

Fig. 2. Basic architecture of YASSi.

The basic architecture of YASSi is illustrated in Fig. 2. As can be seen in
the figure, YASSi performs several steps before the symbolic execution can be
performed by running a special binary. To this end, the generation of this binary
is controlled YASSi’s front-end. This binary is linked to particular YASSi back-
end which keep track of the symbolic execution and commands over a reasoning
engine for decisions making. In the following, we are now describing the YASSi
front-end as well as the YASSi symbolic execution core back-end.

3.1 YASSi’s Frontend

In the architecture of YASSi, we are using the front-end in order to prepare the
program we want to execute symbolically. As can be seen in Fig. 2, the first step
is the compilation of C/C++ sources into LLVM’s Intermediate Representation
(IR) format [13]. LLVM’s IR format is based on a load and store architecture
and breaks down the complexity of C/C++ codes into a basic instruction set.
In the second step, the generated IR code is getting instrumented using LLVM’s
optimization tool. To this end, we are going to alternate LLVM’s IR code and
add special function calls for each particular instruction which is needed for the
eventual symbolic execution. Once the code instrumentation has been done, we
are linking the instrumented code to our back end which resolves the inserted
function calls. The result of YASSi’s front-end is a binary which is ready for
symbolic execution. After the execution of the binary has terminated, the front-
end can access the database in order to analyze the results generated by the
symbolic execution run.
1 YASSi is available at http://github.com/gledr/YASSi.

http://github.com/gledr/YASSi
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3.2 YASSi’s Backends

YASSi commands over multiple back-ends. However, in this work we are only
introducing YASSi’s symbolic execution core back-end. As introduced above,
YASSi’s front-end performs code instrumentation by inserting callback function
calls which are getting resolved by the back-end. Instead of executing the LLVM
instructions, we are calling YASSi’s back-end which processes the information
internally. To this end, YASSi is controlling the program execution based on Z3
which is getting used as reasoning engine in the back. Moreover, every-time the
program branches, YASSi considers both execution paths and tries to find a valid
solution for both paths. Therefore, YASSi creates clauses for each path-condition
and forwards them to the reasoning engine. If the reasoning engine determines
a valid solution, the branch is getting considered successfully and the execution
continues. Same as for branches is getting used for assertions as well as other
exceptions.

4 Application of YASSi

This section finally discusses some of the applications YASSi can be used for.
Since the principle of symbolic execution allows it to target a wide variety of
applications, we focus on those which we successfully applied with YASSi thus
far.

– Assertion Checking:
YASSi is capable to check certain properties during execution. To this end,
YASSi is capable to check assertion and to work with non-deterministic vari-
ables. Therefore, YASSi tries to violate the assertion by invoking the SMT
solver. YASSi is not only capable to check assertions, it is also capable to
check for traps like division by zero or out of boundary index accessing of
data-structures like arrays.

– Reachability Analysis:
Another application case for YASSi which has been applied successfully is
reachability analysis. To this end, we have applied YASSi in order to check,
that certain parts of the code are unreachable which we could use to exclude
certain functional safety issues.

– Stimuli Generation:
Next to exception checking and reachability analysis, we were able to use
YASSi for stimuli generation. To this end, we were able to generate stimuli
with a coverage for abstract descriptions of digital circuits. Our approach
allowed it to extract these stimuli into a database and directly to apply them
for checking the model. As already mentioned above, YASSi commands over
multiple back-ends. Moreover, YASSi commands over a so-called replay back-
end which directly can be applied to check the reached branch and line cov-
erage [14] for a particular set of generated stimuli.
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5 Conclusion

In this work, we considered symbolic simulation as program analysis technique
for C/C++ codes. This is motivated by the ever growing complexity of modern
systems build up using hardware as well as software components designed using
programming languages like C/C++. In order to address this, we introduced the
tool YASSi as our approach for a state-of-the-art symbolic simulator for academic
research. We have build YASSi in a modular fashion, which allows it directly to
extend the tool for eventual later applications. YASSi has been build on top of the
LLVM toolkit for compiler construction together with modern reasoning engines
like Z3. YASSi is further under heavy development, and we keep adding more
applications. The next milestone for the tool will be the support of floating-point
variable based on the SMT2 bitvector floating-point type. YASSi is available at
http://github.com/gledr/YASSi.
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Abstract. The datasets containing sensitive information can’t be pub-
licly shared as a privacy-risk posed by several types of attacks exists.
The data perturbation approach uses a random noise adding mecha-
nism to preserve privacy, however, results in distortion of useful data.
There remains the challenge of studying and optimizing privacy-utility
tradeoff especially in the case when statistical distributions of data are
unknown. This study introduces a novel information theoretic frame-
work for studying privacy-utility tradeoff suitable for multivariate data
and for the cases with unknown statistical distributions. We consider
an information theoretic approach of quantifying privacy-leakage by the
mutual information between sensitive data and released data. At the core
of privacy-preserving framework lies a variational Bayesian fuzzy model
approximating the uncertain mapping between released noise added data
and private data such that the model is employed for variational approxi-
mation of informational privacy. The suggested privacy-preserving frame-
work consists of three components: 1) Optimal Noise Adding Mecha-
nism; 2) Modeling of Uncertain Mapping Between Released Noise Added
Data and Private Data; and 3) Variational Approximation of Information
Privacy.

Keywords: Privacy · Information theory · Variational optimization

1 Introduction

A machine learning or a data analytics algorithm operates on datasets which
might contain private data or sensitive information. The data-owner might not be
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willing to share data even for machine learning purposes, as a privacy-risk posed
by several types of attacks exists. Different methods such as k-anonymity [18],
l-diversity [15], t-closeness [13], and differential privacy [4] have been devel-
oped to address the privacy issue. Differential privacy is a formal framework
to quantify the degree to which the privacy for each individual in the dataset
is preserved while releasing the output of a data analysis algorithm. Differential
privacy guarantees that an adversary, by virtue of presence or absence of an
individual’s data in the dataset, can’t draw any conclusions about an individual
from the released output of the analysis algorithm. Differential privacy, however,
doesn’t always adequately limit inference about participation of a single record
in the database [6]. Differential privacy requirement does not necessarily con-
strain the information leakage from a data set [2]. Correlation among records of
a dataset would degrade the expected privacy guarantees of differential privacy
mechanism [14]. These limitations of differential privacy motivate an informa-
tion theoretic approach to privacy where privacy is quantified by the mutual
information between sensitive information and the released data [1,2,16,17,20].

A data release mechanism aims to provide useful data available while simul-
taneously limiting any reveled sensitive information. The data perturbation app-
roach uses a random noise adding mechanism to preserve privacy, however,
results in distortion of useful data and thus utility of any subsequent machine
learning and data analytics algorithm is adversely affected. There remains the
challenge of studying and optimizing privacy-utility tradeoff especially in the
case when statistical distributions of data are unknown. Information theoretic
privacy can be optimized theoretically using a prior knowledge about data statis-
tics. However, in practice, a prior knowledge (such as joint distributions of public
and private variables) is missing and therefore a data-driven approach based on
generative adversarial networks has been suggested [5]. The data-driven app-
roach of [5] leverages recent advancements in generative adversarial networks
to allow learning the parameters of the privatization mechanism. However, the
framework of [5] is limited to only binary type of sensitive variables. A similar
approach [19] applicable to arbitrary distributions (discrete, continuous, and/or
multivariate) of variables employs adversarial training to perform a variational
approximation of mutual information privacy. The approach of approximating
mutual information via a variational lower bound was also used in [3].

We introduce a novel information theoretic approach for studying privacy-
utility tradeoff suitable for multivariate data and for the cases with unknown sta-
tistical distributions. The approach is to consider entropy of the noise as a design
parameter for studying privacy of a data release mechanism. The privacy-utility
tradeoff optimization problem is mathematically formulated where a sample of
sensitive or private data x (x ∈ X ⊆ R

n), corresponding observed data vector
y (y ∈ Y ⊆ R

p), and the released data vector z (z ∈ Z ⊆ R
p) are modeled as

random variables. A privacy-preserving mechanism to release data vector z will
add random noise v ∈ R

p (sampled from a density function, say q(v)) to the
observed data vector y, i.e.,

z(v; y) = y + v. (1)
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A relevant optimization problem here is to minimize the privacy-leakage quan-
tified by the mutual information I(x; z) while simultaneously minimizing the
amount of data distortion quantified by Eq(v)[‖z(v; y) − y‖2] where Eq(v)[·]
denotes expectation w.r.t. probability density function q(v). The optimization of
tradeoff between minimizing privacy-leakage I(x; z) and minimizing data distor-
tion Eq(v)[‖z(v; y)−y‖2] can be analytically solved for a known data distribution
PX,Y (x, y) over the space X × Y. The framework proposed in this study, with-
out knowing data distribution, plots the optimized tradeoff curve between I(x; z)
and Eq(v)[‖z(v; y) − y‖2]. This is done as follows:

1. The probability density function of noise (i.e. q(v)), that for a given noise
entropy level h, minimizes Eq(v)[‖z(v; y) − y‖2] is analytically derived. In our
previous work [12], we have solved a similar optimization problem where the
scalar noise distribution minimizing expected magnitude value was derived.

2. The privacy of sensitive data is preserved via adding random noise (sampled
from derived optimal distribution) to the data observations, i.e., Eq. (1). Only
the noise added data observations are meant to be publicly released.

3. Given a finite set of private-public data pairs {(xi, zi) | i ∈ {1, · · · , N}}, a
stochastic fuzzy model G is built using variational Bayesian methodology such
that xi = G(zi) + vi, where vi ∈ R

n is the disturbance vector affecting the
data model.

4. A lower bound on privacy-leakage is derived as a functional of distributions
characterizing the data model, i.e., I(x; z) ≥ IL(q(α, β)), where q(α, β) is an
arbitrary probability density function on parameters α and β which charac-
terizes the distributions related to data model: x = G(z) + v.

5. An approximation to I(x; z) is provided via maximizing IL w.r.t. q(α, β), i.e.,
Î(x; z) = maxq(α,β) IL(q(α, β)).

6. Finally, a curve between Eq(v)[‖z(v; y) − y‖2] and Î(x; z) is plotted via varying
the noise entropy level h.

The aforementioned approach to study and optimize privacy-utility tradeoff is
novel. The are three significant features of the proposed framework. First is its
generality for any unknown data distribution PX,Y , the second is deriving opti-
mal noise adding mechanism analytically, and the third is to compute privacy-
leakage analytically without relying on the training of black-box models (e.g.
adversarial networks [19]) for approximating distributions. The paper is orga-
nized into sections. The optimal noise adding mechanism is derived in Sect. 2
followed by variational Bayesian fuzzy data modeling in Sect. 3. An expression
for quantifying privacy-leakage is derived in Sect. 4. A simulation study is pro-
vided in Sect. 5 to verify the accuracy of the proposed methodology in optimizing
informational privacy. Finally, the concluding remarks are provided in Sect. 6.

2 Deriving Optimal Noise Adding Mechanism

We derive the probability density function of noise (to be added to data obser-
vation), that for a given entropy level, minimizes the data distortion function
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Eq(v)[‖z(v; y) − y‖2]. It follows from (1) that minimization of data distortion
function is equivalent to minimizing Eq(v)[‖v‖2] i.e. minimizing the expected
squared l2−norm of the noise vector.

Result 1 (Minimum Squared l2−norm for a Given Entropy Level). The
probability density function of noise vector that, for a given level of entropy,
minimizes the expected squared l2−norm of noise vector is given as

q∗(v;h) =
(
1/

√
exp(2h − p)

)
exp

(−π exp (1 − (2/p)h) ‖v‖2) , (2)

where h is the given entropy level. The expected squared l2−norm of noise vector
is given as

Eq∗(v;h)
[‖v‖2] = (p/(2π)) exp ((2/p)h − 1) . (3)

Proof. We seek to solve

q∗(v;h) = arg min
q(v)

∫

Rp

dv q(v)
(‖v‖2/2

)
, subject to

∫

Rp

dv q(v) = 1 (4)

−
∫

Rp

dv q(v) log (q(v)) = h. (5)

Introducing Lagrange multiplier λ1 for (4) and λ2 for (5), the following
Lagrangian is obtained:

L(q(v), λ1, λ2) =
∫

Rp

dv q(v)
(‖v‖2/2

)
+ λ1

(∫

Rp

dv q(v) − 1
)

+ λ2

(
h +

∫

Rp

dv q(v) log (q(v))
)

.

The functional derivative of L with respect to q(v) is given as

δL/δq(v) =
(‖v‖2/2

)
+ λ1 + λ2 (1 + log (q(v))) . (6)

Setting δL/δq(v) equal to zero, we have

q(v) = exp (−1 − (λ1/λ2)) exp
(−(‖v‖2)/(2λ2)

)
, λ2 �= 0. (7)

Setting ∂L/∂λ1 equal to zero and then solving using (7), we get

q(v) =
(
1/

√
(2π)p(λ2)p

)
exp

(−(‖v‖2)/(2λ2)
)
, λ2 > 0. (8)
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Setting ∂L/∂λ2 equal to zero and then solving using (8), we get the optimal
value of λ2 as

λ∗
2 = (1/(2π)) exp ((2/p)h − 1) . (9)

Using the optimal value of λ∗
2 in (8), the optimal expression for q(v) is obtained

as in (2). As λ∗
2 > 0, L is convex in q(v) and thus q∗(v) corresponds to the

minimum. Finally, the expected value of squared l2−norm of v with respect to
q∗(v) is given by (3).

3 Variational Bayesian Fuzzy Data Modeling

Consider a Takagi-Sugeno fuzzy filter (F : Rq → R) that maps q−dimensional
real-space to 1−dimensional real-line. The fuzzy filter consists of M number of
rules of following type:

If s is Am, then F(s) = cm, m ∈ {1, · · · ,M}

where s ∈ R
q, cm ∈ R, and the fuzzy set Am is defined, without loss of generality,

with the following Gaussian membership function

μAm
(s) = exp

(
−0.5 ‖s − am‖2W

)
(10)

where am ∈ R
q is the mean of Am, W ∈ R

q×q(W > 0), and ‖s‖2P
def= sT Ps.

For a given input s ∈ R
q, the degree of fulfillment of the m−th rule is given by

μAm
(s). The output of the filter to input vector s is computed by taking the

weighted average of the output provided by each rule, i.e.,

F(s) =
∑M

m=1 μAm
(s)cm∑M

m=1 μAm
(s)

. (11)

Definition 1 (A Stochastic Fuzzy Model (FM)). A stochastic fuzzy model,
G : R

p → R
n, maps an input vector z ∈ R

p to the output vector G(z) ∈ R
n

given as

G(z) =
[
F1(V T z) · · ·Fn(V T z)

]T ∈ R
n (12)

where V ∈ R
p×q (with q ≤ p) is a matrix, Fk (k ∈ {1, 2, · · · , n}) is a Takagi-

Sugeno fuzzy filter (11), with consequent parameters being considered as random
variables and being represented by αk = [ ck,1 · · · ck,M ]T ∈ R

M , such that

Fk(s) =
∑M

m=1 μAm
(s)ck,m∑M

m=1 μAm
(s)

. (13)
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Given a finite set of input-output pairs D =
{
(xi, zi) | i ∈ {1, · · · , N}}, the data

is modeled through a stochastic fuzzy model G as

xi = G(zi) + vi (14)

=
[
F1(V T zi) · · ·Fn(V T zi)

]T + vi. (15)

The following notation is introduced:

z =
{
zi | zi ∈ R

p, i ∈ {1, · · · , N}} (16)

a = {am | am ∈ R
q,m ∈ {1, · · · ,M}} (17)

fk =
[
Fk(V T z1) · · ·Fk(V T zN )

]T ∈ R
N (18)

αk = [ ck,1 · · · ck,M ]T ∈ R
M (19)

xk =
[
x1

k · · ·xN
k

]T ∈ R
N (20)

vk =
[
v1

k · · ·vN
k

]T ∈ R
N (21)

where k ∈ {1, · · · , n}, and xi
k and vi

k denote the k−th element of xi and vi

respectively. Let Kza ∈ R
N×M be a matrix whose (i,m)−th element is given as

(Kza(V,W ))i,m =
exp

(
−0.5

∥∥V T zi − am
∥∥2

W

)

∑M
m=1 exp

(
−0.5 ‖zi − am‖2W

) . (22)

It follows from (13), (22), and (19) that

fk = Kzaαk. (23)

Also, it can be observed that

xk = Kzaαk + vk. (24)

The disturbance vector vk is priori assumed to be Gaussian with mean zero and
a precision of β, i.e.,

p(vk|β) =
(

1/
√

(2π)N (β)−N

)
exp

(−0.5β‖vk‖2) (25)



38 M. Kumar et al.

where β > 0 is priori assumed to be Gamma distributed:

p(β; a, b) = (ba/Γ (a)) (β)a−1 exp(−bβ) (26)

where a, b > 0. The Gaussian prior is taken over parameter vector αk:

p(αk; mk, Λk) =

(
1/

√
(2π)M |(Λk)−1|

)
exp

(
−0.5(αk − mk)

T Λk(αk − mk)
)

(27)

where mk ∈ R
M and Λk ∈ R

M×M (Λk > 0). Define sets

X def= {x1, · · · , xn} (28)

α
def= {α1, · · · , αn} (29)

and consider the marginal probability of data X which is given as

p(X) =
∫

dα dβ p(X, α, β). (30)

Let q(α, β) be an arbitrary distribution. The log marginal probability of X can
be expressed as

log(p(X)) =
∫

dα dβ q(α, β) log
(

p(X, α, β)
q(α, β)

)

+
∫

dα dβ q(α, β) log
(

q(α, β)
p(α, β|X)

)
. (31)

Define

F (q(α, β),X) def=
∫

dα dβ q(α, β) log (p(X, α, β)/q(α, β)) (32)

to express (31) as

log(p(X)) = F (q(α, β),X) + KL(q(α, β)‖p(α, β|X)) (33)

where KL is the Kullback-Leibler divergence of p(α, β|X) from q(α, β) and F ,
referred to as negative free energy, provides a lower bound on the logarithmic
evidence for the data.

The variational Bayesian approach minimizes the difference (in term of KL
divergence) between variational and true posteriors via analytically maximizing
negative free energy F over variational distributions. However, the analytical
derivation requires the following widely used mean-field approximation:

q(α, β) = q(α)q(β) (34)

= q(α1) · · · q(αn)q(β). (35)
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Applying the standard variational optimization technique (as in [7–11]), it can be
verified that the optimal variational distributions maximizing F are as follows:

q∗(αk) =
(

1/

√
(2π)M |(Λ̂k)−1|

)
exp

(
−0.5(αk − m̂k)T Λ̂k(αk − m̂k)

)
(36)

q∗(β) =
(
(b̂)â/Γ (â)

)
(β)â−1 exp(−b̂β) (37)

where the parameters (Λ̂k, m̂k, â, b̂) satisfy the following:

Λ̂k = Λk +
(
â/b̂

)
(Kza)T Kza (38)

m̂k = (Λ̂k)−1
(
Λkmk +

(
â/b̂

)
(Kza)T xk

)
(39)

â = a + 0.5nN (40)

b̂ = b + 0.5
n∑

k=1

{
‖xk − Kzam̂k‖2 + Tr

(
(Λ̂k)−1(Kza)T Kza

)}
(41)

where Tr(·) denotes the trace operator.

Algorithm 1. An algorithm for variational Bayesian inference of data model.
Require: Data set D =

{
(xi, zi) | xi ∈ R

n, zi ∈ R
p, i ∈ {1, · · · , N}}

, the number of
rules in a fuzzy filter M ∈ Z+, the subspace dimension q ∈ Z+ with q ≤ p.

1: Define V ∈ R
p×q such that j−th column of V is equal to eigenvector corresponding

to j−th largest eigenvalue of sample covariance matrix of {zi | i ∈ {1, · · · , N}}.
2: Compute si = V T zi, for i ∈ {1, · · · , N}.
3: The fuzzy sets’ mean values, a = {am | m ∈ {1, · · · , M}}, are defined as

{am | m ∈ {1, · · · , M}} = ClusterCentroid({si | i ∈ {1, · · · , N}}, M) (42)

ClusterCentroid(·) represents the k-means clustering to return M cluster centroids.

4: Define W to be a diagonal matrix such that j−th diagonal element is equal
to the inverse of squared-distance between two most-distant points in the set{
si

j | i ∈ {1, · · · , N}}
, where si

j is j−th element of si.
5: Compute Kza(V, W ) using (22).
6: Choose a = 10−6, b = 10−6, mj = 0, Λj = 10−6I.
7: Initialise â/b̂ = 1.
8: repeat
9: Update {Λ̂k, m̂k | k ∈ {1, · · · , n}}, â, b̂ using (38), (39), (40), (41).

10: until (convergence or iterations = 1000)
11: return M = {â, b̂, {m̂k, Λ̂k | k ∈ {1, · · · , n}},a, V, W}.
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Variational Bayesian inference lends itself to a data modeling algorithm for-
mally stated as Algorithm 1. The optimal distributions q∗(αk) and q∗(β) deter-
mined using Algorithm 1 define a model as stated in Remark 1.

Remark 1 (Model). The model built using Algorithm 1 relates sensitive data
vector x = [x1 · · ·xn ]T ∈ R

n to released data vector z ∈ R
p as

xk = k(z)αk + vk, (43)

p(vk|β) =
(
1/

√
(2π)(β)−1

)
exp

(−0.5β|vk|2) , (44)

p(β; â, b̂) =
(
b̂â/Γ (â)

)
(β)â−1 exp(−b̂β), (45)

p(αk; m̂k, Λ̂k) =

(
1/

√
(2π)M |(Λk)−1|

)
exp

(
−0.5(αk − m̂k)

T Λ̂k(αk − m̂k)
)

(46)

where k(z) ∈ R
1×M is a vector-valued function whose m−th element is given

as

(k(z))m =
exp

(
−0.5

∥∥V T z − am
∥∥2

W

)

∑M
m=1 exp

(
−0.5 ‖V T z − am‖2W

) . (47)

Here, {â, b̂, {m̂k, Λ̂k | k ∈ {1, · · · , n}},a, V,W} are returned by Algorithm 1.

4 Variational Approximation of Informational Privacy

The mutual information between sensitive data vector x and released data vector
z is given as

I(x; z) = H(x) − H(x|z) (48)

= H(x) +
∫

X ,Z
p(x, z) log (p(x|z)) dx dz (49)

= H(x) + 〈log (p(x|z))〉p(x,z) (50)

where H(x), H(x|z) are marginal, conditional entropies respectively and the
averaging operator < · >· is defined as

<f(x)>p(x) =
∫

dx p(x)f(x). (51)



Variational Optimization of Informational Privacy 41

Result 2 (Variational Approximation of I(x; z)). Assuming the data
model as stated in Remark 1, a variational approximation of I(x; z) is given
as

Î(x; z) = (52)
H(x) − 0.5n log(2π) + 0.5n

{
Ψ(ā) − log(b̄)

}

− 1

2

(
ā/b̄

) n∑
k=1

〈|xk − k(z)m̄k|2〉
p(x,z)

− 1

2

(
ā/b̄

) n∑
k=1

〈
Tr

(
(Λ̄k)

−1(k(z))T k(z)
)〉

p(z)

− 0.5

n∑
k=1

{
(m̂k − m̄k)

T Λ̂k(m̂k − m̄k) + Tr
(
Λ̂k(Λ̄k)

−1
)

− log

(
|(Λ̄k)

−1|
|(Λ̂k)−1|

)}

+ 0.5nM − â log
(
b̄/b̂

)
+ log (Γ (ā)/Γ (â)) − (ā − â)Ψ(ā) + (b̄ − b̂)

(
ā/b̄

)

where Ψ(·) is the digamma function and the parameters (Λ̄k, m̄k, ā, b̄) satisfy
followings:

Λ̄k = Λ̂k +
(
ā/b̄

) 〈
(k(z))T k(z)

〉
p(z)

(53)

m̄k = (Λ̄k)−1
(
Λ̂km̂k +

(
ā/b̄

) 〈
(k(z))T xk

〉
p(x,z)

)
(54)

ā = â + 0.5n (55)

b̄ = b̂ +
1
2

n∑
k=1

〈|xk − k(z)m̄k|2〉
p(x,z)

+
1
2

n∑
k=1

〈
Tr

(
(Λ̄k)−1(k(z))T k(z)

)〉
p(z)

(56)

Proof. Consider the conditional probability of x which is given as

p(x|z) =
∫

dα dβ p(α, β, x|z) (57)

where α is a set defined as in (29). Let q(α, β) be an arbitrary distribution. The
log conditional probability of x can be expressed as

log(p(x|z)) =
∫

dα dβ q(α, β) log (p(x|z)) (58)

=
∫

dα dβ q(α, β) log (p(α, β, x|z)/p(α, β|x, z)) (59)

=
∫

dα dβ q(α, β) log (p(α, β, x|z)/q(α, β))

+
∫

dα dβ q(α, β) log (q(α, β)/p(α, β|x, z)) . (60)
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Define

F (q(α, β), x, z) def=
∫

dα dβ q(α, β) log (p(α, β, x|z)/q(α, β)) (61)

to express (60) as

log(p(x|z)) = F (q(α, β), x, z) + KL(q(α, β)‖p(α, β|x, z)) (62)

where KL is Kullback-Leibler divergence of p(α, β|x, z) from q(α, β). Using (50),

I(x; z) = H(x) + 〈F (q(α, β), x, z)〉p(x,z) + 〈KL(q(α, β)‖p(α, β|x, z))〉p(x,z) . (63)

Since Kullback–Leibler divergence is always non-zero, it follows from (63) that
H(x) + 〈F 〉p(x,z) provides a lower bound on I(x; z) i.e.

I(x; z) ≥ H(x) + 〈F (q(α, β), x, z)〉p(x,z) . (64)

Our approach to approximate I(x; z) is to maximize its lower bound with respect
to variational distribution q(α, β). That is, we solve

Î(x; z) = max
q(α,β)

(
H(x) + 〈F (q(α, β), x, z)〉p(x,z)

)
(65)

= H(x) + max
q(α,β)

〈F (q(α, β), x, z)〉p(x,z) . (66)

For this, consider

F (q(α, β), x, z) = 〈log(p(x|α, β, z))〉q(α,β) + 〈log (p(α, β)/q(α, β))〉q(α,β) . (67)

Assuming that x1, · · · , xn are independent,

log(p(x|z, α, β)) =
n∑

k=1

log(p(xk|z, αk, β)). (68)

It follows from (44) and (43) that

log(p(xk|z, αk, β)) = −0.5 log(2π) + 0.5 log(β) − 0.5β|xk − k(z)αk|2. (69)

Using (68), (69), and (34–35) in (67), we have

F = −0.5n log(2π) + 0.5n 〈log(β)〉q(β) − 0.5 〈β〉q(β)

n∑
k=1

〈|xk − k(z)αk|2〉
q(αk)

+

n∑
k=1

〈
log

(
p(αk; m̂k, Λ̂k)/q(αk)

)〉
q(αk)

+
〈
log

(
p(β; â, b̂)/q(β)

)〉
q(β)

. (70)
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Thus,

〈F 〉p(x,z) = −0.5n log(2π) + 0.5n 〈log(β)〉q(β) − 0.5 〈β〉q(β)

n∑
k=1

〈|xk|2〉
p(x)

− 0.5 〈β〉q(β)

n∑
k=1

〈
(αk)T

〈
(k(z))T k(z)

〉
p(z)

αk

〉
q(αk)

+ 〈β〉q(β)

n∑
k=1

〈
(αk)T

〈
(k(z))T xk

〉
p(x,z)

〉
q(αk)

+
n∑

k=1

〈
log

(
p(αk; m̂k, Λ̂k)/q(αk)

)〉
q(αk)

+
〈
log

(
p(β; â, b̂)/q(β)

)〉
q(β)

. (71)

Now, 〈F 〉p(x,z) can be maximized w.r.t. q(αk) and q(β) using variational opti-
mization. It can be seen that optimal distributions maximizing 〈F 〉p(x,z) are
given as

q∗(αk) =
(

1/
√

(2π)M |(Λ̄k)−1|
)

exp
(−0.5(αk − m̄k)T Λ̄k(αk − m̄k)

)
(72)

q∗(β) =
(
(b̄)ā/Γ (ā)

)
(β)ā−1 exp(−b̄β) (73)

where the parameters (Λ̄l
j , m̄

l
j , āl, b̄l) satisfy (53), (54), (55), (56). The maximum

attained value of 〈F 〉p(x,z) is given as

〈F (q∗(α, β), x, z)〉p(x,z) = (74)

−0.5n log(2π) + 0.5n
{
Ψ(ā) − log(b̄)

} − 0.5
(
ā/b̄

) n∑
k=1

〈|xk − k(z)m̄k|2〉
p(x,z)

−0.5
(
ā/b̄

) n∑
k=1

〈
Tr

(
(Λ̄k)−1(k(z))T k(z)

)〉
p(z)

−
n∑

k=1

KL(q∗(αk)‖p(αk; m̂k, Λ̂k))

−KL(q∗(β)‖p(β; â, b̂))

where Ψ(·) is the digamma function. After substituting the maximum value of
〈F 〉p(x,z) in (66) and calculating Kullback-Leibler divergences, we get (52).

Result 2 can be leveraged to study and optimize privacy-utility tradeoff.
Algorithm 2 outlines the proposed information theoretic approach to privacy-
utility tradeoff optimization.

5 A Simulation Study

To demonstrate the proposed framework, a scenario is considered where sensitive
data x ∈ R

10 is Gaussian distributed such that x ∼ N (0, 5I10), and the observed



44 M. Kumar et al.

Algorithm 2. An algorithm for plotting optimized tradeoff curve between infor-
mational privacy and data distortion.
Require: Data set

{
(xi, yi) | xi ∈ R

n, yi ∈ R
p, i ∈ {1, · · · , N}}

.
1: Consider a finite set of equidistanced points over a range of noise entropy level, i.e.,

h = {hj | j ∈ {1, · · · , L}, hmin < h1 < · · · < hL < hmax}.
2: for each hj ∈ h do
3: Choose N random samples of noise vectors such that i−th noise sample vi ∼

q∗(v; hj), where q∗(v; hj) is defined as in (2).
4: Add noise to observed data, i.e. zi = yi + vi.
5: Apply Algorithm 1 on {(xi, zi) | i ∈ {1, · · · , N}} taking e.g. M = �N/2�

and q = min(20, p) to build the data model M = {â, b̂, {m̂k, Λ̂k | k ∈
{1, · · · , n}},a, V, W}.

6: Initialise ā/b̄ = â/b̂.
7: repeat
8: Update {Λ̄k, m̄k | k ∈ {1, · · · , n}}, ā, b̄ using (53), (54), (55), (56).
9: until (convergence or iterations = 1000)

10: Compute plj = Î(x; z) − H(x) using (52). As entropy of private data H(x)
remains fixed independent of noise adding mechanism, plj is a measure of Î(x; z)
and thus plj quantifies privacy-leakage from sensitive data x to released public
data z.

11: Compute data distortion value ddj = Eq∗(v;hj)

[‖v‖2
]

using (3).
12: end for
13: Draw privacy-leakage vs. data-distortion curve via plotting the points in the set

{(ddj , plj) | j ∈ {1, · · · , L}}.

data y is same as the sensitive data i.e. y = x. The dataset consists of N(=
1000) samples of private and observed data such that i−th private data sample
xi ∼ N (0, 5I10) and i−th observed data sample yi = xi. Algorithm 2 is applied
taking 25 uniformly distributed points over [−20, 5] as noise entropy levels to
plot optimized tradeoff curve between privacy-leakage and data-distortion.

Since the data distribution in this scenario is known, the optimal privacy-
utility tradeoff curve can be theoretically determined and is given as I(x; z) =∑10

k=1 max (0, 0.5 log (5/δ)), where δ is the distortion in an element of y, i.e.,
δ = Eq(v)[‖zk(v; y) − yk‖2], ∀k ∈ {1, · · · , 10}. Also the entropy of sensitive
data can be theoretically calculated as H(x) = 0.5 log (|(2πe5I10)|). Thus, the
quantity I(x; z)−H(x) can be theoretically calculated and plotted against data-
distortion (which is given as Eq(v)[‖z(v; y)−y‖2] = 10δ). The theoretical privacy-
leakage vs. data-distortion curve can be used to evaluate the accuracy of Result 2
and Algorithm 2.

A close agreement between Algorithm 2 and the analytically derived solution
verifies the accuracy of the proposed method in optimizing informational privacy.
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Fig. 1. A comparison of the optimized tradeoff curve between privacy-leakage (Î(x; z) −
H(x)) and data-distortion (Eq∗(v)

[‖z(v; y) − y‖2
]
) obtained via Algorithm 2 with the

analytically derived curve using data distribution knowledge.

6 Concluding Remarks

This study has outlined a novel information theoretic approach to variational
approximation of informational privacy. The introduced framework facilitates to
study and optimize the privacy-utility tradeoff where privacy-leakage is quan-
tified by the mutual information between sensitive data and released data. A
simulation study has verified that the privacy-utility tradeoff curve computed
via proposed method matches closely to the analytically derived curve for a
known data distribution (Fig. 1).

This paper has considered expected squared l2−norm as the data-distortion
function, however, the framework is general allowing any other data-distortion
function such as expected l1−norm or Kullback-Leibler divergence.
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Abstract. Message Queuing Telemetry Transport (MQTT) protocol is
among the preferred publish/subscribe protocols used for Machine-to-
Machine (M2M) communication and Internet of Things (IoT). Although
the MQTT protocol itself is quite simple, the concurrent iteration of
brokers and clients and its intrinsic non-determinism, coupled with the
diversity of platforms and programming languages in which the protocol
is implemented and run, makes the necessary task of security testing chal-
lenging. We address precisely this problem by proposing an architecture
for security test generation for systems relying on the MQTT protocol.
This architecture enables automated test case generation to reveal vul-
nerabilities and discrepancies between different implementations. As a
desired consequence, when implemented, our architectural design can be
used to uncover erroneous behaviours that entail latent security risks
in MQTT broker and client implementations. In this paper we describe
the key components of our architecture, our prototypical implementation
using a random test case generator, core design decisions and the use of
security attacks in testing. Moreover, we present first evaluations of the
architectural design and the prototypical implementation with encour-
aging initial results.

Keywords: Security testing · Automated testing · IoT · MQTT

1 Introduction

The Internet of Things (IoT) connects millions of devices of different cyber-
physical systems (CPSs). However, the increasing connectivity of cyber-physical
objects in critical environments like industrial production, public transport, or
energy distribution, also increases the vulnerability of these IoT-based, cyber-
physical systems. Ensuring security in such environments introduces major chal-
lenges and high effort for quality assurance. Conventional approaches for qual-
ity assurance and testing are characterized by manual tasks and script-based
automation attempts, which limit the flexibility necessary for adapting to het-
erogeneous, dynamic and self-organizing IoT-based systems.

Adequate quality assurance and testing approaches are required to cope with
a huge number and variety of interaction scenarios typical for IoT systems.
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In these scenarios, communication can run synchronously as well as asyn-
chronously between an arbitrary number of devices acting as server and as client.
Devices can be in numerous different states, triggered by the interactions with
other devices or due to events in their environment. Thus, the overall configura-
tion of the system under test is highly volatile and prone to change at run-time.
In contrast, conventional automated testing aims at automating the execution of
test cases that represent predefined scenarios, intended to run in a controlled and
stable setting. These tests are usually created in a laborious manual step. Fur-
thermore, whenever the setting changes, manual intervention is required, causing
yet again additional effort for maintaining the existing tests.

In order to cope with the dynamic nature of IoT systems, we propose the
use of testing approaches that have the ability to self-adapt to a given set-
ting by automatically generating test cases for a running system. Several such
approaches have been a subject of research in automated software testing, for
example, search-based testing [2], guided random testing [16], or black-box
fuzzing [15]. Hence, we developed a test architecture that allows to harnesses
automated test case generation approaches for security testing of IoT systems.
The architecture has been designed in alignment with key requirements from test
automation [24] and provides a reusable conceptual solution for implementing
different, technology-specific testing frameworks.

In this paper, we describe an implementation of the proposed architecture
for automated security testing for IoT systems based on the Message Queuing
Telemetry Transport (MQTT) protocol [5,6]. MQTT is among the preferred
publish/subscribe protocols for IoT systems and has been implemented for a
wide range of platforms and programming languages.

Despite the fact that it has been designed to be lightweight and easy to
use, it still contains relatively complex protocol logic for handling connections,
subscriptions, and the various quality of service levels related to message delivery.
Support for security mechanisms, on the other hand, has not been a primary
objective. Therefore, MQTT became a potential target for adversaries and a
wide array of attack scenarios has been identified [4,9,11]. Incorporating such
attack scenarios in testing is a key element of our architecture for automated
security test case generation. The approach is able to generate valid interaction
sequences that achieve a deep coverage of internal states of the MQTT system
combined with invalid and malicious interactions that aim to expose security-
relevant faults, i.e., exploitable vulnerabilities in the tested system.

The paper is organized as follows. Next section introduces the necessary back-
ground related to the MQTT protocol, (automated) test generation, and secu-
rity testing. The main contributions of the paper comprise Sects. 3–6. In particu-
lar, Sect. 3 presents the proposed architecture for automated test case generation.
Section 4 details the main design decisions prompted by the implementation of the
test framework for security testing MQTT systems. Section 5 presents an overview
of the set of attacks derived from common attack patterns and built into our test
framework. Section 6 details and discusses the results of a preliminary evaluation
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of our architecture used for testing MQTT security. Related work is discussed in
Sect. 7. Section 8 concludes our paper and discusses future work.

2 Background

2.1 Message Queuing Telemetry Transport (MQTT)

The MQTT protocol is an open, standardized [5,6], lightweight and easy to
implement protocol intended to be used for communication between IoT devices.
Devices in the role of clients are able to communicate with a central MQTT
broker (server), exchanging messages with the broker or with each other through
the broker. The typical use case for a client is to connect to a broker, taking
several actions, and then to disconnect again. Actions may include publishing
a message to an arbitrary topic or subscribing to one of the existing topics
and, thus, receiving messages published on the topic by others. An example of
such a communication sequence between a broker and its clients is depicted in
Fig. 1. Overall, there exist 14 different MQTT message types including connect,
disconnect, publish, subscribe, and unsubscribe. Clients are able to define the
quality of service level for message delivery: QoS 0 denotes that each packet
is sent (at most) once and no retries are performed, QoS 1 that the message
arrives at the receiver at least once, and QoS 2 that the message is delivered to
the receiver exactly once.

2.2 Automated Test Case Generation

Testing is one of the most widely applied approaches for quality assurance in
industry. Its practical relevance results from its ability to find faults by actually
executing the system under test and triggering observable failures as evidence.
However, creating test cases that have a high chance reveal faults and executing
these tests on the real system is a labor-intensive and costly activity. The goal
of automated test generation is to reduce the manual workload by automati-
cally generating a set of executable test cases based on information derived e.g.,
from specifications or models, program structure, or the input/output observed
from system executions. A variety of test generation techniques exists, including
model-based testing, combinatorial testing, search-based testing, and adaptive
random testing. An overview and discussion of these techniques is provided in [3].

Test cases typically consist of a sequence of interactions (like in the commu-
nication of a broker with its client), test data, and checks to assess the expected
result. Predicting the expected result is one of the main challenges in auto-
matically generating test cases. Usually it is not possible to exactly define the
expected result in test generation when there is no description or model of the
system available. Therefore, one has to rely on general properties such as “the
system must not crash”, which can be assumed to be always true and which
is particularly relevant for security testing as crashes can result in exploits and
denial of service attacks. Another way to determine expected results is taking
the observed output recorded in a previous test run as expected output for future
runs in regression testing.



An Architecture for Automated Security Test Case Generation 51

Client A Broker Client B

CONNECT

CONNACK

CONNACK

CONNECT

SUBSCRIBE (Topic=X, QoS=1)

SUBACK

PUBACK

PUBLISH (Topic=X, QoS=1, Msg=...)

PUBACK

DISCONNECT

UNSUBSCRIBE (Topic=X, QoS=1)

PUBLISH (Topic=X, QoS=1, Msg=...)

UNSUBACK

Fig. 1. Two clients connecting to a broker. Client A subscribes to topic X. When client
B publishes a message (temperature = 25) to topic X, the broker distributes this value
to the clients subscribed to this topic. After receiving the updated values, client A
unsubscribes from topic X.

2.3 Security Testing

The aim of security testing is to reveal loopholes in software that can lead to
the violation of security requirements. Typical security requirements are confi-
dentiality, integrity and availability. Requirements can be divided into two cat-
egories [1]: positive requirements and negative requirements. The former define
the expected functionality, i.e., how the system should behave. An example of a
positive requirement of the MQTT protocol1 is: “if a Client has been successfully
authenticated, a server implementation should check that it is authorized before
accepting its connection”. The latter defines possible vulnerabilities, i.e., how the
system should not behave. An example of a negative requirement with respect
to the MQTT protocol would be: “a server implementation should not accept a
connection of an unauthorized client”. Thus, two types of security testing can
be distinguished, functional security testing (positive) and security vulnerability
testing (negative).

For testing positive security requirements we can use established functional
testing techniques. Vulnerability testing is on the other hand more challeng-
ing, since it is usually infeasible to exhaustively check all possible cases that
result in a negative outcome. This is especially true for distributed asynchronous

1 See Sect. 5.4.2 at https://docs.oasis-open.org/mqtt/mqtt/v5.0/os/mqtt-v5.0-os.
html# Toc3901014.

https://docs.oasis-open.org/mqtt/mqtt/v5.0/os/mqtt-v5.0-os.html#_Toc3901014
https://docs.oasis-open.org/mqtt/mqtt/v5.0/os/mqtt-v5.0-os.html#_Toc3901014
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systems consisting of multiple autonomous IoT devices. In such cases, testing for
vulnerabilities either uses simulated attacks, which is also known as penetration
testing [7], or fuzzing [30]. Fuzzing techniques have already been proposed to test
MQTT implementations [25]. This is not surprising since the idea of fuzzing was
initially developed for identifying security flaws in protocol implementations due
to improper processing of malicious inputs. In our work we also target security
flaws in MQTT implementations, but rather than concentrating on malicious
inputs, we explore automated generation techniques to discover vulnerabilities
in harmful interactions between MQTT brokers and clients.

Our approach is based on attack patterns. Attack patterns are abstractions
of individual attacks into blueprints describing common methods for exploit-
ing software vulnerabilities [13]. They are generated from in-depth analysis of
specific real-world exploit examples. An attack pattern describes the goal, con-
ditions, individual actions and the post conditions of the attack [20]. Key to
our approach, attack patterns enable the automated generation of test cases for
vulnerability testing (see [8,29] among others).

3 Architecture Overview

The overall architecture consists of four core components instanced, for example,
by a build and continuous integration pipeline. Figure 2 provides an overview
of the architecture. The system under test (SUT) is the monitored IoT system
which the test interacts with in order to detect security defects. An adapter is
used to handle the communication with the SUT. A test case generator uses
the adapter to interact with the SUT and to generate test cases in the form of
possible interaction scenarios. To run the generated tests, a test case execution
framework is applied. Overall, the architecture is designed such that it enables a
transparent integration and reuse of the different components. In the following
subsections the implementation of the architecture for testing MQTT-based IoT
systems is described.

3.1 System Under Test (MQTT Broker)

The SUT in our case is an MQTT-based IoT system that requires at least one
MQTT broker (connected to further clients) to interact with. For the purpose
of demonstrating our implementation and for generating test cases we used the
popular Eclipse Mosquitto2 broker standalone. The broker simply listens to a
specified port and handles incoming messages as usual. In our scenario, the SUT
(MQTT broker) does not requires any specific configuration or adaptation. A
monitor is used to observe and report the state of the SUT, e.g., broker status
(running/idle/down), resource usage, code coverage, or crashes.

2 https://mosquitto.org/.

https://mosquitto.org/
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Fig. 2. Overview of the automated security test architecture.

3.2 MQTT Adapter

The adapter handles the communication between test generation/execution and
the SUT. The adapter resembles an MQTT client to interact with the SUT
represented by the MQTT broker (i.e., for sending MQTT messages including
test data). The client exposes all possible MQTT commands such as connecting
to the broker, subscribing to a channel, publishing a message, etc. in form of a
Java API so they can be accessed by the test generator. When an API method
from the adapter is called, it sends the corresponding message to the SUT, blocks
until the SUT responds, and returns the result back to the caller. In order to also
provoke negative interaction scenarios (invalid, illegal and malicious interactions)
and for simulating possible attacks on the SUT, we extended the adapter API
with implementations of attack patterns.

We have implemented the adapter in Java using functionality of the freely
available Netty framework,3 an asynchronous event-driven network application
framework for developing server and clients using common network protocols
including MQTT. It enables us to handle every aspect of the MQTT pro-
tocol, with complete control of the messages sent and received by the client
(including headers, payload, low level encoding, and wire communication). This
level of control is important to also construct invalid messages for implementing
possible attacks. This approach also enables us to handle multiple concurrent
client connections. We structured the adapter in three layers. The bottom layer
is a customized Netty client, the middle layer provides a set of methods to

3 https://netty.io.

https://netty.io
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conveniently work with the low-level Netty client, and the top layer consists of a
set of methods for each MQTT message type with parameters set to predefined
test data in various combinations, so they can be called by the test generator
without the need to generate adequate test data.

3.3 Test Case Generation (Randoop)

For generating test cases we applied the open source tool Randoop [23], a feed-
back directed random test generator that generates random but viable inter-
action sequences by exploring the SUT trough random calls to its public API.
Randoop supports testing Java APIs without the need of additional input, so
it can be run directly on the Java test adapter we developed. Furthermore,
the generated test case will also include invalid and illegal command sequences,
since the implemented attack pattern are also available in form of API method
of the test adapter. Hence, the test case generator is able to create interaction
sequences that consist of valid sequences interleaved by malicious interactions.
This interleaving allows to bring the SUT into a specific state before perform-
ing an attack. Many attacks have preconditions, for example, they require a
successfully initiated connection and the subscription to an existing topic.

@Test
public void t e s t 01 ( ) throws Throwable {

/∗ Creat ing C l i en t A and connec t ing to broker ∗/
MqttClientAdapter c l i en tA = new MqttClientAdapter ( ) ;
S t r ing s t r 1 = c l i en tA . connectQoS0 ( ) ;
a s se r tTrue ( s t r 1 . equa l s ( ”MqttConnAck [/∗ . . . ∗/ ] ” ) ) ;

/∗ Creat ing C l i en t B and connec t ing to broker ∗/
MqttClientAdapter c l i en tB = new MqttClientAdapter ( ) ;
S t r i ng s t r 2 = c l i en tB . connectQoS0 ( ) ;
a s se r tTrue ( s t r 2 . equa l s ( ”MqttConnAck [/∗ . . . ∗/ ] ” ) ) ;

/∗ Cl i en t A su b s c r i b i n g to t o p i c X ∗/
St r ing s t r 3 = c l i en tA . subscr ibeInterva l lTopicXQoS1 ( ) ;
a s se r tTrue ( s t r 3 . equa l s ( ”MqttSubAck [/∗ . . . ∗/ ] ” ) ) ;

/∗ Cl i en t B pu b l i s h i n g to t o p i c X and d i s connec t ing ∗/
MqttMsgId mqttMsgId1 = c l i en tB . publ i shInterva l lTopicXQoS1 ( )
as se r tNotNul l (mqttMsgId1 ) ;
c l i en tB . disconnectQoS1 ( ) ;

/∗ Cl i en t A r e c e i v i n g message and unsub s c r i b ing ∗/
St r ing s t r 4 = c l i en tA . unsubscr ibe Interva l lTop icQoS1 ( ) ;
a s se r tTrue ( s t r 4 . equa l s ( ”MqttUnsubAck [/∗ . . . ∗/ ] ” ) ) ;

}
Listing 1.1. Example JUnit test case generated with Randoop
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3.4 Test Case Execution (JUnit)

Randoop outputs the generated test sequences as JUnit test cases, so that they
can be executed in regression testing without the need to re-run the test gen-
erator. JUnit is the most popular and widely used framework for unit testing
and it is supported by all major Java development tools, which comes with the
benefit that the generated tests can be directly integrated in an existing build
and continuous integration pipeline.

An example for a JUnit test case generated by Randoop is presented in
Listing 1.1. The example shows the interaction of two clients A and B with an
MQTT broker following the scenario illustrated in Fig. 1 above. The clients use
our MQTT test adapter to send messages to the broker and the corresponding
response from the broker (e.g., acknowledgement messages) are checked using
JUnit’s assert methods.

4 Design Decisions

During the implementation phase of our prototype we had to address several
technical challenges. In this section we briefly describe the main design decisions
prompted by these challenges.

1. Risk-based attack patterns integration. In [18] we describe a general
approach to automatically test security of industrial IoT systems. In that
approach we identify possible attack patterns through means of threat mod-
elling and risk assessment. Based on those patterns we generate actual attacks
adapted to the particularities of the SUT, which are then run periodically. We
integrate this idea into our architecture by adding the possibility of defining
attack methods within the adapter component. These attacks are then used
during the automated test generation phase.

2. Customized “raw” MQTT client. Standard MQTT clients perform a
series of checks to make sure that the messages they handle are in line with
the MQTT standard. For example, the payload size parameter is automati-
cally corrected to fit the message sent to the broker. This means that standard
MQTT clients are not suitable to test invalid scenarios such as corrupted pay-
load values or invalid message encoding. To deal with this issue, we developed
our own customized MQTT client and encoder/decoder components based on
the Netty framework. They provide a fluent “raw” interface to interact with
MQTT brokers that allows us to test arbitrary malicious attacks.

3. Regression tests. One of our aims is to detect discrepancies among different
implementations of MQTT brokers, which can indicate bugs and potential
security threats. Thus, we designed our architecture so that it can be used for
regression testing. In particular, the test generation component can store the
generated test sequences. These test sequences can then be used by the test
execution component to re-execute the tests against diverse MQTT broker
implementations, storing the results of each executed test replication. Finally,
corresponding results are pairwise compared against each other in order to
detect discrepancies in the behaviour of different MQTT brokers.
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4. Clean broker state. We decided to restart the SUT before each test genera-
tion as well as before each test sequence execution, so that each time we start
with a clean system state. This is necessary to ensure consistent determinis-
tic behaviour of the test executions in situations in which clients created by
different independent test sequences share the same identifier. Note that an
MQTT client can connect with the clean-session flag turned off (see MQTT
v3.1.1 standard [6]) or with a long session expiry interval (see MQTT v5.0
standard [5]), and thus receive for instance messages from a different client
from a previous test run with a same client identifier - which is of course an
undesirable side effect.

5. Monitoring broker state. During test generation and execution we need to
constantly monitor the state of the MQTT broker. In particular, we need to
know whether the broker operates normally. Abnormal broker behaviour such
as unresponsiveness due to extremely high resource usage indicates that our
test sequence might have found some vulnerability in the broker. If the bro-
ker is not operational, we need to know as testing should then be aborted. In
some cases it is also necessary to gather additional information (e.g. code
coverage [21]) in order to apply advanced test generation and execution
techniques.

6. Support for multiple clients. In order to fully test MQTT systems, it is of
course necessary to handle multiple, concurrent client connections to MQTT
brokers. In our architecture this is supported by the adapter component. We
have to be careful however with certain details, in particular when long test
sequences are generated. If left unchecked such long test sequences can lead
to performance problems during test generation and execution. For instance,
they might include way too many client subscriptions to a given topic, which
in turn can lead to performance issues due to the overheads resulting of
distributing MQTT messages submitted to this topic to such a big number of
subscribers. Our test generation module takes care of these problematic cases
by flagging such anomalous test sequences.

5 Attack Patterns

In our prototype we implemented a set of predefined attacks. These attacks are
derived from attack patterns described in collections such as Common Attack
Pattern Enumeration and Classification Database (CAPEC). We derived the
actual attacks manually, analysing common attach patterns and adapting them
to the MQTT case. In addition to documented attack patterns for vulnerability
testing, we have devised attacks also for functional security. As expected, the
latter were defined based in the specifications of the MQTT standards [5,6].
Table 1 presents a short description of the attacks that we have been able to
define using this approach. Most of these attacks have already been implemented
in our framework, except for those marked with an asterisk.

In order to give the reader a better insight on how these attacks actually
work, we briefly discuss selected attacks.
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Table 1. Overview of possible attacks.

Id Short description CAPEC MQTT

1 Sends two identical CONNECT packets x

2 Connects with empty client identifier x

3 Connects with a non-safe form of UTF8 encoding x

4 Connects with invalid protocol id and/or versiona x

5 Connects with invalid QoS x

6 Connects with invalid protocol levela x

7 Connects with invalid reserved flag x

8 Connects with invalid will flags x

9 Connects with invalid user password flags x

10 Connects with invalid user name x

11 Connects with payload values in wrong order x

12 Connects with high keep alive values x

13 Connects with invalid client id x

14 Connects with long client id x

15 Subscribes with missing payload x

16 Subscribes with invalid reserved flaga x

17 Subscribes with invalid topic filter x

18 Subscribes with wildcards in topic name x

19 Subscribes with escape sequences in topic x

20 Subscribes with deep topic hierarchy depth x

21 Subscribes without giving a topic name x

22 Unsubscribe without giving a topic name x

23 Publishes with escape sequences in payload x

24 Publishes a very big payload ( 128 MB) x

25 Publishes with wildcards in payload x

26 Publishes with both QoS-Bits set (QoS value is 3)a x

27 Publishes without giving a message x

28 Publishes with empty topic x

29 Publishes with invalid variable header length x
a Implementation in progress.

Attack 1: This attack tests how the broker behaves if a same client sends two
CONNECT packets to the broker. A Client can only send the CONNECT packet
once over a network connection. The broker must treat a second CONNECT
packet sent from a client as a protocol violation and disconnect the client (see
[MQTT-3.1.0-2] in [6]). While the Mosquitto broker that we used for evaluation
in this paper proceeds correctly under this attack, it is known that other brokers
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such as HBMQTT (version 0.7.1) does not, since it simply ignores a second
connection attempt [31].

Attack 20: This attack tries to provoke an stack overflow by sending sub-
scription messages to levels too deep in the topics’ hierarchy. It is done by send-
ing subscriptions to topics with 65400 or more topic hierarchy separators ‘/’. As
mentioned in the introduction, it is known that this attack will provoke an stack
overflow in the mosquitto MQTT brokers version 1.5.0 to 1.6.5 inclusive.

Attack 29: The variable part of a publish message can contain several mes-
sage fields. Their lengths depend on the type of the field and the actual payload.
For example, we can publish an arbitrary message to a given topic. The size of
the variable header part has to be given accordingly. In this attack we deliber-
ately change the specified length of the variable header to an incorrect value in
order to trigger faults in the handling of the packet by the MQTT-Broker which
can lead to a buffer overflow.

6 Evaluation

In this section we present and discuss the results of a preliminary evaluation
of our implementation for security testing of MQTT systems. More specifically,
we evaluate the overall performance by measuring the coverage achieved by the
generated tests. Besides running the tests on the widely used MQTT broker
Mosquitto we used the Java-based open source MQTT broker Moquette4 for
this preliminary evaluation.

Table 2 shows the results obtained from this initial experiment. In the first
column the package structure of the broker implementation is depicted. For
reference, the second column in the table shows the code coverage attained by
simply starting and stopping the broker again. The third column shows the
code coverage attained by executing the generated tests via our adapter. We
performed the experiments for test case generation based on Randoop for 10
cycles with each running for 90 s. The values in the corresponding column show
the average code coverage results. Finally, the fourth column in the table shows
the average code coverage attained by 10 runs with the same preconditions as
before, but including the implemented attacks from Table 1.

The increase in code coverage obtained when attacks derived from attack
patterns are included in the test generation process appears not to be significant.
However, the increase indicates successful execution of the attacks on the broker
and one must note that for many attacks the broker will not return an answer.
This leads to an increase in the number of timeouts, lowering the overall number
of messages sent to the broker in the time span of 90 s of each experiment. This
means that by including attacks in the test generation process, we already were
able to maintain (even with a small increase) the code coverage while reducing
the overall number of MQTT packets interchanged with broker.

4 https://github.com/moquette-io/moquette.

https://github.com/moquette-io/moquette
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Table 2. Code coverage measurements.

Package Start-stop Generated Attacks

io.moquette 0.0 0.0 0.0

io.moquette.broker 0.13 0.516 0.526

io.moquette.broker.config 0.49 0.49 0.49

io.moquette.broker.metrics 0.04 0.762 0.762

io.moquette.broker.security 0.10 0.11 0.118

io.moquette.broker.subscriptions 0.06 0.529 0.548

io.moquette.interception 0.15 0.316 0.316

io.moquette.interception.messages 0.0 0.0 0.0

io.moquette.logging 0.62 0.62 0.62

io.moquette.persistence 0.02 0.079 0.074

Total 0.12 0.456 0.463

7 Related Work

Research on secure MQTT systems is still scattered. The protocol itself is not
concerned with security, though it provides a basic mean to control who can
send and receive messages through user name and password, which are included
in the MQTT packets.

Some research such as [12] has concentrated on adding security layers around
the TCP/IP protocol, identifying security architectures and models that best
fit IoT networks. Others have designed and propose frameworks to secure the
transport layer by using SSL/TLS [17,26], trying to minimize the significant
network overheads. Works such as [27,28] have focused in lightweight encryption
approaches to secure MQTT communication channels. This is an acute problem
when dealing with smart devises that do not have enough processing power to use
asymmetric encryption algorithms for authentication tasks. Thus, alternatives
for lightweight and secure authentication have been proposed [10].

In this paper we are instead concerned with behavioural faults triggered by
the iteration between brokers and clients working concurrently in a production
environment, which can lead to unforeseen security breaches. The most trivial
of such faults are due to the state in which the protocol works by default. Since
MQTT is a simple protocol designed for devices with low processing power, the
default configuration aims to minimize the processing needed to exchange mes-
sages rather than at security which means that serious security problems arise.
Most of these shortcomings can be solved with an adequate protocol configura-
tion.5 A stronger approach in this sense is to enforce compliance with security
features that go beyond the default MQTT implementation, which can be done
through a model-based security toolkit [22].

5 See for instance https://www.hivemq.com/downloads/hivemq-data-sheet-4.2.pdf.

https://www.hivemq.com/downloads/hivemq-data-sheet-4.2.pdf
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In any case, and independently of the diverse approaches follow to secure
MQTT implementations, we need tools to test how well they work in practice,
detecting security holes before they become a problem. With this aim, a frame-
work to test security of applications that implement MQTT has been proposed
in [25]. This framework enables the application of template-based fuzzing tech-
niques to the MQTT protocol. Our approach here is complementary with that,
since we propose a precise architecture for applying random testing, rather than
a framework for applying fuzzing testing techniques. As future work, it would
indeed be interesting to explore possible combinations of both approaches.

Model based formal testing has also been used for MQTT, but with the aim
of checking the conformance to the standard of different MQTT brokers [14,19].
In [31] a learning-based approach to detecting failures in reactive systems was
applied to obtain an automata modeling the communication with MQTT bro-
kers, which was then used to detect discrepancies between different implemen-
tations. Several bugs were discovered in popular implementations of MQTT
browsers. Although interesting, this method has also its limitations due to the
difficulty of automata learning under non-deterministic concurrent executions.

8 Conclusions and Future Work

We have proposed an architecture for automated generation of security tests for
IoT systems and we described an implementation of the proposed architecture
for test case generation specifically for systems based on the MQTT protocol.
The implementation shows how to realize the different components of our archi-
tecture, for example, we incorporated guided random testing using the open
source tool Randoop for test case generation. Moreover, our implementation
also employs attacks derived from common attack patterns resembling possible
malicious interactions to perform vulnerability testing in addition to functional
security testing. Based on our implementation we discussed the key technical
challenges we had to solve and we performed an initial evaluation using an open
source MQTT broker.

Although the results obtained so far are very encouraging, this is still a work
in progress. In order to confirm our initial results and to exploit the full potential
of the proposed architecture for security testing, we plan following future work:

– Increase substantially the number of attacks by means of an exhaustive anal-
ysis of attack patterns obtained from publicly available catalogs.

– Produce a formal threat model as sketched in [18] and use it to automate the
task of selecting meaningful security tests based in sound risk assessments.

– Perform regression tests considering different implementations of MQTT bro-
kers and different test environments, analyse the discrepancies found via this
method and classify them according to a risk based assessment.

– Perform a deep analysis of threat coverage of the proposed architecture. The
preliminary code coverage we have performed so far, is just part of the equa-
tion, since there is no clear correlation between code coverage and effectiveness
of the security test iteration sequences.
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– Integrate the template-based fuzzing techniques used in [25] to test security of
the MQTT protocol into the proposed architecture. Perform experiments to
determine if this leads to an increase in number of reported security threads.
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9. Dinculeană, D., Cheng, X.: Vulnerabilities and limitations of MQTT protocol used
between IoT devices. Appl. Sci. 9(5), 848 (2019)

10. Esfahani, A., et al.: A lightweight authentication mechanism for M2M commu-
nications in industrial IoT environment. IEEE Internet Things J. 6(1), 288–296
(2019)

11. Firdous, S.N., Baig, Z., Valli, C., Ibrahim, A.: Modelling and evaluation of mali-
cious attacks against the IoT MQTT protocol. In: IEEE International Confer-
ence on Internet of Things (iThings) and Green Computing and Communications
(GreenCom) and Cyber, Physical and Social Computing (CPSCom) and IEEE
Smart Data (SmartData), pp. 748–755. IEEE (2017)

12. Heer, T., Morchon, O.G., Hummen, R., Keoh, S.L., Kumar, S.S., Wehrle, K.: Secu-
rity challenges in the IP-based internet of things. Wireless Pers. Commun. 61(3),
527–542 (2011). https://doi.org/10.1007/s11277-011-0385-5

13. Hoglund, G., McGraw, G.: Exploiting Software: How to Break Code. Addison
Wesley, Boston (2004)

14. Houimli, M., Kahloul, L., Benaoun, S.: Formal specification, verification and eval-
uation of the MQTT protocol in the internet of things. In: 2017 International
Conference on Mathematics and Information Technology (ICMIT), pp. 214–221.
IEEE Computer Society (2017)

https://docs.oasis-open.org/mqtt/mqtt/v5.0/mqtt-v5.0.html
http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/mqtt-v3.1.1.html
http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/mqtt-v3.1.1.html
https://doi.org/10.1007/s11277-011-0385-5


62 H. Sochor et al.

15. Liang, H., Pei, X., Jia, X., Shen, W., Zhang, J.: Fuzzing: state of the art. IEEE
Trans. Reliab. 67(3), 1199–1218 (2018)

16. Ma, L., Artho, C., Zhang, C., Sato, H., Gmeiner, J., Ramler, R.: GRT: program-
analysis-guided random testing (T). In: 2015 30th IEEE/ACM International Con-
ference on Automated Software Engineering (ASE), pp. 212–223. IEEE (2015)

17. Manzoor, A.: Securing device connectivity in the industrial Internet of Things
(IoT). In: Mahmood, Z. (ed.) Connectivity Frameworks for Smart Devices. CCN,
pp. 3–22. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-33124-9 1

18. Marksteiner, S., Ramler, R., Sochor, H.: Integrating threat modeling and auto-
mated test case generation into industrialized software security testing. In: Pro-
ceedings of the Third Central European Cybersecurity Conference, CECC 2019,
Munich, Germany, 14–15 November 2019, pp. 25:1–25:3. ACM (2019)

19. Mladenov, K.: Formal verification of the implementation of the MQTT protocol
in IoT devices. Technical report, University of Amsterdam, Faculty of Physics,
Mathematics and Informatics (2017)

20. Moore, A., Ellison, R., Linger, R.: Attack modeling for information security and
survivability. Technical report, Technical Note CMU/SEI-2001-TN-001, Carnegie
Mellon University (2001)

21. Nagy, S., Hicks, M.: Full-speed fuzzing: reducing fuzzing overhead through
coverage-guided tracing. In: 2019 IEEE Symposium on Security and Privacy (SP),
pp. 787–802 (2019)

22. Neisse, R., Steri, G., Baldini, G.: Enforcement of security policy rules for the
Internet of Things. In: IEEE 10th International Conference on Wireless and Mobile
Computing, Networking and Communications, WiMob 2014, pp. 165–172. IEEE
Computer Society (2014)

23. Pacheco, C., Ernst, M.D.: Randoop: feedback-directed random testing for java. In:
Companion to the 22nd ACM SIGPLAN Conference on Object-Oriented Program-
ming Systems and Applications Companion, pp. 815–816 (2007)

24. Ramler, R., Buchgeher, G., Klammer, C.: Adapting automated test generation to
GUI testing of industry applications. Inf. Softw. Technol. 93, 248–263 (2018)

25. Ramos, S.H., Villalba, M.T., Lacuesta, R.: MQTT security: a novel fuzzing app-
roach. Wireless Communications and Mobile Computing 2018 (2018)

26. Shin, S., Kobara, K., Chuang, C., Huang, W.: A security framework for MQTT.
In: 2016 IEEE Conference on Communications and Network Security, CNS 2016,
Philadelphia, PA, USA, 17–19 October 2016, pp. 432–436. IEEE (2016)

27. Singh, M., Rajan, M.A., Shivraj, V.L., Balamuralidhar, P.: Secure MQTT for Inter-
net of Things (IoT). In: Fifth International Conference on Communication Systems
and Network Technologies, pp. 746–751. IEEE (2015)

28. Su, W., Chen, W., Chen, C.: An extensible and transparent thing-to-thing security
enhancement for MQTT protocol in IotTenvironment. In: 2019 Global IoT Summit,
GIoTS 2019, Aarhus, Denmark, 17–21 June 2019, pp. 1–4. IEEE (2019)

29. Sudhodanan, A., Armando, A., Carbone, R., Compagna, L.: Attack patterns for
black-box security testing of multi-party web applications. In: 23rd Network and
Distributed System Security Symposium, NDSS 2016, San Diego, CA, 21–24 Febru-
ary 2016. The Internet Society (2016)

30. Takanen, A., DeMott, J., Miller, C.: Fuzzing for Software Security Testing and
Quality Assurance, 1st edn. Artech House, Inc., Norwood (2008)

31. Tappler, M., Aichernig, B.K., Bloem, R.: Model-based testing IoT communica-
tion via active automata learning. In: IEEE International Conference on Software
Testing, Verification and Validation, ICST 2017, Tokyo, Japan, March 2017, pp.
276–287. IEEE (2017)

https://doi.org/10.1007/978-3-319-33124-9_1


Mode Switching from a Security
Perspective: First Findings of a
Systematic Literature Review

Michael Riegler(B) and Johannes Sametinger

Department of Business Informatics, LIT Secure and Correct Systems Lab,
Johannes Kepler University, Linz, Austria

{michael.riegler,johannes.sametinger}@jku.at
https://www.jku.at/en/lit-secure-and-correct-systems-lab

Abstract. With increased interoperability of cyber-physical systems
(CPSs), security becomes increasingly critical for many of these sys-
tems. We know mode switching from domains like aviation and auto-
motive, and we imagine to use this mechanism for the development of
resilient systems that continue to function correctly even if under mali-
cious attack. If vulnerabilities are detected or even known, modes can be
switched to reduce the attack surface and to minimize attackers’ range of
activity. We propose to engineer CPSs with multi-modal software archi-
tectures to overcome the interval between the time when zero-day vul-
nerabilities become known and the time when corresponding updates
become available. Thus, affected companies, operators and people will be
able to protect themselves and their customers without having to wait
for security updates. This paper presents first findings of a systematic
literature review (SLR) on mode switching from a security perspective.

Keywords: Mode switching · Protocols · Security · Resilience ·
Cyber-physical system

1 Introduction

Cyber-physical systems (CPSs) are based on real-time embedded devices with
wired or wireless connections to monitor and control physical systems and are
used in mission- or safety critical applications like aviation, self-driving cars,
unmanned aerial vehicle, medical monitoring, traffic control, power plants and
industrial machines. Such systems require functional correct execution on time.

A CPS consists of hardware and software that interacts with physical compo-
nents like sensors and actuators and with other local and/or remote systems. To
master complex systems they are divided into logical, controllable and tangible
modes of operation. Each mode has different goals as well as its unique behavior,
and it is characterized by a set of functionalities. Such a multi-modal architec-
ture makes a system more flexible to respond to external events. For example
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airplanes have modes for parking, taxiing, take-off, manual and automatic cruis-
ing flight, landing and possibly emergency. A mode switch is used to change the
behavior, e.g., from take-off to cruising flight or from cruising flight to landing.

An increasing number of CPSs goes hand in hand with security vulnerabilities
and potential threats to these devices. As CPSs consists of many hardware and
software components each of these building blocks can be an attack gateway.
To resolve such vulnerabilities, manufacturers provide updates and patches. But
developing and distributing them may take a long time particularly with regard
to safety requirements. Meanwhile, attackers can write exploits to take advantage
of the vulnerabilities. We are targeting security at the application layer and
propose a mode switching mechanism as an effective countermeasure to cyber-
security threats that is based on [29]. We can switch modes automatically based
on a kind of intrusion detection system or manually by an operator. Thereby,
involved and affected parties get a tool to protect themselves to reduce attack
surface and limit attackers’ range of activity.

In this paper, we present first findings of a systematic literature review (SLR)
on mode switching from a security perspective. We identify and analyze the
current state of mode switching and how it can be used for security. Our focus is
on proposed protocols and techniques. We intend to adapt and combine existing
approaches from other domains to increase security. In Sect. 2, we describe mode
switching in general and from a security perspective in Sect. 3. In Sect. 4, we
introduce our SLR and present the first results of our review. In Sect. 5, we forge
a bridge back to security and safety, and draw our conclusions in Sect. 6.

2 Mode Switching

The idea of multiple modes and mode switching is well known from domains like
aviation (parking mode, taxiing mode, take-off mode, manual and automatic
cruising flight mode, landing mode) and automotive (manual mode, adaptive
cruise control mode, lane keeping assistant mode, emergency braking mode, park-
ing mode) [8,28]. Such multi-mode systems are also used to manage complexity
and to divide systems into modes of operation in the automotive domain.

Real and Crespo [32] define a mode switch as a transient stage between
the current operating mode, the old mode, to another mode, the new mode. It
is used to change the behavior and performance [19]. Modes can be organized
hierarchically and by having several sub-modes. The functionality of each mode
consists of a series of tasks. Tasks can run periodically or sporadically, some will
run independently in the background, and some of them may only be necessary
within specific modes.

A mode switch is initiated by a mode switch request (MSR) or mode change
request (MCR) and is triggered by a timer or a specific event. For example, a
smart phone poll mail servers every 15 min (timer) and go into an idle or sleeping
mode to save battery thereafter. When a phone call comes in (event), an active
mode takes over from the idle mode. During a mode change, continuous and
mode-independent tasks should not be interrupted. New tasks are released and
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no longer needed tasks are stopped. Modes may execute both old-mode and new-
mode tasks. The scheduler has to guarantee deadlines and prevent an overload
of the system.

3 Security Modes

Security is about protecting information and information systems from unau-
thorized access and use. Confidentiality, integrity and availability of information
are the core goals. Software security is “the idea of engineering software so that
it continues to function correctly under malicious attack” [20].

Systems are considered to be resilient if they do their work despite adverse
circumstances and if they recover rapidly from any harm [9]. No matter how well
systems have been designed, unknown or unresolved vulnerabilities can become
a risk in the future. Resilient systems protect their important assets by using
methods to detect adversities, to mitigate them and to recover. For resilient
security, exposure and authentication measures may be adapted depending on
the security context by switching modes [34].

But while mode switching has been known from various domains, as to our
knowledge, it has never been used in the domain of security. This fact has moti-
vated us to do a systematic literature review as a first step in doing just that,
i.e., making systems more resilient, engineering systems so that they continue to
function correctly under malicious attack. We imagine the use of multiple modes
for the purpose of increasing security and making systems more resilient.

4 Systematic Literature Review

Guidelines for conducting a systematic literature review (SLR) have been pre-
sented in [16]. We have made a preliminary search to verify that no recent SLRs
about mode switching have been done. This verification was performed by search-
ing through different databases (ACM Digital Library, IEEE Explore and Sci-
ence Direct) with terms related to the methodology (“SLR”, “systematic litera-
ture review”, etc.) and the target of the review (“mode switching, “mode change”,
etc.). A survey on mode change protocols for single-processor, fixed-priority, pre-
emptively scheduled real-time systems has been presented in [32], but the results
of these queries confirmed that there are no previous SLRs about mode switching.

Based on the PICOC method proposed by [27], we have defined the review
scope as follows:

– Population (P): Software or System
– Intervention(I): Approaches, Protocols, Frameworks, Methods and

Mechanisms
– Comparison (C): The primary goal of the SLR is to analyze and compare

existing approaches and gain knowledge about them
– Outcomes (O): Mode switching
– Context(C): Security perspective
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We want to address the following research questions (RQ):

– RQ1. Which protocols for mode-switching are currently available?
– RQ2. For what purposes has mode-switching been used?
– RQ3. How do switches from one mode to another really work? What are the

pitfalls?
– RQ4. Are there approaches which use mode-switching from a security

perspective?

Based on the review scope we defined the search term (“mode switching”,
“mode change”, and its synonyms) AND (“framework” OR “mechanism” OR
“method” OR “protocol”, etc.). ACM, IEEE and ScienceDirect have been cho-
sen for our review, because they publish a substantial amount of peer-reviewed
papers on the subject of computer science. Conducting an SLR is a tedious and
time-consuming task. We have not yet finished, but will present first important
findings in this paper. More insights will be presented when the SLR is finished.
In our pilot study a total of 1,804 raw papers were retrieved: 42 from ACM,
495 from IEEE and 1,267 from ScienceDirect. After organizing the papers in a
spreadsheet 956 duplicate works were removed and 848 papers remained.

First results of our literature review have shown various aspects of mode
switching. We will briefly introduce them in the following subsections: conditions
and requirements in Sect. 4.1, protocols for single and multi-core platforms in
Sect. 4.2, component-base multi-mode systems in Sect. 4.3, and programming
and specification languages in Sect. 4.4.

4.1 Conditions and Requirements

A mode switching protocol has to define how a mode switch can be triggered and
how this has to be requested. This can be done manually, e.g., a driver’s request
to take back control of the vehicle from self-driving mode, or automatically by
the system itself. Several conditions can trigger mode switches.

Many CPSs and real-time systems have limited resources, and therefore it
is necessary to prevent resource bottlenecks. Processors are getting faster every
year, but the tasks are also growing. Dynamic resource allocation, predictabil-
ity analysis and other techniques make sure to avoid bottlenecks [1,28]. Such
mode switching protocols have to provide quality of service and efficient resource
management [1,28,38]. In this context, a mode change can be used for energy
efficiency. For example, if batteries of self-driving cars come close to empty,
operation will be limited to the core system only.

Safety issues may also lead to mode switches. In mixed-critical systems
(MCS), modes and tasks can have a different level of criticality or Safety Integrity
Level (SIL). For example the engine electronics and the emergency braking mode
of a car are more critical than the lane keeping mode and other driver assistance
systems. To avoid accidents, vehicles have to promptly adapt their behavior.
Nevertheless, in case of a crash, the airbag should deploy quickly to prevent
the driver from hitting the dashboard. The entertainment system has a lower
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criticality than airbag deployment, yet all modes coexist in one “mixed critical”
system. Mission critical tasks have a higher priority and must be continued even
if errors or system failures occurs. Examples of such fault-tolerant designs are
proposed by [6–8,39].

Considering security risks for a mode switch is quite new [34]. If a threat is
detected, e.g., by kind of intrusion detection system, a mode switch is necessary.
If a vulnerability becomes known, an operator can manually switch modes to
reduce the attack surface. We imagine a middleware as software layer on top
of the operating system that provides interoperability, functionality for different
software components and applications and last but not least security. Resilience
and fault tolerance play a major role here. Especially life-critical systems should
not break down by a single error. Possibly there is a mode switch to a lower
mode, but the system should continue its mission-critical operation.

4.2 Protocols for Single- and Multi-core Platforms

Real and Crespo [32] have examined mode change protocols (MCPs) for single-
processor, fixed-priority, preemptively scheduled real-time systems. They struc-
tured MCPs in synchronous and asynchronous protocols and classified them
based on the requirements for a mode change: schedulability, periodicity, prompt-
ness and consistency.

Real-time systems have to complete tasks within given deadlines. Schedulers
have to guarantee these deadlines and, at the same time, have to prevent system
overloads. A protocol specifies when new tasks are released and what happens
with the unfinished tasks of the old mode. It defines whether new tasks have
to wait until the old ones are finished or will run in parallel. It also defines
whether the old tasks are completed or stopped immediately. Another requested
mode switch during an active mode switch is another challenge. Mechanisms for
conflict handling are needed.

With synchronous protocols, new-mode tasks are only started when the old-
mode tasks have completed, and they are suitable if promptness and periodicity
are not critical. Examples are the Idle Time Protocol [40,42], where old-mode
tasks are suspended at the first idle time-instant, and single offset protocols
which delay the start of all the new-mode tasks with an offset. The Maximum-
Period Offset Protocol [3] supports periodicity and the delay of the first activation
is equal with the period of the less frequent task in both modes. The Minimum
Single Offset Protocol [31] finishes the last activation of all old-mode tasks and
thereafter releases the new-mode tasks. This protocol is proposed with and with-
out periodicity. In this context, periodicity means that the protocol is capable
of dealing with mode-independent tasks.

Asynchronous protocols provide lower mode change latency but require a
special schedulability analysis. These protocols allow to the activation of new-
mode tasks while old-mode tasks are still running and are better suited for
promptness. One example is the Utilization Based Protocol [37], which considers
periodic tasks and shares processor capacity with a priority ceiling protocol
[36]. This protocol for Fixed-Task-Priority (FTP) schedulers was extended to
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Earliest-Deadline-First (EDF) by [2]. But the protocol of [37] was considered as
insufficient by [41], and they proposed a protocol with priority that allows tasks
to modify their parameters during mode changes. Further protocols without
periodicity were presented in [25,26].

Scheduling mutli-mode applications in heterogeneous multi-processor plat-
forms is more complex than on single-processor platforms and cannot be solved
by similar techniques. There are scheduling anomalies upon multiprocessors.
Several protocols have been extended to multi-processor platforms. Based on
[32], Nelis et al. propose two protocols without periodicity for identical multi-
processor platforms and extended it for uniform platforms in [21,23]: The Syn-
chronous Multiprocessor Minimal Single Offset (SM-MSO) protocol and the
Asynchronous Multiprocessor Minimal Single Offset (AM-MSO) protocol. To
provide periodicity, the Synchronous Multiprocessor Maximum Deadline Offset
(SM-MDO) protocol was developed [22]. It is similar to [4], where tasks are
reweighted at runtime, and uses the EDF algorithm for scheduling the modes on
identical multiprocessors. For supporting mode-independent tasks, it is necessary
to perform a schedulability test on the whole system.

4.3 Component-Based Multi-Mode Systems

Hang and Hansson combine Component-Based Software Engineering (CBSE)
and multi-mode systems and propose a Mode Switch Logic (MSL) [10]. Usually,
this is contradictory, because the splitting of a system into modes is a top-down
approach and CBSE is a bottom-up approach. Nevertheless, they show how it is
feasible to combine and integrate them. In the development of Component-Based
Multi-Mode Systems, the behavior of the system is divided into several modes
with reusable software components to manage complexity. To switch modes in
case of an emergency, they propose an Immediate Handling with Buffering (IHB)
to switch modes quickly.

Mode switching is used in a range of component models: Koala [24], SaveCCM
[12], COMDES-II [15], RubusCMv3 [11], MyCCM-HI [5].

4.4 Programming and Specification Languages

The standardized Architecture Analysis and Design Language (AADL) is used
in the field of automotive and avionics. It presents modes as states, which are
integrated into a state machine.

Giotto is a programming language with time-triggered semantics. It is used
for safety-critical applications with hard real-time constraints, because the tim-
ing behavior is highly predictable [13].

The Timing Definition Language (TDL) [33] builds on the concept of Giotto
and is used for describing time behavior of component-based real-time applica-
tions. It provides an abstraction for independent execution times of periodic
time-triggered computational task. The language allows simulations without
having to know all physical platform details (CPU, memory, ...).
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The programming language Lustre has been extended with Mode-Automata
[18]. Maraninchi and Rémond provide a new construct which supports direct
expression of mode-structure of complex systems. They define a mode as collec-
tion of execution states [17]. These concrete states are related to the program
memory during execution. A sequence of modes is the normal system behavior.

In the area of Service Oriented Computing (SOC), Hirsch et al. propose
modes as new element of architectural descriptions, especially for complex ser-
vice oriented systems [14]. They extend the Darwin architectural language for
the description and verification of complex adaptable systems in the automo-
tive domain. Thereby, modes help as scenario-based abstraction with service
configuration to close the gap between requirements and software architectures.

5 Security and Safety

As mentioned in Sect. 4.1, using security risks as triggers for mode switches
is a new approach [34]. In many CPSs, safety is more important than secu-
rity. But security vulnerabilities can undermine safety. From a security per-
spective, patches and updates should be provided and installed as quickly as
possible. Moreover, systems should react immediately (fail-secure) if antivirus
software detects malicious files, or if an intrusion detection system identifies
suspicious processes. From a safety perspective, any change needs an impact
assessment, complete test evidence and a formal approval. Therefore, updates
are rare and need long planning. Safety-relevant processes must never be inter-
rupted or stopped without human interaction (fail-safe). Multi-modal software
architectures can overcome this contradiction and lead to resilient systems. If
security is considered from the very beginning of system design, it easier to engi-
neer secure and resilient systems that works correctly as expected even during
attacks.

In the development of safety critical Java applications mission modes provide
different functionality without a restart [35]. Imagine a pacemaker with three
modes, a normal, a surveillance, and a configuration mode. The mission goal
is that several tasks (like monitoring the heart rhythm and pacing on demand)
will run during all modes and should not be disturbed by mode switching. Other
tasks are only needed in specific modes, e.g., sending patient and device status
to a remote monitor and receiving configuration changes. These tasks have a
lower priority than vital critical tasks.

Another approach from [43] is to learn modes with machine learning. Systems
have a specific behavior under normal circumstances. In case of attacks like
sensor spoofing or Denial of Service (DoS), system behavior changes and thereby
abnormality can be detected. This approach is similar to the run-time security
detector by [30] which considers run-time changes as security incident. Based on
expert defined risk level the current mode is switched when a certain threshold
is reached.
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6 Conclusion

The idea of multi-modal systems and mode switching are used to provide schedu-
lability, periodicity, promptness and consistency for CPSs. But we can use this
approach not only to prevent resource bottlenecks, but also to engineer resilient
and secure systems with a high demand on safety. Modes are part of program-
ming and specification languages and are applied in single- and multi-core plat-
forms to provide real-time adaptivity. In Component-Based Multi-Mode Systems
reusable software components and modes allows to manage complexity and flex-
ible adjustment of behavior.

We intend to engineer CPSs with multi-modal software architectures to
bridge the interval between the time zero-day vulnerabilities become known and
the time updates become available. Modes can be switched to minimize the
attack surface. This can be done automatically if a system detects threats by
itself, or manually by an operator.

Early work on our SLR has provided a first impression about existing work
on multiple modes and mode-switching. We want to adapt our SLR and take
the scientific databases Wiley, Springer and Scopus into account. Next, we plan
to use multiple modes in the context of security. For that purpose, we plan to
build a multi-mode prototype and to demonstrate its ability to react to various
threats and attacks.
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Abstract. Distributed Denial-of-Service attacks are a dramatically
increasing threat to Internet-based services and connected devices. In
the form of reflection attacks they are abusing other systems to perform
the actual attack, often with an additional amplification factor. In this
work we describe a reflection attack exploiting the industrial Message
Queuing Telemetry Transport for Sensor Networks (MQTT-SN) pro-
tocol, which theoretically allows to achieve an unlimited amplification
rate. This poses a significant risk not only for the organizations which
are running a MQTT-SN broker but also for possible targets of such
DRDoS attacks. Countermeasures are limited as the underlying weak-
ness is rooted in the specification of MQTT-SN itself.

Keywords: Security · Reflection attack · DDoS · DRDoS · MQTT-SN

1 Introduction

The number and intensity of denial-of-service (DoS) attacks has dramatically
increased and it poses a major threat to the stability and reliability of Internet-
based services and connected devices [1]. One of the largest DoS attacks ever
observed was executed in February 2018 against the popular source code hosting
platform Github, causing incoming malicious traffic of about 1.3 terabytes per
second at its peak [3]. Another large-scale attack targeted the DNS provider Dyn
in October 2016, resulting in outages of Netflix, Visa, Amazon and other major
sites. The attack was launched using the botnet Mirai [2] consisting primarily of
Internet of Things (IoT) devices.

In both examples, other systems have been exploited to simultaneously per-
form the actual attack in a distributed fashion. In this paper, we describe a
related approach for attacks based on a weakness in the MQTT-SN protocol. We
found that MQTT-SN is particularly susceptible to misuse. Hence, in contrast
to other attacks, the exploit does not require tampering of the infrastructure.
In fact, the design of the MQTT-SN protocol and its lack of common security
mechanisms are enough to make any MQTT-SN broker a potential target that
can be abused for attacking other systems.
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The overall goal of this paper is to increase the awareness about these so-
called reflection attacks and the critical vulnerability of IoT-based systems. The
paper is structured as follows: Sect. 2 provides an overview of the relevant back-
ground on DoS attacks and the MQTT-SN protocol. In Sect. 3 the attack and our
prototypical implementation in a lab setting are described. Section 4 discusses
possible countermeasures and protection mechanisms. Finally, Sect. 5 summa-
rizes the paper and outlines future work.

2 Background

In this section we briefly review the relevant background. We start by introducing
the concept of a denial-of-service (DoS) attack, followed by a description of the
reflective and distributed variants of this attack. Finally we provide a short
explanation of the MQTT protocol and its cousin MQTT-SN, emphasising the
key security weakness of the latter which we exploit in this paper.

2.1 DoS Attack

The intention of a DoS attack is to prevent the target system from fulfilling its
tasks. The target may be any component of the system such as applications,
servers or other network components. A DoS attack can be achieved through
different means. For instance, it can be achieved by crashing an application
with malicious inputs, by consuming all available resources of a server, or by
overloading the network with traffic so that the communication is disrupted.

2.2 Reflection Attack

A reflection attack is a kind of DoS attack, which attempts to consume all the
bandwidth of the target system. Therefore, an attacker sends some valid requests
to a server. When sending the request the attacker spoofs her own IP-address to
that of her target. As a result the server sends its response to the initial request
to the attacker’s target. If the response is larger than the initial request, the
attacker has achieved an amplification of the sent data. An illustrative example
of such an attack is depicted in Fig. 1. In a real world scenario such as the one
discussed in [4], the attacker is able to use as little as 0.02% of the bandwidth
received by her victim. An example from the IoT environment is the reflection
attack on the Constrained Application Protocol (CoAP), which is described
in [5]. In addition to a possible amplification, the attacker efficiently hides her
own IP-address, so that the target is not able to identify the source of the attack.

2.3 Distributed Denial-of-Service (DDoS) Attack

A DDoS attack is an attack that involves several distributed components. A
classical example is the use of a botnet (see e.g. [2]) to simultaneously send
requests to a server to overload its capacities.
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Fig. 1. The attacker sends a request to a server and spoofs her IP-address to that of the
victim. The server then sends its response to the target of the attack. If the response
is larger than the request, an amplification of the sent data has been achieved.

Fig. 2. An attacker performs a DRDoS attack by executing multiple reflection attacks
simultaneously.

2.4 Distributed Reflective Denial-of-Service (DRDoS) Attack

When performing a simple reflection attack, one is limited by the network band-
width of the used server. An attacker only uses a small fraction of her own
network bandwidth. To use her full capacity the attacker may perform a reflec-
tion attack on more than one server simultaneously, which is called a DRDoS
attack. This type of attack is depicted in Fig. 2.

2.5 MQTT and MQTT-SN

The MQTT protocol implements Machine to Machine (M2M) communication
by enabling clients to exchange data via a central MQTT broker. A client may
publish a message to the broker within the context of a set topic. Another client
may subscribe to this topic and receive all published values.

When sending requests to the broker, the client decides on a quality of service
(QoS) level for the communication. The QoS level defines which responses are
expected and which handshakes are used. For instance, the broker accepts a
PUBLISH message with QoS 0 without sending a response. With QoS 1 the
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response is a PUBACK. When using the highest level QoS 2, the client performs
a four-way handshake with the broker.

MQTT for Sensor Networks [6] (MQTT-SN) is a variation of the MQTT
protocol aimed at embedded devices. While the standard MQTT protocol relies
in TCP to transmit packets, the MQTT-SN protocol uses UDP. The fact that
the client can decide which QoS she wants to use (no responses, no handshake),
coupled with the fact that MQTT-SN uses UDP to transmit packets, means that
it is relatively easy to perform IP-address spoofing on MQTT-SN. This opens
up the MQTT-SN protocol to reflection attacks.

3 DRDoS Attack Using MQTT-SN

In this section we describe a DRDoS attack which, using IP-address spoofing,
takes advantage of the publish-subscribe functionality of MQTT-SN. This func-
tionality enables a client to subscribe to a topic in order to receive all messages
submitted to that particular topic by other clients. For this attack to proceed,
we need a publicly available MQTT-SN broker. An overview of the attack per-
formed on a single MQTT-SN broker is shown in Fig. 3. The concrete steps of
this attack are as follows:

1. We prepare the attack by connecting some clients to the MQTT-SN broker
and spoofing our source IP to the target IP address. From the point of view
of the MQTT-SN broker, these clients are connected from the IP-address of
our target.

2. Next we choose a topic and subscribe all the clients that we connected in the
first step to that topic. Same as the connection, the subscription is done with
the “spoofed” IP-address of our target.

3. Finally, we publish an arbitrary message to the topic chosen in the previous
step. As a result the MQTT-SN broker publishes this message to all connected
and subscribed clients. Since for the broker all these clients are connected
from the IP address of our target, the targeted IP will get as many PUBLISH
messages as clients we have subscribed in the previous step. We can repeat
this last step, which allows us to easily consume all the bandwidth of the
targeted IP.

If we execute the steps above on multiple MQTT-SN broker simultaneously,
we can perform a full scale DRDoS attack with any desired amplification rate.
The only limit to this amplification rate is given by the number of simultaneous
clients that we can connect to the broker, which a priori is unbounded. This
number may however vary greatly for different implementations of the MQTT-
SN broker and available resources.

So far, we have implemented the attack in a virtual test environment using
the Really Small Message Broker1 (RSMB) MQTT-SN broker implementation.
We tested the attack with a maximum of 10, 000 clients connected to each of our

1 https://github.com/eclipse/mosquitto.rsmb.

https://github.com/eclipse/mosquitto.rsmb
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Fig. 3. We prepare the attack by connecting some clients to the MQTT-SN broker and
then subscribing all those clients to a same topic (in both cases spoofing our source IP
to the targeted IP address). We can then perform the reflection attack by publishing
on that topic.

RSMB broker instances. This resulted in an amplification rate of almost 10, 000,
even when discounting the messages used for preparing the attack and the UDP
packets lost or discarded on the way.

It is interesting to note that the amplification rate which we observed in our
test environment is much higher than the average amplification rates attained
for other protocols. In fact, the amplification rates reported in [4] are between 10
and 50, with the only exception of the memcached protocol for which the peak
has been at 50, 000.It is interesting to note that the amplification rate which we
observed in our test environment is much higher than the average amplification
rates attained for other protocols. In fact, the amplification rates reported in [4]
are between 10 and 50, with the only exception of the memcached protocol for
which the peak has been at 50, 000.

4 Countermeasures and Protection Mechanisms

The weakness that enables the described reflection attack is rooted in the
MQTT-SN protocol specification itself. As such all MQTT-SN broker imple-
mentations are affected as long as they are compliant with the specification.
Thus additional external measures are required to protect a MQTT-SN brokers
from this threat.

Enforcing additional handshakes in the protocol (e.g., by disallowing QoS
levels 0 and 1) merely increases the effort required to perform the attack, but
it does not prevent it completely. QoS level 2 guarantees that each message
is received exactly once. This is ensured by means of a four-way handshake
(PUBLISH – PUBREC – PUBREL – PUBCOMP) between the sender and the
receiver. However, this does not suffice to completely prevent the attack from
happening. It is still possible to send a spoofed PUBREL with a slight delay
after the initial PUBLISH to deceive the broker.
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Fig. 4. Extending the MQTT-SN connection protocol from a two-way handshake into a
three-way handshake with a random nonce. Required additions to the current protocol
are highlighted in red. (Color figure online)

A better solution would be for the broker to enforce a three-way handshake
for client connections. For instance, the broker could respond to a connection
attempt with a randomly generated nonce (as commonly used in authentication
protocols to ensure that old communications cannot be reused in replay attacks).
The once could be sent to the client as part of the CONNACK package. Only if
the client answers with a message (e.g. a CONNFIN) which includes the correct
nonce, then the connection attempt would be successful. This would required
changes to the MQTT-SN protocol itself as depicted in Fig. 4. In this schema,
if an attacker attempts to spoof the IP address of a client, the CONNACK will
be sent to the spoofed IP, rendering the connection attempt by the legitimate
client unsuccessful. In theory this would prevent an attacker from connecting
rouge clients, provided the messages are properly encrypted. If the messages are
not encrypted, then an attacker could clearly obtain the nonce by sniffing on the
network connection. An advantage of this approach is that only minimal changes
to the protocol would be required and that those changes would only affect the
part that deals with connections.

Of course, changes to the MQTT-SN standard involve a long and uncer-
tain process. We should then think on possible workarounds that do not involve
changes to the protocol and can effectively prevent DRDoS attacks. Some alter-
natives we can think of are the following:

– Compulsory authentication. If the broker implementation supports
authentication, we can enforce it for all connections. This would prevent an
attacker to connect the necessary clients to carry on the DRDoS attack, unless
he could somehow get hold of the credentials.

– White-listed clients. If we know beforehand the IP addresses of authorized
clients (or at least their IP range), then the server can simply reject connec-
tions from unauthorized IP addresses. This prevents the connection of rouge
clients from IP addresses that are not white-listed, making the implementa-
tion of DRDoS attacks more difficult.

– Bounded active connections. Some broker implementations can impose
limits to the number of simultaneous active connections. Although this does
not prevent an attacker from connecting rouge clients, it can significantly
restrict the potential for producing harm.
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If we are presented with a situation in which we have no influence over the
implementation and configurations of the broker, that is, a situation in which we
cannot apply any of the protection mechanisms described above, then we need
to think on different mitigation measures similar to those used for the related
problem of mitigation of DDOS attacks (see for instance [7]). A general approach
in this sense could be based on identifying suspected DDOS traffic, sending this
traffic through a high capacity network were the malicious messages can be safely
filtered. In our case this should be rather straightforward since such traffic would
consist of nearly identical MQTT publish messages sent via UDP.

5 Summary and Future Work

We have described in detail how a successful distributed DoS reflection attack
can be carried out over any system using MQTT-SN as communication protocol.
It is a noteworthy fact that by means of this attack, a single small message can
be multiplied an unbounded number of times, easily clogging up the victim’s net-
work. What makes this attack rare in comparison to other reflection attacks [4]
is the (theoretically) unlimited amplification that can be achieved.

The described attack highlights the inherent weaknesses in the MQTT-SN
protocol, as MQTT-SN lacks support for security mechanisms like simple authen-
tication. Consequently, in order to improve security and to avoid attacks, the
weaknesses in the protocol itself have to be targeted. Furthermore, although
MQTT-SN is a common and widely used protocol in IoT environments, it is
only one example of a wide range of protocol used for machine-to-machine com-
munication. Similar weaknesses may also be found in related protocols.

As future work, we plan to: (a) Investigate and quantify the actual expo-
sure of publicly available sensor networks that rely on the MQTT-SN protocol
and are affected by this inherent vulnerability; (b) determine which other pub-
lish/subscribe protocols suffer from similar weaknesses and are prone to related
exploits; and (c) propose general viable solutions to protect sensor networks that
rely on publish/subscribe protocols from this kind of vulnerabilities.
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Abstract. Parking occupancy is influenced by many external factors
that make the availability prediction task difficult. We want to investi-
gate how information from different data sources, such as events, weather
and geographical entities interrelate in affecting parking prediction and
thereby form a knowledge graph for the parking prediction problem.

In this paper, we try to tackle this problem by answering the following
questions; What is the effect of the external features on different mod-
els? Is there a correlation between the amount of historical training data
and external features? These questions are evaluated by applying three
well-known time series forecasting models; long short term memory, con-
volutional neural network and multilayer perceptron. Additionally we
introduce gradient boosted regression trees with handcrafted features.
Experimental results on two real-world datasets showed that external
features have a significant effect throughout the experiments and that
the extent of the effectiveness varies across training histories and tested
models. The findings show that the models are able to outperform recent
work in the parking prediction literature. Furthermore, a comparison of
the feature-engineered gradient boosted decision trees to other potential
models has shown its advantage in the field of time series forecasting.

Keywords: Time series forecasting · Parking occupancy · Machine
learning

1 Introduction

The search for available parking spaces in central business district areas gener-
ates numerous disadvantages with regards to the traffic efficiency and ecological
externalities, such as city air-pollution and parking search traffic. Moreover, vari-
ous sources attest that over one-third of the upcoming congestions originate from
searching for free parking spaces [10,13] constituting a major inefficiency in terms
of time costs for citizens. Providing timely availability information concerning
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city car parks can mitigate both, ecological and time-efficiency drawbacks by
suggesting vacant parking spaces to drivers before they commence their journey.

With regards to these motivational grounds, a recently growing literature
applies deep learning (DL) approaches to the time series forecasting prob-
lem, achieving noticeable gains concerning the overall forecasting performance
[3,14,15]. A number of these approaches integrate external context information
[8,14,15], but while these approaches emphasize the nature, in which they are
introduced to the given model, it remains largely unstudied how the effectiveness
of these features varies across different models and different amounts of historical
data.

In this work, we therefore investigate the effect of external features on the
prediction of parking occupancy based on different amounts of training data
considering four models: long short term memory (LSTM), convolutional neural
network (CNN), and multilayer perceptron (MLP) and gradient boosted regres-
sion trees (XGboost). The aim is to identify differences in the selected models
under varying data availability circumstances and accentuate the effectiveness
of external context features in this regard. The findings support the effective-
ness of external features in parking occupancy prediction and underline that the
extent and direction of the effect greatly depend on the model and amount of
training data selected. To this end, XGBoost outperforms other models in the
long run given the additional features. Our results are substantiated by a com-
parative analysis regarding the work by Camero et al. [3], where the selected
models in the present work outperform those in [3]. Moreover, we compare the
feature-engineered XGBoost to DL models in other time series forecasting fields
and reveal its competitiveness to thoroughly elaborated DL frameworks, such as
the deep air quality forecasting framework (DAQFF) [6].

The remainder of the paper is structured as follows: Sect. 2 reviews the exist-
ing approaches in the field of parking occupancy prediction. Section 3 introduces
the followed methodology. Section 4 elaborates on the experiments, discusses
some preliminary feature analysis and documents the results, whereas Sect. 5
concludes.

2 Related Work

Being part of the family of time series forecasting problems, parking occupancy
prediction constitutes an extensive body of research. The designed approaches
range from regression-based methods to neural network (NN) models. This
section comprises an overview of the recent developments regarding parking
availability prediction with a particular focus on machine learning models.

The majority of the recent works in the area of parking occupancy predic-
tion present distinct NN-based learning approaches [3,7,11,12], for example con-
cerning real-time occupancy prediction; Rong et al. [11] employ a DL approach
(Du-Parking) that models temporal closeness, period and general influence to
estimate the final parking availability of parking lots in nine Chinese cities. The
same type of methodological approaches can be found in the traffic prediction
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field; numerous works center NNs in their approach, capturing spatial-temporal
correlations by integrating these models into end-to-end architectures to process
heterogeneous time series, such as weather and events time series, in a unified
framework [9,14,16]. This way of processing heterogeneous time series data into
single NN models has inspired the architecture of the proposed LSTM model
structure in Sect. 3.

Nevertheless, there exist other ways to proceed; Probabilistic approaches in
the parking occupancy field [1,2,8] concentrate mainly on modeling continuous-
time Markov models, where Beheshti et al. [1] focus on a hybridization of a
Markov chain Monte Carlo model with an agent-based model to predict parking
and traffic fluctuations.

Closer to our work, Zheng et al. [17] analyze three non-parametric mod-
els (regression tree, NN, support vector regression (SVR)) based on three fea-
ture sets, concluding that given its small computational costs, regression trees
performs best for predicting parking occupancy. Chen [4] explores the effects
of aggregation on parking occupancy prediction by evaluating different models
(ARIMA, SVR, NN) on data from San Francisco. Camero et al. [3] focus on
meta-heuristic approaches regarding the optimization of Recurrent NNs to pre-
dict parking occupancy. What distinguishes the present work from these studies
is, on one hand, the selection of models, which are extensions or modified versions
of those used in the studies mentioned above. On the other hand, we additionally
incorporate external context information and enlarge the experimental scope by
employing scalability experiments.

3 Methodology

The goal is to study and evaluate the influence of the external features on parking
occupancy using different models. This section is dedicated to the formulation
of the research problem and to the elaboration of the used models.

3.1 Problem Formulation

The occupancy prediction problem intends to predict the occupancy at time
t + h given data from the time interval t − l to t, where h is the forecasting
horizon and l is the history. The input instances are considered as a vector
(yt−l,...,t, ft−l,...,t), where yt−l,...,t ∈ Rl is the historical occupancy data and
ft−l,...,t ∈ Rl×J with feature dimension J , denotes the external features to pre-
dict a vector (yt+1, . . . , yt+h). We define the loss function over N instances as
follows and optimized it using Adam optimizer.

L(θ) =
N∑

i=1

h∑

k=1

(yt+k − ŷt+k)2 + λ‖θ‖2 (1)
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3.2 LSTM

The LSTM model as shown in Fig. 1 consists of three main components, each
handling different types (time, static and event) of input features. The input-
data is cut into windows consisting of two hours in order to predict one hour.
Static features are encoded by two fully connected layers before being introduced
into a single LSTM layer of 128 neurons and ReLu activation function together
with the time features [9,15]. Event features are taken into a separate one-layer
LSTM with 128 neurons and ReLu activation function, before both outputs,
are combined and fed into a final fully connected layer for the multi-output
prediction.

Fig. 1. LSTM model.

3.3 CNN

As for the LSTM model, the input data is divided into time windows. As shown
in Fig. 2), all types of features are simultaneously fed into two 1D-CNN layers.
A fully connected layer is implemented on the flattened output to get the final
multi-output prediction. We investigated in different network structures con-
cerning the CNN; a simple one, as described above, proved to work very well in
comparison to more extensive structures.

Fig. 2. CNN model.
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3.4 XGBoost

The data is introduced, in a distinct windowed fashion producing continu-
ous multi-output predictions to allow direct comparability with the predictions
obtained from LSTM and CNN. Figure 3 shows how the time windows are trans-
formed into 2D instances, in which the target feature, occupancy (red blocks), is
concatenated with the last time step of the explanatory features (grey block). We
conducted empirical evaluations on how many time-steps, regarding the explana-
tory features should be included in the 2D representation of the instance and
concluded that the last time step only provides the best results concerning the
prediction- and computational-performance. These 2D instances are then taken
as input for the multi-output XGBoost to get the prediction corresponding to
each of the input instances.

Fig. 3. Feature engineered XGBoost model. (Color figure online)

3.5 MLP

Finally, as a basic baseline model, we employ an MLP that consists of a simple
fully connected layer, where the input is again a sequence of 2D instances similar
to XGBoost. In our implementation, the fully connected layer comprises 100
neurons followed by a second layer that is composed of 50 neurons and the
activation function ReLu. Lastly, another fully connected layer for the multi-
output prediction is instantiated.

4 Experiments

This section discusses the setup, datasets and extracted features for the main
experiments, before the results are demonstrated and analyzed along the follow-
ing research questions:
RQ1: What is the effect of external features on different models?
RQ2: Is there a correlation between the amount of historical training data and
external features?
RQ3: Is the performance of the selected models comparable to that in other
recent parking prediction works?
RQ4: How competitive is XGBoost against DL models?
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4.1 Evaluation Protocol

We cut the data time-consistently into training, validation and testing (80, 10,
10% respectively). Our objective is to minimize the RMSE between the actual
occupancy Y and the predicted occupancy Y ′. Each RMSE value is validated by
five identical runs for each experiment and hyperparameters were tuned for each
model individually in an empirical fashion. The structural model parameters in
the model descriptions above were giving the best results respectively.

RMSE =

√
1
N

(Y − Y ′)2 (2)

4.2 Datasets

The subsequent, publicly available datasets are used to evaluate our research
proposition.

Banes Dataset: The Banes Historic Car Park Occupancy1 is provided by the
Bath and North East Somerset Council. It consists in total of 2.517.509 records,
of which 1.256.976 were used, from eight different off-street car parks located in
Bath, UK. The time series is updated every five minutes. For the first six parking
locations we used the data collected for the years 2017 and 2018, otherwise,
data from 2015 and 2016 was used due to incompleteness. Issues were discovered
regarding temporary sensor malfunctions, reserved parking spots and similar
failures. These problems were addressed as follows: The percentage values beyond
100% were adjusted to 100%, the absolute value of negative percentages was
taken, out-of-date data and duplicate readings are discarded.

Birmingham Dataset: The UCI repository dataset “Parking in Birmingham”2

comprises in total 35717 records of occupancy rates of 30 car parks in Birming-
ham, UK. The occupancy values were updated every 30 min during peak hours
only, that is, from 7:00 to 16:30. We neglected the data concerning car park 8
and 21 as the majority of the data was missing.

4.3 Feature Extraction

Since a major part of this work involved the extraction and incorporation of
external context features that were not included in the original datasets, we
dedicate this section mainly to the illustration and elaboration of those gathered
features.

1 https://data.bathhacked.org/Transport/BANES-Live-Car-Park-Occupancy/u3w2-
9yme.

2 https://data.birmingham.gov.uk/dataset/birmingham-parking.

https://data.bathhacked.org/Transport/BANES-Live-Car-Park-Occupancy/u3w2-9yme
https://data.bathhacked.org/Transport/BANES-Live-Car-Park-Occupancy/u3w2-9yme
https://data.birmingham.gov.uk/dataset/birmingham-parking
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Temporal Features. Temporal features refer to the features that can be
retrieved from the timestamp, at which the sensors recorded a particular parking
occupancy. Additional to the original features contained in the dataset (times-
tamp, occupancy, capacity, etc.), we extracted the Year, Month, Day, Hour,
Minute, “Is Weekend” and “Day of Week” as independent explanatory features.
The feature “Is Weekend indicates if the occupancy rate was recorded during the
weekends or working days and, “Day Of Week” indicates the weekday, encoded
as a number ranging from 0–6.

Spatial Features. To include the influence of several spatial and geographical
circumstances, we considered several physical points of interest that surround
a particular parking location (number of schools, burial grounds, general prac-
titioners and parks), which were retrieved using the Places API3 provided by
Google Inc. Since these features are deterministic per location and don’t change
over time, we consider them as static.

Meteorological Features. Meteorological changes influence the parking avail-
ability on multiple levels; e.g. when it rains, chances are that the demand for
parking spaces in the city increases as citizens prefer to drive to the city, whereas
it might also be the case that on rainy days, people prefer to stay at home while
they can, thereby reducing parking occupancy. We included several meteorolog-
ical features, such as temperature and humidity as well as weather conditions
(e.g. sunny, windy, rainy, etc.).

Event Features. We considered for example Football and Rugby games by
including a binary variable indicating whether such an event took place on the
given day or not. The information was retrieved manually by researching the
match fixtures for a given year on the web4. Figure 4 shows that events can also
have adversarial effects on parking occupancy when the event location is not in
the range of the parking locations considered, whereas Fig. 5 displays the feature
importance across all features for the case of the Birmingham dataset.

4.4 Features Effect and Scalability Experiments (RQ1 and RQ2)

The results of the scalability experiments in Fig. 6 display an overall down-
ward trend of the RMSE values considering more training history across mod-
els. XGBoost continuously benefits from both, more historical data and included
features, even though it cannot make use of additional features for as little as
one day of data. The opposite behavior can be observed for LSTM and CNN;
the models benefit from the additional features regarding small training data
sizes, but the feature effectiveness declines gradually with more training data,
concluding that LSTM is mainly affected by history for prediction.
3 https://cloud.google.com/maps-platform.
4 http://bath.co.uk/event/bath-city-fc.

https://cloud.google.com/maps-platform
http://bath.co.uk/event/bath-city-fc
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Fig. 4. Event day vs. no event day Fig. 5. Feature importance (XGBoost)

The two main findings regarding the Banes dataset are emphasized by the
results from the Birmingham dataset shown in Fig. 7. For MLP and CNN there
is no common trend in the two datasets, but for the Birmingham data, MLP acts
the same way as XGBoost. Hence, XGBoost is the model that performs best in
the long run given the additional features, whereas LSTM does not increasingly
benefit from the information in the features when extending the training history.

Fig. 6. Banes data results (forecasting:
1 h (12 instances), window size of 2 h)

Fig. 7. Birm. Data results (forecasting:
1 h (2 instances), window size: 2 h)

4.5 Comparison to Other Parking Prediction Models (RQ3)

The study we are comparing our work to, considers training each parking loca-
tion in the Birmingham dataset separately and thus, despite it being computa-
tionally expensive, we followed the same evaluation scheme for the purpose of
comparability.

Table 1 compares our configured models (in bold) to the employed RNN
and the associated baselines (P, F, KM, KP, SP, TS) in [3]. On average, all
the models considered in the present paper, except LSTM, outperform the ones
in [3], where CNN performs best followed by XGBoost (XGB). Since separate
models are trained for each parking location, this generally accounts for less
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Table 1. Average, maximum and minimum mean average errors for predicting normal-
ized occupancy rates across the parking locations on Birm. Data (forecasting horizon:
1 day (18 instances), window size: 3.5 h)

Models P F KM KP SP TS RNN LSTM CNN MLP XGB

Mean 0.067 0.079 0.102 0.101 0.073 0.067 0.079 0.068 0.019 0.059 0.054

Max 0.132 0.148 0.177 0.179 0.139 0.129 0.137 0.077 0.025 0.104 0.104

Min 0.016 0.024 0.048 0.049 0.025 0.023 0.033 0.056 0.016 0.021 0.025

training data per model, in this way Table 1 supports the results from Fig. 7
in that LSTM does not perform optimally given limited training data, whereas
CNN and MLP perform already fairly well. These results also support the notion
of the effectiveness of feature aggregation on the Birmingham dataset.

4.6 Competitiveness of XGBoost in Multivariate Time Series
Forecasting (RQ4)

We employ the feature-engineered XGBoost model on the problem of air quality
prediction and compare it to DL-based models using the publicly available UCI
repository dataset PM2.55. Table 1 and Fig. 8 highlight the performance and
competitiveness of XGBoost for time series forecasting. Both, the DAQFF [6]
and the Time Series Sequence-to-sequence Deep learning Framework (TSDLF)
[5] consists of complex forecasting frameworks, in which the main architectural
focus is laid on LSTMs. Regarding Table 2, the columns are dedicated to different
forecasting horizons, where a training window of 6 time-steps is used to forecast
1, 3 and 6 time-steps respectively. XGBoost outperforms the given baselines, as

Table 2. The table shows the RMSE of [5] vs
XGBoost given different forecasting horizons and
a lookup size 6, (w, h).

Models (6,1) (6,3) (6,6)

SVR-POLY 0.068 0.116 0.098

SVR-RBF 0.045 0.055 0.067

SVR-LINEAR 0.034 0.057 0.072

LSTM 0.051 0.048 0.058

GRU 0.042 0.063 0.178

RNN 0.099 0.098 0.097

TSDLF 0.031 0.040 0.049

XGBoost 0.022 0.033 0.044

Fig. 8. Results of [6] vs XGBoost
.

5 https://archive.ics.uci.edu/ml/datasets/Beijing+PM2.5+Data.

https://archive.ics.uci.edu/ml/datasets/Beijing+PM2.5+Data
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well as the TSDLF in all forecasting horizons. Figure 8 shows that XGBoost
outperforms the DAQFF for all indicated training windows (lookup sizes) by
far.

5 Conclusion

Apart from constituting that the aggregated features generally affect parking
occupancy prediction, the results of the experiments (on both datasets) above,
put forth two notions regarding the extent and direction of this effect concerning
the different models; For one thing, we see differences in the behavior of the mod-
els regarding the inclusion of additional features; here XGBoost greatly benefits
not only from more past information but also from the external context features.
On the other hand, we observe that the overall performance of LSTM remains
behind expectations, especially in the long run when comparing it directly to
XGBoost.
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Abstract. Knowledge graphs, powerful assets for enhancing search and various
data integration, are being essential in both academia and industry. In this paper
we will demonstrate that knowledge graph abilities are much wider than search
and data integration. We will do it in a twofold manner: 1) we will show how
to build knowledge graph in Spark instead of using SPARQL language and how
to explore data in DataFrames and GraphFrames; and 2) we will reveal Spark
knowledge graph as a bridge between logical thinking and graph thinking for data
mining.
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1 Introduction

On his keynote presentation on Semantics 2017 conference in Amsterdam, Aaron
Bradley declared that “SemanticWeb has died but in 2012 it was reincarnated by Google
Knowledge Graph” [1]. Since that time knowledge graph was adapted by many com-
panies as a powerful way to integrate and search various data. In this paper we will
demonstrate some examples showing that knowledge graph abilities are much wider
than search and data integration.

Just because Semantic Web was reborn to knowledge graph, does not mean that
knowledge graph methodology is limited to SemanticWebmethodology. In particularly,
knowledge graphs with methods based on SPARQL language have many limitations [2]
such as not supported language negation or predicate propertied. In this paper we will
show how to build a knowledge graph in Spark Scala and how to explore data using
Spark DataFrames and Spark GraphFrames.

Why Spark? Spark is a powerful open source analytics engine with libraries for
SQL (DataFrames), machine learning, graphs (GraphFrames) that can be used together
for interactive data exploration and supports wide array of data formats and storage
systems [3, 4]. Until recently there were no processing frameworks that were able to
solve several very different analytical problems like ETL, statistics and graphs in one
place. Databricks supports running Spark code on Amazon Cloud via free Databricks
Community [5].

DataFrames is a distributed collection of data organized into named columns [6]
conceptually the same as table in a relational database. It can be constructed from a
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wide variety of sources and was created to leverage power of distributed processing
frameworks to solve very complex problems.

Spark GraphFrames [7] is graph library build on top of DataFrames. It is a very
powerful tool for performing distributed graph computations on big data that allows to
combine graph in relational logic.

2 Artist Biography Knowledge Graph

2.1 Building Knowledge Graph in Spark

After knowledge graph was introduced by Google in 2012 it was adapted by many
companies as Enterprise Knowledge Graph and is well known as a powerful engine for
search and integration of various data [8].

Knowledge graph concept is much wider than search and data integration. We will
show how knowledge graph can be used for data exploration to get a deeper view of
data.

To illustrate how knowledge graphs can be built and explored in Spark, as a data
domain we will use modern art movement data. First, we will create Artist Biography
knowledge graph from a Kaggle dataset ‘Museum of Modern Art Collection’ [9]. Sec-
ond, we will find connections between artists based on data from MoMA exhibition:
‘Inventing Abstraction 1910–1925’ [10]. And third, we will get names of key artists
from data about timeline of the ‘Modern Art Movements’ [11].

From Kaggle dataset we extract biography data (Artist, ArtistBio, Nationality,
BeginDate, EndDate, Gender) for several artists:

(1935),(Male) 

(1985),(Male) 

(Female) 

(1940),(Male) 

(1944),(Male) 

To build Spark knowledge graph on Artist - Nationality relationships, we will create
nodes and edges by loosely following the RDF standards, i.e. (subject, object, predicate)
form:
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val graphNodesNationality=aboutArtist.select("Artist").
union(aboutArtist.select("Nationality")).distinct.toDF("id")

val graphEdgesNationality=aboutArtist.select("Artist","Nationality").
toDF("src","dst").withColumn("edgeId",lit("Nationality")).distinct

val graphNationality =  
GraphFrame(graphNodesNationality, graphEdgesNationality)

2.2 Knowledge Enrichment

Based on data, we can see that some artists changed their nationalities, for example,
Marc Chagall, French, was born in Belarus in 1887. This is confusing because Belarus
country was founded in 1990. Usually art museums display countries that artists’ places
of birth currently belong. To enrich knowledge graph code for artist’s country of birth and
born nationality, we change current country names to historical country names: changed
“Russia”, “Ukraine”, and “Belarus” to “Russian Empire”. Then we map artist’s country
of birth to artist born nationality (bornNationality). Comparing artist’s Nationality with
bornNationality gives us a list of artists who changed their nationalities:

Artist, bornNationality, Nationality
Paul Klee, Swiss, German
Vasily Kandinsky, Russian, French
Marc Chagall, Russian, French

Spark code details can be found in our post [12].

2.3 Transform Tabular Data to Knowledge Graph

Another way to compare Spark knowledge graph method with SPARQL is building a
knowledge graph from tabular data. In Spark it is very easy to automate this process.
First, we will get column names:

val columnList=artistBio.columns
columnList: Array[String] = Array(Artist, BeginDate, EndDate,  
Nationality, Gender, bornInCountry, bornNationality)

Next, for all columns we will create pair edges {‘Artist’, ‘other columns’} and nodes
{‘Artist’}, {‘other columns’}:

var graphEdges: DataFrame = Seq(("","","")).toDF("src","dst","edgeId")
var idx=0
for (column <- columnList) {
graphNodes=graphNodes.union(artistBio.select(column))
if (idx>0) { 
graphEdges=graphEdges.union(artistBio.
select(artistBio.columns(0),column).
toDF(“src","dst").withColumn("edgeId",lit(column)))

} 
idx=idx+1

}  

Finally we will build a knowledge graph:

val graphNodesArtistBio=graphNodes.filter('id=!="").distinct
val graphEdgesArtistBio=graphEdges.filter('src=!="").distinct
val graphArtistBio =  
GraphFrame(graphNodesArtistBio, graphEdgesArtistBio)
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Spark code details can be found in our post [12].

2.4 Graph Visualization

To visualize graph (Fig. 1) we will translate graph edges to DOT language - graph
description language for graph visualization [13]. For graph visualization we used Gephi
tool [14].

Fig. 1. Subgraphs on Artist Bio knowledge graph: a) Artists Nationalities from Kaggle dataset;
b) Artists Born Nationalities.

Graph edges to DOT language code:

display(graphArtistBio.edges.filter('edgeId==="bornNationality").
map(s=>("\""+s(0).toString +"\" -> \""+s(1).toString +"\""+" ;”)))

"Natalia Goncharova" -> "Russian" ; 
"Georges Braque" -> "French" ; 
"Egon Schiele" -> "Austrian" ; 
"Franz Marc" -> "German" ; 
"Paul Klee" -> "Swiss" ; 
"Marc Chagall" -> "Russian" ; 
"Joan Miró" -> "Spanish" ; 
"Vincent van Gogh" -> "Dutch" ; 
"Kazimir Malevich" -> "Russian" ; 
"Pablo Picasso" -> "Spanish" ; 
"Oskar Kokoschka" -> "Austrian" ; 
"Vasily Kandinsky" -> "Russian" ;

2.5 Knowledge Graph Queries

Here are two examples of knowledge graph queries that are using Spark instead of
‘traditional’ SPARQL language. Let’s say we need to find pairs of artists that were born
in the Austria.

First method is using Spark DataFrames language by self-joining ArtistBio table:

val sameCountryBirthDF = artistBio.select("Artist","bornInCountry").
join(artistBio.select("Artist","bornInCountry").
toDF("Artist2","bornInCountry2"),'bornInCountry==='bornInCountry2).
filter(‘Artist<‘Artist2).
select("bornInCountry","Artist","Artist2").distinct

Austria, Egon Schiele, Oskar Kokoschka
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Second method is using Spark GraphFrames motif ‘find’ function [15]. This method
is conceptually similar to {subject - predicate -> object} and it is better understandable
and more elegant than self-joining of tabular data:

val sameCountryBirthGF=graphArtist.
find("(a) - [ac] -> (c); (b) - [bc] -> (c)").
filter($"ac.edgeId"===$"bc.edgeId" && $"ac.edgeId"==="bornInCountry").
filter($"a.id"<$"b.id").select("c.id","a.id","b.id").
toDF("bornInCountry","Artist1","Artist2").distinct

Austria, Egon Schiele, Oskar Kokoschka

3 Modern Art Movement Knowledge Graph

3.1 Semi-structured Data

To show how to use knowledge graph to integrate different data, first we will build a
knowledge graph of modern art key artists. From semi-structured dataset about timeline
of the Modern Art Movements [11] we will get names of key artists of modern art
movements. From this list we will get a subset of artists from our artist biography
knowledge graph. In our post [16] you can find data processing code in details.

1872 – 1892, Impressionism, Claude Monet
Early 1880s - 1914, Post-Impressionism, Paul Gauguin
Early 1880s - 1914, Post-Impressionism, Paul Signac
Early 1880s - 1914, Post-Impressionism, Paul Cézanne
1905 - 1910, Fauvism, Henri Matisse
1907 – 1922, Cubism, Pablo Picasso
1907 – 1922, Cubism, Georges Braque
1909 – late 1920s, Futurism, Natalia Goncharova
1913 – late 1920s, Suprematism, Kazimir Malevich
1917 – 1931, De Stijl, Piet Mondrian
1924 - 1966, Surrealism, Joan Miró 
1943 – 1965, Abstract Expressionism, Jackson Pollock

Knowledge graph edges:

val modernArtEdges=  
modernArtData.select("keyArtist","artMovement").toDF("src","dst").
withColumn("edgeId",lit("artMovement")).
union(modernArtData.select("artMovement","time").toDF("src","dst").
withColumn("edgeId",lit("time"))).distinct

Modern Art Movement knowledge graph:

val modernArtGraph=GraphFrame(modernArtEdges.select("src").
union(modernArtEdges.select("dst")).distinct.toDF("id"),
modernArtEdges.distinct)

3.2 Knowledge Graph Integration

There are two ways to integrate two knowledge graphs: combine edges of both graphs or
overlap vertices of both graphs. To integrate Modern Art Movement knowledge graph
with Artist Biography knowledge graph we will follow the second way.
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From Artist Biography knowledge graph we will take only information about
nationalities and countries where artists were born.

val modernArtBioEdges = graphArtistBio.edges.
join(modernArtKeyArtists,'src==='keyArtist).drop("keyArtist").
union(modernArtGraph.edges).
filter(not('edgeId.isin("EndDate","BeginDate","Gender")))

Build a knowledge graph:

val modernArtBioGraph=GraphFrame( 
  modernArtBioEdges.select("src"). 
  union(modernArtBioEdges.select("dst")).distinct.toDF("id"), 
  modernArtBioEdges) 

Integrated knowledge graph shows biographies ofModernArtMovements key artists
(Fig. 2).

Fig. 2. Relationships between modern art movements.

This graph shows unknown connections between modern art movements: Impres-
sionism, Post-Impressionism, Fauvism, Cubism and Surrealism were created by artists
born in France or Spain. These art movements had no connections with Futurism and
Suprematism that were created by artists born in Russian Empire.

4 Conclusion

In this paper we illustrated how Spark knowledge graph can build a bridge between
logical thinking and graph thinking for data exploration. In data mining examples we
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demonstrated that Spark GraphFrames library provides a flexibility to switch between
SQL functions and graph functions.

Exploring data about modern art artists we found unknown connections between
artists and between modern art movements.
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Abstract. An open information extraction approach for knowledge
graph construction is presented. The motivation for the work is that large
quantities of scholarly documents are available within many domains of
discourse, and the subsequent challenge is to identify the most relevant
articles concerning a particular topic. The proposed approach takes a
document corpus and identifies triples within this corpus which are then
processed to generate a literature knowledge graph. The extraction of
triples is conducted using an open information extraction approach. The
proposed OIE4KGC approach was evaluated using a bespoke clinical
research methodology dataset and a benchmark dataset. A f-score of 51%
was achieved on a clinical research methodology dataset and a f-score of
37% was achieved on the benchmark dataset.

Keywords: Open information extraction · Literature knowledge graph
construction

1 Introduction

The number of available scientific papers has been increasing at an exponential
rate. In 2009, it was estimated that the 50 million mark in the number of scien-
tific papers was passed [2]. One solution is online article repositories, which typ-
ically feature some limited form of search facility. One example is the abstracts
stored in the MEDLINE1 repository, which can be accessed (searched) using
the PubMed2 interface. However the search functionality supported by these
systems is typically inadequate for efficiently searching large repositories. An
alternative solution, which is advocated in this paper, is to store the document
corpus in a literature knowledge graph [14,15] where the vertices represent con-
cepts and documents, and the edges represent relationships between concepts,
or concepts and documents [1,9–11,18,19]. This, it is suggested, will provide
a better organisation of the data and consequently provide for more effective
information retrieval and knowledge understanding.
1 https://www.nlm.nih.gov/bsd/medline.html.
2 https://www.ncbi.nlm.nih.gov/pubmed/.
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To create a literature knowledge graph, information extraction techniques
are applied to the unstructured text in the document corpus. The extracted
information can then be used to build the desired literature knowledge graph.
However, there are many challenges to building effective information retrieval
systems regardless of the domain of discourse. A particular issue is that the
vocabulary in many domains tends to be extensive, compounded by the fact
that there are often semantic variations for the same concept and that the rela-
tionships between concepts are often complex. This is especially the case in the
clinical domain.

Traditional information extraction techniques for building knowledge graphs
tend to use a pre-defined schema, an agreed set of specific concept types and
relation types for vertices and relations; and typically operate using domain-
specific supervised learning approaches that require training data [12,22–25].
However, the training data and a schema specific to a domain of discourse is
typically not available in many cases. An alternative is to use domain indepen-
dent Open Information Extraction (OIE) models that are already pre-trained on
general datasets. The knowledge graphs constructed using OIE do not require a
pre-defined schema. Open information extraction techniques make use of a set
of patterns to extract triples. Each triple consists of two arguments, a subject
and an object, and a predicate (relation) linking the arguments, which can then
be used to construct a knowledge graph [8].

This paper presents the Open Information Extraction for Knowledge Graph
Construction (OIE4KGC) approach; a novel process for generating a literature
knowledge graph from a given corpus using the concept of OIE. The focus for the
work is clinical trial’s methodology literature; an essential resource in facilitat-
ing clinical trials research. The dataset used for evaluation purposes consisted
of 400 abstracts on recruitment strategies for clinical trials, selected from the
ORRCA dataset3 [4]. The abstracts in this dataset represent recruitment strate-
gies, adopted by clinical trials, when recruiting patients for trials.

The rest of this paper is structured as follows. Section 2 considers previous
work directed at the concept of creating knowledge graphs from unstructured
text. In Sect. 3 the proposed OIE4KGC approach is described. Section 4 then
presents the evaluation of the proposed OIE technique for knowledge graph
generation. Finally, Sect. 5 concludes the paper with a summary of the main
findings and directions for future work.

2 Literature Review

This literature review section presents an overview of existing work on open
information extraction and knowledge graph construction relevant to the work
presented here. It has been divided into two sections. The first, Sect. 2.1 considers

3 The ORRCA (Online Resource for Recruitment Research in Clinical Trials) dataset
is part of a PhD with the University of Liverpool’s Biostatistic’s department. This
dataset will be released publicly on the author’s website.
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OIE techniques; and the second, Sect. 2.2, describes some of the existing work
on knowledge graphs.

2.1 Open Information Extraction

Recently, many attempts have been made at using OIE techniques for converting
unstructured text to structured text. Existing techniques based on the idea of
OIE use a set of patterns to convert a sentence into relational triples. OIE
techniques can be divided into three categories: (i) learning-based, (ii) rule-based
and (iii) inter-proposition-based:

Learning-Based Systems. Learning-based open information extraction sys-
tems use training data, from which a model is learned for producing relational
triples. One of the first systems directed at learning-based OIE was TextRunner
[5]. Using TextRunner, a small sample of sentences are first parsed using Penn
Treebank after which a dependency parser is applied to identify and label a set of
“extractions” as positive and negative training examples. In [27] an open infor-
mation extraction system is used, and relies on a bootstrapping approach based
on a wikipedia dataset [6]. In [8] an OIE system, called RnnOIE4 founded on
a deep-learning based approach was presented. RnnOIE is a model pre-trained
on the OIE2016 dataset. The reported experiments demonstrated that RnnOIE,
was able to outperform many state of the art benchmarks. The RnnOIE tool
was therefore adopted with respect to the OIE4KGC approach described in this
paper.

Rule-Based Systems. A number of approaches to OIE make use of hand-
crafted extraction rules. One example is REVERB [7], this is a “shallow extrac-
tor” that makes use of hand-craft extraction rules. REVERB addresses the prob-
lems of uninformative and incoherent extractions. Another rule-based approach
is PredPratt [16], which used a set of non-lexicalised rules, defined over universal
dependency parses, for extracting predicate-argument structures. The disadvan-
tage is the need to hand-craft the rule set. The approach was therefore deemed
inappropriate for the knowledge graph generation application.

Inter-Proposition Relationship Based Systems. OIE systems extract a list
of relational triples also called propositions, where each proposition consists of a
single predicate and a number of arguments from an input sentence. The major-
ity of the above mentioned OIE systems are not capable of capturing the com-
plete expression in a sentence as they ignore the context under which a proposi-
tion is complete. An example of such a scenario is the relational triple 〈Barack
Obama, was a, good president〉 from the sentence “Democrats believe that Barack
Obama was a good president”; this triple is inappropriate since the input sen-
tence is not asserting this proposition. Such shortcomings can be handled by
OLLIE [26], which adds an additional attribute context to the extracted rela-
tion triple or proposition, showing that a proposition is reported by some entity
(AttributedTo believe; Democrats). This idea of adding additional attributes to

4 https://github.com/gabrielStanovsky/supervised-oie.

https://github.com/gabrielStanovsky/supervised-oie
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an extracted relation triple or proposition is referred to as inter-propositional
relation. Another similar state-of-the-art approach was proposed in [13] where a
nested representation for OIE was presented. This approach was able to capture
high-level dependencies, allowing for an improved representation of the meaning
of a sentence. However, for the purpose of building literature knowledge graphs
this limitation of learning based systems was accepted; additional attributes
could always be added at a later date.

2.2 Knowledge Graphs

As noted in the introduction to this paper, knowledge graphs are labelled graphs
where vertices represent concepts and edges represent relations between them.
Previous work on the automatic construction of knowledge graphs can be divided
into two categories: (i) Domain-Specific Knowledge graphs and (ii) Literature
Knowledge graphs:

Domain Specific Knowledge Graphs. Domain Knowledge Graphs, as the
name implies, are domain-specific, meaning that the text used in the construction
of the knowledge graph is limited to a specialised field like biology, physics,
computer science or any other domain of discourse. One of the first few attempts
at creating a knowledge graph in the biomedical science domain involved the use
of rdf-extraction from excel sheets in [20]. A recent, frequently cited work [21]
focused on the construction of a knowledge graph for the domain of biomedical
sciences.

Literature Knowledge Graphs. Literature knowledge graphs act as a storage
mechanism for representing concepts and relations in the literature associated
with some domain of interest. A well-known literature knowledge graph, is that
used within Semantic Scholar is presented in [15]. Another well-known litera-
ture knowledge graph was created by Microsoft and comprised author vertices,
concept vertices, paper vertices and edges connecting them [28].

3 Open Information Extraction for Knowledge Graph
Construction (OIE4KGC)

In this section the proposed OIE4KGC approach is presented. Subsect. 3.1 first
gives a problem definition for literature knowledge graph construction. There
are two kinds of vertices in the envisioned knowledge graph: (i) concept vertices
and (ii) document vertices. The vertices are linked by edges representing rela-
tionships. The proposed approach is illustrated in Fig. 1 with an example taken
from the ORRCA dataset used for evaluation purposes. From the figure it can be
seen that OIE4KGC comprises four main components: (i) Triple Extraction. (ii)
Triple Filtering, (iii) Concept Linking and (iv) Merging of vertices and Knowl-
edge graph population. Each is discussed in further detail in Subsects. 3.2, 3.3
and 3.4. The pseudocode for the OIE4KGC is given in Algorithm 1; this will be
referred to in the following sub-sections.
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3.1 Problem Definition

The aim is to construct a literature knowledge graph G = {V,E} where the
set of vertices V represent documents (abstracts) or concepts, and the set of
edges E represent relationships. Given, a corpus of n documents (abstracts),
D = {D1, . . . , Dn}, where each document is comprised of m sentences S =
{S1, . . . , Sm}, the task is to find an appropriate set of triples T from each sentence
in each document and use these triples to construct G. A triple T takes the form
〈as, r, ao〉, where as is the subject argument, ao is the object argument and r
is a predicate (relation) between them; each is represented by a string. The
arguments represent concepts which may potentially be included in the eventual
knowledge graph.

Fig. 1. Stages involved in the construction of a literature knowledge graph using
OIE4KGC

3.2 Triple Extraction

Triple Extraction is the first stage in the proposed approach. A variety of tools
are available that can be used to extract triples from unstructured text, both
supervised and unsupervised. The assumption was, as in the case of the clinical
research methodology scenario used as the focus for this paper, that training
data was not available. Hence a semi-supervised approach was required; a pre-
trained OIE tool of the form discussed in Sect. 2. For the proposed approach
RnnOIE [8] was used because as reported in [8], RnnOIE had been shown to
outperform other state of the art tools for OIE using benchmark datasets.

The first step in the application of any OIE tool is the pre-processing of
the data so as to identify sentences, S = {S1, . . . , Sm} (line 6 in the pseudo
code given in Algorithm 1) for every document Di in the corpus D (line 4 in
Algorithm 1). With respect to the proposed approach the Spacy’s sentence seg-
mentation tool was used5. The second step (line 9) was to apply RnnOIE to each
sentence [8]. In this manner the predicates and arguments in each sentence could

5 https://spacy.io/.

https://spacy.io/
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Algorithm 1. OIE for Knowledge graph Pseudocode
1: Input D, Output G
2: D = A set of Documents, G = Empty Knowledge graph database
3: L = Lexicon of most frequently occurring words in D
4: for D = {1, 2, . . . , i } do
5: G = G plus vertex representing Di

6: S =Set of Sentences in Di

7: T = � (Set to hold triples)
8: for S = {1, 2, . . . , i } do
9: Ti = Set of triples in Si

10: for t = {1, 2, . . . , i } do where ti = 〈as, r, ao〉 in Ti

11: ti = ti with noun chunking applied
12: ti = ti with only nouns that are retained after checking L
13: ti = ti annotated with CUI
14: end for
15: T = T ∪ Ti

16: end for
17: G = G incorporating T = {T1, . . . , Ti}
18: end for
19: Exit with G

be identified without requiring any domain specific knowledge. In Fig. 1 three
triples are identified. The first of these 〈the objective of this study, determine,
cardiovascular risk factors among men〉, where determine is the relation (predi-
cate), and the objective of this study and cardiovascular risk factors among men
are its arguments. The identified argument and relation strings, as illustrated
in the example, were expected to include unnecessary words which should be
removed. This was done (line 11) using Spacy’s Noun Chunker so that only the
informative noun phrases for arguments were retained. Thus, the above example
will be reduced to 〈study, determine, cardiovascular risk factors〉.

3.3 Triple Filtering

The aim of the triple filtering stage was to filter the triples extracted from each
of the abstracts in a given corpus during the Triple Extraction Stage (Stage 1)
and removed redundant and uninformative words within arguments. As a result
some arguments would be “empty”. Informative words were considered to be
words that appear frequently in the given corpus. To this end a “Most frequent
occurring concepts list” was constructed; a lexicon L of the 100 most frequently
occurring nouns in the corpus. A fragment of such a lexicon is given in Fig. 1;
alongside each entry is its associated occurrence count. For each argument in
each triple the words appearing in L were retained (line 12). In Fig. 1 the triple
〈study, determine, cardiovascular risk factors〉 remains unchanged because all
these word are present in L. The objective of the triple filtering stage was also
to ensure, that if the triples are converted to knowledge graph embeddings, the
embeddings would not be sparse.
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3.4 Linking of Clinical Concepts to UMLS

The arguments contained in the triples retained after Stage 2 express concepts
to be included in the knowledge graph. Several arguments might express the
same concept, whilst at the same time a single argument can express different
concepts depending on context. To construct a useful knowledge graph these
ambiguities need to be resolved. The central idea for achieving this was to anno-
tate each argument with additional information, for example with its synonyms
and/or hyponyms, that would allow disambiguation. In the case of the clini-
cal research methodologies application domain this was achieved by annotating
each argument with the relevant Concept Unique Identifier (CUI) held in the
Unified Medical Language System (UMLS) Metathesaurus [3]. Using the words
and phrases held in the metathesaurus, the arguments in the identified triples
were annotated with a CUI indicating the sense of the argument (line 13). For
example the word “study” has the CUI 5432, while the phrase “cardiovascular
risk factors” has the CUI 5465 (as indicated in Fig. 1). These CUI annotations
were then used for disambiguating purposes in Stage 4.

3.5 Merging of Vertices and Knowledge Graph Population

The final stage in the proposed approach is the construction of the desired knowl-
edge graph (line 17 in the pseudo code). A knowledge graph can be represented
using a variety of graph database models, with respect to the work presented
in this paper Neo4j was used6. Custom data-structures were created for con-
cept vertices, document vertices and for relations. The arguments within each
triple represent concepts to be included in the knowledge graph. Figure 2 shows
a toy example of a literature knowledge graph generated using the proposed
OIE4KGC approach. In the figure there are two types of vertices: (i) concept
vertices (blue) and (ii) document vertices (green). Each concept vertex has two
properties, (i) the argument string (the concept name) and (ii) the associated
CUI based ID that links the argument string to the UMLS Metathesaurus sense
(included to add additional information). Each document vertex references a
document (abstract). A document vertex in the knowledge graph also has two
properties: (i) the title string of the abstract and (ii) a unique identifier (it cannot
be assumed that each document will have a unique title). There are two kinds
of edge in the knowledge graph: (i) edges linking concepts and (ii) edges linking
concepts and documents. Edges linking documents and concepts have the label
“mentions” indicating that the document mentions the indicated concept. Edges
linking a pair of concepts indicate relations extracted using OIE.

To generate the literature knowledge graph each triple was processed in turn.
For each triple two new vertices were created, vs and vo, connected by the given
relation r, and each connected to the document vertex created for Di. These
were then compared to the knowledge graph G so far. There are four options:

1. If vs and vo match two vertices v1 and v2 in G: merge vs and vo with v1 and
v2 adding the relation r if not already in existence.

6 https://neo4j.com/.

https://neo4j.com/
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Fig. 2. A toy example of a literature knowledge graph generated using OIE4KGC
(Color figure online)

2. If vs matches a vertex v1 in G, but vo does not match any vertex in G: merge
vs with v1.

3. If vo matches a vertex v2 in G, but vs does not match any vertex in G: merge
vo with v2.

4. Otherwise (vs and vo do not match any vertices in G): do nothing.

To facilitate the merging Neo4j has a merge utility.

4 Evaluation

This section describes the evaluation conducted to assess the performance of the
proposed approach. The evaluation was centred on the RnnOIE OIE tool [8]
central to the proposed OIE4KGC approach. For the evaluation two data sets
were used: (i) the ORRCA data set [4] and (ii) the Reverb ClauseIE dataset7

[17]. For the ORRCA data set 100 sentences were randomly chosen and a “gold
standard2” set of triples identified by manual inspection of the 100 sentences.
The ClauseIE data set is a benchmark dataset of 500 sentences manually labelled
for OIE; 100 sentences were randomly selected from the ClauseIE data set. The
evaluation metric used was F-score, the harmonic mean of precision and recall.
Note that precision was defined as the number of correct triples divided by the
total number of triples extracted by RnnIE tool, whilst recall was defined as the
number of correct triples divided by the number of triples in the gold standard
for selected 100 sentences. It should be noted that the objective of this evaluation
was to assess the RnnOIE tool at the sentence level.

The results obtained are given in Table 1. From the table it can be seen
RnnOIE was able to achieve an F-score of 51% using the ORRCA data set
and 37% that using the ClauseIE dataset. It can also be seen from Table 1 that
the precision was better using the ORRCA dataset compared to the ClauseIE

7 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/soft-
ware/clausie/.

https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/soft-ware/clausie/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/soft-ware/clausie/
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dataset. This difference in precision can be accounted for by the structural differ-
ences in sentences in both datasets. Triples extracted from the ClauseIE dataset
have numerical values in the arguments; which, using the proposed approach,
results in a triple being discarded. It is also note-worthy that the sentences
in the ORRCA dataset are longer than in the case of the ClauseIE dataset;
the average number of words in each sentence for the ORRCA dataset was 30
compared to 10 for the ClauseIE dataset. From the results it can be concluded
that RnnOIE is appropriate for clinical document collections as exemplified by
the ORRCA dataset, and appropriate for inclusion in the proposed OIE4KGC
approach advocated in this paper.

Table 1. Table showing the performance of the RnnIE tool on the ORRCA and Clau-
seIE datasets

Dataset Precision Recall F-score

ClauseIE dataset 0.473 0.311 0.375

ORRCA dataset 0.783 0.391 0.512

5 Conclusion and Future Work

This paper has presented the Open Information Extraction for Knowledge Graph
Construction (OIE4KG) approach for constructing literature knowledge graphs.
The focus of the work was a clinical trials methodological articles collection.
Open information extraction was used for the extraction of triples from the doc-
ument collection. The RnnOIE too was evaluated using two datasets, ORRCA
and ClauseIE. The F-score of 51% percent using the ORRCA dataset suggests
that OIE tools such as RnnOIE can be successfully used to construct literature
knowledge graphs in the clinical domain. In terms of future research, the inten-
tion is to focus on canonicalizing the knowledge graph and using the knowledge
graph embeddings for tasks like document retrieval and document ranking.
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