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Preface

This volume contains the proceedings of the Blockchain Forum and the Robotic
Process Automation (RPA) Forum, which took place during the week of September
13–18, 2020. Both of the forums were organized as part of the 18th International
Conference on Business Process Management (BPM 2020). Due to the COVID-19
pandemic, the main conference itself and most of its associated events were held
virtually. The authors of the blockchain papers that appear in these proceedings pre-
sented their work to a virtual audience and engaged in online discussions with peers,
practitioners, students, and others. The RPA Forum was organized in a hybrid form:
Presenters had the opportunity to join online or in situ, in Seville, Spain. As part of the
RPA Forum, additional industrial demonstrations and a panel were organized. Moe
Wynn of Queensland University of Technology, Australia, gave the keynote talk at the
RPA Forum.

The Blockchain Forum and the RPA Forum have in common that they are centered
around an emerging and exciting technology. Blockchain is a sophisticated distributed
ledger technology, while RPA software allows for mimicking human, repetitive
actions. Each of these have the potential to fundamentally change how business pro-
cesses are being orchestrated and executed in practice. The BPM community has
embraced these technologies as objects of analysis, design, development, and evalu-
ation. The forums were also created to allow for a discussion with researchers from
other fields who share their interest in these technologies, whether this is from an
economic, sociological, business, mathematical, or other viewpoint. The Blockchain
Forum took place for the second time, after its first successful appearance at BPM 2019
in Vienna. The RPA Forum made its debut this year at BPM 2020.

In the spring of 2020, when the deadlines for paper submissions to the forums
expired, it was not clear how – if at all – these events would take place. At that time,
parts of the world were already suffering from the spread of COVID-19. Despite the
uncertainty, both events received a fair amount of submissions by author teams from a
wide range of institutes and countries. The Blockchain Forum received 10 papers of
which the top 5 were accepted as full papers; the RPA Forum even received 18
submissions, which led to the acceptance of the top 9 as full papers. Given the 50%
acceptance for each of the events, this rate applies to these proceedings as a whole. In
addition, one submission to the RPA Forum was accepted as a short paper because of
its promising nature and timely contribution. For both forums, each submission was
reviewed by at least three members of the respective Program Committees.

We hope that the reader of these proceedings will enjoy the versatility of the
included papers, as well as the creativity that the authors put into their work. Many
of the papers present fresh perspectives, which we expect to shape how the involved
technologies will evolve over time and how they will be applied in practice. We would
like to thank the authors for submitting and presenting their work. We are also grateful
to our colleagues who served as reviewers in the screening process and provided the



authors with meaningful and constructive feedback. We want to explicitly acknowl-
edge the effort of Appian and MCCM Innovations for their contribution to the RPA
Forum: they provided an industrial perspective on RPA by demonstrating how the
technology is applied in practice. Finally, we are indebted to all the people from the
BPM 2020 team, who supported us and created the setting for both events. Without
their help, these forums would not have taken place.

July 2020 Aleksandre Asatiani
José María García

Nina Helander
Andrés Jiménez-Ramírez

Agnes Koschmider
Jan Mendling

Giovanni Meroni
Hajo A. Reijers
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Silver Bullet for All Trust Issues?
Blockchain-Based Trust Patterns

for Collaborative Business Processes

Marcel Müller1(B), Nadine Ostern2, and Michael Rosemann3
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2 Frankfurt School of Finance and Management, Frankfurt, Germany
n.ostern@fs.de

3 Centre for Future Enterprise, Queensland University of Technology,
Brisbane, Australia

m.rosemann@qut.edu.au

Abstract. In recent years, the advancing digitization and international-
ization of business processes led to increasing inter-organizational col-
laboration. In such collaborative processes, different organizations work
together towards a single objective. Usually, subprocesses carried out by
one collaborator are beyond the domain of influence of all other col-
laborators. This leads to uncertainty regarding the execution of the col-
laborative business process. If collaborators still want to engage in the
process, trust is needed. Several studies identified blockchain and dis-
tributed ledger technologies as a promising tool to enhance trust in busi-
ness processes. Therefore, this paper proposes and analyzes a taxonomy
of blockchain-based trust design patterns from a process-centric perspec-
tive. Process engineers can utilize the taxonomy as an overview of how
the blockchain technology can enhance trust in collaborative processes.

Keywords: Business process management · Blockchain · Trust

1 Introduction

In recent years, the progressing digitization and internationalization in a vari-
ety of domains, such as e-commerce [1] or supply chain management [2], caused
an increasing shift towards more collaboration in business processes. A char-
acteristic of collaborative business processes is that they consist of different
subprocesses executed by various organizations. By their nature, subprocesses
carried out by one organization are usually beyond the domain of influence of all
other collaborators. But in the context of a process, the outcome of subprocesses
might be of importance to other collaborators. Hence, from the viewpoint of all
other collaborators and process stakeholders, this creates uncertainty in the pro-
cess. Where uncertainty is present, there is a need for trust. Thus, collaborative
business processes are, by their nature, trust-intensive.
c© Springer Nature Switzerland AG 2020
A. Asatiani et al. (Eds.): BPM Blockchain and RPA Forum 2020, LNBIP 393, pp. 3–18, 2020.
https://doi.org/10.1007/978-3-030-58779-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-58779-6_1&domain=pdf
https://doi.org/10.1007/978-3-030-58779-6_1


4 M. Müller et al.

Blockchain and Distributed Ledger Technologies have been identified as a tool
to foster trust in collaborative business processes [3,4]. But in detail, there are
different interpretations of how a blockchain can improve trust-intensive business
processes. In financial services, blockchain is often described as a “trustless”
system [5], referring to the fact that no trusted third party or intermediary is
required to exchange financial assets. In the industry and IoT context, blockchain
is described as a substitute for trusted intermediaries, establishing trust rather
than being described as trustless [6]. The phrasing of blockchain as a tool to build
or increase trust in collaborative business processes [7] has also seen extensive
usage across existing literature.

It is essential to understand how the blockchain technology relates to trust,
to analyze how it can improve trust-intensive collaborative business processes.
However, there is a gap in the existing literature on these concepts. A conceptual
view of how blockchain can be used to mitigate uncertainty (unexpected behav-
ior of process elements) is essential. Further, blockchain’s impact on reducing
the vulnerability (process variations) of a larger fragment of collaborative busi-
ness processes needs to be analyzed. Finally, it is necessary to study how the
blockchain technology can increase confidence (perceived trustworthiness) in a
process. With such a fine-granular understanding, the blockchain technology’s
trust-enhancing capabilities can be precisely described and classified. Process
engineers need to understand how the blockchain technology can solve the trust
issues relevant to the process and further explore the impact of blockchain tech-
nology on more application domains.

This paper aims to close this gap by describing blockchain-based trust pat-
terns concerning and trust-enhancing capabilities. Hence, this paper answers the
research question “how can blockchain technology be utilized to mitigate trust con-
cerns in collaborative business processes?” First, we establish on a conceptual
level what trust concerns can be addressed with the blockchain technology in
a business process. Then we discuss how the blockchain technology can reduce
uncertainties, reduce vulnerabilities, and build confidence in a process. We syn-
thesize these concepts into a taxonomy, which classifies the trust-enhancing capa-
bilities of different usage patterns of the technology. In contrast to the existing
corpus of blockchain-based system design patterns, this paper takes a viewpoint
centered on trust-aware business process management [8] and establishes a col-
lection of blockchain-based trust patterns. These provide process engineers with
a tool kit to mitigate trust concerns in a process.

The remainder of this paper is organized as follows. Section 2 gives an
overview of the concepts relating to trust, the blockchain technology in col-
laborative business processes, and current blockchain design patterns. Based on
that, we introduce a taxonomy to classify trust-enhancing capabilities in Sect. 3.
Subsequently, we discuss particular blockchain-based trust patterns in Sect. 4
and analyze them using the established taxonomy. Section 5 discusses the key
points of the pattern collection and to what extent the blockchain technology
can be seen as a silver bullet to trust issues. Finally, Sect. 6 concludes this paper
with an outlook on the impact and future work.
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2 Background

Trust is an abstract concept that has been studied extensively across different
research fields, such as social sciences, economics, or psychology. In this paper, we
define trust as the comfort with the uncertainty of a relevant action conducted
by a third party following the definition by Gambetta [9]. Hence, trust only
becomes relevant in a relationship when there is uncertainty present.

In the context of collaborative business processes Rosemann [8] established
a schema to describe uncertainties, vulnerabilities, and confidence in business
processes. An extension of the concept can be seen in Fig. 1. An uncertainty root
causes a concrete uncertainty. The uncertainty itself is always described with
respect to a trust concern and is relevant in a process component. For instance,
in a process with an activity where an employee of an organization packs objects
into a parcel, the following uncertainties can be of relevance: The employee
(uncertainty root) causes uncertainty regarding integrity (trust concern) of the
activity execution (process component). Here, integrity of an activity describes
its correct execution. Uncertainties can lead to process vulnerabilities. Vulnera-
bilities describe the impacts, e.g., costs, when a part of the process or the process
as a whole does not perform as desired. To make a process more trustworthy
it is possible to reduce uncertainties, reduce vulnerabilities or build confidence.
The reduction of uncertainty aims to reduce the probability or even prevent that
something undesired happens (proactive). Reducing vulnerabilities, on the other
hand, aims to mitigate the impacts when something undesired happens in the
process (reactive). Implementing compensation workflows in case of a failure in
the process is one example of reducing vulnerability. Besides reducing uncer-
tainty and vulnerability, it is also possible to externally build confidence in the
process to enhance its trustworthiness. Building confidence aims to increase the
perception of trustworthiness without modifying the process itself. One example
of this is a reputation system.

leads to

can be
addressed by

can be
addressed by

if it 
cannot be
addressed

need to 
rely on

causes

Uncertainty
Root

regarding a 
specific

within a

Uncertainty

Trust Concern

Reducing
Uncertainty

Building
Confidence

enhances

Reducing
Vulnerability

can be 
addressed by

Process
Vulnerability

Process
Component

buildsTrust-
worthiness Trust

builds

Confidence

Fig. 1. Relationship of uncertainty, vulnerability and trust in the context of business
processes. Extended version based on [8].
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Blockchain and distributed ledger technologies have been identified as an
approach to increase trust in collaborative business processes [3]. Techni-
cally, a blockchain is a tamper-resistant append-only storage of transactions.
Blockchain’s early inception in the finance domain [10] used transactions mostly
for the secure transfer of cryptocurrency. In later generations of blockchains,
transactions are utilized to trigger the execution of decentralized programs that
inflict state changes of arbitrary information. These programs are called smart
contracts. With the distributed ledger of transactions and the smart contracts,
every participant in the blockchain network can replay the executed program-
ming logic and validate the state. Several publications have dealt with the iden-
tification of blockchain patterns from a perspective of software and systems engi-
neering [11–13]. For example, [11] describes the Off-Chain Data Storage design
pattern as a way to “ensure the integrity of arbitrarily large datasets which may
not fit directly on the blockchain”. The focus of the presented description is
purely on the technical side of the pattern. The contextualization of the techni-
cal pattern with the business process and its trust issues is missing. This paper
establishes a methodology to describe blockchain design patterns based on their
trust-enhancing capabilities and, hence, closes this gap in current research. For
instance, this paper describes the off-chain data storage patterns as a trust pat-
tern to address the integrity trust concern of a data object associated with a
process activity. It indicates a purely descriptive way centered on trust in the
context of a process model and is independent of the underlying technology.

3 A Taxonomy for Trust Patterns

To describe the trust-enhancing capabilities of a particular technology or tech-
nique in a structured way, we propose a taxonomy. The concept has been estab-
lished following the methodology as described by Nickerson et al. [14] and is
specifically tied to the domain of trust-aware business processes and references
the business process model of a particular process. The taxonomy consists of five
dimensions.

Dimension 1: Trust-Enhancing Method. Reducing uncertainties, reducing pro-
cess vulnerabilities, or building confidence are three fundamentally different
approaches to increase the trustworthiness of a process [8].

Dimension 2: Uncertainty Root. This dimension describes where the fundamen-
tal uncertainty originates from, which a trust pattern aims to mitigate. This
might be data, an organization in charge of a part of a process, a specific resource
of the organization, or an activity itself. It can also be a combination of these
sources.

Dimension 3: Trust Concern. Uncertainties are always defined regarding a spe-
cific trust concern. For trust concerns, we use integrity, confidentiality, availabil-
ity, non-repudiation, and performance [15,16]. These trust concerns originate
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from the security domain and from quality management and have been refer-
enced in other publications [15] as suitable in the domain of trust-aware business
processes.

Dimension 4: Process Component. This dimension describes in which elements
of the process the trust concern is of relevance. Uncertainty mitigating trust pat-
terns are centered around atomic process elements, while trust patterns reducing
vulnerability and building confidence are mostly centered around subprocesses
or the process as a whole.

Dimension 5: Limitations. Finally, this dimension describes the limits and trade-
offs of the trust pattern. The most common limitations which blockchain-based
trust patterns face are privacy or the trust in interfaces to other systems.

4 Blockchain-Based Trust Patterns

Based on the introduced taxonomy, we discuss blockchain-based trust pat-
terns. Therefore, a literature review [17] of blockchain-based design patterns
and blockchain applications has been conducted. Based on a corpus of ca. 40
papers published between 2017 and 2020, available in the Digital Libraries of
IEEE, ACM, and Springer, we synthesized common engineering patterns from a
trust-centric business process point of view.

To illustrate when which pattern can be utilized, we use a reference business
process from the supply chain management domain as a running example. This
field has been subject to many uses of the blockchain technology in the past
years (e.g., see [18]). The business process model uses the BPMN 2.0 syntax
and can be seen in Fig. 2. In the process, a sender wants to send a parcel with
dangerous goods, such as firework rockets, to a receiver. Therefore, the sender
packs the objects into a parcel and defines service level agreements (SLAs).
These agreements state how the parcel needs to be handled by the carrier. For
fireworks, the SLAs define that the parcel needs to be kept within an anti-static
environment to prevent sparks that can cause explosions. The sender hands over
the parcel to the carrier together with the SLAs as instructions. The carrier
delivers the parcel to the receiver. If an incident occurs, like the firework parcel
exploding, the carrier needs to file a report and stop the process. Otherwise,
the carrier hands the parcel over to the receiver, which evaluates the parcel
conditions. If the parcel’s SLA conditions are not adhered to, for example, if
the parcel caught fire, the receiver rejects the parcel and stops the process.
Otherwise, the receiver accepts the parcel, notifies the carrier who then creates
an invoice. The invoice is sent to the sender, who has to pay it. This marks the
end of the process.

The most discriminative dimension of the taxonomy is Dimension 1, which
describes if the pattern aims to reduce uncertainty, reduce vulnerability, or build
confidence. In this paper, we are mainly focusing on reducing uncertainties and
building confidence. Blockchains can be used to directly lower uncertainties in
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Fig. 2. A business process model illustrating the delivery of dangerous goods

specific business process components. Moreover, reducing uncertainties aims to
lower the probability that something undesired happens within a process com-
ponent (proactive). Concerning the running example in Fig. 2, an instance of
reducing uncertainty would focus on a specific process element. For the activ-
ity “create invoice”, reducing uncertainty would aim to lower the probability
that something goes wrong during the activity. For example, the calculation of
price and taxes can be carried out in a smart contract. This paper discusses four
blockchain-based trust patterns to reduce uncertainty in a process.

Reducing process vulnerability, on the other hand, aims to mitigate the
impact when something undesired happens in the process (reactive). It mostly
deals with adding fallbacks or adding compensation activities to the process in
case a part of it fails. Therefore, the blockchain technology does not directly help
to reduce process vulnerability. Turing-complete smart contracts can be used to
implement any programming logic, so they can also implement fallback or com-
pensation workflows in a process. But the vulnerability is not addressed directly.
It is addressed by providing certain workflows, and the blockchain as a tool is
used to reduce uncertainty in these workflows. In the running example, process
vulnerability can be reduced by adding a compensation subprocess after the
last handover to reimburse the receiver when an SLA violation occurred. The
blockchain technology can implement the compensation workflow and reduce
uncertainty in that process. But for the overall process, the blockchain tech-
nology contributes indirectly to the mitigation of the vulnerability. This paper
does not discuss such cases in detail and focuses on direct approaches. Hence,
reducing vulnerability is mentioned here for consistency to the standard process
of building trust-aware processes as introduced by Rosemann [8].

While a blockchain can mitigate process uncertainty and indirectly lower
process vulnerability directly, it can also enhance the perceived confidence in a
process. Building confidence aims to increase the expectations that the process
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works like intended by introducing additional external sources of trust. The
blockchain technology can be used as one technology to build such sources in a
trustworthy way. Therefore, we discuss two blockchain-based trust patterns that
aim to build confidence. An overview of all patterns concerning the taxonomy
can be seen in Table 1.

Table 1. Comparison of blockchain-based trust patterns

Pattern name

(section)

Trust-

enhancing

method

Uncertainty

root

Trust concern Process

component

Limitations

Hash storage (Sect.

4.1)

Reduce

uncertainty

Data Integrity Data object Data

processing

outside scope

Transparent event

log (Sect. 4.2)

Reduce

uncertainty

Organization Non-

repudiation

Event Initial event

submission

must be

ensured

Blockchain BP

engine (Sect. 4.3)

Reduce

uncertainty

Resource,

activity,

organiza-

tion

Integrity Gateway,

sequence

flow, message
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4.1 Blockchain as a Tamper-Proof Hashed Data Storage

Method Uncertainty root Trust concern Process component

Reduce uncertainty Data Integrity Data objects

In collaborative processes where different organizations use shared data, the
integrity of this common piece of data is a crucial trust concern. When data
can be altered and manipulated, this might lead to anomalies and malicious
behavior. For collaborators, it is hard to verify the integrity of the data and trace
its provenance. Data integrity is an uncertainty where collaborators have to rely
on the organization providing data. The blockchain technology can mitigate this
uncertainty by storing data hashes to ensure data integrity. From a trust-aware
BPM view, the uncertainty concerning the integrity trust concern originates in
the data. In a process model, this can be related to data objects connected to
activities or control flow.
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In the tamper-proof hashed data storage pattern, the collaborator who acts
as the data origin hashes the file. The hash is submitted through a transaction to
the blockchain. A message with the hash is sent to data consumers. At any point
in time, data consumers can verify the file’s integrity by comparing the hash of
the received file with the hash on the blockchain. If the hashes do not match up,
data has been changed. Based on this principle, many different applications have
utilized the blockchain as a tamper-proof hashed data storage, for instance, to
track data provenance in cloud computing [19] or IoT-based collaborations [20].
The verification of data integrity needs to be executed within the activity that
consumes the data. Therefore, all interfaces to the blockchain need to be available
to the activity.

With the hashed data storage pattern, the organization that is consuming the
data within an activity can verify data integrity. However, how the organization
processes the data within the activity cannot be influenced by this pattern.

In the running example, as shown in Fig. 2, the sender creates SLAs as a
guideline for the carrier and as a condition to adhere to get paid. For the carrier,
these SLAs must not change during delivery. Otherwise, the sender could change
to SLAs while the carrier is already delivering the parcel to circumvent paying
for the service, even though the carrier adhered to all initial SLAs. This can be
mitigated by forcing the sender to hash the SLA document, writing the hash on
the blockchain, and distributing the hash to the carrier. The carrier can then
refer to the on-chain hash in case the sender wants to manipulate the SLAs.

4.2 Blockchain as a Transparent Process Event Log

Method Uncertainty root Trust concern Process component

Reduce uncertainty Organization Non-repudiation Events

Non-repudiation of event occurrences is a trust concern in collaborative busi-
ness processes. During the inter-organizational collaboration, incidents like fail-
ures during an activity execution might imply following different workflows. One
instance of this is the error event. Therefore, it is essential that organizations
cannot deny the occurrence of an event afterward to avoid compensation claims
from other stakeholders. In terms of trust-aware business processes, the organi-
zation causes a trust concern regarding the non-repudiation of event occurrences.
The blockchain technology can be used to ensure non-repudiation.

Using the blockchain as a decentralized event log means to save the occur-
rence of events and data related to them immutably on a shared distributed
ledger, as described in [21]. Technically, this can be implemented similar to the
blockchain hashed data storage trust pattern. The data related to the event
occurrence gets hashed and submitted with a transaction to the ledger. The raw
text is distributed to other relevant stakeholders (off-chain). They can ensure the
integrity of the event by comparing the on-chain hash with the hash of the data
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received off-chain. Hashing the data provides data privacy to a certain extent.
One example of the decentralized event log trust pattern has been implemented
in the logistics domain [18]. The blockchain technology is used for logging vio-
lations of SLAs as monitored by IoT devices during the delivery of high-value
parcels (escalation events).

The limitations of this pattern are similar to the hashed data store at the
organization responsible for the emission of the event. If the organization wants
to decide to keep the occurrence of an event concealed and not write it to the
blockchain, the trust pattern remains ineffective.

In the running example, as described in Fig. 2, the carrier is obligated to file
an incident if the firework parcel exploded during the delivery. In that case, the
carrier does not receive any money because the SLA was violated. Hence, the
carrier has an incentive to disclaim the event occurrence later to get compensated
nonetheless. If the carrier is obligated to log the incident on the blockchain and
to log also the condition of the parcel before the handover, the carrier can later
not deny the event occurrence. Hence, non-repudiation is achieved.

4.3 Blockchain-Based Business Process Engine

Method Uncertainty root Trust concern Process component

Reduce uncertainty Resource, activity,
organization

Integrity Gateways, sequence
flows, message flows

For the successful execution of an instance of a business process, it is inevitable
to ensure the correct control flow between subprocesses and activities of different
organizations and within the same organization. To ensure the execution of a
business process according to its defining model, business process engines [22]
are commonly utilized. Traditionally, such engines are centrally managed. This
implies that all other collaborators have to trust that the business process engine
managed by one collaborator acts as intended. From a trust-aware BPM view,
this means that there is uncertainty regarding the correctness (integrity) of the
process flow present. To address these uncertainties, a blockchain-based business
processes engine can be utilized.

Blockchain-based business processes engines, as proposed by López-Pintado
et al. [23], store business process models in smart contracts on a blockchain. All
collaborators have access to the smart contract and can, at any point, verify
the model’s correctness. A process execution engine is a smart contract itself
deployed to the same blockchain. It creates a new instance of the business pro-
cesses as a new smart contract. The process flow is encoded in the business logic
of the contract. Further, the execution engine can also execute automated script
tasks or trigger invoking external service calls whenever a service task is needed
to be executed off-chain. Automated script task execution is further described
in the smart contract activities trust pattern. Further, this pattern can also be
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seen as a way of software integration between different organizations within the
context of one collaborative process [24].

Blockchain-based business process engines cannot execute time-based
sequence flows well. Form a design perspective, smart contracts are meant to
be triggered through transactions and not have a self-containing time observa-
tion functionality.

The process model from the running example in Fig. 2 can be deployed to
a blockchain, and a blockchain-based business process engine can create new
instances of the delivery process. There are interfaces to the subsystems needed
to execute the process activities that cannot be executed on-chain. One example,
therefore, is the deliver parcel activity. This is a manual task and hence cannot
be executed on the blockchain. The system of the carrier needs to implement an
interface to detect when the process engine triggers the execution of the parcel
delivery task.

4.4 Smart Contract Activities

Method Uncertainty root Trust concern Process component

Reduce uncertainty Resource, activity Integrity, availability Activity

In an inter-organizational process, different collaborators are responsible for cer-
tain activities. The execution of activities carried out by one organization can
be seen as a “black box” for other organizations. Without any modifications,
collaborators cannot verify the correct execution of the activities of other col-
laborators. Further, it is also not traceable to them if even the resources to exe-
cute the activity at a certain point in time are available. This can be mitigated
by the use of the blockchain technology as a highly-available and transparent
computing environment.

In this trust pattern, the business logic of an activity is encoded in a smart
contract and deployed on the blockchain. The execution of the smart contract
is either triggered by the responsible collaborator or by another smart contract,
such as a decentralized business process engine. If a blockchain-based process
engine triggers the execution of tasks encoded in a different smart contract,
this can be seen as a blockchain-based script task [23]. Hence, the blockchain-
based process engine focuses on the correct orchestration of the whole process,
while smart contract activities focus on the proper execution of one particular
activity. As another benefit besides the integrity of the activity execution and its
traceability, also availability is improved. As an execution environment, many
different peers participate in a blockchain network, which all can execute smart
contracts. Depending on the network configuration and the peers, blockchain
can be seen as a highly-available computing environment with smart contracts.

The blockchain environment limits the expressiveness of script tasks in smart
contracts. Time-based business logic cannot be encoded. Furthermore, data to be
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consumed by the smart contract can only be provided through input parameters
from the triggering organization or store the data on-chain. This can lead to
performance and privacy issues. Injecting outside data has been studied as the
blockchain’s oracle problem before [25].

In the running example, the create invoice task can be automated. The invoice
should reflect the SLAs and the way from start to finish. To make the calculation
of the price more transparent, the task can be executed as a smart contract script
task on-chain.

4.5 Blockchain-Based Reputation Systems

Method Uncertainty root Trust concern Process component

Build confidence Organization Any Any

Reputation systems are a well-established method that has been used from the
early ages of e-commerce to symbolize the trustworthiness of online business
partners. Hence, they are an approach to build confidence in a process. From
a technical perspective, reputation systems store the reputation claim that a
source makes regarding a specific reputation target [26]. An example of that
is the online auctioning platform eBay [27]. Traditional reputation systems are
centralized so that a single authority (e.g., eBay for their marketplace), stores
all reputation statements and performs the reputation aggregation for the user.
This requires the user to trust the centralized authority not to manipulate the
saved reputation data.

The blockchain technology can be leveraged to implement fully decentralized
reputation systems. In such decentralized systems, there is no need to trust a
centralized party for the integrity of reputation statements and their aggregation
since all blockchain participants have access to the data. From a process point of
view, reputation systems are an external approach to build confidence. Recently,
many different reputation systems have been proposed in various application
domains. Examples are in academic reputation, tourism, or in industrial IoT [28].

Blockchain-based reputation systems face many of the same security chal-
lenges, such as bad-mouthing or white-washing attacks. [28] provides a com-
prehensive survey over currently existing blockchain-based reputation systems,
their strengths, and their weaknesses.

In the running example business process, a reputation system can be used
as an external factor to assess which carrier the sender wants to trust for the
sensitive fireworks. The reputation statements can be collected after the payment
of the delivery.
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4.6 Blockchain to Decentralize Business Processes

Method Uncertainty root Trust concern Process component

Build confidence Organization Any Any

In collaborative business processes, activities executed by one organization are
usually outside of the domain of influence of other organizations. If one orga-
nization is in charge of particularly many tasks in a process, this can lead to
a significant dependency on the organization. Examples for this phenomenon
are multi-sided platforms. E-Commerce platforms like Amazon act as a middle
man between buyer and seller. During the purchasing processes, such multi-
sided platforms are in charge of many activities in the process. For instance,
Amazon offers the seller marketing services, delivery, payment processing, and
handling of returns. This leads to potentially many uncertainties in the sub-
processes such an intermediary is responsible for. The accumulation of a large
number of uncertainties at one organization can be mitigated by decentralization
and the distribution of different subprocesses to different process collaborators.

Blockchain can be used as a tool to connect subprocesses in a decentralized
process and as a tool for incentivization of correct behavior. As a software con-
nector [24], the blockchain technology can be used as an interface for message
flows between different organizations. Further, crypto-economic mechanisms can
be used to incentivize collaborators for correct behavior. The decentralization
approach does not reduce uncertainty, but it splits them between different orga-
nizations. Depending on the relationships and incentives of them, such constel-
lations might be favorable in some use cases.

In the running example, the carrier is in charge of a large part of the process.
Especially in the deliver parcel activity, the carrier causes the uncertainty that
an incident is reported correctly is important for the other process stakeholders.
One way to decentralize this process is to put a different organization in charge
of the parcel monitoring process. For example, IoT sensors can be utilized to
monitor the parcel conditions, similar to the approach presented in [18].

5 Discussion

An important consideration for all discussed patterns is the understanding of
transparency and privacy in the context of a specific business process. Blockchain
and distributed ledger technologies leverage the principle of consensus over infor-
mation shared among its peers as the technical basis for its trust-enhancing capa-
bilities. Peers participating in the consensus need to have access to the full history
of all transactions to verify their validity. This exposes all information encoded
in the transactions to them. Further, it constitutes potential privacy issues
and limits the applicability of all discussed blockchain-based trust patterns.
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Privacy in blockchain-based applications has recently seen a lot of research,
and many different approaches to solve these issues have been proposed. These
solutions range from modifications of the network setup (public vs. private,
permissionless vs. permissioned) over the use of advanced cryptography (zero-
knowledge approaches, trusted execution environments) to the general question
of what to store on-chain and what off-chain. However, it is essential to care-
fully analyze which transparency needs to be maintained to enhance trust in the
process while maintaining privacy towards all other entities. This is mostly a
complex trade-off, which needs to be analyzed carefully.

The presented collection of trust patterns is based on a limited literature
review. No more extensive empirical studies regarding the defined patterns have
been conducted. The patterns are not presented in a formal manner. Further,
we do not claim completeness of these patterns. These activities are subject to
future research.

Table 2. Impact potential of blockchain to mitigate process related uncertainties: HS
- Hash Storage, TEL - Transparent Event Log, BPE - Blockchain Business Process
Engine, SCA - Smart Contract Activities

Data Activity Event Gateway Sequence flow Message flow

Integrity HS SCA TEL BPE, SCA BPE BPE

Confidentiality

Availability SCA SCA SCA SCA SCA

Non-repudiation TEL TEL TEL TEL TEL

Performance

Resilience

Based on the established blockchain-based trust patterns, we can analyze the
impact of the technology as a trust-enhancing tool. Table 2 shows an abstract
indication of the influence of the blockchain technology to certain the six ini-
tially discussed uncertainties in a business process. The letters indicate which
blockchain-based trust pattern can be used to enhance which trust concern.

The most significant impact on a trust concern offers the blockchain technol-
ogy on integrity. With the hash-based storage of data objects, data integrity can
be verified at any point in time. A smart contract can facilitate the execution of
an activity. The transparent event log ensures the integrity of events. The cor-
rect execution of business logic for gateways, sequence, and message flows can be
enforced by a blockchain-based business process engine or similar working smart
contracts. The blockchain technology does not per se improve confidentiality
in a business process. Moreover, implementing blockchain-based trust patterns
implies privacy challenges that need to be carefully addressed. Blockchain can
be seen as a highly available computing tool as a decentralized way to exe-
cute programming logic encoded in smart contracts in a peer-to-peer network.
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The transparent event log pattern ensures non-repudiation of executable process
elements. Towards the quality-related trust concerns, the blockchain technology
cannot offer any enhancement. The performance trust concern is, even more,
a challenge to address in certain situations. A public blockchain, for instance,
often has definite limitations on transaction throughput per second. This can
lead to waiting situations for the submission of transactions to the ledger, hence
decreasing the overall process’s performance. The utilization of a blockchain
cannot mitigate process resilience. Additionally, the confidence-building trust
patterns which are not depicted in the table can be used as external sources of
trust in business processes.

Based on the described patterns, we can say that the blockchain technology
is not a metaphorical silver bullet to all trust issues of collaborative business
processes. The discussed patterns can offer an improvement for the trust con-
cerns of integrity, availability, and non-repudiation related to a process. Further,
confidence-building trust patterns based on the blockchain technology have a
further impact on the business process itself.

6 Conclusion

This paper provided a taxonomy to classify the trust-enhancing capabilities
of the blockchain technology in collaborative business processes. While in this
paper, we use the taxonomy to evaluate blockchain-based trust patterns, it can
be utilized as a tool to analyze any trust-enhancing technology or technique.
Here, we described how the patterns could be utilized to address uncertainties
regarding specific trust concerns. Vulnerabilities of processes can be indirectly
addressed by decreasing uncertainty in a process. The blockchain technology
can also be utilized as a tool to implement external sources of trust and increase
confidence in a process.

With the established patterns, process engineers have a structured toolset
to evaluate if and how the blockchain technology can be used to address the
specific trust issues a particular process has. Future work will focus on more
engineering-oriented ways to construct trust-aware business processes with the
blockchain technology.
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Abstract. Oracles support the access, validation, and transmission of
data from external sources to blockchain systems. They are important
components of blockchain-based architectures. However, there exists no
guidance on how oracles could be used when designing blockchain-based
applications. In this paper, based on the results of a systematic litera-
ture review, we propose a framework to explain blockchain oracles and
their relationships to blockchain-based applications. More specifically,
the blockchain oracle framework addresses the origin of data, oracle
properties, encryption method, oracle data source, validation procedures,
and the integration of oracles to blockchain-based applications. Poten-
tially, this framework can guide developers when incorporating oracles
to blockchain-based applications.

Keywords: Blockchain · Blockchain-based applications · Blockchain
oracles · Blockchain oracle framework

1 Introduction

Blockchain has been positioned as a technology with the potential to innovate
how companies manage inter-organizational processes [21]. The disruptive poten-
tial of blockchain has attracted the attention of many companies to explore vari-
ous commercial use cases for this technology. At its core, blockchain relies on the
concept of a distributed ledger. Data is recorded and secured by means of cryp-
tographic algorithms that ensure the data is tamper-proof and propagated to
all nodes [16]. In blockchain, transactions are executed in a distributed manner
without relying on trusted third parties. These properties enable cryptocurren-
cies where transactions are managed without the need of a trusted third party,
commonly supported by permissionless blockchain. It also enables collaborative
execution of inter-organizational processes [21], such as food tracking that is
implemented on permissioned blockchain.

Analysts working with implementing blockchain-based applications, partic-
ularly for inter-organizational processes, have to consider the exchange of data
c© Springer Nature Switzerland AG 2020
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between the blockchain and external systems. However, blockchain itself does not
access data from external sources. Therefore, a mechanism that provides data to
blockchain is required. This can be achieved by using oracles. Conceptually, ora-
cles are trusted entities that enable the collection, validation, and transmission
of data from external sources [2]. Thus, oracles are important components for
design and implementation of blockchain use cases, in particular for commercial
applications. However, the research on oracles so far, has not considered types of
oracles and when they can be used. In light of this context, we seek to address
the overall research objective of gaining an overview of oracles and how they
can be used in blockchain use cases. We conduct a systematic literature review
(SLR) and, based on the results, propose a blockchain oracle framework. The
framework focuses on key aspects of oracles, such as origins of data, methods of
integration with blockchain, and the types of data transfer to blockchain.

The rest of the paper is structured as follows. Section 2 provides background
information describing the major concepts discussed in the research. Section 3
describes the review protocol used to find the relevant studies. Section 4 presents
the results whereas Sect. 5 presents the blockchain oracle framework and dis-
cusses threats to validity. Finally, Sect. 6 provides some concluding remarks.

2 Background

Blockchain is a distributed ledger technology where transactions are replicated
and stored on a multitude of nodes. Each node holds a full or partial copy of the
ledger. New transactions can only be added in an append-only manner. Trans-
actions are collected in blocks that are appended to the ledger. The blocks are
linked to the preceding and succeeding block by means of a hash. Transactions
that have been appended to the ledger are considered as tamper-proof because
changing a transaction of an older block requires changing all of the succeeding
blocks. Such a computational effort is very costly. Therefore, blockchain is con-
sidered to provide secure, immutable, and tamper-proof transaction records. As
all nodes can create blocks in an untrusted decentralised system, the nodes must,
by means of a consensus algorithm [26], reach an agreement on which block to
append to the blockchain.

The participating nodes agree on the state of the ledger by following the
consensus mechanism. The Proof of Work (PoW) [15], Proof of Stake (PoS) [15]
and Practical Byzantine Fault Tolerance (PBFT) [26] are some of the used con-
sensus protocols. Blockchain could be classified as permissionless (a.k.a. public)
and permissioned [2]. In a public blockchain, the ledger is publicly accessible and
open for all to join. A permissioned blockchain enforces network participants to
be authorised before joining the network (e.g., Hyperledger Fabric) and ledger
accessibility is restricted.

The distributed architecture of blockchain allows for independent entities to
directly interact with each other without depending on a central system or author-
ity. Blockchain is commonly categorised as public or permissioned [38]. A public
blockchain is fully decentralised and open for all to access and join. Such a solu-
tion is, therefore, suitable for digital currencies [34]. A permissioned blockchain,
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on the other hand, is partially decentralised (managed by several organizations)
with restrictions on who can join and access the data. Permissioned solutions are
can, therefore, be used for commercial cases where mutually distrustful entities
have shared interest. Such solutions have been implemented, for instance, in the
insurance domain and in trade settlement between financial institutions [31].

In blockchain, smart contracts enhance the transaction process and automa-
tion. A smart contract is a program that is self-verifying, self-executing, tamper-
resistant and executes on the blockchain platform. Smart contracts have been
defined as programs that digitally facilitate, verify, and enforce contracts made
between two or more participants on the blockchain [26]. Smart contracts are
event-driven, meaning that they can be activated when a predefined condition is
met [26]. However, smart contracts can only use resources available on the net-
work and cannot access or interact with the external data [2]. To address this,
blockchain oracles can be introduced to enable an exchange of data available
external to the blockchain.

Smart contracts are often required to have relevant information from the out-
side world to execute the agreement (or to meet certain conditions) [3,4]. Here,
blockchain oracles come into play because smart contracts cannot, by themselves,
interact with external sources [3]. According to Al-Breiki et al., “blockchain ora-
cle is an external data agent that observes the real-world events and reports them
back to the blockchain to be used by smart contracts” [3]. Accordingly, oracles are
trusted entities that bring external information into the blockchain [1,27] and
serve as a bridge between blockchain and the outside world [4]. Furthermore, the
role of oracles is not limited to simply querying the information from outside of
the blockchain, but can also verify the authenticity and validity of that data.
Blockchain oracles can directly interact with smart contracts. Therefore, it is
important that oracles provide reliable and valid information to ensure consis-
tency and validity of smart contract execution. Therefore oracles can be essential
for blockchain implementations.

3 Review Protocol

The objective of this paper is to propose a framework for oracles and, in par-
ticular, when they can be used in blockchain use cases. To this end, a SLR is
suitable as the method enables a systematic review of relevant literature. We
followed the guidelines proposed by Kitchenham [17]. Accordingly, we specify
the research questions, design a search protocol to search, and identify relevant
papers. We defined the following six research questions, each covering a different
aspect of oracles in blockchain-based applications.

RQ1: What are the origins of data that oracles provide to blockchain-based
applications?
In order to describe the nature of information oracles provide to blockchain and
relationship between oracles and blockchain, it is valuable to explore various
origins of data from where through oracles communicate to blockchain.
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RQ2: What are the properties of oracles for use in blockchain-based applica-
tions?
Exploring oracles properties ensures understanding the characteristics that are
needed to possess and inject information into the blockchain.

RQ3: How is data received and sent by oracles encrypted?
Protecting the data transfer from an external data source to oracle and then
oracle to blockchain is critical to the integrity of blockchain-based applications
thus discussion of encryption is important to understand methods used to ensure
reliable data transfer. The encryption methods represent the cryptography tech-
nology that used to secure the communication between entities.

RQ4: How many sources are used by oracles to collect data from?
Oracle data source captures the mechanism behind how the decision for passing
the data into blockchain is made. It is important to explore how oracle data
sources are used by oracles to gather data sent to the blockchain.

RQ5: How do oracles validate the data they provide to blockchain-based appli-
cations?
Data validation within blockchain oracles is critical since information recorded
in blockchain cannot be deleted. In these perspectives, data validation ensures
that information collected from external sources to blockchain is legitimate and
correct.

RQ6:How are oracles integrated with blockchain platforms?
Oracle integration into blockchain platforms contributes to blockchain wide-
spread implementation since oracles help solve the issue of bringing external
data into the network. Investigating various oracles integration ways could pro-
vide good basis for making necessary decisions when developing blockchain-based
applications.

The overall search strategy is to find a body of relevant studies. For this SLR
two search strategies were used, as recommended by Okoli et al. [25], Fink et al.
[10] and Levy et al. [18], to secure identification of relevant studies. Accordingly,
in the first step, called primary search, search strings were used to identify an
initial set of papers [10]. Several electronic databases were used for this step. In
the second step, a secondary search was performed by means of backward and
forward tracing [18,25].

The search strings included the keywords “blockchain” in combination with
“oracle”, “internet of things”, or “IoT”. We tested the search strings and found
that the terms “internet of things” and “IoT” are extensively included in
blockchain solutions and often used, in the context of blockchain solutions, as
a quasi-term for an oracle. Thus we decided to include this term in the search
string. We applied the search strings on ACM Digital Library, IEEE Xplore, Sco-
pus, Web of Science, Wiley, and Google Scholar. We included google scholar to
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identify publications by companies and other non-academic organizations (grey
literature) as proposed in [17].

We applied exclusion (EC) and inclusion (IC) criteria to identify relevant
papers. Papers that were duplicates, not in English, shorter than 5 pages, inac-
cessible (via University subscriptions or Internet search), or published before
2008, were excluded. Papers less than 5 pages were excluded as short papers
would not contain enough information for our evaluation. Papers within the
domain of blockchain (IC1), covering the integration of oracles with blockchain
(IC2), and providing a description of the oracle solution (IC3), were included.

The search resulted in 3015 hits from all sources. Having removed the dupli-
cates, 2356 papers remained and their publishing date is between 2008–2018.
After several iterations of filtering, considering the exclusion criteria and the
first two inclusion criteria (IC1 & IC2), a total of 70 papers remained. These
were subjected to full-text examination (IC3), which resulted in a total of 23
studies (Fig. 1) remaining (including backward tracing references). The corpus
of papers consisted of 65% academic publications and 35% grey literature.

Fig. 1. Papers distribution per year

Following the identification of the final list of papers, relevant data were
extracted. To ensure unbiased data extraction strategy, it has been recommended
[10] to develop a data extraction form and strategy. The data extraction form was
developed after the screening process, allowing for utilising the insights drawn
during the screening phase. Three types of data were extracted. The first relates
to data about the paper. The second was related to the context of the study
and finally, the third type related to the availability of developed solutions. The
complete review protocol, list of final papers, and detailed results of the SLR
are available here: https://doi.org/10.5281/zenodo.3605157.

https://doi.org/10.5281/zenodo.3605157
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4 Results

In this section, we present the results obtained from the SLR in relation to each
research question respectively.

4.1 Origin of Data

In determining the best-suited oracle design, the first question to consider is
about the origin of the data that the blockchain-based application requires. Our
review shows that the data which is sent by oracles, come from two types of
origins: from web content and collected using sensors (Table 1).

A large body of the literature describes oracles that provide data, collected by
third parties, through web services [15,36]. Web content differs from sensor data
in that it is easily available via the browser (e.g., generic HTTP(s) data) and
does not directly originate from a physical device. Web content covers data such
as financial information, sports results, weather updates, operational data, and
user inputs that are categorised under generic http(s) data. For instance, Eden-
Chain [2], an asset tokenization platform, and Town Crier [12,37], an authenti-
cated data-feed service for smart contracts, aiming to deliver trusted data input
through web services. Boolean propositions and scalar measurements are a sub-
type of web content and mostly used in prediction markets [1,15,36]. Hence, web
content ranges from binary responses to discrete or continuous responses [28,36].

Table 1. Origins of data

Origin of data Sub-type Papers

Web content Generic HTTP(S) data [2,8,9,12,29,37]

Boolean or scalar [1,15,28,33,36]

Sensor data IoT device readings [13,26]

Energy readings [20]

Vehicular sensor readings [16,22]

Biometric readings [11]

Health readings [35]

Product readings [14,24]

Visual feed [19]

Oracles providing sensor data to the blockchain are commonly generated
by physical devices (e.g., IoT & vehicle sensors [2,12]). In an example from
the domain of vehicle data [16,22], traffic-related data and data on road condi-
tions (using embedded sensors) are collected. Similarly, Uddin et al. [35] record
health data (e.g., blood pressure, pulse & body temperature) using wearable and
implantable medical devices. In [24], a unique RFID chip is used to collect and
track clothing-related data (e.g., geolocation & product details). These exam-
ples illustrate how sensors are applied as oracles to record and send data to the
blockchain.
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4.2 Oracle Properties

In this section, we explored oracle and blockchain types that are essential com-
ponents when designing blockchain-based applications.

Oracle Type: The need for defining oracle types is important for organising
the oracles to facilitate developers in navigating through the landscape of poten-
tial options. Some [5,6], have divided the blockchain oracles into the following
categories:

– Software oracles – oracles that push information available online to blockchain
– Hardware oracles – oracles that push information from physical devices (e.g.

sensors, RFID chips, etc.) into the blockchain
– Inbound oracles – oracles that provide smart contracts with data from the

external world
– Outbound oracles – oracles that send information to the outside world
– Consensus-based oracles – data passed to blockchain is treated as a result of

consensus of multiple oracles

In the blockchain oracle framework, when defining oracle type we consider
physical attributes of oracle. For example, the oracle is pushing the information
from a physical device (tangible entity) or an oracle is a piece of code (intangible
entity) collecting information from intangible sources (e.g., websites).

Blockchain Type: Blockchain platforms can be categorised as permissionless,
permissioned, or hybrid. Our review shows that oracles are used with all types of
blockchain platforms; for example, Ethereum (permissionless) [37], Hyperledger
Fabric (permissioned) [30] and BlockID (hybrid) [11].

4.3 Encryption Method

The third column of the framework represents the encryption methods (Table 2).
This component concerns ensuring data confidentiality when data is transferred
from external data sources to the oracles, and from oracles to the blockchain. It
is noteworthy that most studies mention encryption methods briefly (e.g., [30])
or does not discuss it at all (e.g., [11,19]).

The most commonly implemented encryption method for data transfer from
external sources to oracles is a public key infrastructure (PKI). For PKI, the most
common encryption technique is transport layer security (TLS). TLS provides
authentication, privacy, and data integrity between communicating entities [32]
and is the prevalent form of secure communication on the internet [7]. One paper
presented a solution called TLS-N, a novel communication protocol which acts
as an oracle and is built on top of TLS [29].
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Table 2. Encryption methods when data transmit from external sources to Oracle

Encryption method Technique Papers

PKI TLS [1,2,9,28,33,37]

TLS-N [29]

Not discussed [13,19,22,36]

Symmetric cryptography Not discussed [35]

Asymmetric cryptography ECC [16]

Not discussed [11,24]

Apart from receiving data from external sources, oracles also transfer infor-
mation to the blockchain. The only encryption method proposed from oracles
to the blockchain is asymmetric encryption (e.g., [12,35]) (Table 3). Elliptic
curve cryptography (ECC) is a form of asymmetric cryptography and is used in
Bitcoin and Ethereum. ECC with threshold cryptography (ECC-TC) is a pro-
tocol with a cooperative property where data necessary for decryption is shared
among participants so that encrypted data can be decrypted only when data
of other participants is present as well as yours [2]. This process enables secure
decentralised exchange of information.

Table 3. Encryption methods when data transmit from oracle to blockchain

Encryption method Technique Papers

Asymmetric cryptography ECC [15,16,29,33,37]

ECC-TC [2]

Not explicitly discussed [12,14,24,35]

4.4 Oracle Data Source

Oracle data source refers to the data sources used by the oracles to gather data
sent to the blockchain. If a single data source is used, it is called a single-source
oracle; and if multiple data sources are used – multi-source oracle.

In this work, we found studies that employ a single-source oracle where, for
instance, smart meters used an IoT enabled smart grid [20] and on-body sensors
used to enable tracking of vital information [35]. These examples of sensor data
oracles rely on a single source of data. Single-source oracles can also be used for
web content, for example, oracles that receive data from single trusted content
provider [12,37].

Multi-source oracle receives data from several sources. For instance, a set of
roadside units (RSU) collect vehicle data and send the aggregated data to the
blockchain. Also, the RSUs interact with each other to verify vehicle identity
or request specific data (e.g., reputation score, authorization & data sharing
settings, etc.) [16].
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4.5 Data Validation

We identify data validation as the method by which oracles ensure that the
data provided to the blockchain is correct (Table 4). Some studies propose a
consensus-based solution where data is validated by means of majority voting,
i.e., on the basis of the wisdom of the crowd [36]. Another consensus-based
method relies on weighted voting where each individual vote has a specifically
assigned weight [28]. Finally, one study proposes a hybrid of PoW and PoS
solution [15].

Table 4. Data validation approaches

Data validation Mechanism Papers

Consensus Majority voting [1,8,9,36,37]

Weighted voting [28,33]

Hybrid of PoW & PoS [15]

No data validation Trusted third party [11,12,16,19,29,35,36]

Not discussed [14,20]

Self-validation RFID signature validation [24]

We found that the most common approach is to rely on trusted data
providers. As such, the oracles do not have any method for validating the data.
Such a strategy operates under the assumption that the data source is trustwor-
thy. For instance, vehicular blockchain networks [22] trust the central govern-
ments’ authority for issuance of legitimate vehicle plates, while service platforms
provide data as trusted web content providers [29]. Some [23] use trusted data
exchanges or incorporate certified equipment [30] when deploying IoT devices.

4.6 Oracle Integration Method

Oracle integration is a method by which an oracle is interfaced to a blockchain
to provide data (Table 5). We found that smart contracts, software modules,
custom solutions, and built-in solutions are approaches used to integrate oracles
with blockchain platforms.

The most common integration method is by using a custom smart contract.
Several studies [2,36] use this approach to integrate decentralised web applica-
tions (dApps), such as implementing a pair of smart contracts, one on-chain
and other off-chain. Another approach relies on custom software modules. Such
modules provide additional functionality to achieve integration between the ora-
cle and the blockchain. Software modules are often used when physical devices
communicate with a blockchain. The software module serves as an intermedi-
ate agent that, according to rules, manipulates the incoming data from oracles
before sending it. For instance, in [24], they use RFID readers and a PC with a
blockchain node to deliver tracking data.
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Table 5. Blockchain oracles integration methods

Integration method Mechanism Papers

Custom smart contract interface On-chain and off-chain smart contract [2,9,36]

Off-chain smart contracts deployed on-chain [26]

Data storage smart contract (DSSC) [16]

Information sharing smart contract (ISSC) [16]

Chaincode (specialised smart contract) [30]

On-chain smart contract accessing Data Cubes [23]

Smart contract able to verify TLS-N proofs [29]

Server+ on-chain smart contract [37]

On-chain smart contract +Bridge node [8]

TLS Identities linked to content contract [12]

Custom software module RFID Reader + PC with blockchain module [24]

Software module (ETSE)+ Adapter [20]

Control system +Blockchain client [19]

Patient centric agent [35]

Custom solution Blockchain identity bound to government ID [11]

OriginStamp [14]

Built-in [15,33]

Some studies propose a custom solution i.e., a unique and separate solution
built to cater for the specific needs of the project. Two cases, one involving scan-
ning images for combating counterfeit products [14] and the other, fingerprint
scanning for identity management [11], use this method of integration. Finally,
some studies [33] developed the oracle inside the blockchain network. In these
solutions, the smart contracts self-execute when certain conditions are met.

5 Framework

In this section, we present the framework and the associated components
(Table 6) that are derived from the results of the SLR. The goal of this frame-
work is to summarise the results of the SLR in a clear and concise manner that
represents the state of the art of blockchain oracles. It serves developers and
decision-makers when making decisions in their blockchain-based applications
regarding blockchain oracles. The framework covers the possible scenarios of
combinations where certain data passed through a specific oracle & blockchain
type using a pre-defined oracle data source mechanism and data validation app-
roach could add value to a blockchain network. A visual representation (Fig. 2)
of the framework aims to provide visual cues to the reader and communicate the
interaction flow.
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Table 6. Blockchain oracle framework

5.1 Example of Oracle Framework

The framework (Table 6 and Fig. 2) is to be read from left to right, following
the natural flow of data from external sources to the blockchain. When an ora-
cle is required in a blockchain solution, the first step is to identify the origin
of data that needs to sent to the blockchain. This decision paves the way for
other choices regarding, for instance, oracle properties (e.g, oracle type). Before
navigating further, discussing the scope of the project and stakeholders would
aid to identify the blockchain type to use. There are frameworks that assist in
this regard. Commonly, if there is a limited number of participants, then a per-
missioned blockchain would be appropriate. Otherwise, a public permissionless
network would perhaps be the better fit. Next, it is important to ensure that
data is securely transported to the oracle, thus the developers need to identify
an encryption method that best serves their purpose. Although there are few
methods, it is important to carefully think about this step. Now that the ori-
gin of data and how to secure the data transmission has been determined, it is
important to explore the level of trust necessary to handle this information by
exploring oracle types and oracles data sources approach. While a single-source
approach can be beneficial in projects that are limited in scope or already use a
permissioned blockchain, the multi-source approach might be useful for efforts
involving multiple actors or to augment a public permissionless blockchain net-
work. Due to the immutable nature of the blockchain, it is critical to set up a
data validation mechanism to ensure truthful and correct information is injected
into the blockchain. Choosing to trust the third party or relying on a form of
consensus mechanism will ensure trusted information is injected. Lastly, an inte-
gration approach is identified based on the above parameters.
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Fig. 2. Blockchain oracle framework (a graphical representation)

5.2 Practical Applicability

Consider an analyst working with developing a blockchain-based solution or a
software engineer exploring a potential approach of bringing external data to the
blockchain. In this context, the analyst will need to consider the requirements on
data being, such as reliability and trust, sent and retrieved from the blockchain.
Here, the framework can aid the analyst in understanding what types of ora-
cles are available, their properties, and how they relate to different blockchain
solutions, such as permissioned or public ones. An engineer needs to consider,
for instance, the origin of data, the level of trust required, and how the data is
to be validated. To this end, the framework can assist the engineer in finding
a suitable solution by drawing on existing research. For instance (first row of
Table 1), in case of web content data (e.g. stock price data) is required to be
sent to a permissioned blockchain, PKI being sufficient as encryption, the data
can be gathered from a single source provided by a trusted third party e.g., a
stock exchange, and the oracle integrated via smart contracts to the blockchain,
EdenChain, a programmable economy platform [2], becomes a viable solution
to consider. Thus, the framework can aid both analysts who work with concep-
tual design and engineers focusing on technical implementations in their work
to develop blockchain-based solutions.
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5.3 Threats to Validity

In this section, we discuss threats to validity as outlined in [39]. Threats to
validity that are particularly relevant for SLR are restricted time span, the bias
in study selection and bias in data extraction. The threat to validity concern-
ing restricted time span represents the inability of the researcher to anticipate
relevant studies outside the time span defined and prepared in the planning
phase. Blockchain is a constantly evolving technology with more applications
and technologies introduced on a daily basis. Thus, we could not anticipate
other relevant studies simply because they were published after the date of our
search and, thereby, not included in the primary papers. While it is difficult to
account for this, the review protocol includes the dates for all extractions.

Another threat to validity concerns bias in study selection. Such a bias stands
for the subjective conjecture which reviewers have in the process of search. This
may result in not fully and consistently applying the inclusion and exclusion
criteria. This bias could have affected this review due to the knowledge and
experience of the authors in the area of blockchain oracles. This is particularly
problematic as research on oracles is still in its beginning phases. The termi-
nology is, at times, used inconsistently. For instance, some authors introduced
the term “verifier” and “reverse verifier” as an alternative term for oracles.
However, in their more recent work, they use the term oracles. We reduced this
threat to validity by testing the search strings. The testing showed that the term
IoT was used and we, therefore, included it in our search strings.

Another threat to validity associated with SLR is that of bias in data extrac-
tion. As mentioned earlier, the field is still forming and therefore, certain concepts
related to oracles are introduced in the papers but not always properly defined
and explicitly discussed. In such cases, we had to discuss and, based on our best
understanding, extract the data. It is possible that certain data extracted is not
fully accurate. We attempted to reduce this threat to validity by discussing all
such cases until a common understanding was formed.

6 Concluding Remarks

In this paper, we propose the blockchain oracle framework. This framework could
potentially guide developers of blockchain-based applications when incorporating
oracles. The framework explains the origins of data provided to the blockchain,
oracle properties (how the data is treated during the transactions), encryption
method, oracle data source, how it is validated and integrated to the oracle-based
applications. As future research, we wish to validate the framework empirically.
We also observed that the current literature does not consider the size of the
data transferred from oracles. Given that this affects the technical architecture
and performance of oracles, this remains as a venue for future study.
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Abstract. Blockchain has evolved into a platform for decentralized
applications, with beneficial properties like high integrity, transparency,
and resilience against censorship and tampering. However, blockchains
are closed-world systems which do not have access to external state. To
overcome this limitation, oracles have been introduced in various forms
and for different purposes. However so far common oracle best prac-
tices have not been dissected, classified, and studied in their fundamen-
tal aspects. In this paper, we address this gap by studying foundational
blockchain oracle patterns in two foundational dimensions characteris-
ing the oracles: (i) the data flow direction, i.e., inbound and outbound
data flow, from the viewpoint of the blockchain; and (ii) the initiator
of the data flow, i.e., whether it is push or pull-based communication.
We provide a structured description of the four patterns in detail, and
discuss an implementation of these patterns based on use cases. On this
basis we conduct a quantitative analysis, which results in the insight that
the four different patterns are characterized by distinct performance and
costs profiles.

Keywords: Blockchain · Design patterns · Software patterns · Oracles

1 Introduction

Conceptually, a blockchain is an append-only store for transactions, which is dis-
tributed across many machines and structured into a linked list of blocks [26].
Based on its decentralized nature, structure, and use of cryptographic protocols,
blockchain technology provides a modern platform for distributed applications
with properties like high integrity, transparency, and resilience against censor-
ship and tampering. This creates, among others, new opportunities and chal-
lenges for inter-organizational business processes [16]. These inherent properties
make blockchain technology a good fit for use cases where data integrity is of
crucial importance, e.g. clinical trials [12,22], food security [3], or financial risk
c© Springer Nature Switzerland AG 2020
A. Asatiani et al. (Eds.): BPM Blockchain and RPA Forum 2020, LNBIP 393, pp. 35–51, 2020.
https://doi.org/10.1007/978-3-030-58779-6_3
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Table 1. An overview of the four oracle types.

Pull Push

Inbound
The on-chain component requests the off-chain state

from an off-chain component

The off-chain component sends the off-chain state

to the on-chain component

Outbound
The off-chain component retrieves the on-chain state

from an on-chain component

The on-chain component sends the off-chain state

to an off-chain component

when dealing with business partners [26, Ch. 12]. Consequently, organizations
realize efficiency and effectiveness gains with blockchain technology as business
processes can have a higher degree of automation, e.g., by running business pro-
cesses on the blockchain [21] or by automating information exchange between
mutually untrusting parties. Many such applications are made possible by a
feature of second-generation blockchains, smart contracts, which “are programs
deployed as data in the blockchain ledger, and executed in transactions on the
blockchain” [26]. With smart contracts, blockchains become decentralized, neu-
tral execution platforms for user code.

Regardless of the generation, blockchains are closed-world systems: from
inside, one can only access data that is on the blockchain already. Oracles have
been proposed to mitigate that limitation. In the context of blockchains, an
oracle is a component that can transfer data between the outside world and
the blockchain. However, the implementation of oracles provides considerable
conceptual challenges as they can be regarded as a centralized point of failure
or may introduce security and trust concerns [16]. Consequently, much of the
research regarding oracles focuses on how to address these security and trust
concerns, e.g., by using multiple independent oracle instances to form a decen-
tralized oracle [25], extending trust properties to off-chain computation [10],
or strengthening trust in incoming data [13]. However, foundational aspects of
blockchain oracles that allow for their categorization and abstraction have not
been subject to close investigation yet.

In this paper, we address this gap by examining two core dimensions of
oracles: (i) the direction, i.e., whether the data flow is inbound or outbound from
the viewpoint of the blockchain; and (ii) the initiator of the data flow, i.e.,
whether it is push or pull -based communication. There are four combinations
of these options, an overview of which is shown in Table 1. We describe each
of these as a pattern, and examine its characteristics. Note that, on this level,
the four patterns can be implemented without relying on smart contracts, i.e.,
even on first-generation blockchains like Bitcoin. Each of the patterns can also
be suitably combined with other, higher-level patterns from the literature, like
decentralization or provable computation.

To characterise the different patterns, we implemented them in the context
of two use cases, and use these implementations for the purpose of obtaining
measurements. To this end, the implementations are based on Ethereum, and
we sent over 2,500 transactions to the Ethereum test network to obtain concrete
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data. This allows us to quantitatively study the characteristic differences between
the four oracle patterns. In particular, we focus on time (latency) and cost.

The remainder of the paper is structured as follows. Section 2 introduces
background literature and related work. The patterns are described and con-
trasted in Sect. 3. The use cases for the implementation are described in Sect. 4.
On the basis of the implementation, we analyze the four patterns with respect
to time and costs in Sect. 5.1 Next, we discuss our results and threats to validity
in Sect. 6. Finally, the paper concludes in Sect. 7.

2 Background and State of the Art

In a significant number of times, applications built on blockchain infrastructure
require data from real world states and events [4,9]. Examples include finan-
cial data, weather-related information, random number generations or arbitrary
data from off-chain devices and web services accessible via Application Program-
ming Interfaces (APIs). Blockchain oracles provide a way to interact with the
off-chain world [26]. Oracles can be implemented as software (interacting with
online sources) or hardware (interacting with the physical world), human (inter-
acting with individuals) or computation-based oracles (performing off-chain cal-
culations), single-source (centralized) or consensus-based oracles (decentralized,
using a multitude of sources) [4]. In this paper, we abstract from the way in
which oracles are implemented and focus on the foundational patterns they real-
ize. Next, we discuss the basic notions behind blockchains and elaborate on
state-of-the-art solutions adopted thus far for the realization of oracles.

Blockchain. At the core of a blockchain lies the transaction, that is, the trans-
fer of value between accounts. Transactions are temporally ordered and stored
in a sequential structure named ledger. Every participating full node in the
blockchain network keeps a local copy of the ledger. Updates in the network
are communicated via blocks, each collating the transactions to be appended to
the ledger. To generate and broadcast new blocks, the so-called mining nodes
can be required to prove their trustworthiness, e.g., by solving computationally
hard problems (Proof of Work). A consensus algorithm allows for the even-
tual consistency of the distributed ledger. Every block is linked to the previous
one via hashing, thus forming a chain – hence the name, blockchain. Smart
contracts turn blockchains such as Ethereum [23], Hyperledger Fabric [7] and
Algorand [5] into programmable infrastructures. Developers can encode smart
contracts with a programming language and compile them to bytecode. Upon
deployment, smart contracts are associated with a unique address. They are
executed and saved across all connected nodes of the network. The invocations
have a computation price expressed in terms of gas. In order to store information,
e.g., on the Ethereum blockchain, it can be placed into a transaction payload and
possibly added to the contract storage, contract logs, or kept in the transaction

1 The source code can be found at https://github.com/MacOS/blockchain-oracles-
data-collection.

https://github.com/MacOS/blockchain-oracles-data-collection.
https://github.com/MacOS/blockchain-oracles-data-collection.
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payload [24]. After the transaction is included into a block, the information is
publicly accessible within the network.

Blockchain Oracles. A plethora of commercial and open-source tools have
emerged that implement inbound oracles. Orisi2 is a solution for a distributed
set of inbound oracles for Bitcoin, which are executed by independent and trust-
worthy third parties. The majority of all oracles has to agree on the outcome
from external data. To fulfill this purpose, money from senders and receivers is
parked into a multiple-signature address, including their signatures as well as the
signature address of the majority of the oracles result. In our framework, Orisi is
categorized as a pull-based inbound oracle. Oraclize, recently rebranded as Prov-
able Things (see Footnote 2) is a popular service for inbound oracles that works
with multiple smart-contract-enabled blockchain platforms. The service acts like
a trusted intermediary between blockchains and a variety of independent data
sources. It also provides a mechanism to mitigate corrupt oracles [17]. Its Prov-
able Engine executes a set of instructions to react as certain conditions are met,
thus making it classifiable both as a push-based and a pull-based inbound ora-
cle. Other services which are natively classifiable as pull-based follow. In the
Ethereum-specific TinyOracle (see Footnote 2) an intermediary contract acts
as a receiver for the actual contract and simultaneously emits an event to the
subscribing RPC client. The lookup contract stores both query and respondent
addresses, while the sample client contract calls the oracle service of TinyOracle.
Reality Keys provides a combination of both automated and human-driven pull-
based inbound oracles [17]. ChainLink (see Footnote 2) offers a general-purpose
framework for building decentralized inbound oracles, providing decentraliza-
tion on both oracle and data-source levels. A Chainlink node can have multiple
external adapters for different data sources. Witnet [18] provides a decentral-
ized oracle network protocol based on Ethereum. It also enables miners to earn
tokens. An Ethereum bridge is implemented, providing Witnet nodes to run
Ethereum nodes with the option to operate with Ether and make contract calls.

Blockchain inbound oracles have also been considered in a number of research
works. Xu et al. [24] introduce the concept of validation oracles, namely trusted
third-party operators (either automatic or human) that act as inbound ora-
cles. The authors distinguish between internal ones, periodically transmitting
external verified data to the blockchain, and external ones, operating as trusted
external validators of transactions based on information that is external to the
blockchain. According to our scheme, we see that the former is push-based
and the latter is pull-based. Adler et al. [2] introduce a decentralized pull-
based inbound oracle service. The implementation provides a voting game, which
decides the truth or inaccuracy of propositions. Players can be voters or certi-
fiers. While certifiers play a role in cases with the requirement for high accuracy,
voters are utilized for low-risk/low-reward roles. Due to the random selections
of propositions, a level of security is provided against manipulation. We remark

2 Orisi: https://orisi.org/. Provable Things: https://provable.xyz. TinyOracle:
https://github.com/axic/tinyoracle. ChainLink: https://chain.link/. All links
accessed on June 7, 2020.

https://orisi.org/
https://provable.xyz
https://github.com/axic/tinyoracle
https://chain.link/
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that the successful implementation of random generators is also part of the real-
ization of oracles. Zhang et al. [27] present Town Crier, a push-based inbound
oracle that acts like a data-feed system connecting a blockchain with a back-end
that scrapes HTTPS websites.

We can observe that, thus far, the vast majority of the efforts has been
devoted to the design and implementation of inbound oracles. Indeed, a recent
technical report of ISO/TC 307 describes oracles for their sole task of providing
off-chain information to the blockchain [14]. In this paper, however, we also inves-
tigate and specify the patterns behind the opposite information flow, namely that
of outbound oracles, also known as reverse oracles [25].

3 Patterns

In this section, we describe in detail basic oracle patterns resulting from the
partitioning of the direction (inbound/outbound) and initiation of data flow
(pull/push) between on-chain and off-chain components. Figure 1 shows the data
flow along the fundamental dimensions outlined above. When applying this par-
titioning, a basic distinction can be made between inbound oracles and outbound
oracles, each of which can be further refined according to data pull and push
strategies.

Before discussing each pattern in more detail, we first give a general overview
of the patterns and their respective conceptual structural components (also
called “pattern participant”) in Fig. 2. The blockchain is considered to be part
of a larger software system, with software components being located on and
off-chain. In such an environment, it is often necessary to be able to communi-
cate across system boundaries in both directions to exchange information. For
example, components on the blockchain (such as smart contracts) may require
knowledge from software components outside the blockchain, and vice versa.
The outside world requires knowledge from the blockchain, too. Regarding the
terminology used throughout this paper, note that the term “event” in relation
to the blockchain refers to any activity that can take place on the blockchain
(e.g., data is persisted, a transaction occurs, a block is added, etc.).

On-
chain

Off-
chain

pull
push

push
pull

Pull strategy
Data flow

Inbound

Outbound

1. Pull-based Inbound

2. Push-based Inbound

3. Pull-based Outbound

4. Push-based Outbound

1.
2.

3.
4.

Push strategy

Fig. 1. Conceptual overview of the oracle data flow partitioning.
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Fig. 2. An overview of the oracle types and conceptual structural components.

3.1 Inbound Oracle

An inbound oracle transmits information from the outside world to the
blockchain. As a blockchain cannot directly acquire information from the outside
world, it relies on the outside world pushing information into the network. Given
this fact, the most obvious approach to obtaining external information on the
blockchain is to alert the outside world about the need to push required infor-
mation into the network. This approach is described in the pull-based inbound
oracle pattern and is characterized by the fact that the exchange of information
is initiated on-chain.
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Data
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Provide 
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Off-chain data

Process 
data

Build 
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Fig. 3. Sequence diagram showing the component interactions for the pull-based
inbound oracle.
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PATTERN: Pull-based inbound oracle
ProblemA blockchain application requires knowledge contained outside of the blockchain, but since
blockchains are closed systems, applications cannot directly acquire information from the outside world.
Solution A pull-based inbound oracleallows blockchain applications to request states from off-chain
components. When a blockchain application requests an off-chain state, the pull-based inbound oracle
receives this request, gathers the state from off-chain components, and sends the result back to the
blockchain (via a transaction).
Benefits State requests are initiated in the blockchain. Thus the whole process is transparent. It can
be traced whether off-chain data was successfully provided (in time) or not.
Drawbacks State requests have to be initiated from the blockchain, this induces a passive character.
Further, the pull-based inbound oracleresponse time depends on the speed of the blockchain network,
which may lead to a bottleneck. Network congestion may result in delayed or missed off-chain state
retrieval, as the oracle only starts working after it registers requests from the blockchain.

The conceptual interaction of the pattern participants is shown in Fig. 3: An
Event Listener subscribes to relevant events on the blockchain, which forwards
event data to a Controller. The Controller gathers required data from an off-
chain component via an Off-chain State Retriever. The gathered data may be
further processed by the Controller before it is returned to the blockchain via a
Blockchain Facade.

Another approach to transferring external knowledge to the blockchain is to
monitor changes in the off-chain world that are relevant to the blockchain and to
transfer these changes to the network. This approach is described by the push-
based inbound oracle pattern and is characterized by the fact that the exchange
of information is initiated off-chain.

Data

Off-chain
component 

Listen for updates / 
Search for data

Blockchain Blockchain
FacadeController

Data
Process 
data

Data
Build
transaction

Send signed 
transaction

Update
Listener

Fig. 4. Sequence diagram showing the component interactions for the push-based
inbound oracle.



42 R. Mühlberger et al.

PATTERN: Push-based inbound oracle
Problem A blockchain application must be supplied with knowledge outside the blockchain, but since
blockchains are closed systems, this knowledge cannot be directly communicated.
Solution A push-based inbound oracleallows off-chain information to be propagated to the blockchain
by monitoring off-chain state changes and forwarding them to the blockchain.
Benefits Scattered or irregularly updated data outside the blockchain is proactively pushed to the
blockchain application. Therefore, the application does not require capabilities to search and query
off-chain data. In addition, data can be checked more easily by the push-based inbound oracle,
considering the limited functionality of blockchain environments.
Drawbacks The push-based inbound oracleis not deployed or triggered on the blockchain, making
data provision entirely dependent from (non-distributed) applications running off-chain. To manipulate
blockchains with incorrect information, an adversary only needs to compromise the off-chain
component(s) from which the oracle receives the data.

The push-based inbound oracle, as conceptually illustrated in Fig. 4, listens
to relevant off-chain component updates via an Update Listener and forwards
the data to the Controller. The Controller may process (e.g., filter, verify, etc.)
the data before it is sent to the blockchain via a Blockchain Facade.

3.2 Outbound Oracle

An outbound oracle transmits information from the blockchain to the outside
world. Due to its underlying properties, a blockchain can store state information
in the form of transactions, but it cannot actively communicate that state to
the off-chain world. In light of this, the most obvious path to obtaining data
from the blockchain is to fetch it. This approach is described by the pull-based
outbound oracle pattern and is characterized by the fact that the exchange of
information is initiated off-chain.

PATTERN: Pull-based outbound oracle
Problem Knowledge contained on the blockchain is needed outside the blockchain, but since
blockchains are closed systems, the outside world cannot directly request information.
Solution A pull-based outbound oracleallows blockchain data to be queried and filtered to make it
available to the outside world. It can be called from (off-chain) components to pull (all) blockchain
data and query relevant information.
Benefits The pull-based outbound oracleallows to decouple external status requests from the actual
status retrieval. Thus, the pattern offers the possibility of uniformly accessing and querying relevant
information on the blockchain.
DrawbacksDepending on the size of the blockchain and the knowledge of the location of the requested
information, the provision of the data may take some time.

The pull-based outbound oracle, as conceptually outlined in Fig. 5, receives
off-chain data requests via an Off-chain Request Handler and forwards the
requests to the Controller to process the request before forwarding it to the
State Retriever, which is responsible for retrieving data from the blockchain.
The result is returned to the Controller, which may process the data before it is
sent to the off-chain requester via the Off-chain Request Handler.
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Fig. 5. Sequence diagram showing the component interactions for the pull-based out-
bound oracle.

Another approach to transferring internal information from the blockchain is
to observe changes on the blockchain that are relevant to the outside world and
to transfer these changes off-chain. This approach is described by the push-based
outbound oracle and is characterized by the fact that the exchange of information
is initiated on-chain.

PATTERN: Push-based outbound oracle
ProblemKnowledge contained on the blockchain must be available outside the blockchain, but since
blockchains are closed systems, applications cannot directly propagate information to the outside world.
Solution A push-based outbound oraclemonitors the blockchain for relevant changes to subsequently
trigger or perform activities outside the blockchain.
Benefits The push-based outbound oracleconstantly monitors the blockchain. Thus, it is possible to
(partially) automate blockchain related tasks by taking action when a blockchain state is updated.
Drawbacks The push-based outbound oracleis required to run continuously in order to monitor all
events (on time) on the blockchain. In case the oracle unexpectedly stops, updates (depending on the
implementation) may be missed. In addition, depending on the speed of the blockchain network, delays
can occur, which can lead to unwanted delays in time-sensitive interactions.

The push-based outbound oracle, as shown in Fig. 6, subscribes to relevant
events on the blockchain via an Event Listener and forwards event data to
the Controller, which may process the data before it is sent via the Off-chain
Transmitter to an off-chain component.
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Fig. 6. Sequence diagram showing the component interactions for the push-based out-
bound oracle.
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Fig. 7. A supply chain process (in BPMN, from [21]), showing where oracles are
employed.

4 Use Cases

Among other successful use cases, the blockchain has been adopted as a backbone
for the execution of multi-party business processes [8]. This section describes
some use cases in that domain we considered to implement the oracle patterns.

Figure 7 illustrates a simplified model of a supply-chain process inspired by
[21]. The initiator of the process is a bulk buyer who places an order. The order
is then forwarded to a manufacturer. The manufacturer, in turn, calculates the
needed material and delegates a middleman to forward the order to a supplier
and to book the transportation by a special carrier. When materials are ready,
the carrier takes care of the transport from the supplier site to the manufac-
turer’s. Finally, the manufacturer produces the goods and delivers them to the
bulk buyer.

The execution of the process is tightly bound at many stages to data flows
from and toward the blockchain system. The transfer of information from the
off-chain world to the on-chain environment and vice-versa is carried out by the
oracles. We focus in particular on four oracles – one for each pattern. They are
highlighted with textual comments in Fig. 7 and detailed next. Our implementa-
tions of those oracles are based on the Ethereum blockchain, Web3 library and
Python. Our additional modules for QR scans are based on QR-Code-Scanner.3

The source code is available, see Footnote 1.
Figure 8 depicts the oracle-based interaction between a bulk buyer and the

manufacturer. The bulk buyer places an order over a web application (1). The
order is forwarded to the manufacturer if the creditworthiness of the buyer is
verified. The order details including the order ID and information on the cus-
tomer and bulk buyer are forwarded via a transaction to a smart contract (2).
The smart contract publishes an event containing information on the bulk buyer

3 Web3: https://github.com/ethereum/web3.py. Python: https://www.python.
org/. QR-Code-Scanner: https://github.com/code-kotis/qr-code-scanner. All links
accessed on June 7, 2020.

https://github.com/ethereum/web3.py
https://www.python.org/
https://www.python.org/
https://github.com/code-kotis/qr-code-scanner
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Fig. 9. Oracle-based tracing of goods via QR Code scanning in the supply chain process
of Fig. 7.

such as name and Tax ID. The Event Listener of a pull-based inbound oracle
subscribes to updates on such events. To retrieve information on the buyer’s
creditworthiness, the oracle calls the API of an external credit assessment ser-
vice upon request via its Off-chain State Retriever (4). As the oracle processes
the response (5) with the Controller, it returns this information as transaction
data to the smart contract (6) with its Blockchain Facade. Finally, the manu-
facturer accesses the order after the verification (7).

Figure 9 illustrates a blockchain-based use-case for the tracing of goods in a
supply chain via QR-code scanning. It involves three oracle patterns. The use
case starts with an employee registering the delivery of a package. To certify the
sending of the package, the employee uses a device with a QR-code scanning
application (1). The information from the QR code includes the order ID, the
name and the quantity of items (2). Thereafter, the push-based inbound oracle
receives the data from the scan (3) via its Update Listener. The Controller of
the oracle encodes the data into a blockchain transaction, enriching it with the
location and current timestamp. Its Blockchain Facade transmits the data to a
smart contract (4). The smart contract, in turn, publishes an event that is parsed
by the Event Listener of a push-based outbound oracle (5a). The Controller of
the latter decodes the event data and further passes it along to an ERP system
via an Off-chain Transmitter (6a). The bulk buyer traces the production of the
items identified by the order ID over the blockchain via a web application (5b).
Upon request, the web application calls the Off-chain Request Handler of a pull-
based outbound oracle (6b). The oracle Controller turns the request into a query
for the On-chain State Retriever. As the requested information is found (8b),
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the application provides the entire data record on the product(s) back (9b). We
implemented these use cases to serve as a basis of the analysis described next.

5 Analysis of Performance and Transaction Fees

This section describes our findings from a quantitative analysis on proof-of-
concept implementations of the four oracles, based on the use cases presented
above.

Send
transaction

Receive
transaction

hash

Prepare
transaction

Mine
block

Receive
event

Receive
transaction

Fig. 10. Schematic process for measuring latency, with off-chain (white) and on-chain
(grey) tasks.

Setup. We focus on the time and costs dimensions. Regarding time, specif-
ically latency, we are interested in answering two questions. The first ques-
tion is whether we observe differences in time among the different imple-
mented patterns. This might indicate that dissecting oracles the way we pro-
pose in this paper is not only important from a software engineering per-
spective, but also with respect to the range of use cases they cater for. The
second question is whether the observed timings are caused by our experi-
mental settings. We perform all experiments on Ropsten, a test network for
Ethereum. We choose Ropsten as it is accepted in the scientific literature for
testing purposes [1,6,15]. The test code and the code used for the quanti-
tative analysis are available, see Footnote 1. The smart contract arrival.sol
mimics the use case from Fig. 9, which we use to evaluate the push-based
inbound oracle, the pull-based outbound oracle and the push-based outbound ora-
cle. It is deployed at address 0x1186aEDAb8f37C08CC00a887dBb119787cfE6AAf.
The smart contract customer.sol mimics the use case from Fig. 8, which
we use to evaluate the pull-based inbound oracle. It is deployed at address
0x9c2306eccc5afa6ee0c1eca6deab66cc336c3b3d.

To assess the costs of inbound oracles, we measure the consumed gas. Note
that gas costs also captures the computational and storage effort. We convert
Ether to Euros by using the mean exchange price for Ether over the evaluation
period (144.86 e/Ether), and gas usage converts to Ether using the gas price of
the transactions (on average 7.45 × 10−10 Ether/gas).

The outbound oracles read from the blockchain and we thus focus on the
time dimension. Note that we keep the retrieval state of the pull-based out-
bound oracle constant to eliminate this as a varying factor. Furthermore, in the
implementation of the pull-based inbound oracle we do not store any states in
the receiving smart contract, because the transaction invokes the client smart
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Table 2. Summary statistics of time and costs for oracle invocations (on the Ropsten
Ethereum test-net).

n mean std min x0.25 x0.50 x0.75 max

Push-based inbound oracle 2437

dttx-hash [seconds] 0.53 0.08 0.46 0.49 0.50 0.54 2.14

Transaction cost [Gas] 44,827 1,265 36,739 45,139 45,235 45,259 45,319

Transaction cost [C] 4.96×10−3 5.78×10−3 2.96×10−11 6.55×10−5 6.53×10−3 6.55×10−3 1.37×10−1

Push-based outbound oracle 438

dttx-mined [seconds] 16.20 15.95 0.53 5.41 10.71 21.44 129.95

Pull-based inbound oracle 126

dttx-hash [seconds] 0.52 0.05 0.46 0.48 0.50 0.52 0.78

Transaction cost [Gas] 22,770 0 22,770 22,770 22,770 22,770 22,770

Transaction cost [C] 8.91×10−5 3.96×10−4 7.91×10−7 7.91×10−7 7.91×10−7 7.91×10−7 1.85×10−3

Pull-based outbound oracle 2611

dttx-hash [seconds] 0.13 0.03 0.11 0.11 0.12 0.12 0.45

contract directly and we exclude its handling of the data in the experiment.
In contrast, the push-based inbound oracle stores the state and emits an event;
this is necessary so that the client smart contract can retrieve the state.

To measure latency (see also Fig. 10) we capture the time between a trans-
action being sent to the blockchain node (t1) and the time when we receive the
transaction hash (t2). We indicate the difference as dttx-hash. For the push-based
outbound oracle, we measure the period between the timestamp of the block that
included the transaction (i.e., the timestamp when the miner started mining that
block, t3), and the time in which we receive the event (t4). We name the differ-
ence as dttx-mined. When clear from the context, we will refer to both measures
as dt. It is debatable whether the mining time should be part of the latency mea-
surement. Note that the time between the submission of a transaction and its
inclusion/commitment on the ledger varies drastically between blockchain plat-
forms. Additionally, various other factors need to be taken into account, such
as network congestion and, for commit time on Proof-of-Work blockchains, the
number of confirmation blocks which is a user-defined parameter – see e.g. [20]
for details and measurements. Here, we measured simple inclusion time without
additional confirmation blocks, as a placeholder and to highlight this underlying
issue.

Results. Figure 11 and Table 2 show the results of our experiments. The pull-
based outbound oracle is the fastest of the four oracles with a mean dt of
0.13 ± 0.03 s, while the push-based outbound oracle is the slowest with a mean
dt of 16.20± 15.95 s. This difference stems from the fact that the pull-based out-
bound oracle reads historical states from the blockchain, whereas the push-based
outbound oracle requires a transaction to be included – which is subject to high
variance and an average delay of roughly 1.5 inter-block times [26]. This trans-
action triggers the event that is picked up by the push-based outbound oracle.
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Fig. 11. Performance plots for the four oracle implementations.

We received 75% of the pull-based outbound oracle transactions within 0.12 s. For
the push-based outbound oracle, instead, the third quartile amounts to 21.44 s.
From the box plots in Fig. 11, we can observe that the dt measurements of the
pull-based outbound oracle and the push-based inbound oracle have a significant
number of outliers and follow a long-tail distribution. This is less pronounced
for the other two oracles. Discounting outliers, the dt distribution for the pull-
based inbound oracle is similar to push-based inbound oracle, with mean dts of
0.52 ± 0.05 and 0.53 ± 0.08, respectively, and the same minimum (0.46) and
median (0.50) values. They differ slightly in their 25th (0.48 vs. 0.49) and 75th
(0.52 vs 0.54) percentiles.

For push-based inbound oracle and pull-based inbound oracle we measured
the transaction costs in Ether, and converted them to Euros with the above-
mentioned exchange rate. The results are reported in Table 2. The gas price
setting in our setup relied on the current market price – which turned out to be
highly variable on Ropsten, and not representative of the Ethereum mainnet. To
give an indication of the cost we would have incurred on the mainnet, we retrieved
the approximate median gas price from the Google BigQuery public database
of Ethereum for the period in question, which was 8.5 Gwei (averaged over 3.15
million transactions). If we multiply this with our mean gas consumption and
the exchange rate, we get a median transaction cost of 0.028 e for push-based
inbound oracle and 0.056 e for pull-based inbound oracle.

6 Discussion and Threats to Validity

In the following, we discuss advantages and disadvantages, our experience from
the implementation process, the results analysis above, and finally the limita-
tions and threats to validity of this work. An advantage of the foundational
viewpoint taken in this paper is the clear separation and composition of con-
cerns we can achieve. For example, our implementation, following the patterns
in this paper, enables us to implement logic for distinct abstraction levels. As
such, it is possible to implement behaviour for all oracles. More crucially, adding
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or changing information sources to the oracle only requires us to revise the sole
oracle without the need to change the on-chain implementation logic.

Regarding the results of the analysis, we find that latency and cost are both
not particularly high. For instance, when comparing the latency with results
from [20], where the median commit time of transactions was around 200 s, it is
fair to say that the sub-second latency measured in almost all cases (where no
transaction inclusion time is part of the latency) is relatively low. This, however,
may be different if other blockchain platforms or consensus algorithms are used.

As for cost, we found that a single interaction of either inbound oracle did
not incur high fees. For the fairest possible comparison, gas consumption should
be used as a metric as it does not depend on current market prices. Comparing
the results on this basis, in [11] (a cost-optimized version of [21]) transactions
have a typical gas consumption of 24,000 to 27,000 gas. This is in line with the
pull-based inbound oracle’s gas consumption; for the push-based inbound oracle’s
gas usage the additional storage cost accounts for the higher gas cost. Specific
implementations of this pattern can be optimized in this regard, in particular by
storing data on-chain only when necessary. This may be particularly important
when many oracle invocations are expected in a given setting, and cost and time
delays would add up.

The work we present in this paper has a number of limitations and threats
to validity. The patterns are mined using a qualitative mining process (as it is
usual). Thus, possible misinterpretations or biases of individual researchers or
the whole author team cannot be fully excluded and might have influenced our
results. Generalizability can only be claimed for the studied technologies (see
Sect. 2), but we aimed to define foundational patterns to mitigate this threat
as far as possible. Therefore, despite our implementation resorts on Ethereum,
our findings are applicable to other blockhain platforms. Nevertheless, we do
not claim any form of completeness. Our analyses are preliminary and can only
provide a rough indication of time performance and costs; for claiming general-
izability beyond the scope of the studied cases, more research would be needed.
Furthermore, the use of a testnet like Ropsten may reduce the representative-
ness of the analysis results for practical applications. We mitigated these effects
by not relying on time and cost measurements from the testnet in our discus-
sion, and by basing relevant cost analyses on data from the Ethereum mainnet
instead. In future work, we will also study different strategies on data structures
and message rates to further mitigate the impact that information exchanges
have on the overall execution costs.

7 Conclusion

In this paper, we have investigated how blockchain oracles can be characterized
for the communication between the on-chain and off-chain realms. We abstract
individual technical solutions adopted in existing implementations into four foun-
dational oracle patterns. In addition, we have studied their relations, benefits,
liabilities, and consequences. Finally, we have quantitatively analysed the four



50 R. Mühlberger et al.

patterns in terms of time performance (latency) and cost impacts. We find that
neither cost nor latency are particularly high for a single invocation of any of the
patterns, except that latency can be dominated by transaction inclusion time.
Also, in our experiments the patterns were in most cases subject to different
distributions in terms of cost and latency; the results show these characteristic
differences.

In future research, we will deepen our analysis with further studies conducted
on multiple blockchain platforms, further study how exchanged data rate and
quantity has an impact on execution costs, and apply the patterns to more
use cases spanning over different fields including autonomous robotic swarm
systems [19]. Furthermore, we want to study the use of patterns for information
exchange between blockchains. The combination of oracle patterns would also
be the subject of our future studies.
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Abstract. Blockchain could introduce a new approach by which organizations
view and govern their information and technology projects. Processes involving
blockchain are oftentimes transaction-based, decentralized, and require coordi-
nated communization before implementation. This approach may introduce new
challenges to conventionalmodeling techniques. In this study, the role ofmodeling
during the design phase of blockchain processes is explored. This role is described
through a theory derived from 30 semi-structured interviews, two case studies, and
two focus groups. The results are applied to inter-organizational business process
modeling. The role of modeling, the effects on this role caused by the introduction
of blockchain, and the shortcomings of currentmodeling techniques are described.
Additionally, the study provides several opportunities for future research.

Keywords: Modeling · Blockchain · Process design

1 Introduction

Blockchain could introduce a new approach by which organizations view and govern
their information and technology projects. This approach may introduce new challenges
to contemporary modeling techniques. Processes involving blockchain are oftentimes
transaction-based, decentralized, and require coordinated communization before imple-
menting [1]. For instance, once a smart contract or consensus algorithm is written,
deployed, and enforced its code is final and cannot be changed unless depicted otherwise
in the governance [2]. Besides the technological solution, the inter-organizational setting,
business processes, and policy & social environment are affected as well: blockchain
introduces a transparent, consensus-based, and highly standardized environment where
data and processes need to be unified and streamlined. This is in contrast to the cur-
rent introvert information technology paradigm where most organizations reside in,
as these differences force organizations to interact and communicate more with their
competition/competing colleagues [3, 4].

Practice suggests that the design phase, with a particular focus on modeling, needs
to be adjusted to facilitate the changes blockchain introduces to them [5]. For example,
organizations might face unforeseen challenges when attempting to integrate processes
incorporating blockchain (hereafter referred to as “blockchain processes”) in their cur-
rent process architecture due to a lack of interoperability or the inability to incorporate
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them in the current enterprise architecture, as its distributed nature might not be facil-
itated by contemporary architecture modeling techniques [6]. Besides this, blockchain
processes could enable new ways in which organizations collaborate, communicate, and
share information because it makes trust less impactful in ecosystems where it was pre-
viously lacking, like peer-to-peer money transfers [7]. This could introduce challenges
usually not associated with process (re)design or challenges which organizations have
not yet faced. For instance, if process control is handed over to participants outside of
an organization, data accuracy cannot be validated, obligations cannot be enforced and
it is harder to check if conditions are met [8]. Moreover, inter-organizational relation-
ships, collaborations, and communication might be affected by a technological solution,
altering the way they are perceived and governed [9, 10].

Current literature on the modeling of blockchain process also suggests a need to
facilitate the changes blockchain introduces [5, 6, 11]. The design or engineering phase
is often the most important aspect of process (re)design, as this phase requires extensive
communication between partners, coordination between data, and process unification
[1]. Research triggers found in literature and practice show the need for research regard-
ing the role of modeling in blockchain processes. These research triggers led to the
following research question: “What is the role of modeling during blockchain process
design?”

The next section discusses the current state of the research field. After this, the
methodology, togetherwith thedata collection andanalysis, is described.Next, the results
of the research are presented and elaborated. The last section presents the conclusions
and discusses the utilized methodology and results of the research, followed by possible
directions for future research.

2 Background and Related Work

The current knowledge domain of blockchain modeling is nascent, but not non-existent.
Previous internal research included a literature analysis [12]. This research views the
literature analysis as current and valid because it was conducted shortly before this study
started. However, because the literature analysis encompassed a low amount of literature
(five relevant contributions identified in total), they will be discussed separately, and
relations or opposite views will be described.

The analysis showed that Porru and Michele [5] suggest that, when dealing with
Blockchain-Oriented Software engineering (BOS), many challenges must be responded
to. Among these challenges is the need for testing the software of blockchain applica-
tions, especially because there are multiple programming languages used during this
development. Additionally, smart contracts should be created through software tools to
streamline development in specialist languages (e.g. solidity, a language designed for
writing smart contracts in Ethereum).

Developing further on the work of Porru and Michele [5], Rocha and Ducasse [11]
attempt to create this specialist language to model BOS. Rocha and Ducasse [11] add
that modeling is an important part of designing software, therefore developers may
struggle to plan their BOS. They attempt to start the discussion on specialized blockchain
modeling notations by applying three complementary modeling approaches to a BOS
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example. Rocha and Ducasse [11] conclude that every approach had its strengths and
weaknesses, and that a specialized notation forBOS is needed to properly design it. These
weaknesses were shown when attempting to cope with aspects specific to blockchain,
e.g. decentralization and consensus.

Mendling [13] focusses less on the entirety of BOS, but rather on how Business
Process Modeling and Notation (BPMN) can facilitate blockchain processes. Mendling
[13] provides seven challenges for blockchain-based process support, two of which
imply the role of modeling. The first challenge described the need for an understanding
of how business processes can be best innovated using the potentials of blockchain. The
second challenge describes new governance models with an overall impact on business
strategy. The first challenge is further elaborated upon in Mendling et al. [6], where they
reiterate the challenge of understanding how business processes can be best innovated
using the potential of blockchain but adds that insights from operations management
and organizational science could be informative. Mendling et al. [6] do not suggest the
need for a specialized language for BOS, in contrast to Porru and Michele [5]. This
suggestion is supported by García-Bañuelos, Ponomarev, Dumas, and Weber [14], who
demonstrate a method to compile a BPMN process model into a Solidity smart contract
without running into insurmountable obstacles.

3 Research Design

The data for this study is collected over a three-and-a-half-month period, between Febru-
ary 2019 and late-May 2019, through 30 semi-structured interviews, two case studies,
and two focus groups. The semi-structured interviews, case studies, and part of the
focus groups were used as data collection. For sampling, a combination of convenience
sampling and snowballing was utilized.

3.1 Interviews

The first method of this study consists of 30 semi-structured interviews. The goal of
the interviews was to let the participants expand on their perspective on modeling dur-
ing their experience with blockchain processes design. This goal was warranted with
a criterion: they should have previous experience with utilizing modeling techniques
when conceptualizing blockchain processes. The number of interviews that were con-
ducted is 30, which is adequate for qualitative research [15]. During the interviews, an
interview protocol with three sections was used. Section one discussed the participants’
background and current occupation. Section two discussed one or multiple blockchain
projects the participant was involved with. Section three discussed the role of modeling
during those cases. After each subsequent interview, the interview protocol was reviewed
and adjusted. Changes made to the interview protocol were meant to improve the data
derived from the subsequent interviews. It was not necessary for each participant to
answer the same questions, as the goal of the interviews was to extract the participants
perspective onmodeling during their experiencewith blockchain process design. In total,
1655 min (27,5 h) of data has been recorded over 30 interviews, averaging 55 min per
interview.
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Starting from interview 11, the researchers consolidated the interviews and made
preliminary conclusions to the research questions. These preliminary conclusions were
validated at the end of all interviews following interview 11. After each time the prelim-
inary conclusions were validated, they were reevaluated by the researchers. This helped
validate the results and, in some cases, trigger subjects during the interview that were not
yet discussed, increasing the richness of the information the participant could convey
during the interview.

3.2 Case Studies

If a specific interview had more depth to it than could be covered during the interview,
the researchers asked the participant to lend their project for case study analysis. Two
criteria were established for a project to be considered for a case study: 1) the existence
of documentation for both the processes and technical architecture of the application and
2) a working application. The first criterion allowed the researchers to review the doc-
umentation referenced and discussed during the interview. The second criterion meant
the project had experience translating the documentation into a working application,
completing the design phase, which ensured and grounded their experience of modeling
in this phase.

In total, two case studies were conducted. The selection of projects was based on the
group of individuals, organizations, information technology, or community that best rep-
resents the phenomenon studied [16]. During the case study process, a holistic multiple-
case designwas used, according toYin’s [17]Multiple-Case StudyProcedure.Amultiple
case study designwas chosen because the units of analysis were essentially unrelated and
thus should not be combined into an embedded case study design [18]. Themultiple-case
study procedure consisted of three phases: 1) Define andDesign, 2) Prepare, Collect, and
Analyze, and 3) Analyze and Conclude. During phase one, the theory was developed, the
cases selected, and the data collection protocol designed. The second phase consisted of
the execution of the case studies themselves. The third phase consisted of the following
actions: 1) drawing cross-case conclusions, 2) modifying theory, 3) developing policy
implications, and 4) writing cross-case report. As described by Yin [17] and supported
by Eilbert and Lafronze [19] and David [20], a Multiple-Case Study with two or more
cases is much preferred to a single-case study by providing 1) analytical benefits and
2) the possibility of comparing contrasting situations, leading to further new insights
leading to 3) theoretical replication and further generalizability.

3.3 Focus Groups

The results of the interviews and case studies were discussed and validated with two
focus groups. Before a focus groupwas conducted, several aspectswere addressed: 1) the
goal of the focus group, 2) the selection of participants, 3) the number of participants, 4)
the selection of the facilitator, 5) the information recording facilities, and 6) the protocol
of the focus group [21].

For this study, the goal of the focus group series is to validate the conclusions of
the interviews and case studies and go in-depth into the role of modeling techniques
in blockchain processes. The selection of participants should be based on the group of
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individuals, organizations, information technology, or community that best represent
the phenomenon studied [16]. In this study, organizations and individuals that deal
with the use of modeling techniques during blockchain process design; examples being
projectmanagers or software engineers. The participantswere selected based on the same
criterion as the participants for the interviews. In total, two focus groups were held. The
first focus group had four participants, the second five. Okoli and Pawlowski [22] and
Glaser [23] state that the facilitator should be an expert on the topic and familiar with
group meeting processes. The selected facilitator has conducted research on the topic
before and has experience with interviewing participants on the topic. In addition to
the facilitator, the second researcher was always present during the focus groups, thus
participating as a ‘back-up’ facilitator that monitored whether each participant provided
equal input, and if necessary, involved specific participants by asking for more in-depth
elaboration on the subject. All focus group sessions were audio and video recorded.
Each focus group session followed the same protocol, each starting with an introduction
and explanation of the purpose and procedures of the session. After the introduction,
ideas were generated, shared, discussed, and refined by the participants. This allowed the
participants to respond to a statement that represented a specific preliminary conclusion
effect. After every focus group session, the researchers analyzed and consolidated the
results. Each focus group took about three and a half hours to complete.

4 Data Analysis

After the interviews were conducted, the main findings were summarized by the
researchers. All interviews and focus groups were transcribed and analyzed in detail
using the qualitative data analysis tool NVivo 12.0 [24]. As established in the intro-
duction, blockchain modeling is a nascent research domain [12]. For nascent research
domains, thematic content analysis coding for evidence of constructs is an appropriate
method [25]. Thematic content analysis is a descriptive presentation of qualitative data.
For thematic content analysis, grounded theory is often used [26]. However, grounded
theory insists that theoretical sampling is part of the methodology [16]. Because the
method used in this study does not comply with this rule, it will not be considered
grounded theory. However, Strauss and Corbin [27] indicate that their guidance for
qualitative data analysis can also be useful for research that does not leverage grounded
theory. Because of this, Strauss and Corbin’s [16] process of 1) open coding, 2) axial
coding, and 3) selective coding is used, see Fig. 1, which helps structure the chain of
reasoning during the data analysis.

The first cycle was open coding, involving the analysis of sentences and groups of
sentences [16]. During the open coding process, the researchers tried to identify what
Boyatzis (1998) refers to as “codable observations”. Here, the researchers coded the
data by identifying sentences in which the role of modeling was discussed. Open coding
was followed by the second cycle, axial coding, in which the researchers identified how
the participants viewed the role of modeling and why they had this perception [16]. The
second cycle started with one interview that was coded separately by both researchers.
The coding of this interview was compared and discussed to align the perspective the
researchers had on the process. After comparing and discussing a separately coded
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Fig. 1. Coding process

interview, the researchers coded three interviews together to ensure the understanding
of the process. This improved reliability of the process [28]. After the process alignment,
Toulmin’s [29] framework was utilized to code the interviews, which consists of three
elements: claim-ground-warrant.

When a participant discussed their perspective on the role of modeling during
blockchain process design, it was coded as a claim. Each claim had a ground, in which
the participant elaborated on the claim. Warrants were not explicitly coded, as they are
not explicitly stated by the participant and, therefore, reflected the researcher’s assump-
tion. In the end, only one warrant was identified in the data: “Authority – Asserts the
reliability or validity of a presumed expert source and their statements (i.e., grounds)
expressed [30].” Whenever a participant expressed their opinion that was accompanied
by a ground based on assumptions instead of experience, it was not coded as a claim
of a warrant, as the researchers could not identify the warrant. After both researchers
concluded the coding of their interviews, one interview was randomly picked and coded
again to provide a “reality check” [28] for the researchers, making sure the process
established at the beginning of this cycle was adhered to until the end of the process.
After axial coding, the third cycle, selective coding [16], started. In this cycle, the type
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of claim and the content of the ground were coded. The types of claims were not pre-
determined, but rather coded along the theme the researchers interpreted the claim to
be part of. This process required inductive reasoning, which was applied to reason from
empirical observations (interviews, case studies, and focus groups) to a theory.

After the interviews, the case studies were analyzed. This started with interviewing
at least one of the organizations associated with the case, analyzing the documentation,
and cross-referencing this documentation with the interview. The interview in which
the case study is identified is also considered as the interview conducted in this case
study, as the information about the case derived from the participant was considered
saturated by the researchers. By analyzing primary and secondary data concerning the
same case, inconsistencies in the data collection where identified. To reduce the chance
of inconsistency, the participants were asked to elaborate on the secondary data during
the interview. Based on this process, no inconsistencies were identified. The last data
to be analyzed were the focus groups. The focus groups consisted of data collection
and data validation. The data collection part was analyzed using the same method as
the interviews. The data validation part was analyzed by both researchers listening to
the reactions and discussion of the participants in the video recording and by analyzing
the answers they submitted through Socrative; a tool that was utilized to structure the
discussion and topics.

The process of how the results are derived from the data should be seen as an
extension of the selective coding process and is based on Runeson and Höst’s [18]
process of deriving a chain of evidence. The first phase consisted of interpreting the
results. It started with categorizing themes based on commonalities observed by the
researchers. Because blockchain changes the function of trust, the categorization of the
results of this paper should encompass inter-organizational aspects as well. Therefore,
we apply the results to inter-organizational business process modeling [31] and discuss
how it may affect modeling. The second phase consisted of interpreting relationships
between the themes and deriving effects on the role of modeling during the design phase
of blockchain processes caused by these relationships. These effects simultaneously
formed the conclusions drawn from the data. Finally, the conclusions are translated into
a theory and structured alongside the categories identified by the researchers.

5 Results

The results are structured along the two facets of inter-organisational business process
modeling: the modeling facet and the process facet.

5.1 Inter-organizational Modeling

Two effects that the introduction of blockchain has on the activities and decisions
made during inter-organizational modeling are identified: inter-organizational processes
and architecture. Inter-organizational processes become more complex and inclusive.
Because of the collaborative and inter-organizational nature of blockchain, more stake-
holders are introduced that have to participate in an ecosystem. This makes the inter-
organizational processes more complex because more stakeholders are involved, more
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communication channels exist between these stakeholders, more power is to be dis-
tributed because of on-chain governance aspects like voting power and different consen-
sus mechanisms, and the network effect is more important because more stakeholders
are involved. Besides more complex, they also become more inclusive because stake-
holders that would normally not be considered for collaboration are now an integral part
of the project. For example, one participant noted: “Construction workers now have to
use the same application as everyone else, meaning they have to be aware of how and
why the application is used, up until a certain point. This is something they are not used
to, as these applications usually only encompass a few big organizations.” Additionally,
processes become compartmentalized, meaning the integral process consists of inter-
changeable components. This is supported by a, as one participant of the focus groups
called it, “information architecture”, in which stakeholders standardize definitions. The
inter-organizational architecture is defined as the ‘minimal compliant architecture’ of
the application. This refers to an application architecture that is compliant up to its weak-
est link, creating the “minimal compliant architecture”. This means that the application
architecture is compliant with both general legislation as well as organization-specific
legislation, which might apply to external- and internal stakeholders of the ecosystem.
During the focus groups, all participants agreed that this effect was magnified by the
introduction of the General Data Protection Regulation (GDPR) legislation and had a
significant impact on the architecture of blockchain processes. One participant noted:
“Some organizations very strictly adhere to the GDPR legislation, and if you want
to collaborate with these organizations you have to adhere to their standard of data
privacy.”

Themodeling approach should start with stakeholder identification. Identifying these
stakeholders is increasingly important when blockchain is introduced, as stakeholders in
a blockchain application are often external stakeholders of each other. One participant
noted: “Blockchain is always with the outside, collaborating with multiple parties.”
Which give baring to the statement that external stakeholders are what gives value to
blockchain applications. Another participant noted: “If you want to do something with
blockchain, you have to do it with multiple [external] parties, otherwise you do not need
a blockchain”. This is in line with previously reviewed literature which noted that inter-
organizational collaboration is key to leveraging blockchain [7]. After the stakeholders
have been identified, the business model of the ecosystem is defined. One participant
noted that conceptualizing the business model attracted the attention of different profes-
sions and expertise. The participant noted that: “If you change a business model it has
an impact on business operations. Chief Financial Officers (CFO’s) are often one of the
first people to join these meetings. They might not participate in the project, but they for
sure are in the engineering.” Modeling is also used for communication and creating a
common understanding among stakeholders. This communication is especially difficult
when it concerns layman stakeholders, as one participant noted: “Trying to place your-
self in the shoes of a layman is the essence of a good model, I think. Only then can you
convey complex models to different groups of people.” However, these models should
not only be used to communicate towards layman stakeholders but to all stakeholders,
as they convey essential information in a way that is understandable for all. Lastly, the
information and minimal compliant architecture with regard to the stakeholders and the
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ecosystem is created. This entire modeling approach is outwards instead of inwards.
Inwards modeling means stakeholders view themselves as the starting point of their per-
spective and differentiates between internal and external processes. With an outwards
modeling perspective, the ecosystem is the starting point of the perspective and the pro-
cesses modeled are those used by the entire ecosystem (usually crossing organizational
borders).

The only shortcoming identified is the difficulty of communicating complex subjects
to layman stakeholders. One participant noted:“Self -explaining models would be a great
step forward. Something that already works really well is modeling something as simple
as possible, just the essence of what you are trying to say really. Also, visualization in
a way that is visually attractive: a video or animation of sorts. But that could just as
easily be someone who tells a story while being filmed: a man and a woman who are
perceived as experts that explain what is going to happen in an easy and understandable
manner.” It should be noted that this is not necessarily a shortcoming to the modeling
of blockchain processes. However, blockchain does magnify this shortcoming because
more layman stakeholders are involved in the design phase.

5.2 Organizational/Business Processes

Three effects that the introduction of blockchain has on the activities and decisions
made in the organizational/business processes design are identified: process architecture,
transactional focus, and evolving project roles. Process architecture concerns the need
for information standards. Stakeholders need to provide data to the application in a
standardized manner so that other stakeholders know how to interpret the data. This
does not mean that they have to adjust their internal processes of collecting, storing,
and using the data in accordance with that same standard. For example, a stakeholder
might collect data using XML but when the stakeholders provide the data to Application
Programming Interface (API) of the application, it gets stored in a JSON format. This
way, all the data in the application is stored in a standardized manner, creating an open
standard (a standard that is publicly available but has certain demands for usage). If
layman stakeholders are not aware of this difference, it could be solved by letting them
provide their data through, for example, a web portal. One participant noted: “As soon as
you cross organizational borders, communication will be a lot stiffer. But another thing
that is very important is that if there is no standard for data communication, you add
another dimension. Sometimes there is a standard which is open to a lot of interpretation.
Sometimes, this causes you to define something a little different than [other stakeholders].
In that case, you need to have to harsh discussion to figure it out together. Right now,
we often solve this inter-organizational problem by sending messages. If you place
one application in the middle you will not be able to do that, then you all have to
adhere to one standard.” In the focus groups, the participants noted that, although they
agreed with this effect, this open standard is always subject to the governance of an
application. For example, if a majority of the ecosystem wants to change something
to the application, they could impose a different standard. Transactional focus refers
to how the application functions. Blockchain applications are inherently made out of
state changes instead of linear processes because they store transactions, not data. This
means that an application doesn’t necessarily follow a linear process (first activity a,
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then activity b, etc.) but consists of application states which are altered by transactions.
This is done by stakeholders in the ecosystem sending transactions to one another. For
example, a patient can go to doctor A to get their bloodwork done. Doctor Awill provide
the application with the results of this bloodwork, creating the first state. This first state
consists of the patient’s data and the bloodwork results. The patient can then go to doctor
B, who diagnosis his bloodwork results and provides the application with the diagnosis,
creating the second state. However, doctor B has to know how to interpret the bloodwork
results of doctor A. This effect reiterates the need for an application-wide information
standard.

Evolving project rolesmeans that certain professions and expertise is used in differ-
ent phases and/or have different activities. Because the need for projects to be privacy-
and compliant by design, the data model has to be as well before going into produc-
tion. For example, whether a data model contains personal data or not could impact the
compliance of a model to legislation such as the GDPR [32]. To get a model privacy-
and compliant by design, lawyers are often involved in the project from an early phase.
Instead of lawyers saying what is not compliant, they help by figuring out how it can
be changed to be compliant. One participant noted: “At some point, people just learn
that is it not ideal to involve legal afterwards. [GDPR] enhanced that need because
we have to be more careful with personal data. Because this became more important
legal got more tools and methods to control and observe where personal data is stored
and where people can access this data.” Additionally, other project roles considered to
have increased in importance in blockchain projects, as named by participants, include
procurement, marketing, communication, and risk management.

During the design process, the function of an application is visualized or conceptu-
alized. Standardized modeling techniques like BPMN and UML and other techniques
like PowerPoint and wireframes are utilized. For example, PowerPoint can be used to
digitize decision made in a meeting between stakeholders about what features the appli-
cation must include. This PowerPoint document will then be translated into wireframes,
visualizing how the interface of the application could look. After that, state diagrams (a
behavioral diagram in UML [33] can be used to show transactions between stakehold-
ers and BPMN 2.0 [34] can be used to make a visualization of the integral process in
the ecosystem. Participants noted that they use modeling techniques in three degrees:
1) no adherence to standardized modeling techniques, 2) their interpretation of stan-
dardized modeling techniques allowing them to navigate aspects of blockchain process
design they thought were not supported by the techniques, and 3) adhering completely
to the standardized modeling technique. On the subject of not adhering to standardized
techniques, one focus group participant noted: “We do not use standardized modeling
tools because they want to know things we are not even thinking about in these stages.
They require too much detail to be used in this stage.” Another participant, when asked
how they differentiated which data is stored on the blockchain and which is not, noted:
“With color, we denoted which data is stored in the blockchain and the changes of a
transaction.” On the subject of adhering completely to the standardized modeling tech-
nique, one participant noted: “Blockchain, in the end, is just a database that can alter
process flows. You are no longer looking at your individual databases but at a shared
database. I do not see how contemporary modeling techniques are not sufficient. We do
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not need a completely new modeling technique for this, current techniques really are
sufficient.” One participant argued that even though contemporary modeling techniques
are sufficient for blockchain process design, they could benefit from updates to their
standards to better facilitate certain aspects of blockchain. Participants also experienced
difficulty modeling which data is stored on the blockchain, facilitating their processes
with a transactional-based application, how stakeholders reach consensus, and how the
consensus was reached (or was not reached) by the application.

Four effects that the introduction of blockchain has on the technology solution are
identified: blockchain type, on-chain governance, transactional focus, and psychical
location. 1) Blockchain type refers to the nature of a blockchain being public or private.
If a blockchain is public, it means that everybody can join the ecosystem. In private
blockchains, stakeholders have to be validated before they can join the ecosystem. In a
public blockchain, transactions are only processed if consensus is reached by the min-
ers. This means that once a blockchain or smart contract goes into production, it gets
increasingly difficult to make changes to the application as more stakeholders join the
ecosystem. This leads to projects wanting to be sure the application is correct before
putting it in production, adhering to the first-time-right principle. This leads to a greater
need for testing, which is in line with literature [5]. During development, the application
has to be tested more thorough because once it is placed in production it is hard to cor-
rect mistakes. Because of this, the design phase gets more attention, making it a more
structured project. In the focus group, one participant added that even though the project
is more structured than other information system projects, the development can still be
iterative. Before the focus groups, it was presumed that this effect was only applicable to
public blockchains. However, the participants of the focus groups disagreed and noted
that this would also apply to private blockchains because it depended on the governance
structure. Even once an application is live in a public blockchain, it can still be altered
through various governance mechanisms. 2) On-chain governance enables incentivized
applications and causes applications to be structured in a transactional manner. This
affects the technical architecture of an application because it has to support state tran-
sitions and a form of cryptocurrency. 3) Transactional focus means that processes get
compartmentalized. this effect means that the technical architecture of the application
needs to be based on state changes instead of a linear process. 4) Psychical location
of the data is also an important decision. Because of the privacy- and compliance by
design principle, projects need to know where their data is stored because the psychical
location of the data dictates to which legislation the project has to adhere.

The role of modeling also involves the technical descriptions of the applications.
According to the focus groups, this is done more detailed than in other information
system projects. One participant explained that because of the difficulty of changing
features after the application has gone in production, they spend more attention on
how they described the application. By spending more attention on the description, all
stakeholders got a better idea of how the application will function once in production
and could identify mistakes beforehand. This made the project more structured. The
participants of the focus groups added that even though the project is more structured, the
developmentwas still done iteratively. The applicationwas coded based on the functional
specifications made while designing the business/organizational processes. Participants
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noted that programming a blockchain application is similar to other information systems
and did not encounter any shortcomings while programming the application. On the
subject of the progression of innovation in blockchain application programming, one
person noted: “When we started with blockchain there was no tooling to create the
business network, it was manual labour and coding. Now we can just model it. You
model which stakeholders are in your network, which assets they exchange, whether
they go through some kind of lifecycle etc. You model transactions, and when you have
modelled that (it takes a while as you have to really think about it) you just generate the
network, all the API’s, a dummy User Interface (UI), and you can continue.” This means
that low-coding environments for blockchain applications might be available in the near-
future, lowering the abstracting level of blockchain development, making modeling a
more important aspect of blockchain process projects.

One participant noted an interesting approach to modeling smart contracts during
the interview: “If there is a mistake in the hardware, for example in the chips, you have
to throw away all those chips. It is the same in the blockchain. If we upload twenty
faulty smart contracts and put them in circulation you cannot just have a small vote
and get them off the blockchain because they are online and just continue operating.”
The participant continued by detailing how a smart contract is developed, from a policy
written on paper to coding specification. The participant started in a room filled with
lawyers who had to translate these policies to logic which can be modelled. They used
the Decision Model and Notation (DMN) for this [35]. After the policies had been
translated into DMN, they translated the DMN models into First Order Logic (FOL)
(the symbolization of reasoning in which each sentence, or statement, is broken down
into a subject and a predicate [36]), which would then be coded into a smart contract.
By using DMN and FOL, the smart contract was logically sound, reducing the threat of
a smart contract being hacked once it was put in production. This does not mean that the
smart contract is un-hackable because a smart contract consists of both logic and code.
The code could still be hacked.

6 Conclusion and Discussion

In this paper, we aimed to find an answer to the following research question: “What is
the role of modeling during blockchain process design?” To answer this question, 30
semi-structured interviews, two case studies, and two focus groups were conducted in
a study that, to the knowledge of the authors, has not been conducted before in this
research domain. The role of modeling stays consistent with the definition of having
at least four purposes: 1) supporting communication between developers and users, 2)
helping analysts understand a domain, 3) providing input for the design process, and
4) documenting for future reference [37, 38]. However, the data identified 11 effects
blockchain has on the role of modeling. The 11 effects identified should be taken into
account when conceptualizing blockchain processes. From a theoretical perspective,
our results are mapped to aspects of inter-organizational business process modeling
[31]. The gained insights provide knowledge to better understand the role of modeling
during blockchain process design. From a practical perspective, this research provides
insight into how blockchain affects the role of modeling. This insight should be used as
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foresight into the role of modeling when initiating a blockchain project. Additionally,
organizations who concerns themselves with blockchain should learn from the insights
presented and start developing best practices, concepts, and methods as this could guide
them to better facilitate the effects the introduction of blockchain has.

This research has several limitations. Considering our sampling and sample size, all
research participants in the sample had a Dutch nationality, andmost of them (apart from
one) worked at Dutch organizations. This might make the sample less generalizable to
projects at foreign organizations and countries. Additionally, most participants only had
experience in relatively small projects, therefore limiting the insights of these participants
to smaller projects. Future research should focus on generalizing towards international
organizations. Especially because of the inter-organizational nature of blockchain pro-
cesses. This same argument also holds as a basis for future research into implementation
challenges experienced in other countries. Such research could identify research patterns
which can formbest practices, concepts, ormethods tomodel blockchain processes.With
regards to the sample size, while 30 interview participants, two case studies, and two
focus groups is a sufficient sample to conduct explorative research on the role of mod-
eling during blockchain process design, future research should also focus on including
more participants, preferably in conjunction with the aforementioned future research
directions.
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Abstract. In blockchain-based process execution, operational aspects
of business processes are encoded in smart contracts on blockchains,
enabling powerful auditing and compliance capabilities due to the plat-
forms’ trust and integrity guarantees. However, smart contracts are sub-
ject to the blockchain’s conceptual limitations, which particularly restrict
the real-time integration of external data. This potentially leads to non-
compliant runtime behavior of process instances when data updates are
missed and conditional constraints are wrongly evaluated. In this paper,
we analyze the semantics of established external data interaction pat-
terns in business processes with regards to their support on blockchain
platforms. We extend and propose various oracle-based implementa-
tion strategies to alleviate conceptual issues independent of the concrete
blockchain used, and discuss their properties and merits.

Keywords: Smart contracts · Data monitoring · Oracle architectures

1 Introduction

Business processes and choreographies produce and maintain diverse sets of
data [13]. Account balances, customer details, or invoices are only some exam-
ples of data influencing the flow of individual process instances, which often
need to react to changes in data immediately to stay compliant and competitive
in today’s interconnected business environments. In Business Process Manage-
ment (BPM), it is the responsibility of the process engine to make sure of that—
irrespective of whether the data is local to a process instance, part of the process
environment at an organization, or managed externally by third parties [13].

Especially monitoring data hosted at third-party entities poses challenges,
which has been particularly evident in recent moves towards blockchain-based
process execution [10,14]. Here, process specifications containing data descrip-
tors and conditions are transformed into one or more smart contracts encoding
the process logic. While smart contracts readily store and engage with inter-
nal data, continuous monitoring of external data is restricted by the idiosyn-
cratic properties of common blockchain technologies: Smart contracts operate
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in a closed-world environment without access to external services for integrity
reasons [17]; and they are inherently passive, being exclusively driven via syn-
chronously executed transactions [5].

Current state-of-the-art frameworks like Caterpillar [9] and Lorikeet [7] prin-
cipally follow this philosophy and regard the blockchain as the single source of
truth, as a consequence lacking continuous external data monitoring capabili-
ties. They also largely omit the capabilities of oracle patterns, which somewhat
mitigate the closed-world assumption [16], but raise questions as to the trustwor-
thiness of the provided data [3]. This restricts the range of supported processes,
and remains an impediment to the wide-spread acceptance of blockchain-based
process execution approaches in practice.

In this paper, we pave the way towards external data monitoring in pro-
cesses within the confines of current blockchain environments. Our contribution
is twofold: First, we formally describe the semantics of general monitoring pat-
terns, and transfer them to the transaction-driven blockchain environment. Sec-
ond, we give structured insights into the challenges faced when using existing
oracle approaches to implement compliant behavior—in particular avoiding that
crucial data updates may be missed, and resolving temporal conflicts in deferred
choice scenarios. We suggest various novel strategies and architectures to this end.

The paper is structured as follows. First, preliminary knowledge is conveyed
in Sect. 2. We then formally introduce the semantics of data monitoring pat-
terns in business processes in Sect. 3. Oracle-based implementations and novel
solutions to certain runtime issues are developed in Sect. 4. Our results are eval-
uated in Sect. 5, and compared to related work in Sect. 6. The paper closes with
a discussion in Sect. 7 and a conclusion in Sect. 8.

2 Preliminaries

In this section, we establish basic notions of data interaction patterns in busi-
ness processes with a focus on external data monitoring. We then describe core
concepts of blockchain technology and blockchain-based process execution.

2.1 Data Interaction Patterns

In their seminal work, Russell et al. describe patterns of data visibility and inter-
action in business processes [13]. They arrive at an eight-level hierarchy of data,
starting at task data accessible by single tasks, up to environment data includ-
ing services and databases outside the process engine’s control. In the context
of the latter external environment data, Russell et al. stress the importance of
mechanisms which provide “new items of data as they become available” [13]
from outside sources—that is, to continuously monitor the data.

The process shown in Fig. 1 describes the ticketing system of a railway com-
pany, which we will use as a running example throughout the paper, mod-
eled using a Business Process Model and Notation (BPMN) collaboration dia-
gram [11]. It contains many references to internal data such as the “request” data
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Fig. 1. Running example of a collaboration between a passenger and a railway company
during a simple ticketing scenario

object. There are various instances of discrete external data interaction as well.
The message flows between the passenger and the railway company, for exam-
ple, constitute mutual external data exchanges transferring information like the
ticket request and reservation details.

The conditional events e1 and e2 after the event-based gateway g go a step
further and wait for some condition to become true, in this case exceptional
circumstances like a severe weather warning or a route closure which result in the
train’s cancellation. Ensuring these events are captured in the right order requires
continuous monitoring of the external services involved [11, Ch. 10.5]. The exact
“specification of mechanisms to access such [environment] states” [11, p. 240] is
not discussed in the BPMN standard and deliberately left as an implementation
detail for concrete process engines. Smart contracts on blockchain platforms, for
example, may use oracles for that purpose.

2.2 Blockchain Technology and Oracles

Blockchain technology has moved on from being a purely financial instru-
ment and has emerged as a core application platform [17]. Applications benefit
from cryptographic algorithms, consensus protocols, and incentivization schemes
resulting in strong integrity, transparency, and immutability guarantees [14]. To
this end, executable application code and its associated state—generally called
a smart contract—are stored directly on the blockchain.

Smart contracts are not constantly running, but exclusively triggered using
transactions. Code executed in the scope of a transaction is subject to a strict
closed-world assumption, i.e., data external to the blockchain which could be
tampered with or disappear can not be accessed. Rather, the blockchain needs
to be entirely self-contained for later validation. This has severe implications for
blockchain-based process execution, in which participants drive the process via
transactions to ensure run time compliance and after-the-fact auditing.
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Fig. 2. Basic oracle architectures

Common patterns to bypass the closed-world assumption are oracles,
which are operated by third-party providers and supply external data to the
blockchain [15,16]. While there are various architectures [1], two general prin-
ciples illustrated in Fig. 2 are usually followed depending on whether data is
permanently stored on the blockchain or delivered to it on request.

The former, which we will call storage oracles (see Fig. 2a), regularly update
data inside a publicly known smart contract (1.1, 1.2). The value of this data
can then be read by other smart contracts (2.1–2.3). For example, OrFeed1

provides current cryptocurrency exchange rates on Ethereum using this mecha-
nism. Request-response oracles (see Fig. 2b), on the other hand, operate smart
contracts which can be called with specific requests, for example queries to a
web service (1.1, 1.2). These requests are emitted using an event layer, which
the provider actively listens to (1.3). The query is performed off-chain, and the
provider calls back the original contract with the result of the query (2.1, 2.2).
Provable2 is a prominent real-world example of such a general-purpose oracle
service.

3 External Data Monitoring Semantics

When processes reach states in which they wait for some external events and con-
ditions, relevant data sources need to be monitored. In this section we formally
describe the semantics of such patterns, which we will call monitoring points,
and discuss their support in a transaction-driven setting like the blockchain.

3.1 Core Semantics of Monitoring Points

In the pattern literature (see Sect. 2), Russell et al. describe variants of exter-
nal data interaction to transfer data between the environment and the process
engine [13], e.g., off-chain data to on-chain smart contracts. For example, the
conditional events e1 and e2 in the ticketing process in Fig. 1 require data from

1 https://orfeed.org/docs/, accessed 2020-05-25.
2 https://provable.xyz/, accessed 2020-05-25.

https://orfeed.org/docs/
https://provable.xyz/
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outside the process engine, or blockchain for that matter. In different languages
and even BPMN itself, there are various other elements used to express such
constraints. To argue more generally, we will refer to instances of this behavior
as monitoring points (for external data) in the following:

Definition 1 (monitoring points). Let M be the set of monitoring points and
S = {ACTIVE,TRIGGERED,ABORTED} be the set of monitoring lifecycle states.
The function state : M → S maps each monitoring point to a lifecycle state.

Fig. 3. Monitoring point lifecycle

In our running example in Fig. 1 two
monitoring points occur once the process
reaches the event-based gateway g; one
for monitoring the weather warning service
(e1), and one for monitoring the route clo-
sure service (e2). For simplicity, we label
the monitoring points with the event labels,
i.e., e1, e2 ∈ M and state(e1) = state(e2) =
ACTIVE after reaching g. In the following,
we will refer to these examples frequently.

Figure 3 shows the possible transitions
between lifecycle states. Once they are ACTIVE, monitoring points can either be
triggered once their associated condition evaluates to true, or they are eventu-
ally aborted. An abort may occur if the monitoring ends without the condition
arising, e.g., when the process is stopped, or a different monitoring point is
triggered first [11]. The latter may happen in deferred choice scenarios, in which
process decisions are “based on environmental input” and create a “race between
different branches” [12]. We will refer to such competitors as siblings:

Definition 2 (siblings). Let siblings : M → 2M be a function mapping each
monitoring point to its set of siblings, i.e., monitoring points within the same
deferred choice pattern.

The monitoring points e1 and e2, for example, are mutual siblings since they
follow an event-based gateway g, that is, e1 ∈ siblings(e2) and vice-versa.

3.2 Extension to Transaction-Driven Environments

The core semantics of monitoring points assume permanent tracking to trigger
them promptly once the associated condition evaluates to true. This, however,
does not align with transaction-driven semantics, where lifecycle transitions must
be explicitly invoked as part of synchronously executed transactions [5].

Consider the timeline in Fig. 4, which shows a sample scenario of the ticketing
system (see Fig. 1) with real-world off-chain data indicated along the time line
at the top. Assuming they were activated at some earlier time, both e1 and e2
are expected to reach a final state when the severe weather warning is issued,
triggering e1 and thus aborting e2.
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Fig. 4. Timeline of transactions invoking a process smart contract alongside real-world
external data on the example of the ticketing process

For the transaction-driven setting, assume tx1 and tx2 invoke possible lifecy-
cle transitions and convey the current state of external data. When the gateway
is reached in tx1, none of the events trigger and they remain in ACTIVE until
tx2 initiates a re-evaluation. This leads to a temporal conflict : At this point, not
only has the severe weather warning expired, but an additional route closure
was reported. Taking an isolated data snapshot at the point of time of tx2 being
issued wrongly implies that e2 should be triggered instead of e1.

This example shows that it is necessary to not only check a condition at the
atomic point in time when a transaction is executed, but take into account the
whole timeline since monitoring started, i.e., a monitoring point was activated:

Definition 3 (activation time). Let T be a totally ordered time domain con-
taining timestamps. For each monitoring point m ∈ M , let tm ∈ T be the times-
tamp at which monitoring started.

For the sake of simplicity, we assume monitoring starts when the lifecycle
state ACTIVE is reached. Further, we define a timed evaluation function that is
aware of historical states of data:

Definition 4 (timed evaluation). For a monitoring point m ∈ M , we define
the timed evaluation function evaluate : M × T → T ∪ {�} with

evaluate(m, t) :=
{
min(t′) for t ≤ t′ ∈ T and m evaluated to true at t′

� if no such t′ exists

that returns the earliest timestamp after t at which the condition associated to
m evaluated to true, or � with t′′ < �∀t′′ ∈ T if that has never been the case.

Intuitively, � can be interpreted as a fixed point arbitrarily far in the future and
always larger than other timestamps, i.e., the “greatest element”.

We now suggest the algorithm in Listing 1 to transfer the core monitor-
ing semantics into the transaction-driven setting under the assumption that a
timed evaluation function is available. The algorithm models a function step that
advances the lifecycle state of a monitoring point m ∈ M , if possible. We focus
on lifecycle transitions and omit implementation specifics like token propagation.
This function is called in transactions on all relevant monitoring points.
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Listing 1. Pseudocode algorithm for lifecycle
state updates in transaction-driven settings

function step(m ∈ M)

1 if state(m) = ACTIVE then :

2 let result ← evaluate(m, tm)

3 if ∃m′ ∈ siblings(m) such that

4 evaluate(m′, tm′) < result then :

5 state(m) ← ABORTED

6 else if result �= � then :

7 state(m) ← TRIGGERED

The algorithm first determines
whether the monitoring point is
in state ACTIVE (line 1), since all
other states are terminal, after
which the associated condition is
evaluated (line 2). Regardless of
the result, the algorithm checks if
any of the siblings evaluated to
true earlier (lines 3, 4), “winning”
the deferred choice, in which case
the state changes to ABORTED

(line 5). If that is not the case and
m evaluated to true (line 6), the state is set to TRIGGERED (line 7).

Consider the example timeline in Fig. 4 again. If the algorithm was applied to
the “route closure reported” monitoring point e2 in tx2, it would detect that e1 ∈
siblings(e2) evaluated to true earlier when a severe weather warning was issued,
and would thus set the state of e2 to ABORTED. Independently, calling step on
e1 would correctly trigger it. It is important to note here that the algorithm
does not require a certain invocation order—lifecycle transitions are correctly
performed even if calls are delayed or switched.

4 Monitoring Strategies and Architectures Using Oracles

The semantics of monitoring points in transaction-driven environments such as
blockchains work under the assumption that a notion of timed evaluation is
available, that is, data can be queried over time. In this section, we discuss
implementation aspects and develop strategies and architectures to this end.

4.1 Sampling Strategies for Basic Oracles

Basic oracle architectures, specifically history and request-response oracles as
described in Sect. 2, provide discrete access to external data. Consumer smart
contracts call them within a transaction and receive external data valid at that
specific point in time, which already hints at a core issue: There is no way
to query historical data and resolve temporal conflicts, the same fundamental
problem present in the abstract case in Fig. 4. Thus, they may potentially miss
data updates and can not be used to implement fully compliant semantics.

However, basic oracle architectures are available in practice [1], and in the
following we propose several strategies to cope with their limitations and approx-
imate the intended semantics using them. Arguably the probability of miss-
ing updates can be reduced by increasing the sampling frequency and lowering
the amount of time that passes between subsequent oracle calls. For example,
weather warnings are often only updated a few times within an hour, so any
such frequency would be sufficient. The general goal is to perform the sampling
in a way which limits implementation and transaction overhead.
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Fig. 5. Sampling strategies related to
a monitoring point

To this end, we introduce three sam-
pling strategies (see Fig. 5) which use dif-
ferent sets of transactions to sample an ora-
cle and evaluate a monitoring point. First,
some transactions are part of the imme-
diate context of a monitoring point. This
includes all transactions which activate it,
e.g., because it was reached as a part of the
process execution. In the ticketing system
(see Fig. 1), this could be the case for e1
and e2 with the transaction targeting “send
ticket confirmation”. Additionally, the con-
text also includes those transactions specifically but manually issued by some
participant to re-evaluate a monitoring point.

As a second sampling strategy, the set of context transactions can be aug-
mented with instance transactions targeting any element of the process. If a
monitoring point happens to be ACTIVE during one of those transactions, its
evaluation could simply be performed “on the side” even though they are not
directly related. For example, this is the case for the monitoring points e1 and
e2 and all transactions happening as a part of the parallel “complete reservation
details” sub-process (see Fig. 1).

As a third strategy, additional transactions with no other purpose but peri-
odically polling and evaluating monitoring points may be introduced. They are
similar to manual re-evaluation transactions as discussed before, but are instead
issued automatically in regular intervals, either by a designated participant or
a dedicated system component. Alternatively, the incentivized execution pat-
tern [16] could be used, where third-party agents issue those requests and are
rewarded, e.g., by small payments of tokens or cryptocurrency if available.

Figure 6 shows an exemplary timeline view of how the strategies work on the
example of the weather warning monitoring point e1 (see Fig. 1) and a storage

Fig. 6. Sampling strategies on the example of the storage oracle and the weather
warning monitoring point e1
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oracle. The request-response oracle would be used similarly, shifting the evalu-
ation of the monitoring point into the callback transaction. Suppose now that
the weather warning level is a scalar value between 0 and 3, where 3 designates
a severe weather warning. For all strategies, a context transaction tx1 initially
activates e1 but does not yet trigger it. For the context strategy, only one later
transaction tx2 is issued, but still does not trigger e1—even though the weather
warning actually was at level 3 for a time as indicated by the thick vertical
line. For the instance strategy another transaction txi, e.g., in the course of the
“complete reservation details” sub-process, is issued, albeit before the relevant
weather warning. Only the polling strategy actually notices and reacts correctly
to the weather warning because the polling frequency was sufficiently high.

4.2 Extended Oracle Architectures

While the sampling strategies decrease the probability of missing updates, gaps
may still occur. The core problem is the lack of a continuous view on the external
data, which can not be reliably solved by just increasing the sampling frequency
of the oracle, in the general case. Instead, we propose novel extensions to the basic
oracle architectures described before which approach the problem from two sides:
(i) by providing a historical perspective on data that allows consumers to resolve
temporal conflicts after-the-fact; and (ii) by immediate communication using a
publish-subscribe pattern, avoiding temporal conflicts before they happen.

History Oracles. The idea of history oracles is to provide a historical values on
top of current data. Consumers can then determine at which point in time a value
changed to first fulfill the condition associated with a monitoring point. This
would allow straightforward implementations of a timed evaluation function.
In principle, both storage and request-response oracles can be extended with
these capabilities, requiring the oracle provider to store data on-chain or off-
chain, respectively, subject to technological storage limitations. We will call those
variants on-chain and off-chain history oracles.

The top half of Fig. 7 shows how the former, an on-chain history oracle, could
be used to resolve the temporal conflict of the weather warning monitoring point
e1 (see Fig. 1). As before, tx1 activates e1 but does not trigger it yet. In tx2,
however, the situation is now different than for basic storage oracles (see Fig. 6):
Using the history, the severe weather warning which was issued and expired in
the meantime can be detected. This leads to the correct triggering of e1.

Publish-Subscribe Oracles. Further, we propose publish-subscribe oracles.
Instead of only receiving the data once, consumers receive new data immediately
as it changes as long as they are subscribed, i.e., an active monitoring point
requires the data. Thus, the process can promptly react to changes in data and
trigger monitoring points accordingly before any temporal conflicts arise. This
is a fundamental difference to history oracles, which may exhibit some delay
in triggering a monitoring point depending on when they are called, but do
not require proactive subscription. Again, the publish-subscribe oracle can be
implemented on top of both storage and request-response oracles, depending on
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Fig. 7. Usage of novel oracle architectures on the monitoring point e1

whether the subscription is handled on-chain by the oracle smart contract or
off-chain by the oracle provider, respectively.

The lower half of Fig. 7 shows the same weather warning example as before
for the off-chain publish-subscribe oracle. As is evident, no updates are missed
anymore since the process receives all of them directly. The first two updates do
not trigger e1, but the third finally does. Unsubscribing is not explicitly shown
in the figure, but may be performed if no further updates are required.

Condition Interfaces. A further variant of both the history as well as the
publish-subscribe oracles concerns the interface. Until now, we assumed that the
process smart contract queries the data, and implements the timed evaluation
function used in the step algorithm (see Listing 1) locally. However, one could
also implement the oracles so as to take a condition expression as an input,
and only call back the process once that condition evaluates to true, partly
externalizing the task of monitoring data to the third-party oracle provider.
In the weather example, the condition could filter for warning level 3 only. This
may cut down on the number of callback transactions, especially for the off-chain
publish-subscribe oracle—in Fig. 7, for example, two of the callback transactions
would be saved.

5 Results and Preliminary Evaluation

The sampling strategies and oracle architectures introduced support the imple-
mentation of monitoring points to varying degrees. In this section, we will sum-
marize the level of compliance that can be achieved, and give preliminary argu-
ments as to the overheads incurred by the various approaches from both a process
and an oracle perspective.

Process-Perspective Overhead. From the perspective of the process smart
contract, the overhead of the approaches is gauged using two metrics: (i) the
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Table 1. Overview of overhead and compliance metrics of the oracle architectures

Oracle architecture Process-perspective overhead Compliance

Sampling

strategy

Oracle

invoca-

tions

Additional

transactions

Miss pro-

bability

Temporal

conflicts

Storage oracle Context Few Few High May occur

Instance More Few Medium May occur

Polling Many Many Low May occur

Request-response Context Few Few High May occur

oracle Instance More Few Medium May occur

Polling Many Many Low May occur

History oracle On-chain — Few Few Zero Resolved

Off-chain — Few Few Zero Resolved

Pub/sub oracle On-chain — One None Zero Avoided

Off-chain — One None Zero Avoided

number of invocations of the oracle smart contract, (ii) and the number of addi-
tional transactions issued solely to evaluate the monitoring point, which accounts
for reuse of transactions which were scheduled either way to invoke the oracle.

The results are shown in Table 1. For the storage and request-response ora-
cles, the overhead depends on the sampling strategy chosen as each sample
requires one invocation. Notably, the instance strategy wraps extra oracle invo-
cations in existing transactions. The history oracle essentially incurs the same
overhead as the context strategy. The publish-subscribe oracle architecture only
ever needs a single transaction to subscribe to the oracle, which can be performed
on activation and thus causes little to no overhead.

Oracle-Perspective Overhead. Storage and request-response oracles are
already available in practice and their implementation overhead is well-known;
contrary to history and publish-subscribe oracles which lack such reference
points.

For the history oracle approach, storage considerations are paramount. In
principle, the entire data history must be held, which could induce large stor-
age requirements over time. Especially the on-chain history oracle may become
infeasible quickly as on-chain storage can be prohibitively expensive in practice.
Typically, one would thus opt for storing large amounts of data in off-chain stor-
age, and use the blockchain to ascertain its authenticity using hashes. Arguably,
the off-chain variant is more prone to traffic limitations: If the condition is not
externalized to the oracle, the entire data from the time span requested needs
to be relayed to the consumer smart contract. While many blockchains allow
arbitrary parameter payloads, they too become expensive rapidly.

The publish-subscribe oracle’s performance depends on the subscriber count
and the frequency of data updates. Each data update schedules one transaction
to each subscriber in the off-chain variant, which may become hard to manage. In
the on-chain variant, those transactions may be merged by instructing the oracle
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smart contract to notify consumers via inter-contract calls, which is subject to
blockchain-specific limits on transactions complexity.

Cost. The metrics discussed above are an important indicator as to the overall
cost of the approaches. To operate at a profit, transaction and storage fees are
reflected in the oracle provider’s pricing model and passed down to the con-
sumers [1]. For example, the request-response oracle provider Provable prices
regular API calls at USD 0.01, up to USD 0.04 if a notary proof is requested.

Presumably, history and publish-subscribe oracle architectures will be more
expensive in practice compared to the basic variants since they offer additional
functional value and tend to incur higher blockchain network fees on the oracle
provider’s end. To the best of the knowledge of the authors, though, no provider
currently offers such services, hence no market-adjusted pricing data is known
and no holistic assessment can be made as yet.

Transaction-Driven Semantics Compliance. The overall goal of the oracle
approaches is to comply to the transaction-driven semantics developed in Sect. 3
(see Listing 1) as closely as possible. Table 1 shows whether this is the case. The
history and publish-subscribe oracles have been designed specifically to fit these
requirements. They eliminate the chance of missing data updates and handle
temporal conflicts by resolving them after-the-fact or proactively avoiding them.
The storage and request-response oracles, on the other hand, do not resolve
temporal conflicts reliably, and the chance of missing data updates is inversely
proportional to the number of oracle invocations as discussed in Sect. 4.

6 Related Work

Blockchain-based process execution is a promising topic in BPM research [10].
Many implementation aspects are being worked on, and some virtually
production-ready process engines have emerged. Naturally, existing approaches
allow modeling and executing conditional constraints, and some have provisions
for accessing external data through oracles. However, in most cases this is not a
core aspect of the respective publication, and the support for oracles is discussed
sparsely; also, most prototypical implementations are not publicly available.

Only few approaches consider native modeling elements for external data
interaction, namely via BPMN service tasks in Caterpillar [9]; on-chain asset
registries in Lorikeet [7]; and black-box message exchanges [4]. In the first work
in this area, Weber et al. already discuss the possibility of connecting to exter-
nal services via a dedicated trigger component [14]. Even though not explicitly
stated, this trigger component may assume the role of a request-response oracle.

The notion of continuous monitoring is rarely found, and if so only works on
data and events entirely local to the process: In our own previous work, BPMN
conditional events are used to monitor local process data using an instance-wide
re-evaluation strategy on data updates similar to the instance strategy proposed
in this paper [5]. Caterpillar supports BPMN event sub-processes, which likewise
requires instance-wide monitoring of local events [9].
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Some approaches, including all of the above, also allow arbitrary scripts to be
added to the model which are then executed by the process smart contract [2,8].
These scripts can be used to call oracle smart contracts, potentially enabling the
usage of storage and our proposed history oracles. However, oracles implemented
using callbacks are harder to access since the callback needs to be properly picked
up by the process smart contract. A few approaches provide specific interfaces
for their own callback mechanisms, e.g., subscription services [4] or triggers [14],
which could potentially be used if the oracle was adapted.

Part of our contribution is the proposal of novel oracle architectures, namely
on-chain and off-chain history and publish-subscribe oracles, in the conditional
variant or not. These build on top of patterns from literature [15,16] and operat-
ing oracle services [1]. We are not aware of related work in oracle literature with
a focus similar to ours. Instead, work on existing oracles mostly aims at securing
the way of the data from the source to the smart contract, that is, trust [3] and
reliability [6] are more important than monitoring and historical data.

In a recent survey, Al-Breiki et al. perform an exhaustive comparison of
blockchain oracle platforms focused on trust considerations [1]. They identify
three primary design patterns, including the basic request-response and storage
(which they call “immediate-read”) oracles. A third pattern is named publish-
subscribe pattern, but only shares the name with the proposal in this paper.
While the idea is still to manage data “that is expected to change” [1], sub-
scribers are notified via an on-chain or off-chain flag that they poll manually. As
such, their architecture can not be used to solve temporal conflicts, missing the
continuous aspect we strive for in this paper.

In summary, we assess that a dedicated investigation into the issues of exter-
nal data monitoring from within the blockchain has as yet been missing, both
in a wider practical context and in BPM research. This paper thus provides a
significant conceptual and technical extension of knowledge in the field.

7 Discussion

We have shown that publish-subscribe and history oracles can account for
fully compliant external data monitoring from smart contracts, while all other
approaches are lacking in some aspects. In practice, however, the results need to
be put into context, as research is still in its infancy when it comes to oracle tech-
nology and its wider implications [1]. The intersection with BPM exacerbates
these issues, which we can only selectively discuss in the scope of this paper.

First and foremost, any approach represents a tradeoff in trust. Oracles
bend the blockchain’s integrity philosophy, and need to be trusted to provide
correct data in time. Until technologies or patterns are found that eliminate
this responsibility—and arguably, research in that area is focused primarily on
that [1,3]—, concrete approaches will have to walk the line between supporting
more process features and staying true to the blockchain’s original vision.

On a more grounded level, we did not consider some common blockchain pro-
tocol characteristics. One problem that occurs in practice is that the transaction
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order on the blockchain ledger may not reflect the real-world order in which
the transactions were actually sent, depending on fees and incentives. Further,
the interval in which the blockchain produces new blocks and thus adds new
information might be insufficient for quickly changing data sources, even when
updating the value in every block. Since the extent of these issues dramatically
varies, though, we decided to maintain a platform-agnostic perspective.

From a modeling perspective, we assume that each monitoring point depends
on exactly one external data source. This may not always be the case if complex
conditions, for example comparing prices at different online shops, are eval-
uated. However, this does not pose major conceptual issues but rather adds
another layer of complexity to concrete implementations, which need to aggre-
gate and store data from multiple oracles between transactions. This may be
readily achieved using our proposed architectures.

Finally, the semantics presented in Sect. 3 view monitoring points as rather
isolated, only interfering with each other if they are siblings in a deferred choice
pattern. This may not apply to some business processes, e.g., when timers, mes-
sages and signals may be part of the choice. Those concepts exhibit their own
difficulties in blockchain-based process execution environments, and the exact
semantics when combined with monitoring points will be interesting future work.

8 Conclusion and Future Work

The blockchain’s closed-world assumption and inherent passiveness severely com-
plicate facilitating common business process patterns, like external data moni-
toring within smart contracts. In this paper, we contributed a first assessment of
the exact nature of these issues, and developed a compliant transaction-driven
semantics working in these circumstances. We further proposed implementation
strategies and architectures using oracles to access external data from within the
process smart contracts in a way satisfying the semantics. As such, this work
contributes towards a holistic support for business processes on blockchain.

Several open points, partly discussed in the previous section, remain and are
left for future work. Notably, we did not provide an implementation of our pro-
posals on actual blockchain platforms, instead discussing properties and restric-
tions on a conceptual, technology-independent level. An empirical evaluation on
the basis of an implementation could elicit valuable further insights.
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Abstract. Robotic process automation (RPA) has emerged as the lead-
ing approach to automate tasks in business processes. Moving away from
back-end automation, RPA automated the mouse-click on user inter-
faces; this outside-in approach reduced the overhead of updating legacy
software. However, its many shortcomings, namely its lack of accessibil-
ity to business users, have prevented its widespread adoption in highly
regulated industries. In this work, we explore interactive automation in
the form of a conversational digital assistant. It allows business users to
interact with and customize their automation solutions through natural
language. The framework, which creates such assistants, relies on a multi-
agent orchestration model and conversational wrappers for autonomous
agents including RPAs. We demonstrate the effectiveness of our proposed
approach on a loan approval business process and a travel preapproval
business process.

Keywords: Business process automation · Interactive automation ·
Robotic process automation · Conversational assistant · Orchestration

1 Introduction

Business processes are the backbone of business enterprises and organiza-
tions [31]. A business process is a collection of tasks or activities that must be
executed in a certain sequence to achieve a goal. In the era of digital transforma-
tion, robotic process automation (RPA) presents a low cost approach to inject
automation in business processes. An RPA is developed for tasks that are fre-
quent, repetitive, and error-prone. RPAs learn to execute such tasks in the user
interface from humans through demonstration, behavior logs or business process
descriptions. Unlike back-end automation approaches, this approach reduces the
overhead of adopting automation by operating on top of legacy software.

However, highly-regulated industries still require human-in-the-loop automa-
tion due to compliance regulations, increased risk, and liability. Unfortunately,
the end users are not tech-savvy, making it difficult for them to interact with
RPAs and other automation solutions in their current format [12]. This lack
of accessibility hinders a business user’s ability to monitor and customize these
c© Springer Nature Switzerland AG 2020
A. Asatiani et al. (Eds.): BPM Blockchain and RPA Forum 2020, LNBIP 393, pp. 85–100, 2020.
https://doi.org/10.1007/978-3-030-58779-6_6
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solutions [8]. A human-consumable interactive automation, through natural lan-
guage, would reduce the barrier of entry to business process automation.

We propose a framework to build conversational digital assistants, merging
the two multi-billion dollar markets of RPA [3] and enterprise chatbots1. An
assistant consists of multiple conversational software bots that automate specific
tasks within a business process. It can be used by business users and domain
experts who do not possess any programming or software development skills to
customize and interact with their business process automation solutions through
natural language. The assistant can be adopted in different enterprises depending
on the domain of the agents, from banking and finance to retail, customer care
and others. This interaction would foster trust because it makes the system more
transparent to the users, allowing them to gain valuable insights into the system’s
operations. This trust increases the probability of the business users adopting
more automation solutions [21]. With the increased interest in trusted business
processes in this digital transformation era [25], the conversational assistant
would serve as a crucial enabler to this paradigm.

Beyond trusted processes, researchers have investigated business process indi-
vidualization [33]. Pursued by many businesses to differentiate themselves from a
large pool of competitors, process individualization has historically been a chal-
lenge because it reduces efficiency and increases costs. The digital revolution
overcame these challenges by enabling automated modification of individualized
processes. Our framework can contribute to this space by further reducing the
overhead of creating custom processes and monitoring them through natural
language interactions.

The main research question we address in this work is: what are the neces-
sary characteristics of a software framework that enables interactive automation
in business processes through natural language? To that end, we present a uni-
fied conversational multi-agent orchestration assistant, which consists of multiple
building blocks. Skills, including RPAs, automate tasks within a business pro-
cess They can be composed into more powerful automation bots, and wrapped
as conversational agents to interact with business users. As the user converses
with the assistant, the orchestrator determines which agents should respond to
the user. Therefore, the assistant provides business users access to their RPAs
through natural language. We present a taxonomy of skills and agents, define
an agent contract to enable such an orchestration and present an orchestration
workflow that integrates diverse conversational agents.

Next, we briefly discuss related work in two main relevant fields: business
process automation and conversational agents. Then, we present our proposed
framework, before discussing our qualitative analysis on two use cases: travel
preapproval, and loan application processing.

1 https://www.businessinsider.com/chatbot-market-stats-trends.

https://www.businessinsider.com/chatbot-market-stats-trends
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2 Related Work

2.1 Business Process Automation

RPAs have recently been the main driver of the digital transformation with
their light-weight approach to automating repetitive tasks [1]. They have enabled
automation in multiple enterprises including accounting [19], auditing [6], human
resources [22], banking [28], public administration [10] and energy sectors [15].
Multiple RPA vendors have offered state-of-the-art solutions to clients in various
sectors. A survey of these products can be found in [2].

These RPAs have leveraged diverse technological advancements in the fields
of artificial intelligence and software development. Gao et al. adopted deep learn-
ing optical character recognition (OCR) and classification models in document
flow automation within a debt collector business process [8]. RPAs identified
relationships between tasks from user behavior in [32] and used first-order logic
to deduce automation rules. Crucial to RPA’s success is automatically identify-
ing RPA-eligible tasks; [16] relied on supervised machine learning and natural
language processing of business process descriptions to identify these tasks.

Business process automation takes a step beyond RPAs to automate deci-
sion making in business processes. Marella et al. identified the field of automated
planning as an enabler to more sophisticated business process automation [17].
Machine learning is another enabler; deep learning models, long short-term mem-
ory recurrent neural networks specifically, have also been trained to model busi-
ness processes, a crucial component for more advanced automation [4]. Machine
learning algorithms like support vector machines, shallow neural networks and
random forests have been adopt in process mining applications [29]. An inter-
active process mining recommender system for business process discovery based
on machine learning has also been investigated in the literature [26]. However,
end-to-end process automation has not been widely adopted in enterprises due
to business users’ lack of trust in such technology [13] and limited accessibility
and customization capabilities. Since business users lack the technical skills to
monitor and customize automation solutions, a natural language interface may
be key to the success of the digital transformation.

2.2 Conversational Agents

Enterprises have been interested in natural language processing advancements,
given their heavy reliance on this communication modality. Considering the
breadth of this field, we will only focus on conversational agents that are most
relevant to the scope of our framework. Enterprise chatbots, a multi-billion
dollar market dominated by giants like IBM, Google and Amazon, have been
researched for decades and experienced significant improvements recently [7].
They have evolved from simple question answering customer support bots to fully
autonomous assistants capable of performing tasks on behalf of humans [7]. One
shopping bot is capable of custom-pricing products to increase sales [9]. Food
delivery services adopted a delivery bot to reduce the effort customers need to
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order pizza [9]. Another bot crowdsourced answers generated by multiple chat-
bots, gradually reducing the reliance on the crowd through learned selection mod-
els [11]. The model estimated the likelihood of an agent returning the correct
answer based on the crowd’s votes and previous answer selections. Instead, we
adopt a different orchestration model that doesn’t solely rely on user feedback but
has a more sophisticated scoring and selection model to pick one or more agents.

Fig. 1. A conversational digital assistant framework

Researchers have also combined RPAs and chatbots to increase automation.
A chatbot for agile software development teams was developed to provide insights
into a team’s performance by analyzing commits in version control software [18].
From a business process workflow, Kalia et al. derived a dialog tree-based chatbot
to converse about the process [14]. Despite the systematic approach to chatbot
design, it required significant effort and domain expertise.

3 Proposed Framework

The conversational digital assistant provides business users with two core func-
tionalities beyond RPAs: conversational interaction and collaborative automa-
tion. Our proposed framework, illustrated in Fig. 1, achieves these functionalities
by relying on an orchestrator capable of coordinating the execution of agents
within the system, and agents that can converse with users in natural language
while executing tasks in a business process [23]. Agents are composed of skills
which can perform natural language understanding and generation in addition
to task automation (e.g. RPAs). The orchestrator expects agents to adhere to a
specific contract to determine which agents respond to a user’s utterance. This
modular approach simplifies the task of converting RPA to conversational agents,
the system’s maintenance and life cycle. It also allows us to add or remove certain
domains and functionality from the scope of the assistant with minimal effort.

3.1 Skills

Skills are the assistant’s building blocks and consist of atomic functions to under-
stand a user’s request, act to satisfy the user’s request, and respond to the user.
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Understand skills are generally natural language understanding functions that
determine the user’s intent and identify any entities in the user’s utterance that
would be needed by the act skill to properly execute. Such skills can be created
using existing tools that create dialog bots such as IBM’s Watson Assistant or
Google’s Dialogflow which can involve defining entities and intents and providing
examples of them.

Act skills are generally RPAs that execute the user’s intent to produce an
outcome. They can be of two types. World-changing skills can change the state
of the world, i.e. have side-effects on their environment; examples include skills
that send emails or check credit scores. Non-world changing skills do not have
side effects on their environment; examples include skills that read emails or
check a bank account status. Act skills automate business process tasks and can
be placed at decision points within a process to move it forward.

Respond skills produce a human-consumable response from the act skill’s
output. This can be a natural language utterance, a visual representation, or
another modality. This skill can be as simple as adopting a template response
or as sophisticated as a deep learning text generation model.

3.2 Agents

In our framework, an agent is simply a conversational RPA: the RPA is preceded
by an understand skill and succeeded by a respond skill. Thus, we obtain an
interactive RPA that communicates with business users in natural language.
This modular approach enables the integration of RPAs that were not inherently
interactive, while reducing the overhead of improving agents throughout their
lifetime. However, not all RPAs are suitable to be conversational RPAs.

Composing an agent using the understand -act-respond pipeline achieves the
interactive RPA aspect of the assistant and creates a standardized agent creation
method. Enforcing a contract enables their integration within the same assistant.
Thus, agents could cooperate on tasks and achieve more powerful functionality.
Agents receive the input utterance and current context or state; they return a
response, an updated context, a confidence in their response (a numerical value
between 0 and 1 that quantifies their comprehension of the input and relevance
of their response) and possibly other flags related to the conversation.

Within the conversational digital assistant paradigm, we identified five main
types of agents. While many more can be created, we consider the ones that
would be most relevant and commonly used in process automation: dialog, infor-
mation retrieval, task execution, data analytics, and alert agents.

Dialog agents provide more human-like interactions. They are composed
of an understand skill and a respond skill to answer user queries. They do not
change the world and they can be implemented using any conversational agent
technology; examples include chit-chat, FAQ or “help”, etc.

Information retrieval agents query information sources to achieve their
goal. They perform advanced reasoning to respond to user queries or information
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retrieval tasks in a process. They are composed of an understand skill, an infor-
mation retrieval RPA and a respond skill. In general, most agents within this
category do not contain world-changing skills (exception: credit score checks).

Task execution agents perform tasks within a business process that change
the state of the world by moving the business process forward. Examples include
submitting applications, filling in information in forms, and making decisions at
decision points. Such agents may more intuitively fit within the RPA definition.

Data analytics agents cover a wide scope of functionality from data trans-
formation and modeling to predictions and recommendations. Such agents go
beyond information retrieval which provide factual and statistical data but do
not go as far as task execution agents that act on the information; they still rely
on humans to drive the business process. Examples include visualization and
data export agents that manipulate and transform the data to more complex
business process forecasting and performance prediction models.

Alerting agents allow users to conversationally customize alerts and noti-
fications triggered by the occurrence of specific events within or related to the
process, in essence enabling asynchronous monitoring of the process [24].

3.3 Orchestration

The orchestrator is the core component that allows interactive and cooperating
agents in our framework. Its main functionalities include selecting a subset of
agents that must respond to a user’s request, managing the context and passing
it among agents, and acting as the central dialog manager (controls a multi-turn
conversation’s state and flow).

Selecting the agent(s) to respond to a user’s request can be achieved by dif-
ferent orchestrators. Stateless orchestrators, unlike their stateful counterparts,
do not possess a central state tracker, i.e. context is maintained in every turn
by passing context variables between the orchestrator and the agents. Maintain-
ing context about the dialog also influences agent selection: if the user is in the
middle a conversation with an agent, the orchesetrator must ensure a smooth
interaction. If users digress from the conversation (i.e. move away before com-
pleting the conversation) or provide ambiguous statements, the dialog manager
should properly handle such situations. Apriori orchestrators select agents based
on the user input and some knowledge about agent capabilities. On the other
hand, posterior orchestrators request a preview response from agents that factors
into the orchestrator’s selection. Such orchestrators could also request a confi-
dence score to better assess an agent’s response. Confidence is a quantification of
an agent’s understanding of the input and relevance of its response to it. Poste-
rior orchestrators require agents to have a preview mode in order not to change
the world if they are not selected for execution. They are agnostic to what agents
exist in the assistant as long as they abide by the contract; they simply need to
know of the agents’ existence and how to reach them (API endpoint).

Each orchestration model has specific computational costs, architectural
requirements, and contract constraints. These factors influence the assistant’s
orchestration model. In this work, we adopt a stateless, posterior orchestrator,
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called 3 S orchestrator, that consists of three main steps: scoring, selecting, and
sequencing [30,34]. Outlined in Algorithm 1, it assumes an agent (ai) contract
that returns a preview response (ri), a confidence in the response (ci), and a
stickiness value (κi) that indicates whether the agent has been interacting with
the user in previous turns (i.e. is in the middle of a conversation). A preview mode
ensures that world-changing agents do not cause irreversible changes before the
orchestrator makes its selection. Furthermore, preview and execute modes can
be adopted to optimize the computation/latency of non-world changing agents.
The nomenclature that is adopted throughout this work is defined in Table 1.

Table 1. Nomenclature

Symbol Definition Symbol Definition

A Set of agents n = |A| Number of agents

ai ∈ A Agent i ri Response of agent
ai

ci ∈ [0, 1] Agent ai’s confidence κi ∈ {0, 1} Agent ai’s
stickiness

u User’s utterance fi(.) Function per agent
ai

si Agent ai’s score g(.) Scorer function,
computes a score
per agent ai

As Set of selected agents h(.) Selector function

R Final response k = |As| Number of selected
agents

Algorithm 1. 3S Orchestration
1: procedure Broadcaster(u, A)
2: for ai ∈ A = {a1, ..., an} do
3: (ci, κi, ri) = fi(u)

4: procedure Orchestrator(Responses, Confidences)
5: Scorer: si = g(ci, κi), ∀ai ∈ A
6: Selector: As = h({si∀ai ∈ A})
7: Sequencer: R = order({ri, ∀ai ∈ As})
8: return R

Scorer. When the orchestrator receives a natural language utterance from the
user, as shown in Fig. 2, it forwards the input to all agents. Once it receives the
agents’ preview responses, the scorer processes the agent confidences (and possi-
bly other variables) to obtain normalized values. This is necessary in multi-agent
environments where agents are developed by independent software developers or
diverse frameworks that compute confidences differently. A scorer can be as sim-
ple as an identity function that does not modify the confidences (if inherently
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Fig. 2. Graphical representation of a posterior orchestration pipeline

normalized) or as complex as a Bayesian approach that incorporates statistical
and probabilistic models to scale the confidences. For example, per our agents’
contract, a confidence between 0 and 1 is returned in addition to a flag, called
stickiness equal to 0 or 1, that states whether an agent had been selected in the
previous turn and is expecting an answer from the user. One scorer we adopted
simply takes the maximum of both values, si = max(ci, κi).

Selector. Next, the selector processes the scores and determines which agent(s)
must execute to respond to the user. The selector model can be a simple Top 1 (or
Top K) selector that picks the agent (or K agents) with the highest score (above
a minimum threshold, T , to identify cases outside the scope of the assistant),
e.g. As = max{si : ai ∈ A s.t. si > T} (adopted in our experiments). It
could also be a machine learning algorithm that utilizes other features such as
previous conversation turns to select the next best agent(s). In a supervised
learning domain, labels can represent agents that are the output of classifiers
and the input to the classifier would be a feature vector consisting of the agents’
scores and/or user utterances. In a reinforcement learning domain, actions can
represent agents and the environment produces a reward when the correct agent
is selected. With enough data, deep learning models can be trained.

Sequencer. If multiple agents were selected for execution, a sequencer deter-
mines the order to execute these agents and show their responses’ to the
user. This is crucial to the proper execution of collaborating agents since one
agent’s output is another’s input; agents’ execution is not independent. Vari-
ous approaches ranging from relatively simple heuristic rules to more complex
planning-based algorithms can be adopted.

4 Empirical Results

4.1 Implementation and Use Cases

The proposed framework is implemented in Python where most skills are acces-
sible through API endpoints. A top K orchestrator is exposed as a Rest API,
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and called by a Slack bot2. Conversational skills were implemented in Watson
Assistant3. Act skills were either external microservices or internal Python func-
tions. The assistant, referred to as BPAssistant, consists of multiple agents (see
Fig. 3) to handle two simplified business processes: loan application and travel
preapproval [23]. Some agents are domain agnostic and can operate on multiple
business processes without any overhead. Others are domain specific, developed
for a very specific task in one of the business process. Finally, a set of agents
were created from domain agnostic agents but must be instantiated for a specific
domain. Hence, they require some configuration when deployed in a process.

The travel use case considers two persons that can interact with the BPAssis-
tant : employees and managers. The travel preapproval process, shown in Fig. 4,
was implemented in a business process management software. Employees submit
a travel preapproval request to attend a conference (or event) by filling a form.
Once submitted, the employee’s manager processes the application. If approved
by the manager, the application is forwarded to the director who makes the final
decision on the travel request.

The simplified loan application process consists of a bank customer submit-
ting a loan application and a bank officer processing this request to determine
whether to approve or reject it. The assistant can help a loan officer automate
certain parts of the process, in addition to query and analyze the process data.

These use cases are interesting because of their relevance to many enter-
prises, especially those that are about to start or are in the middle of their
digital transformation journey. These processes (or parts of them) may need to
suddenly become agile overnight in response to a pandemic (e.g. loan officer
remotely approving a loan), or readjusted processes to address a sudden change
in company policies (no flights to certain countries). Creating interactive agents
from RPAs that automate tasks would enable employers’ adoption of such sys-
tems. Natural language interactions reduce the necessary learning curve, leading
to quick deployment.

Fig. 3. Agents in BPAssistant

2 https://api.slack.com/bot-users#bots-overview.
3 https://www.ibm.com/cloud/watson-assistant.

https://api.slack.com/bot-users#bots-overview
https://www.ibm.com/cloud/watson-assistant
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Fig. 4. Travel preapproval process

Fig. 5. Conversation with BPAssistant : business rules agent.

4.2 Conversations with BPAssistant

BPAssistant allows users to accomplish different goals by relaying their inten-
tions in natural language. First, consider a loan officer who wants to process a
customer’s loan application while consulting the bank’s rule engine. The “Busi-
ness Rules” agent would allow the loan officer to make decisions about tasks in
a business process such as approving or rejecting the loan application. Figure 5a
shows a sample multi-turn conversation with this agent through the assistant.
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The agent was instantiated for the banking domain and implemented in IBM
Decision Service4, where users input the available information and the agent
recommends whether to approve or reject the loan based on the business rules.

However, the interaction can be improved by automating information gath-
ering using an RPA (configured as an agent) to extract this information from a
document, for example. Figure 5b shows the same example but with cooperation
among agents. The “content analyzer” agent, capable of extracting information
from PDF documents, retrieves key-value pairs from the loan application file
and saves them in the context of the orchestrator. Then, the “business rules”
agent obtains this information through the orchestrator to determine whether
the loan should be approved or rejected. Outside of the assistant framework,
enabling such an RPA cooperation would require the creation of another RPA
that transfers the data from the first RPA (content analyzer) to the second RPA
(business engine). The orchestrator presents a more generalizable paradigm to
achieve this functionality.

The loan officer can also use BPAssistant to analyze recent loan applications
by querying the data associated with the loan process, as shown in Table 2. The
natural language utterances in the table invoke the “Business Process Query”
agent capable of converting natural language sentences to formal queries that are
executed on a database to retrieve the data [27]. Furthermore, the loan officer
can manipulate the data by plotting it and exporting it to a file, using the
Visualization and Data Export agents, respectively. Both agents use the data
from information retrieval agents, stored in the context of the orchestrator, as
input to fulfill the user’s request. Figure 6 displays these multi-modal responses,
namely the visualization and CSV file generated based on the queried data.

Now, let’s say the loan officer needs to attend training or a seminar on new
loan processing procedures at the bank’s headquarters. The travel costs can
be expensed to the bank since it is a work trip5. The “Business Process (BP)
Execute” agent can move the business process forward by asking the assistant to
execute a step in the process on their behalf, such as submitting a travel request
by saying “submit a travel request to the headquarters”. BPAssistant would
then submit a request on the employee’s behalf and automatically populate the
fields of the form by using appropriate act skills that can retrieve information.

Furthermore, a bank manager can use the same BPAssistant to set up alerts
about employees’ submitted travel requests using the “Alerts” agent. This agent
enables users to create and customize alerts related to a process [24]. Once an
notification is received, the manager can review the employee’s travel preapproval
request and determine whether to approve it or not, as shown in Table 2.

4 https://www.ibm.com/products/operational-decision-manager.
5 Travel preapproval processes are common in many enterprises including IBM

Research. Employees submit preapprovals to attend academic conferences, client
meetings, training events, etc.

https://www.ibm.com/products/operational-decision-manager
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Table 2. Sample conversation with BPAssistant

Conversation Responding agent

Loan Officer: Who are the top 3 borrowers
with average amount more than 10000

Data query

BPAssistant : These are the average value: 1).
584,917$ for J. Smith, 2). 575,692$ for V. Doe,
3). 557,615$ for Y. Doe

Loan Officer: List all borrowers with yearly
income more than 50000 but credit score less
than 150

Data query

BPAssistant : Total records found are 82. Here
is the link: <url>

Loan Officer: Plot the bar chart per yearly
income

Visualization

BPAssistant : <image> (Fig. 6)

Loan Officer: Export this data to a CSV file Data export

BPAssistant : The result for your query is:
<csv> file (Fig. 6)

Manager: Hello Chit-chat

BPAssistant : Hi there

Manager: How many travel requests does John
Smith have?

Travel query

BPAssistant : John Smith has 1 application

Manager: Approve John Smith’s request Business process

BPAssistant : John Smith’s application has
been approved

Task execution

4.3 Discussion

Based on our prototypical implementation above, we observed multiple advan-
tages and some limitations of the proposed framework. First, the assistant suc-
cessfully handled the users’ diverse requests by orchestrating agents from multi-
ple domains. Business users interacted with RPAs such as the “alerts” agent or
the “business rules” agent through natural language without switching between
multiple interfaces. Querying their data did not require business users to possess
the knowledge of formulating formal queries executed on their databases; they
simply formulated natural language statements using business domain terminol-
ogy that they frequently use. Performing tasks within their business processes
no longer required them to juggle multiple user interfaces either.

The framework eliminated the need to create custom RPAs by the business
user; instead, developers created general RPAs that could be customized through
natural language by the business user in the assistant. However, this shift came
at the cost of creating conversational wrappers for the RPAs. Future iterations
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Fig. 6. Multi-modal responses from the BPAssistant.

should consider approaches to automate this task to further reduce the cod-
ing overhead. Additionally, automated composition techniques, such as the ones
explored in [5,20], can further reduce the overhead of authoring these agents by
automatically composing sophisticated agents out of more atomic skills.

As more heterogeneous agents are added to the assistant, the orchestration
problem becomes more complex, especially when considering posterior orches-
tration approaches. One method to reduce the cost of previewing agent responses
is to implement a hybrid orchestration method that adopts an apriori algorithm
to select a subset of agents to ask for a preview. This reduces the computational
cost as the system is scaled, while maintaining high selection accuracy.

The stateless orchestrator offered a lightweight solution to enable cooperation
among agents, the second contribution of this work. However, as the size of data
exchanged between agents increases, a stateful implementation may be more
suitable. Shareable data can be stored in memory while the orchestrator keeps
track of other state-related information to handle more complex dialog constructs
and cooperation opportunities. A stateful orchestrator that combines apriori and
posterior models could also alleviate the problem of legacy programs not having
a preview mode to invoke in posterior orchestrators. The statefulness of the
orchestrator would compensate for the missing preview responses by using other
features of the system to make the best selection possible.

Furthermore, the orchestrator’s modular principles simplify the problem of
system lifecycle. As business processes become obsolete, the agents linked to
them can simply be deactivated without incurring costs to update the framework
or other agents. The framework also supports agent versions: as updates to agents
are rolled out, the affected agents can be independently updated.
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We believe this framework generalizes well to many types of RPAs because
the goal of RPAs is to reduce the amount of work done by humans. Hence, they
require minimal human intervention beyond launching the RPAs which can be
implemented as a natural language instruction. Functions that still require a
large amount of input from users may not be suitable for conversational interac-
tion and should remain in their original user interface. However, as the number
of RPAs increases, users will have too many RPAs to keep track of individually;
we believe a unified, conversational interface would simplify the life of users.

In summary, our framework addressed some of the key weaknesses of RPAs,
namely providing an interactive, human-in-the-loop automation assistant and
cooperative RPAs. Even though the framework can undergo further improve-
ments, it is a solid step forward towards interactive business process automation
that can gain business users’ trust in process automation solutions and advance
service lines like customer care and process automation.

5 Conclusion

Conversational automation solutions will be critical to the digital transforma-
tion. To that end, we presented a framework that combines RPAs with con-
versational agents (or chatbots), both popular paradigms in business enter-
prises, to create an interactive business process automation solution. The frame-
work relies on multi-agent orchestration where conversational agents are com-
posed from RPA skills. The resulting assistant allows business users to monitor
and customize their business process automation solutions through natural lan-
guage. Future work will incorporate more sophisticated orchestration models and
autonomous agents to address existing challenges in the current framework.

Acknowledgement. The authors would like to acknowledge Tathagata Chakraborti,
Pierre Feillet, and Stephane Mery for the valuable conversations that contributed to
expanding the vision of this work.
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Abstract. Advances in Artificial Intelligence (AI) are changing the
nature of work and enable the increasing automation of tasks. The trend
around AI technologies has also reached Robotic Process Automation
(RPA). To date, RPA is known as a software solution that performs
simple and routine tasks based on clearly defined rules. However, past
research indicates that through the application of AI and Machine Learn-
ing technologies, RPA is starting to get “smart” by including intelligent
features. Since little is known about the capabilities of intelligent RPA
in academia, this paper examines how AI impacts the capabilities and
applicability of RPA. Based on case studies with global RPA software
providers and RPA integrators, evidence for cognitive capabilities within
RPA is examined within the boundaries of a definition of cognitive intel-
ligence. The paper also discusses the general necessity for cognitive intel-
ligence within RPA software.

Keywords: Robotic Process Automation · Artificial Intelligence ·
Cognitive intelligence · Machine Learning · Intelligent Process
Automation

1 Introduction

Artificial Intelligence (AI) is entirely changing the nature of work. Even complex
tasks, which were previously performed exclusively by human knowledge workers,
are increasingly being automated by machines [1]. The increasing automation is
made possible by recent advances in AI technologies, the increasing processing
power of computers, and the availability of vast amounts of data [2,3]. The
trend around AI has also reached Robotic Process Automation (RPA). Various
researchers indicate that sophisticated RPA solutions are starting to get “smart”
and include AI and Machine Learning (ML) capabilities to recognize and process
unstructured data or to learn in cooperation with human users [e.g., 4–6].

However, research on RPA mainly focuses on simple RPA. Per definition,
RPA is an umbrella term for computer programs that mimic and replicate human
c© Springer Nature Switzerland AG 2020
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activities by imitating manual, screen-based manipulations [7–9]. Simple RPA is
limited to the execution of well-structured routine tasks based on explicit and
predefined rules and substitutes for the “arms” and “legs” of human workers
[5,6]. Little is known about RPA with intelligent capabilities, even though it
appears to be a major trend in industry. Agostinelli et al. (2019) focus on intelli-
gent RPA by analyzing different RPA software and identify limited self-learning
abilities within the examined RPA solutions [10]. Other authors address intel-
ligent RPA only marginally as an idea or early indication but do not provide
in-depth analyses [5,8,11].

Given the increasing importance of and attention on RPA and AI in industry
as well as the lack of research in academia, this paper raises the question of how
intelligent RPA is and thus asks: How does AI impact the capabilities of RPA as
well as its applicability, with focus on suitable task characteristics? Due to the
limited theoretical understanding and present dynamics in the field of intelligent
RPA, a multiple case study approach is applied to assess the level of intelligence
of current RPA solutions [12]. Specifically, rich field and archival data from nine
global RPA software providers and six RPA integrators are used.

This research comes with several contributions. First, based on an opera-
tionalized definition of cognitive intelligence as a subdomain of AI, the level of
intelligence of RPA is assessed. It becomes clear that RPA has only very lim-
ited cognitive capabilities and, as per its nature, remains a rule-based execution
engine. Only intelligence that enables RPA to work more efficiently and expand
its applicability without affecting the predictability and accuracy of outcomes
is built into RPA engines. Second, a platform approach to combine RPA with
external cognitive capabilities is introduced and discussed. All examined RPA
providers offer platforms to add intelligent capabilities from external solutions
to RPA. Finally, the impact on process and task suitability is examined. The
findings reveal that increasing intelligence expands the potential fields of appli-
cation of RPA, since the necessity for structured data input, standardization,
and process stability becomes less important.

The paper is organized as follows: Sect. 2 provides an overview of fundamental
knowledge about RPA and AI, followed by the introduction of the research
method in Sect. 3. The analysis of RPA robots and platforms and their level
of cognitive intelligence as well as implications on the applicability are presented
in Sect. 4. Finally, key findings, limitations, and future research opportunities
are summarized in Sects. 5 and 6.

2 Background

2.1 Definition and Introduction to Simple RPA

RPA is part of the Business Process Management domain and aims to auto-
mate existing processes based on available IT infrastructure by applying robots
to digitally perform tasks [7,8]. RPA is used as an umbrella term for a com-
puter program or software based on scripted language that mimics and replicates
human activities by imitating manual, screen-based manipulations and reacting
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to events on the screen [7–9]. The software can be configured by humans to cap-
ture and interpret existing applications, process transactions, manipulate data,
trigger responses, or communicate with other systems. RPA robots can either
be traditionally programmed, configured by using a graphical user interface, or
trained based on recorded process steps [6]. The software operates on graphical
user interfaces or computer systems in the way a human would and can, there-
fore, interact with a wide range of software systems without requiring changes
to existing applications [4–6]. This definition of RPA is mainly valid for simple
RPA solutions without any kind of cognitive intelligence, which was the primary
focus of past research.

2.2 Artificial Intelligence in the Context of RPA

In order to decide whether a system or software is intelligent, one first needs to
define the term “intelligence”. For computer scientists, the term “intelligence”
refers to AI, machine intelligence, or computational intelligence as a subset of
human cognitive behavior [13]. It is common in research to apply the concept
of human intelligence to approach the definition of AI as machines that exhibit
aspects of human intelligence [13,14]. Intelligence is regarded as the ability to
learn from experience and adapt to the environment [15]. This research refers
to the definition of AI by Kaplan and Haenlein (2019), who define AI as “the
ability [of a system] to correctly interpret external data, to learn from such data,
and to use those learnings to achieve specific goals and tasks through flexible
adaption” [16]. This definition is particularly suitable in the context of RPA,
since it builds on management literature and specifically targets application in
business environments. The authors introduce three types of intelligence: cogni-
tive intelligence, such as pattern recognition or systematic thinking, emotional
intelligence, such as adaptability or self-awareness, and social intelligence, such
as empathy or teamwork. Since most of the AI systems used in the context of
RPA aim to emulate cognitive intelligence by generating a cognitive representa-
tion of the environment as well as by learning from past experience to inform
future decisions, it is sufficient to focus on cognitive intelligence to assess the
degree of “intelligence” of RPA [5,8]. Humanized AI with emotional and social
intelligence is not included in the analysis, since it is not available yet [16]. More-
over, intelligence can also be classified into weak and strong AI. The hypothesis
of weak AI constitutes that machines act as if they were intelligent, apply AI
only to specific areas, and are not able to solve problems autonomously [16,17].
In contrast, strong or general AI assumes that machines actually think and do
not just imitate human intelligence [16,17]. In the context of intelligent RPA,
cognitive intelligence is considered a form of weak AI [14].

2.3 Classification Framework for Cognitive Intelligence

To analyze cognitive capabilities of RPA, cognitive intelligence is operationalized
by cognitive computing. The technology is inspired by the human mind and aims
to interact with external sources, process and understand contextual meaning,
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learn from past experiences, and draw conclusions based on large volumes of data
[3,18]. Cognitive computing includes technologies, such as Natural Language
Processing (NLP), ML, Neural Networks, or Automated Reasoning [19].

Capture information

Text and 
character 

recognition
Image 

recognition
Voice or 
sound 

recognition

Process information

Natural 
Language 
Processing

Machine 
Learning

Automated 
Reasoning

Fig. 1. Classification framework for cognitive intelligence

Cognitive computing comprises two core capabilities: information captur-
ing and information processing [3,19]. For this research, they are applied as a
framework to discuss and identify intelligent capabilities of current RPA soft-
ware solutions in the context of implemented use cases (cf. Fig. 1). The first
dimension, capturing information, includes the collection of data and informa-
tion as well as the perception and observation of the environment. Data collection
includes information from text, vision, sound, or voice. The second dimension,
processing information, includes capabilities to analyze and interpret contextual
meaning via NLP, to learn via ML capabilities, and to reason and take decisions
via Automated Reasoning. NLP uses computational techniques to understand
natural language and produce human language content. It thereby serves as
a basis for human-machine or machine-machine communication [20]. ML solu-
tions provide the ability to recognize patterns, to learn, to develop solutions,
and to adapt to new circumstances based on the applied learning algorithm. In
the context of RPA and this paper, ML refers to supervised learning methods
that learn based on the mapping of a given set of input variables to a given set
of predefined output variables [16]. Automated Reasoning allows computers to
autonomously reason about knowledge they have gained completely, or almost
completely, answer questions, and draw conclusions [21].

3 Research Method

Given the limited theoretical understanding and present dynamics in the field of
intelligent RPA, this paper applies a multiple case study approach as described in
[12] to assess the impact of AI on the capabilities and applicability of RPA. The
multiple case study approach is broadly used in Information Systems research
and is particularly suitable for research on newly emerging technologies in orga-
nizations, such as RPA in combination with cognitive intelligence [22,23].

As shown in Table 1, several data sources are included: semi-structured inter-
views with top management as well as technology and innovation managers from
RPA software providers and RPA integrators, informal follow-up interviews, and
archival data such as product specifications or case documentations. The sample
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Table 1. Interview panel

Company Origin Interview and archival data

Position Interview type Duration (IV/FU) Archival data

RPA provider A North America Director

Partnerships

Phone call 75/15min 6 PS, 1 PR,

2 CD

RPA provider B North America IT Solution

Manager

Phone call 80/15min 4 PS, 2 PR,

1 CD

RPA provider C Europe IT Solution

Manager

Phone call 60/10min 6 PS, 2 CD

RPA provider D Europe Business

Development

Manager

Phone call 75/20min 2 PS, 2 CD

RPA provider E Europe IT Solution

Manager

Phone call 60min 2 PS, 2 CD

RPA provider F Europe Director RPA Phone call 55min 4 PS

RPA provider G North America Director RPA and

AI

Phone call 70/15min 1 PS, 1 PR,

5 CD

RPA provider H Europe Global Head IoT Phone call 80/30min 4 PS, 2 CD

RPA provider I Europe Account Manager Phone call 50/10min 3 PS, 1 PR

RPA integrator A Europe Managing Director Phone call 50min 2 PS

RPA integrator B North America Managing Director Phone call 50min 1 PS, 1 CD

RPA integrator C Europe R&D Manager Phone call 55min 1 PS, 1 CD

RPA integrator D Middle East Managing Director Phone call 55min 1 PS

RPA integrator E Europe Innovation Manager Phone call 90min 2 PS

RPA integrator F Asia Managing Director Phone call 45min 1 PS

Legend: IV = Semi-structured interview, FU = Follow-up interview, PS = Product specification,

CD = Case documentation, PR = Press release

consists of nine RPA software providers, including three global market leaders,
who provide a technology-driven perspective. For a bottom-up validation, six
RPA integrators, who worked with the examined RPA software, are included.
They provide an application-driven perspective and verify the technology view
of the software providers.

The interview process consisted of three waves, starting with the three glob-
ally leading RPA providers, followed by six interviews with second and third
tier RPA providers, and six interviews with RPA integrators. Follow-up inter-
views were used to clarify information. As proposed by Eisenhardt and Graebner
(2007), the data analysis consisted of a within-case and a cross-case analysis of
the transcribed interview and archival data from all RPA providers to detect
patterns and to develop constructs [12]. Data from software integrators were
used to refine, confirm, or reject the findings and emerging hypotheses.

To ensure data validity, a broad panel of RPA software providers was
included. The technical capabilities were critically challenged and only accepted
if use cases prove their successful application. Also, the interview transcripts
were sent out and reviewed by the experts to ensure accuracy. To overcome a
potential elite bias, interviewees from various functional areas and hierarchical
levels were included. Finally, a detailed overview of the research project was
given beforehand and anonymity was granted to overcome a potential lack of
trust.



106 J. Viehhauser

4 Classification and Analysis of RPA Software

The analysis of the conducted interviews and case studies based on a frame-
work for cognitive intelligence, as introduced in Sect. 2.3, reveals two different
approaches with regard to RPA and cognitive capabilities. The approaches are
in line with past research [5,6,8]. On the one hand, RPA is defined as stand-
alone software and any kind of cognitive intelligence is incorporated into the
RPA software itself. This further development of RPA can be referred to as
intelligent RPA and is detailed in Sect. 4.1. For the purpose of this research, all
software that is defined as RPA without external solutions that are not incorpo-
rated into the software engine is regarded as intelligent RPA. On the other hand,
features from cognitive intelligence can be combined with RPA using a platform
approach. This means that the concept of simple RPA, as rule-based software,
is not touched upon. The intelligence is added by external software, which is
integrated into an RPA platform. The platform approach is detailed in Sect. 4.2
below. Academia and industry introduced Intelligent Process Automation or
Intelligent Automation to specify this approach [4,24].

4.1 Examination of Cognitive Intelligence Within RPA Solutions

Based on the operationalized definition of cognitive intelligence from Sect. 2.3,
Table 2 provides an overview of identified elements of cognitive intelligence that
are incorporated into intelligent RPA solutions. They are derived from the anal-
yses of the conducted case studies. The RPA robots A to I correspond to the
solutions of the software providers A to I, as introduced in Table 1.

Capturing Information. Capturing information from digital text files with
structured electronic text in the form of character recognition is regarded as
a standard feature of RPA and included in all examined RPA solutions. The
extraction of data from text files constitutes rule-based processing of information.
It can be triggered either based on predefined rules within a process flow or based
on events that are initiated by activities or keywords. The robots, for example,
copy text strings and transfer them into other systems, classify documents based
on specific keywords, or use keywords to extract text information.

Optical Character Recognition (OCR) enables the extraction of text from
images, ranging from scanned printed documents to pictures with text elements
such as traffic signs. Five of the examined robots are able to process images,
i.e., robots A, B, C, E, and F. However, most of them are limited to basic OCR
capabilities. Basic OCR provides the ability to process scanned, printed docu-
ments with a structured nature of text and printed fonts and convert the content
into a digital text string. Only solution C contains advanced OCR capabilities.
Advanced OCR technology enables texts within images or tables, texts that are
randomly located, or texts that are hand-written to be processed and trans-
formed into structured output with a high level of quality. All other vendors do
not include OCR in their RPA, as software provider D described:
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Table 2. Overview of incorporated cognitive capabilities within RPA solutions

Robot Capture information Process information

Text and

character

recognition

Image

recognition

Voice or

sound

recognition

Natural

Language

Processing

Machine

Learning

Automated

Reasoning

RPA robot A CR, KS BasicOCR,

CV

— — DC, TC,

CV

—

RPA robot B CR, KS BasicOCR,

CV

— — CV —

RPA robot C CR, KS OCR, CV — — DC, TC,

CV, SH

—

RPA robot D CR, KS CV — — CV —

RPA robot E CR, KS BasicOCR,

CV

— — CV —

RPA robot F CR, KS BasicOCR — — SH, RE —

RPA robot G CR, KS CV — — CV —

RPA robot H CR, KS CV — — CV —

RPA robot I CR, KS — — — — —

Legend: CR = Character recognition, KS= Keyword search, OCR = Optical Character Recog-

nition, CV = Computer Vision, DC = Document classification, TC = Text classification,

RE = Recommendation engine, SH = ML-based scheduling

We do not include OCR in our RPA solution, because we want to keep
our solution flexible and the results predictable. For us, RPA is the exe-
cution engine that performs rule-based tasks. If a client wants to extract
unstructured data, they need to apply external software.

To verify the basic OCR capabilities, a use case with robot B from the bank-
ing industry is analyzed. After a new e-mail with scanned mortgage contracts
arrives, the robot saves the files on a local drive and converts them into a dig-
ital text string by applying OCR. After identifying the corresponding contract
number based on a predefined keyword search, the robot uploads the text into
a data management system and completes the process.

Seven out of nine examined RPA solutions utilize Computer Vision technolo-
gies to identify, understand, and classify digital elements and objects on user
interfaces, i.e., robots A, B, C, D, E, G, and H. The technology is based on
similarity analysis and reacts to visual conformance. Computer windows and
on-screen elements can be identified and used as a trigger for process activities.
Computer Vision is regarded as an integral part of RPA and is used for applying
RPA when underlying data cannot be accessed, as explained by provider E:

Computer Vision is a core feature of RPA. Our strategy is to make the
RPA engine just as intelligent as necessary to detect and process elements
on the screen. The purpose is really RPA, which is why it is embedded.

Computer Vision provides several advantages. First, the technology elimi-
nates the reliance on selectors and underlying data, since it workswith visible
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screen elements. It is even possible to use screen elements as anchors and access
User Interface (UI) elements that are located within a certain distance. This
enables a broader integration of elements and applicability. Second, the flexibility
of RPA processes increases. Elements can be accessed even after modifications
of software or changes in homepage designs. Third, Computer Vision enables
remote automation on a virtual screen based on graphical data. This serves as
a fallback solution if other automation methods do not work.

None of the examined RPA solutions can process rich media, such as voice or
sound. The technology is not regarded as an essential part of process automation
with RPA. RPA provider F commented:

Processing of rich media is complex and a different technology than RPA.
It is not part of our solution, since we see enough demand on the text side.
In addition, some of the tools and technologies in the market are not as
robust as required yet. If you want to achieve a sufficient accuracy level,
it starts to get expensive. If required by a client, voice processing can be
combined with RPA as third-party software.

Processing Information. None of the examined RPA solutions contain incor-
porated NLP capabilities. Only basic NLP features in the form of keyword search
are included. However, the keyword search is strictly rule-based and does not
require any cognitive intelligence. In general, most RPA software providers do
not regard NLP as a critical or core capability of RPA. NLP is utilized as sepa-
rate technology and integrated into RPA processes as a distinct component.

Two of the examined RPA robots provide built-in ML capabilities for docu-
ment and text classification (robots A and C). Document classification enables
the assignment of labels of a document type based on a predefined selection
of options. The technology is based on supervised ML and combines different
document properties, such as document type, author, subject, or content data
[25]. After the document type is identified, specific text classification modules
are applied. This enables critical information to be extracted and converted
into structured output. The text classification is also based on supervised ML
and trained by human employees. The integration of document and text clas-
sification capabilities correlates with the integration of basic or advanced OCR
capabilities. However, there are only two RPA solutions with inherent basic and
advanced OCR capabilities that include classification mechanisms.

Computer Vision also contains ML features. Based on the shape and type
of objects, ML is applied to determine the purpose and usage of objects. The
algorithms are fed with a large amount of images and corresponding categories.
Also, error reporting in interaction with human users is used to further develop
the ML algorithm.

In addition, supervised ML is applied by RPA vendor F for exception manage-
ment in the form of an ML-based recommendation engine (cf. “RE” in Table 2).
The ML algorithm monitors exception handling activities of RPA users and
learns based on their decisions. Thereby, changes on a code level or within work-
flows become superfluous, since RPA can automatically recommend configura-
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tions based on prior learnings and even perform them routinely. In the examined
case, the characters “O” and “Q” cannot be assigned by the robot, which leads
to an error. The algorithm monitors the human exception handling. If it detects
a similar exception multiple times, it makes a recommendation to the human
user, and, after approval, routinely performs the exception. Since it improves
the performance of RPA, it is regarded as useful for RPA and included in the
software as an intelligent component.

Scheduling is a critical part of RPA, especially if multiple robots are applied
or if one robot performs multiple tasks. Most RPA solutions use a scheduler
based on predefined rules about the priority of tasks, the timing, or the duration
of the execution. Two RPA providers offer built-in ML-based scheduling mod-
ules (robots C and F). They enable the dynamic scheduling of robots and tasks
based on multiple parameters, such as scope and time requirements of tasks,
defined service levels, concurrent processes, and the performance of underlying
applications. The ML algorithm takes into account the defined parameters, the
former performance of the robot, and the relation between latency times of appli-
cations and the resulting robot performance and dynamically schedules multiple
robots to meet the agreed service levels. This enables flexible application and
reassignment as well as increased service level fulfillment and utilization.

None of the examined RPA solutions provide any kind of Automated Rea-
soning capabilities. The interview partners agreed that intelligence in the form
of independent decision making should not be part of RPA. It weakens the abil-
ity of RPA to deliver accurate and predictable results based on explicit rules.
RPA provider A distinguished between built-in intelligence in RPA solutions and
intelligence outside the robot:

Automated Reasoning is not the kind of intelligence that we want to build
into RPA. It is an external intelligence that can be leveraged to answer
questions or to carry out decisions. What RPA can do is the subsequent
execution.

4.2 Enhancement of RPA with External Cognitive Intelligence

Introduction of Platform Approach. All nine examined RPA providers pur-
sue the strategy of incorporating cognitive intelligence via a platform. This means
that RPA, as a rule-based execution engine, is combined with selected external
solutions. The external technologies are incorporated into the RPA platforms and
can be easily integrated into the workflows as modules. RPA steers the cogni-
tive components and executes the structured output. If needed, further external
technologies can be added via application programming interfaces (APIs).

The platform approach facilitates the integration of external technologies.
This allows faster and more robust automation with little time required and no
need for coding. The integration without coding is important in that it enables
the application of RPA at a business level. By introducing a technology partner
ecosystem and modular integration, RPA can be extended with best-in-class
cognitive capabilities without the requirement for in-house solutions. This means
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that solutions from RPA providers, clients, or third parties can be leveraged and
flexibility is increased.

Table 3. Overview of cognitive capabilities integrated into RPA platforms

RPA platform Capture information Process information

Text and
character
recognition

Image
recognition

Voice or
sound
recognition

Natural
Language
Processing

Machine
Learning

Automated
Reasoning

Platform A — OCR — — DC, TC —

Platform B — OCR — — DC, TC —

Platform C — OCR — — DC, TC —

Platform D — OCR — NLP DC, TC —

Platform E — OCR — NLP DC, TC —

Platform F — OCR — — DC, TC —

Platform G — OCR — NLP DC, TC —

Platform H — OCR — NLP DC, TC —

Platform I — OCR — — DC, TC —

Legend: OCR = Optical Character Recognition, NLP = Natural Language Processing,
DC = Document classification, TC = Text classification

Cognitive Intelligence Within Platforms. Table 3 provides an overview of
external cognitive capabilities integrated into the RPA platforms. Platform A
corresponds to robot A, as introduced in Table 2. The digitization of input by
processing images via advanced OCR is identified as a standard feature of all
nine RPA platforms, which can be integrated via drag-and-drop. The providers
include prepackaged leading external software solutions from suppliers, such as
Abbyy or Kofax. In doing so, the RPA software providers can utilize best-in-
class solutions to address specific digitization problems and keep their RPA
solution simple. In addition, some of the RPA platforms also provide interfaces
to integrate open-source solutions on demand.

Four of the examined RPA platforms offer a built-in preselection of NLP
solutions, which can be integrated via drag-and-drop (robots D, E, G, and H).
The cases reveal that NLP is mainly used for contextual and sentiment analysis
to understand the intent and body of texts. These platforms mainly originate
from technology companies with competence in NLP and not from specialized
RPA providers. The NLP software offered is either an internal solution or based
on external software and, in any case, is not part of the license model. Even
though it is regarded as a critical component, the majority of RPA platforms
within the sample do not contain NLP capabilities as part of their platforms, as
RPA software provider E emphasizes:

Within RPA itself, there are no NLP capabilities yet and it is not a
core functionality of our RPA platform. Nonetheless, some RPA processes
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include external NLP technologies based on license models or as open-
source solutions to fulfill specific demands.

As described in Sect. 4.1, RPA engines themselves partially provide super-
vised ML capabilities. With the platform approach, all examined solutions pro-
vide ML capabilities in the form of text and document classification. They are
added through the integration of external OCR solutions. Moreover, all platforms
enable the integration of additional ML solutions via standardized interfaces. For
example, the programming language Python can be applied to code ML capa-
bilities or to use pre-trained Python models. Thus, the RPA robot or platform
itself does not include ML capabilities other than those described in Sect. 4.1,
but it enables the integration of external solutions. Automated Reasoning has
not been part of any of the RPA platforms and examined cases.

4.3 Impact of Increasing Intelligence on Process and Task
Suitability

The increasing level of cognitive intelligence within RPA software solutions or
as integrated solutions within RPA platforms impacts the applicability of RPA.
According to the experts, the process requirement that is affected most is the
need for structured data input. Intelligent RPA can work with unstructured or
fast changing data. RPA integrator E explains:

Unstructured data can be structured and made accessible based on intelli-
gent RPA. The importance of standardization of data decreases as the level
of cognitive capabilities increases.

The data first needs to be transformed and structured. RPA subsequently
receives the structured data and processes it based on predefined rules. The
requirement for structured data input decreases, although RPA still needs struc-
tured data to process tasks. Second, the requirement for a high degree of process
standardization and clearly defined rules decreases. Intelligent RPA can perform
processes with changing process steps or rules. However, rules remain critical
and an important prerequisite for RPA. Intelligent RPA can, so far, only perform
changes or exceptions with low complexity. Third, the requirement for process
stability becomes less important. Exception management based on a supervised
ML algorithm enables the handling of errors and exceptions during the pro-
cess or within unstructured data input. Nevertheless, the software solution still
requires human employees for decision making as well as for processing of critical
tasks. Even though this impact has been confirmed by most experts, only one
examined RPA robot provides ML-based exception handling capabilities.

Regardless of the increasing cognitive capabilities that impact decision cri-
teria for RPA, basic process requirements remain unaffected. A process that is
structured, simple, and mature is still more eligible than a process with less struc-
ture and with exceptions. Cognitive capabilities broaden the field of application
of RPA at the cost of complexity and implementation effort.
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5 Discussion

5.1 RPA and Built-In Cognitive Intelligence

This research reveals that RPA has only very limited cognitive capabilities,
despite the contrary being argued by software providers and indicated by
research. Almost all experts emphasize that RPA is not intelligent and does
not need intelligent capabilities. It is, as per definition, a software for the rule-
based processing of click sequences with predictable and stable outcomes. This
has been confirmed by the interviews conducted and the analyses of nine RPA
software solutions along a framework of cognitive intelligence. None of the RPA
engines fulfill the prerequisites for cognitive intelligence and this therefore dis-
proves the hypothesis of RPA being intelligent. Nevertheless, the findings show
that all RPA solutions can process structured digital text and perform keyword
search based on predefined rules. In addition, four of the examined RPA solutions
have built-in basic OCR capabilities and one solution even provides advanced
OCR. The findings are partially in line with prior research, which indicates that
RPA is starting to get “smart” features, such as image recognition [4,5]. How-
ever, the results reveal that the extent to which OCR is part of RPA is very
limited and the majority of RPA software providers do not regard OCR as an
essential part of RPA. Additionally, none of the solutions are able to capture
complex, unstructured data input from sources such as voice or sound. On the
processing side, none of the RPA engines provide NLP or Automated Reasoning
capabilities. They are regarded as complex and non-core technologies. Accord-
ing to the definition of cognitive intelligence, those components, however, would
be critical to contribute machine intelligence to understand contextual meaning,
reason, or draw conclusions [3,18]. Only the added value of ML is regarded as
suitable to RPA. Therefore, ML in the form of supervised learning methods is
incorporated in most of the examined RPA solutions, mainly through Computer
Vision, document and text classification, and partially through scheduling and
exception management. The findings are in line with existing research, which
point out that learning capabilities should be incorporated into RPA solutions
[6,8]. However, the extent to which ML is used for RPA is limited. The cases
emphasize that only ML capabilities enabling RPA to work more efficiently and
expand its applicability without affecting the predictability and accuracy of out-
comes are built into RPA engines.

The separation of RPA and cognitive capabilities as well as the consequen-
tial lack of intelligence of RPA relies on a broadly accepted rationale. First, the
definition of RPA as a rule-based execution engine sets limits, which would be
undermined by an unpredictable operation. Second, RPA provides the mechan-
ical foundation for process automation, which is a key advantage. RPA should
remain with exactly these capabilities, since the demand for rule-based automa-
tion is likely to continue to exist. Besides, it is the same with RPA as with
employees: building on basic requirements, companies recruit employees or train
them to work on specific tasks. This flexibility can only be guaranteed with RPA
if it remains an execution engine to which cognitive intelligence can be added
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flexibly. Third, most companies in the RPA market are RPA-only companies and
have limited AI, OCR, or NLP capabilities. Since those technologies require a
high degree of specialization, it is reasonable to integrate best-in-class external
technologies instead of developing proprietary solutions. The integration of non-
RPA technologies also drives the complexity with regard to integration, usability,
and maintenance with varying update cycles and technical requirements. Fourth,
commercial restrictions hinder the incorporation of cognitive capabilities within
RPA. The concept of modular RPA platforms enables the flexible tailoring of
solutions to customer demands and reduces the costs for simple RPA.

5.2 Development Towards Platform-Based Automation

All nine RPA providers offer RPA platforms to add cognitive intelligence to
RPA as external elements. This indicates that the evolution of RPA towards
more intelligent capabilities does not take place built into RPA but rather with
external capabilities that can be bolted on to RPA in a modular fashion. The
RPA software itself acts as an execution engine within the platform, which steers
external components and processes structured outputs. The case studies reveal
that mainly OCR and NLP are added via the platform. As such, the key con-
tribution comes with the ability to process information in the form of content
understanding and supervised learning. Four RPA platforms provide preselected
NLP solutions and all platforms enable the simple integration of external NLP
technologies. However, RPA platforms still lack key cognitive capabilities, mainly
in the field of Automated Reasoning. The experts cited a lack of transparency
and reliability, the level of development of AI solutions, and the reluctance of
users as the main reasons against the deployment of Automated Reasoning.

In general, the development towards RPA platforms is driven by the dynamic
nature of most processes, which calls for flexible and non-static solutions. The
modular platforms provide interfaces and an open architecture to external solu-
tions. Since cognitive technologies are highly sophisticated and are developing
rapidly, built-in capabilities would not be reasonable. Integrating intelligence
via programming interfaces makes the platforms more robust and improves the
operational efficiency and stability. The modular integration also ensures simple
usability. This is vital, since RPA is applied on an operational business level and
needs to be set up and operated by non-IT employees.

6 Limitations and Future Research

By following the principles for data validity as stated in the methodology section,
this paper aimed to prevent structural errors. Nevertheless, the research is not
without limitations. First, the definition of RPA potentially differs across soft-
ware providers. Even though this has been explicitly clarified, a divergent under-
standing of RPA could have led to missing or exaggerated capabilities, which
may reduce comparability. Second, the selection of RPA software providers is
not exhaustive and is limited to the globally leading providers plus a selection
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of additional RPA companies. Third, the experts could have potentially over-
stated the actual capabilities of their RPA software and platforms. To overcome
this problem, a bottom-up perspective from RPA integrators is introduced and
case documentations are used to confirm the capabilities. Fourth, the framework
could potentially bias the results. However, core elements are included and no
other features were mentioned during the interviews.

RPA and cognitive intelligence constitute interesting research opportunities.
A general discussion about the definition and designation of RPA and cognitive
intelligence would be needed to clarify the terminology used, since RPA is prede-
fined and per definition rules out any kind of dynamic or intelligence. Since this
research provides indications of influences on process suitability, future research
could address the question of how decision support criteria are affected by intel-
ligent RPA. Another interesting research opportunity is the question of which
cognitive capabilities complement RPA best and should be integrated. Moreover,
research could address the implications of RPA with cognitive intelligence on its
applicability as well as the resulting effects on performance. Finally, the question
of how AI could be used to understand and process exceptions and assist with
coding without human intervention is of interest.

References

1. Dias, M., Pan, S.L., Tim, Y.: Knowledge embodiment of human and machine
interactions: robotic process automation at the Finland government. In: Twenty-
Seventh European Conference on Information Systems (ECIS 2019), Stockholm-
Uppsala, Sweden (2019)

2. French, R.M.: Moving beyond the Turing test. Commun. ACM 55(12), 74–77
(2012)

3. Gupta, S., Kar, A.K., Baabdullah, A., Al-Khowaiter, W.A.: Big data with cognitive
computing: a review for the future. Int. J. Inf. Manage. 42, 78–89 (2018)

4. Hofmann, P., Samp, C., Urbach, N.: Robotic process automation. Electron. Mar-
kets 30(1), 99–106 (2019)

5. Plattfaut, R.: Robotic Process Automation - process optimization on steroids? In:
Fortieth International Conference on Information Systems, Munich (2019)

6. Wanner, J., Hofmann, A., Fischer, M., Imgrund, F., Janiesch, C., Geyer-
Klingeberg, J.: Process selection in RPA projects - towards a quantifiable method
of decision making. In: Fortieth International Conference on Information Systems,
Munich (2019)

7. Lacity, M.C., Willcocks, L.P.: Robotic process automation at telefónica O2. MIS
Q. Execut. 15(1) (2016)

8. van der Aalst, W.M.P., Bichler, M., Heinzl, A.: Robotic process automation. Bus.
Inf. Syst. Eng. 60(4), 269–272 (2018)

9. Penttinen, E., Kasslin, H., Asatiani, A.: How to choose between robotic process
automation and back-end system automation? In: Twenty-Sixth European Con-
ference on Information Systems (ECIS 2018) (2018)

10. Agostinelli, S., Marrella, A., Mecella, M.: Research challenges for intelligent robotic
process automation. In: Di Francescomarino, C., Dijkman, R., Zdun, U. (eds.) BPM
2019. LNBIP, vol. 362, pp. 12–18. Springer, Cham (2019). https://doi.org/10.1007/
978-3-030-37453-2 2

https://doi.org/10.1007/978-3-030-37453-2_2
https://doi.org/10.1007/978-3-030-37453-2_2


Robotic Process Automation and Artificial Intelligence 115

11. Syed, R., et al.: Robotic process automation: contemporary themes and challenges.
Comput. Ind. 115, 103162 (2020)

12. Eisenhardt, K.M., Graebner, M.E.: Theory building from cases: opportunities and
challenges. Acad. Manag. J. 50(1), 25–32 (2007)

13. Feigenbaum, E.A.: Some challenges and grand challenges for computational intel-
ligence. J. ACM 50(1), 32–40 (2003)

14. Huang, M.H., Rust, R.T.: Artificial intelligence in service. J. Serv. Res. 21(2),
155–172 (2018)

15. Gardner, H.: Frames of Mind: The Theory of Multiple Intelligences. Basics, New
York (1983)

16. Kaplan, A., Haenlein, M.: Siri, Siri, in my hand: who’s the fairest in the land? On
the interpretations, illustrations, and implications of artificial intelligence. Bus.
Horiz. 62(1), 15–25 (2019)

17. Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach. Pearson (2002)
18. Modha, D.S., Ananthanarayanan, R., Esser, S.K., Ndirango, A., Sherbondy, A.J.,

Singh, R.: Cognitive computing. Commun. ACM 54(8), 62–71 (2011)
19. Davenport, T.H., Kirby, J.: Just how smart are smart machines? MIT Sloan Manag.

Rev. 57(3), 21 (2016)
20. Hirschberg, J., Manning, C.D.: Advances in natural language processing. Science

349(6245), 261–266 (2015)
21. Rich, C., Feldman, Y.: Seven layers of knowledge representation and reasoning in

support of software development. IEEE Trans. Software Eng. 18, 451–469 (1992)
22. Conboy, K., Fitzgerald, G., Mathiassen, L.: Qualitative methods research in infor-

mation systems: motivations, themes, and contributions. Eur. J. Inf. Syst. 21(2),
113–118 (2012)

23. Orlikowski, W.J., Baroudi, J.J.: Studying information technology in organizations:
research approaches and assumptions. Inf. Syst. Res. 2(1), 1–28 (1991)

24. Kokina, J., Blanchette, S.: Early evidence of digital labor in accounting: innovation
with robotic process automation. Int. J. Account. Inf. Syst. 35 (2019)

25. Sebastiani, F.: Machine learning in automated text categorization. ACM Comput.
Surv. (CSUR) 34(1), 1–47 (2002)



Automated Generation of Executable
RPA Scripts from User Interface Logs

Simone Agostinelli, Marco Lupia, Andrea Marrella(B), and Massimo Mecella
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Abstract. Robotic Process Automation (RPA) operates on the user
interface (UI) of software applications and automates - by means of a
software (SW) robot - mouse and keyboard interactions to remove inten-
sive routine tasks (or simply routines). With the recent advances in Arti-
ficial Intelligence, the automation of routines is expected to undergo a
radical transformation. Nonetheless, to date, the RPA tools available in
the market are not able to automatically learn to automate such rou-
tines, thus requiring the support of skilled human experts that observe
and interpret how routines are executed on the UIs of the applications.
Being the current practice time-consuming and error-prone, in this paper
we present SmartRPA, a cross-platform tool that tackles such issues by
exploiting UI logs to automatically generate executable RPA scripts that
automate the routines enactment by SW robots.

Keywords: Robotic Process Automation (RPA) · Automated RPA
script generation · User Interface (UI) logs · Process mining

1 Introduction

Robotic Process Automation (RPA) is a fast-emerging automation technology in
the field of Business Process Management (BPM) that uses software (SW) robots
to mimic and replicate the execution of highly repetitive routine tasks (we refer to
them as routines) performed by human users in their applications’ user interfaces
(UIs). The RPA technology is still in its infancy [1], even if similar solutions have
been around for a long time. For instance, closely related to SW robots, chatbots
have been using for years to accept voice-based or keyboard inputs and guide
customers to find relevant information in web-based applications [14]. Differently
from chatbots, RPA can be seen as an evolution of screen scraping solutions [9],
which sought to visualize screen display data from legacy applications (having
no means for automated interfacing) to display such data using modern UIs. The
strength of RPA is that it does not replace existing applications or manipulate
their code, but rather works with them in a way similar to a human user.

In recent years there was an increased interest around RPA, resulting in many
industry-specific deployments for financial and business services [5,12,19]. In this
c© Springer Nature Switzerland AG 2020
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direction, according to [6], the market of RPA solutions has developed rapidly
and today includes more than 50 vendors developing tools that provide SW
robots with advanced functionalities for automating office tasks in operations like
accounting, billing and customer service. Nonetheless, when considering state-of-
the-art RPA technology, it becomes apparent that the current generation of RPA
tools is driven by predefined rules and manual configurations made by expert
users rather than automated techniques [3]. To be more specific, the traditional
workflow to conduct a RPA project can be summarized as follows [18]:

1. Determine which routines are good candidates to be automated.
2. Record the mouse/key events that happen on the UI of the SW applications

involved in a routine execution, i.e., the UI logs.
3. Model the selected routines in the form of flowchart diagrams, which involve

the specification of the actions, routing constructs (e.g., parallel and alterna-
tive branches), data flow, etc. that define the behavior of a SW robot.

4. Develop each modeled routine by generating the SW code required to con-
cretely enact the associated SW robot on a target computer system.

5. Deploy the SW robots in their environment to perform their actions.
6. Monitor the performance of SW robots to detect bottlenecks and exceptions.
7. Maintain the routines, which takes into account the SW robots performance

and error cases to eventually enhance their behaviour.

The majority of the previous steps, particularly the ones involved in the
early stages of the RPA life-cycle (i.e., steps 1 and 3), require the support of
skilled human experts, which need to: (i) understand the anatomy of the can-
didate routines to automate by means of interviews, walk-troughs, and detailed
observation of workers conducting their daily work; and (ii) define manually the
flowchart diagrams representing the structure of such routines, which will drive
the development of the SW code, often in form of executable scripts (also called
RPA scripts), allowing the concrete enactment of SW robots at run-time (cf.
step 4). While this approach is effective to execute simple rules-based logic in
situations where there is no room for interpretation, it becomes time-consuming
and error-prone in presence of routines that are less predictable or require some
level of human judgment [4,25]. Indeed, the designer should have a global vision
of all possible variants of the routines to define the appropriate behaviours of the
SW robot, which becomes complicated when the number of variants increases.
The issue is that in case where the flowchart diagram does not contain a suit-
able response for a specific situation, e.g., because of a shallow modeling activity,
then the associated RPA scripts would not properly reflect the behaviour of the
potential routine variant, forcing SW robots to escalate to a human supervisor
at run-time, in contrast with the RPA philosophy.

To tackle and mitigate this issue, in this paper we develop a cross-platform
software tool, called SmartRPA, to automatically generate executable RPA
scripts directly from the UI logs that record the user interactions with the SW
applications involved in a routine execution (cf. step 2), thus skipping completely
the (manual) modeling activity of the flowchart diagrams (cf. step 3). SmartRPA
involves five consecutive stages that enable to: (i) record the UI logs that keep
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(a) Excel spreadsheet (b) Google form

Fig. 1. UIs involved in the running example

track of the different routine executions on the UIs of the involved SW applica-
tions; (ii) processing such UI logs in form of a single event log with additional
execution properties; (iii) filtering out those events not relevant for the routine
of interest and grouping together similar events; (iv) detecting the most frequent
routine variant from the log, leveraging process discovery and abstraction tech-
niques; and (v) generating the executable RPA scripts necessary to enact the
SW robot that implements the selected routine variant. SmartRPA is available
for download at https://github.com/bpm-diag/smartRPA/.

The rest of the paper is organized as follows. Section 2 presents a motivat-
ing running example. In Sect. 3, we analyze the architecture and the technical
aspects of SmartRPA, together with the approach underlying the working of the
tool. Section 4 examines the instantiation of SmartRPA on the running example.
Finally, in Sect. 5 we present the related works, while Sect. 6 concludes the paper
by discussing the weaknesses of the tool and the potential future works.

2 Running Example

Below, we describe an RPA use case inspired by a real-life scenario at Depart-
ment of Computer, Control and Management Engineering (DIAG) of Sapienza
Universitá di Roma. The scenario concerns the filling of the travel authorization
request form made by professors, researchers and PhD students of DIAG for
travel requiring prior approval.

The request applicant must fill a well-structured Excel spreadsheet (cf.
Fig. 1(a)) providing some personal information, such as her/his bio-data and the
email address, together with further information related to the travel, including

https://github.com/bpm-diag/smartRPA/


Automated Generation of Executable RPA Scripts from UI Logs 119

the destination, the starting/ending date/time, the means of transport to be
used, the travel purpose, and the envisioned amount of travel expenses, asso-
ciated with the possibility to request an anticipation of the expenses already
incurred (e.g., to request in advance a visa). When ready, the spreadsheet is sent
via email to an employee of the Administration Office of DIAG, which is in charge
of approving it and (only in this case) elaborating the request. Concretely, for
each row in the spreadsheet, the employee manually copies every cell in that row
and pastes that into the corresponding text field in a dedicated Google form (cf.
Fig. 1(b)), accessible just by the Administration staff. Once the data transfer for
a given travel request has been completed, the employee presses the “Submit”
button to submit the data into an internal database. Once the form is submitted,
a confirmation email is sent automatically to the applicant.

The above routine procedure is usually performed manually, it is tedious (as
it must be repeated for any new travel request) and prone to errors. We will use
it to show how the proposed SmartRPA tool is able to automatically develop
the executable RPA scripts for automating the data transfer task of the routine,
requiring in input just the UI logs that record the previous executions of such
routine performed by several human users during dedicated training sessions.

3 SmartRPA Approach and Architecture

The architecture of SmartRPA integrates five main SW components developed
in Python that enable to automatically generate executable RPA scripts that
will drive the working of SW robots in emulating the users’ observed behavior
(previously recorded in dedicated UI logs) during the enactment of a routine of
interest. An overview of the SmartRPA architecture is shown in Fig. 2.

The first SW component of the architecture is an Action Logger that can be
used to record a wide range of UI actions from multiple SW applications during
the enactment of a routine. This means that SmartRPA belongs to the category
of those RPA tools that learn to automate routines “by examples” (see also our
discussion in Sect. 5). To be more specific, a training session in which several
users perform the routine to be automated is required to record the UI actions
involved in its execution. To this aim, the Action Logger provides a Graphical
User Interface (GUI) that allows a user to select which SW applications s/he
wants to record UI actions on. All the applications that are not available in the
host operating system of the user’s PC/MAC are disabled by default. Then, the
user can start the training session by clicking on the “Start logger” button (see
Fig. 3). The Action Logger provides three categories of logging modules:

– System Logger : It detects those UI actions not related to specific SW appli-
cations, i.e.: copy and paste of files/folders; creation, renaming, movement
and deletion of files/folders; usage of double-click and hotkeys; opening and
closing of applications; printing activities; insertion/remotion of USB drives.

– Office Logger : It detects the UI actions performed within Microsoft Office
applications, i.e.: Excel, Word and PowerPoint.
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Fig. 2. SmartRPA architecture

– Browser Logger : It detects the UI actions performed on web browsers, i.e.:
Google Chrome, Mozilla Firefox, Microsoft Edge and Opera.

Of course, multiple users can run the Action Logger on their PC/MAC many
times performing the same routine in different training sessions. When a training
session is completed, i.e., when the routine of interest has been executed from
the start to the end, the user can push the “Stop logger” button to stop the
recording of UI actions. The logging modules interact with a Logging Server
implemented with the Flask framework,1 which is in charge to store the UI
actions captured by the logging modules and organize them as events into several
CSV event logs. Each CSV event log contains exactly one (long) trace of UI
actions performed in a single training session by a single user. From a technical
point of view, (i) system events are recorded using different Python modules,
including PythonCOM (to access the Windows APIs and COM objects like
the Microsoft Office suite), and MacFSEvents for MacOS; (ii) events generated
by Microsoft Office applications are recorded using the Office JavaScript APIs;
and (iii) browser events are recorded using dedicated JavaScript web extensions
developed for each supported web browser.

The second SW component of the architecture is a Log Processing tool
that comes into play when any training session is considered as completed. Specif-
ically, after n training sessions, the Logging Server will deliver the n created CSV

1 https://palletsprojects.com/p/flask.

https://palletsprojects.com/p/flask
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(a) Windows (b) MacOS

Fig. 3. GUI of SmartRPA both on Windows and MacOS

event logs to the Log Processing tool, which uses Algorithm 1 to import them
into a single Pandas dataframe.2 A dataframe is a two-dimensional size-mutable
and heterogeneous tabular data structure with labeled axes (rows and columns),
which is used as the main artifact to represent event logs in SmartRPA. Of
course, SmartRPA also produces an XES3 (eXtensible Event Stream) version of
the datastream, which will contain exactly n traces, one for each recorded CSV

Algorithm 1. Processing event logs
procedure handleLog(file list)

create directories() � where files will be saved
for any CSV log in file list do

df ← import a CSV log into Pandas dataframe
df ← rename columns to match XES standard
df ← sort rows by timestamp
df ← create case:concept:name column based on the first timestamp
df ← generate a dataframe including the UI actions of the CSV log

end for
combined df ← combine all dataframes into a single dataframe
export(combined df) � exported as XES file

end procedure

2 https://pandas.pydata.org/.
3 XES is the standard for the storage, interchange, and analysis of event logs [15].

https://pandas.pydata.org/
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Table 1. A partial view of a dataframe

case:concept:name time:timestamp org:resource Category Application concept:name

429102859961 2020-04-29T10:29:33.887 marco Office Excel editCell

429102859961 2020-04-29T10:29:34.583 marco Browser Chrome mouseClick

429102859961 2020-04-29T10:29:35.401 marco Browser Chrome changeField

429102859961 2020-04-29T10:29:36.119 marco Clipboard Chrome paste

event log, and can be inspected using the most popular process mining tools,
such as ProM,4 Disco5 or Apromore.6

The dataframe created by Algorithm 1 consists of low-level events with fine
granularity associated one-by-one to a recorded UI action (e.g., mouse clicks, file
selections, etc.). Each row of the dataframe includes 45 columns with relevant
data about the recorded event, such as: the timestamp, the application that
generated the event, the resources involved, etc. A partial view of a dataframe,
describing only the first 6 columns recorded for each event, is shown in Table 1.

At this point, an Event Abstraction component is used to convert the
low-level dataframe recording the event log (that will be used later for generating
the excutable RPA scripts) into a high-level one to be exploited for diagnostic and
analysis purposes by expert RPA analysts. In particular, the high-level event log
can be used to derive the flowchart representing the abstract workflow underlying
the routine execution. Specifically, the Event Abstraction component performs
the following steps to produce a high-level event log:

1. Filtering irrelevant events. The Action Logger records many low-level events
in the dataframe-based event log, such as the interaction with the browser
windows (e.g., UI actions “resize”, “open”, “close”), tabs (e.g., UI actions
“move”, “open”, “close”) and content (page zoom, installing extensions).
From a workflow perspective, these events are not relevant for any RPA ana-
lyst that aims to understand the general behaviour of the routine. For this
reason, they are filtered out by the high-level event log under construction.

2. Grouping similar events. Within a dataframe-based event log, different low-
level events can refer to the same high-level concept. For example, in a
web page, the Action Logger can capture 7 different types of clicks, based
on the element that’s being clicked (“clickButton”, “clickTextField”, “dou-
bleClick”, “clickTextField”, “mouseClick”, “clickCheckboxButton”, “clickRa-
dioButton”). All these events just indicate that the user, during the training
session, has clicked on an interactive element on the UI, thus the high-level
workflow of the routine may just show the action “Click on button”, because
from the RPA analyst perspective it is not relevant what kind of click was
performed.

4 http://www.promtools.org/.
5 https://fluxicon.com/disco/.
6 https://apromore.org/.

http://www.promtools.org/
https://fluxicon.com/disco/
https://apromore.org/
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3. Creating descriptive labels. Any recorded event provides a low-level descrip-
tion of the nature of the UI action performed. For example, if the user edits a
cell in Excel, the Action Logger records one of these events: “editCellSheet”,
“editCell”, or “editRange”. From the RPA analyst perspective, all such events
refer to the same concept of “Editing a cell”. To this aim, to make the UI
action underlying an event more descriptive for the RPA analyst, further
information (stored in the low-level dataframe-based event log) can be added
to its label, such as the cell and the sheet edited, the value inserted, etc. This
allows us to create a (more) descriptive label for any event in the high-level
event log, e.g., “Edit cell B12 on Sheet 2 with value’test’”.

Concretely, the Event Abstraction component is realized enacting the above
steps through Algorithm 2, and the outcome will be an high-level event log to
be used by the next component of the architecture.

Algorithm 2. Event Abstraction
procedure getHighLevelEvents(dataframe)

df ← filter irrelevant rows from the dataframe
df ← group similar events in the dataframe
for row in df do

descriptive row ← create descriptive string for each event
end for
return a high-level dataframe-based event log

end procedure

At this point, the Process Discovery component of the architecture has a
twofold objective:

– It takes in input the high-level event log generated by the Event Abstrac-
tion component and applies the heuristic miner algorithm implemented in
PM4PY [8] to derive the high-level workflow describing the overall users’
observed behavior as a Directly-Follows Graph (DFG). This flowchart can
be analyzed by an RPA analyst to investigate the high-level structure of the
routine under analysis. The decision to employ the heuristic miner has been
driven by its ability to discover highly understandable flowcharts from a BPM
analyst perspective [2].

– It selects the most frequent routine variant among all the different execu-
tion traces stored in the low-level dataframe-based event log, as shown in
Algorithm 3. On the one hand, if only traces having exactly the same flow
are recorded, the one with the shortest duration is selected. If, on the other
hand, every recorded trace is different by the others, they are compared using
the Levenshtein distance algorithm [23], which defines the distance of the tex-
tual version of two traces (built by concatenating the actions’ name associated
to the events in the trace) as the minimal number of edit operations neces-
sary to transform a (textual) trace into the other. The most similar traces
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(a threshold percentage of similarity can be customized depending on the
routine’s context) are grouped into a single set, and the shortest trace (from
the duration perspective) in that set is selected as the representative routine
variant to be later enacted by a SW robot. If there are not similar traces in
the log, the one with the shortest duration is selected among all the available
ones.

The working of the Process Discovery component is shown in Algorithm 3.

Algorithm 3. Finding the most frequent routine variant
procedure selectMostFrequentVariant(dataframe, threshold)

df ← flatten dataframe
df1 ← group rows with same caseID into single row
df1 ← calculate duration for each trace
df2 ← compute variants
if ∃ predominant variant with equal traces then

min duration trace ← select trace in that variant with shortest duration
else if ∃ similar traces (by a certain threshold) then

df3 ← group similar traces into a single variant
min duration trace ← select trace in that variant with shortest duration

else � All traces are different
min duration trace ← select trace with shortest duration among all variants

end if
return min duration trace

end procedure

Once the routine to automatize is selected, before its enactment with a SW
robot, it is possible for a RPA analyst to personalize the values stored in its events
through a custom dialog window (cf. Fig. 4). The tool automatically detects the
events that can be edited, such as typing something in a web page, renaming
a file, pasting a text or editing an Excel cell, and dynamically builds the GUI
to let the RPA analyst editing them. After confirmation, the dataframe-based
event log is updated.

Finally, the Python executable scripts based on the most frequent RPA
routine (updated with the RPA analyst’s edits) is generated by scanning the
recorded low-level events in the dataframe-based log and converting them into
executable pieces of SW code in Python. To properly work, the script genera-
tion algorithm (here omitted for the sake of space) relies on Automagica,7 an
Open Source framework for process automation, and Selenium,8 a popular suite
of tools for automating web browsers. Note also that the script generation algo-
rithm takes into account only the platform where the SW robot is going to be
run, regardless of the operating system used to capture the log. For example, if

7 https://github.com/automagica/automagica.
8 https://www.selenium.dev/.

https://github.com/automagica/automagica
https://www.selenium.dev/
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Fig. 4. Custom dialog window to personalize editable fields of a routine variant

the (selected) most frequent routine variant was recorded on a Windows oper-
ating system, but the tool is being executed on macOS, the RPA scripts will
be generated taking into account this aspect, e.g., by converting the informa-
tion about the system paths. This guarantees cross-platform compatibility across
event logs recorded on different platforms.

4 SmartRPA in Action

SmartRPA was tested with the running example presented in Sect. 2. We pro-
vided the tool to 25 different end users that were instructed to fill the Google
Form using the data from the Excel spreadsheet containing the information to
apply for a travel request. We selected this routine because, for recording the
UI actions to emulate, it is required to exploit all the logging modules provided
by the Action Logger. Specifically, (i) actions to copy and paste data from the
spreadsheet to the web form (System Logger), (ii) web navigation actions to
access to Google Form (Browser Logger), and (iii) actions for moving between
the cells of the spreadsheet to access the single values of the travel request
(Office Logger). The exact steps to correctly perform the routine and record the
UI actions involved are the following ones:

1. Open the Action Logger, tick the checkboxes related to Clipboard, Excel and
the browser installed on the applicant’s PC/MAC, and click “Start logger”.

2. Open the Excel spreadsheet that contains the data of a travel request.
3. Open Google Form.
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Fig. 5. An overview of the low-level event log opened in Fluxicon Disco

4. Copy and paste each value from the Excel spreadsheet to its respective field
on the web form.

5. Submit the form. Once done, a confirmation email is sent to the applicant.

All the UI actions were recorded on 25 different computer systems having
different features and operating systems, and stored in 25 event logs in CSV
format. Then, we merged the CSV event logs into a single dataframe-based event
log (and a corresponding XES file) using the Log Processing tool. An overview
of the final event log has been analyzed through Disco, as shown in Fig. 5. In
our test, we found 25 slightly different execution traces, resulting in 25 potential
variants to properly complete the routine.

At this point, according to the working of SmartRPA, the Process Discovery
component executed Algorithm 3, grouping together 7 traces out of the 25 avail-
able because they were similar by at least 90%. It is worth to notice that this
particular threshold was set by us a-priori, and it is customizable depending on
the specific routine’s application context. Finally, among the 7 variants selected,
the one having the shortest duration was chosen by the tool (specifically, the
one with case ID 429102859961000 in Fig. 5). Figure 4 shows the custom dialog
window to personalize the editable values of the most frequent routine variant
of the running example. Taking into account the last edits made, SmartRPA
can finally generate the required executable scripts to run the SW robot that
emulates the routine execution on the UI. A screencast with installation instruc-
tions and showing the working of SmartRPA against the running example is
available in the github repository of the tool at: https://github.com/bpm-diag/
smartRPA/.

https://github.com/bpm-diag/smartRPA/
https://github.com/bpm-diag/smartRPA/
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5 Related Work

The state-of-the-art in RPA is plenty of recent works that are focused on opti-
mizing specific BPM aspects of a RPA project. In the literature, there exist
three main groups of approaches that are targeted to automatically derive the
behaviour of SW robots.

The first group of approaches aims at learning how to automate routines by
observing human users that perform routine tasks in their computer systems.
SmartRPA falls in this category. Specifically:

– The works [10,21] present a method to record UI actions performed within
Excel and Google Chrome into an event log, and enable the use of process
mining techniques to detect which fragments of a routine can be automated.
Conversely, SmartRPA records only those UI actions that is known at the
outset that can be automated, and consequently the associated routines. In
addition, SmartRPA enables to record a much larger spectrum of UI actions,
not just limited to Excel and Google Chrome (cf. Sect. 3).

– The work [18] proposes a method to improve the early stages of the RPA life-
cycle by reducing the effort to analyze the actual system using process mining
techniques based on a-priori models. SmartRPA focuses on automating the
best (in terms of frequency and time duration) recorded routine variant with-
out requiring any a-priori model.

– In [24], the authors present the Desktop Activity Mining tool, which records
the desktop-based UI actions of users performing an office-based routine task,
and employs process mining techniques to discover an integrated process
model describing the behaviour of such routine. However, Desktop Activ-
ity Mining does not use events to keep track of UI actions, but it is based
on recording the mouse click coordinates on the screen, and thus it can not
replicate the same user’s observed behavior performed in different computer
systems. On the contrary, SmartRPA records the events happened during a
UI interaction, so it can work across different computer systems. In addition,
the identification of similar routine variants is not done using the screenshots
of the user’s desktop (like happens in [24]) that may differ between different
computer systems, but it is performed in a way that guarantees cross-platform
compatibility of the recorded event logs.

– In [11], the authors propose a self-learning approach to automatically detect
high-level RPA-rules from captured historical low-level behaviour logs. An if-
then-else deduction logic is used to infer rules from behaviour logs by learn-
ing relations between the different routines performed in the past. Then,
such rules are employed to facilitate the SW robots instantiation. A similar
approach is adopted in [20], where the FlashExtract framework is presented.
FlashExtract allows to extract relevant data from semi-structured documents
using input-output examples, from which one can derive the relations underly-
ing the working of a routine. SmartRPA adopts a different approach: multiple
variants of a routine execution are considered and the most frequent one is
chosen for being executed by a SW robot, with the possibility of customizing
some of its input values.
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– The work [26] identifies repetitive edits to text documents by keeping track
of a graph of edits and suggests automation rules for SW robots. While this
work focuses on supporting expert users in the manual development of SW
code, SmartRPA is targeted to automatically generate executable scripts for
SW robots.

It is worth to quickly discuss the other two groups of approaches towards SW
robots automation, even if they focus on different challenges than SmartRPA.
The second group of approaches focus on learning the anatomy of routine tasks
from natural language descriptions of the procedures underlying such routines.
In this direction, the work [16] defines a new grammar for complex workflows
with chaining machine-executable meaning representations for semantic parsing.
In [22], the authors provide an approach to learn activities from text documents
employing supervised machine learning techniques such as feature extraction
and support vector machine training. Similarly, in [13] the authors adopt a deep
learning approach based on Long Short-Term Memory (LSTM) recurrent neural
networks to learn the relationship between activities of a routine task.

Finally, a third group of approaches exist that aim to eliminate human-
dependent training [7,17]. They rely on probabilistic and machine learning algo-
rithms to automatically train SW robots, so that any manual effort is avoided.
These approaches are currently the least mature if compared with the others
discussed above, but potentially with the best promises for realizing fully auto-
mated intelligent RPA approaches.

6 Discussion and Concluding Remarks

While RPA is currently used for automating routines and high-volume tasks
requiring a manual intervention of expert users, the aim of SmartRPA is to
automatically develop SW robots directly from the user’s observed behavior.
SmartRPA offers an innovative contribution to RPA technology with the goal
of mitigating some of its core downsides. Notably, using SmartRPA, all the rou-
tine executions recorded by the tool can be automated, an high-level flowchart
diagram is presented to expert users for potential diagnosis operations, and the
executable RPA scripts to drive the working of a SW robot are generated based
on the most frequent routine variant. In addition, the tool is cross-platform and
allows to personalize some input fields of the selected routine variant before exe-
cuting the related RPA scripts, thus supporting those steps that require manual
user inputs. As a consequence, this makes the working of SW robots more flexible
and adaptable to several real-world situations.

Thanks to its Action Logger, SmartRPA aims also at improving the auditabil-
ity of RPA tools, since all routine tasks executed by human users on a UI are
previously recorded in dedicated event logs, making them auditable to exter-
nal users. It is worth to notice that the logs produced by the state-of-the-art
RPA tools have usually a poor quality (actions may be missing or not recorded
properly), since they are mainly used for debugging purposes [4]. Conversely,
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SmartRPA aims at logs at the highest possible quality level thanks to its detailed
recording phase performed during the training sessions.

Of course, the tool presents some weaknesses that we are tackling as future
works. First of all, the executable RPA scripts for implementing SW robots are
developed based on the most frequent routine variant recorded in a dataframe-
based event log. However, a more accurate approach to derive the SW robot’s
behaviour would consist of interpreting at run-time the flowchart discovered from
many routine executions stored in the event log, and selecting step-by-step the
most suitable flowchart fragment (i.e., the sub-routine) to be executed by the SW
robots. A second weakness, which strongly depends by the first one, relies on the
fact that SmartRPA is currently able to emulate routines where the procedure
to be automated is the same for all applicants, i.e., the only difference is in the
values entered by the users performing the training session into fixed pre-defined
fields. This limitation can be observed also in the running example, where the
fields to be filled in the Excel sheet are static (they are always the same ones),
and only their content can vary from applicant to applicant.

Despite the weaknesses, we consider this work as an important first step
towards a more complete approach and tool towards the fully automated gener-
ation of executable RPA scripts.
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Abstract. As of today, robotic process automation (RPA) is a promi-
nent process automation technology, which uses software to replace
humans at operating graphical user interfaces. However, RPA is limited
in scope and, in order for it to be established successfully, its environ-
ment must meet many requirements. The more mature research field of
business process management (BPM) has the potential to provide the
environment for RPA to thrive. We present an approach for embedding
RPA into BPM in order to link their technologies and combine their
systematic methods. The approach allows RPA to synergize with capa-
bilities and insights provided by BPM.

Keywords: Robotic process automation · Business process
management · RPA architectures

1 Introduction

Robotic process automation (RPA) is an emerging technology to automate busi-
ness processes that are driven by user interaction with software systems. It is
characterized as generic term for software that mimics human interaction with
graphical application interfaces [1]. Thus, human resources are replaced by soft-
ware robots, which results in decreasing costs and increasing efficiency and con-
sistency [5]. The emergence of RPA is an important development in process
automation, labeled as “fastest-growing software subsegment” in 2018 by the IT
market research company Gartner1.

However, RPA is limited in that many techniques required to successfully
implement it lay outside its scope. This includes gathering the necessary infor-
mation for automation enactment, dealing with exceptions during the execution
of automated processes, and managing process automation on an organizational
level.

Existing research suggests to solve these problems by combining RPA with
business process management (BPM). More specific, most works propose inte-
grating RPA with BPM. RPA is considered more successful, or even only suc-
cessful, when combined with BPM [5,6,8,9]. While Kirchmer et al. [5] already
1 https://www.gartner.com/en/newsroom/press-releases/2019-06-24-gartner-says-

worldwide-robotic-process-automation-sof.
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present a so-called value-driven robotic process automation approach, including
formal methods for RPA enactment and suggesting to integrate them into BPM,
no concrete solution for the integration is described.

In this paper, we propose an integration solution, from a software architecture
as well as a methodology perspective, to position RPA into BPM. To evaluate
our approach, we implemented a prototypical software solution and applied our
approach to a use case scenario.

The remainder of this paper is structured as follows: Sect. 2 describes the
fundamentals of RPA and BPM. Following, Sect. 3 lists the limitations of RPA to
motivate the need for putting it into a larger context and allow for a discussion of
our work. In Sect. 4, we explore the existing work that suggests an RPA-to-BPM
integration, and examine the proposed approaches. Section 5 and Sect. 6 present
our main contribution: A concrete integration solution, consisting of software
architectural and methodological means to implement RPA processes in a BPM
context. Section 7 evaluates the technological feasibility, applies our solution to
a use case, and discusses general findings and shortcomings. In Sect. 8, the main
results are summarized and future work is investigated.

2 Preliminaries

This section outlines our understanding and assumptions about BPM and RPA.
A general architecture of the underlying systems of BPM and RPA is detailed
as it serves the upcoming sections.

2.1 Business Process Management

According to the definition provided by Weske, “BPM includes concepts, meth-
ods, and techniques to support the design, administration, configuration, enact-
ment, and analysis of business processes” [10]. It is a mature research area that
encompasses rich knowledge from academia and industry as well.

Fig. 1. BPM lifecycle taken from [10]

The methods needed
for conducting a successful
BPM project can be struc-
tured into the BPM lifecy-
cle. The lifecycle provides
an iterative methodology
for the enactment of BPM
on the level of business
processes. While the exact
phases differ from source to
source, the included activ-
ities and their order stay
the same. In this paper,
we will follow the defini-
tion by Weske [10], which
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is depicted in Fig. 1. It is structured as follows: The entry point to the cycle is
the design and analysis phase, where the business processes are identified and
provided with a formal representation. Newly created models and models from
past iterations are verified and validated against current process requirements.
In the configuration phase, the systems to use are selected, and the business pro-
cesses identified before are implemented, tested, and deployed. During the enact-
ment phase, the processes are operated, and the process execution is monitored
and maintained. The resulting execution data is processed by the techniques of
the evaluation phase, for example process mining. Using the knowledge gained
from one iteration, the next iteration can be started by redesigning the business
processes.

Business process management is realized by business process management
systems (BPMS). Their generic architecture is shown in Fig. 2.

Fig. 2. BPMS architecture adapted from
[10]

A BPMS consists of a collection
of tools that allow the model-driven
enactment and operation of business
processes. It includes a business pro-
cess modeler, which allows a pro-
cess designer to model and config-
ure business processes and to deploy
them, a process engine, which exe-
cutes the process models with the
help of external applications, and a
graphical user interface, which allows
process participants to operate and
monitor this execution. Analysis and
evaluation tools like process miners
and other peripheral tools are often
shipped with BPM systems and are
an important part of BPM tooling. A BPMS allows for automation of business
processes by delegating the execution of specific tasks to software with APIs. It
further enables process orchestration, resource management, process monitoring
and process analysis.

2.2 Robotic Process Automation

Defined by van der Aalst, “RPA is an umbrella term for tools that operate on
the user interface of other computer systems in the way a human would do” [1].
RPA is an upcoming “hot topic” for research and companies. Many projects and
research works have been realized in this context within the last few years. RPA
aims at automating business processes that consist of human interaction with
software, such as transferring data from an ERP system to a web application
form. Thereby, human involvement is reduced to starting and supervising the
automated processes, a role which will be called operator in the course of this
paper. Processes automated with RPA will be referred to as RPA processes. As
there is no standardized formalization yet, their model representations depend
on the RPA provider.
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RPA is enacted by robotic process automation systems (RPAS). The basic
structure of an RPAS, described in Fig. 3, looks similar to that of a BPMS:

Fig. 3. RPAS architecture

The modeler allows an RPA pro-
cess designer to create RPA pro-
cess models and to deploy them to
a model repository. The controller
holds the repository and orchestrates
running robots as resources to exe-
cute RPA process instances. It pro-
vides an interface to the operator
to start and monitor RPA process
instances. This interface is generally
graphical, but most systems also pro-
vide an API. Robots are programs
that run on a physical or virtual
machine. They execute RPA process
instances, meaning that they emulate
user interaction on the machine they run on. The controller distributes the jobs
of running certain RPA process instances among a pool of robots that are con-
nected to it.

Generally speaking, RPA is usually applied to processes that are too infre-
quent for traditional process automation to be profitable, but are still repetitious
enough to be formalized into an RPA process model [1]. Several criteria for RPA
applicability are widely accepted [1,2,5,6,8]: Process in- and outputs must be in
a machine readable format. As machine recognition capabilities greatly increase
due to upcoming advancements in AI technologies, so does RPA applicability. A
process to be automated must be well-defined and have a low change rate. Oth-
erwise, inconsistencies between process model and actual process inhibit RPA
success drastically. In addition, a low decision complexity is required for RPA
processes, as robots cannot (yet) fully replace human decision making.

In comparison to traditional process automation, RPA is cheaper to estab-
lish and provides a much faster return on investment [2,6,7]. RPA enables the
automation of processes that could not be traditionally automated, as it does
not require any APIs [5]. In comparison to human execution of processes, RPA
saves lot of time. Together with the fact that RPA workforce can easily be scaled
up, this allows for a much greater number of cases to be handled [5]. Addition-
ally, robots execute processes consistently and avoid human errors, therefore
increasing effectiveness and process compliance [6].

3 Problem Statement

Despite all benefits, RPA has strong limitations: In order to identify and imple-
ment an RPA process, extensive process knowledge is required. Existing work
has shown that, if no such knowledge is available (e.g. no other systems for gath-
ering it are in place), the benefits of RPA are far less significant, as much time
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and effort has to be put into gaining that knowledge [5,6]. RPA is often consid-
ered a risk, due to the fact that it is hard to test and, once deployed, the robots
execute a potentially faulty process at very high rate with high consistency [5,8].
Testing RPA requires setting up test environments for all software dependencies.
While initial work has been done recently [4], no standard testing mechanisms
have been established yet. In addition, whereas humans check each of their steps
in each process instance, RPA has only few built-in error recognition algorithms
[5,8]. The largest identified flaw of RPA is that its scope is too limited and there-
fore insufficient to manage and automate business processes on an organizational
level. RPA orchestration is usually limited to orchestrating the robots, but does
not allow to orchestrate large-scale or end-to-end processes [8] in the scope of
a whole organization. RPA systems lack the ability to execute activities that
are not automated with robots: Human elements cannot be completely removed
from all processes of an organization, but RPA does not provide concepts to
execute tasks that have to be done manually. Likewise, executing larger soft-
ware and coordinating services is outside the scope of operating a user interface.
Moreover, resource management is crucial for larger companies to maximize the
efficiency of the employees and use their full potential. Contrary to BPM, RPA
does not include research on this topic.

To cope with all the limitations of RPA, related work suggests to embed
RPA into BPM [2,5,6,8]. However, the nature of this integration has not yet
been investigated. A concrete integration approach needs to be developed to
serve as basis for RPA projects and further research.

4 Related Work

Although not much work has been done on the integration of RPA into BPM,
existing work on RPA often suggests that such an integration is desirable, and
describes the relation between the two approaches.

One possible approach to enact RPA was described by Kirchmer et al. in
[5]. They introduce the value-driven robotic process automation approach that
includes criteria for the identification of processes which can be automated, and
basic methods for design and deployment of RPA processes. Although they sug-
gest to integrate this approach into the larger BPM context, they do not describe
how to realize the integration or which benefits and synergies arise from this
combination. They identify the need for BPM to be set up or already running
in order to increase reliability and enable exception handling. Additionally, the
need for the combination is motivated with process governance, which is pro-
vided by BPM and required for RPA. As entry point for further research and
development, they suggest the integration of RPA into a larger automation con-
text.

According to [8], BPM is a prerequisite for implementing RPA successfully.
This is based mainly on capabilities that BPM has over RPA: BPM includes
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monitoring and process improvement techniques and makes in-depth process
knowledge available. This knowledge is required for RPA process identification
and implementation. It can also be used for communication about the processes,
allowing to attune activities on an organizational level.

Further work on the relation between RPA and BPM include the following:
Kroll et al. state that RPA draws advantages from process standardization pro-
vided by BPM [6]. Aguirre et al. encourage the combination of RPA tools and
BPM systems, demanding for further studies on it [2]. Lacity et al. describe a
case study on the integration of RPA in a company, which states that establishing
RPA profited a lot from having a BPMS running in the background [7].

While existing work presents methods for RPA process configuration and
enactment, and motivates their integration into the BPM methodology, it does
not describe how to accomplish the integration. Therefore, we propose below a
solution to realize RPA processes inside a BPM context.

5 Architectural Integration

In this section, we propose an architecture to link RPA and BPM systems.
This architecture aims to provide a technological foundation for RPA-to-BPM
integration, give an execution context for RPA systems, and facilitate the imple-
mentation of RPA processes in an organizational setting.

It already is technologically possible to call an RPAS from a BPMS. For
instance, REST calls can be sent from script tasks to RPAS APIs. However, these
solutions expose implementation details of the link between the two systems. In
order to avoid a massive development effort each time a company wants to
automate an RPA process, implementation details should be encapsulated in
BPMS abstractions. Therefore, this section aims at providing an architecture
that allows the systematic use of RPA and BPM systems in tandem.

The integrated architecture specifies a system that acts as a bridge between
the RPA and BPM systems. The system enables the instantiation and execution
of a robotic-automated activity (by an RPAS) during the run of a higher-scope
business process (by a BPMS) without the intervention of a human. Configured
process models should not include the configuration of the actual implementa-
tion but only the configuration of the process to automate. Therefore, process
designers only need to specify activity inputs and outputs and do not have to
deal with technical details.

Assuming that both, RPA and BPM, systems are already set up indepen-
dently and could run on their own, the system design conforms to the following
rationales: It is non-invasive in that it does not limit the capabilities of either
of the standalone systems. The design is also independent of specific BPMS or
RPAS vendors. In order to minimize the effort for an organization, deploying
the bridge should only include a single setup and configuration step. Regarding
the separation of concerns between the RPAS and BPMS, each system manages
what it is designed for. The system’s design does not put constraints on the
abstraction level of the processes that are to be automated. Rather, the organi-
zation decides on which business process abstraction level the RPA process shall
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be implemented. We assume, however, that the top process level is managed by
the BPMS.

The concrete design solution is depicted in Fig. 4. It introduces an additional
component between the BPM and RPA systems: This bridge system connects to
the BPMS as external application that the execution of a task can be delegated
to. On the other side, it uses the API provided by the RPAS as interface to act
as RPA operator. The bridge system is split into specific adapters for the BPM
and RPA systems and a core system in between.

Fig. 4. Architecture of bridge system

In accordance with the rationales, we made the following design decisions: To
guarantee the rationale of vendor independence, the bridge is composed of two
interchangeable adapters, and a core system, which contains the functionality
that can be used for all pairs of vendors. By using existing interfaces of the
BPMS, namely the activity execution delegates, and of the RPAS, namely the
operator API, the systems remain untouched. Thus, the bridge does not induce
any constraints to them. The RPA controller is designed to orchestrate the robots
and distribute jobs amongst them. Consequently, we preserve this responsibility,
following the separation of concerns rationale. As a result, the single robots are
unknown to the BPMS because the controller acts as a mediator. Furthermore,
a BPMS offers the ability to define reactions to business exceptions and errors.
Therefore, exceptions that occur during the execution of RPA processes are
forwarded to the BPMS to be handled.

The system behavior for executing an RPA activity is depicted in Fig. 5 as
an UML sequence diagram. The bridge is deployed into the BPMS as delegate
for the execution of a defined type of activity. Therefore, the configuration of the
activity to automate must include the information required to configure and exe-
cute the RPA process. Once the BPMS starts an activity instance of the specified
type, it delegates the execution to a BPMS-specific adapter. This adapter con-
verts the BPMS process information and activity inputs to a standardized RPA
process input format. The core system distributes this information to an RPAS-
specific adapter and governs the execution of the RPA process. This governing is
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phased in starting the RPA-process, waiting for its termination, and retrieving
the output. The RPAS adapter implements this governing interface, interacts
with the robot controller via the controller API, and converts the RPAS-specific
process results to a standardized RPA process result format. The retrieved results
are first passed to the core and then to the BPMS adapter, which updates the
BPMS process and its variables accordingly before terminating the activity.

Fig. 5. Sequence of the execution of one RPA activity

6 Methodological Integration

This section addresses the research gap on how to embed RPA process con-
figuration and enactment into the BPM methodology by combining the RPA
methods with the BPM lifecycle. It further describes the synergies arising from
this combination.

The resulting methodology provides a standardized approach for RPA-to-
BPM integration. It allows to use existing techniques of BPM in order to design,
configure, enact, and evaluate RPA processes. We approach the design of our
methodology by transferring the existing BPM methodology to realizing RPA.
The resultant RPA realization methods are then reintegrated into the BPM
methodology.

The business process lifecycle described in Sect. 2.1 provides a detailed stan-
dard methodology for managing business processes on different levels of abstrac-
tion. We therefore chose it to be our base and adapt it to form an RPA-aware
BPM lifecycle. As RPA systems can only automate processes on a low level
of abstraction, RPA processes can be considered activities of a parent business
process. They can therefore be handled as such and whenever operations on
activities would be performed by the surrounding BPM framework, they are
also performed on the RPA processes. This way, information and tools available
to methods on the outer process are also available for the methods on RPA
processes.



140 M. König et al.

The adaptions to the BPM lifecycle (depicted in Fig. 6), which form the
RPA-aware lifecycle, are structured as follows:

Fig. 6. RPA-supporting or -enacting meth-
ods of the RPA-aware BPM lifecycle

In the design and analysis phase,
RPA processes are identified and
modeled, following the criteria from
Sect. 2.2. Important aspects for the
identification are process repetitious-
ness, in- and outputs, and the neces-
sity for human involvement. Infor-
mation on these aspects is provided
by techniques from the BPM design
and analysis phase, allowing bet-
ter judgment about the applicability
of RPA to certain activities. Addi-
tionally, thorough process knowledge
gained in past iterations is provided
by the BPM evaluation phase, which
eases the modeling of RPA processes, and gives leverage points for improving
existing RPA processes. This design results in a semi-formal representation of
the processes to automate, which can be validated against execution data and
interviews gathered by BPM techniques.

In the configuration phase, an organization selects their RPA system to use,
and how to deploy the robots. The robots can either run on physical or virtual
machines. The semi-formal process representation is then implemented as an
executable RPA process model. In the next step, the controller is set up and
configured, the model is deployed to the controller, and the robots are installed.
The existing infrastructure of BPM deployment can be utilized therefor. The
set up RPA system must now be tested before being released. The configuration
results in implemented robot process models and a running RPAS infrastructure.

In the enactment phase, the RPA processes are operated. The operators
start RPA process instances via the RPA controller. In our embedded context,
the operator role is adopted by the BPMS through the bridge system described
in Sect. 5. As RPA process execution is prone to errors, it needs detailed mon-
itoring during operation. The monitoring and exception handling mechanisms
of the BPMS can be used to support this. In addition to the data collected
by the RPAS, the BPMS gathers further information about the execution, for
example, the duration of execution, or compliance and conformance properties.
This helps monitoring by revealing when an RPA process does not behave as
expected. Maintenance needs to be performed when bugs are detected or chang-
ing requirements exact immediate fixes. The enactment results in raw execution
data.

In the evaluation phase, information about how the robot performed is
derived from the raw data of the enactment, in order to use it as basis for
the next (re-)design phase. For this, BPM provides access to its tools such as
process mining, which has already been shown in related work [3].
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Summing up, the RPA-BPM technological integration imposes the need for
a careful methodological integration, which is introduced in this section on the
bases of the more mature area of BPM.

7 Evaluation

To evaluate the proposed overall BPM-RPA integration, we developed a pro-
totypical implementation to evaluate the architectural integration and applied
the methodological integration to an use case scenario. The evaluation section
is concluded with discussion on the results.

7.1 Architectural Integration Feasibility

To prove the concept of the architectural integration we created a prototypical
implementation as Java Maven library. The system is called Talos and is available
on GitHub2. Talos provides two interfaces, one for BPMS adapters and one for
RPAS adapters. The Talos repository also includes an example implementation
of those two interfaces using Camunda BPMN Workflow Engine3 as BPMS and
UiPath Community Cloud4 as RPAS.

The prototype provides the RPADelegate class as implementation of a del-
egate for service tasks. When a service task that has been configured with this
class is executed in Camunda, UiPath is automatically called to execute a speci-
fied RPA process. Thus, the only configuration required inside the process model
is using this delegate and the RPA process identifier. This fulfills our main design
goal of automatic delegation, while also not revealing bridge implementation
details, hence retaining abstraction.

Alternative implementations of the interfaces allow a seamless change of BPM
or RPA systems. Therefore, Talos is independent of vendors. To deploy the
bridge, it is only necessary to download the latest build from the repository and
deploy it to Camunda. For other BPM systems, there exist similar deployment
mechanisms for applications to delegate the execution of tasks. Summarizing,
the deployment effort can be considered as low.

To conclude, we showed how RPA processes can be technologically integrated
into a BPMS with low effort and without violating process management abstrac-
tions.

7.2 Application to Use Case

This section provides an example application of our proposed integration solution
in a company.

Assume a company which provides financial services on application. In the
past, incoming applications were inserted into a web interface by a clerk. To
2 https://github.com/LeonBein/Talos.
3 https://camunda.com/de/products/bpmn-engine/.
4 https://www.uipath.com/de/.

https://github.com/LeonBein/Talos
https://camunda.com/de/products/bpmn-engine/
https://www.uipath.com/de/
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improve this time consuming, repetitive, and error-prone task, the company
decides to introduce process automation with business process management.

The original process (depicted in Fig. 7) starts when an application form is
received by mail. A clerk then manually validates the information contained in
the application. If it is valid, he inserts all information into an online form. If
the information is not valid, the clerk prepares a request for a valid application
that is sent to the applicant afterwards.

Fig. 7. Original application process without
RPA

Due to the introduction of BPM,
the company now follows the BPM
lifecycle:

During design and analysis phase
of the original business process, it has
been discovered. BPM process analy-
sis via process mining and employee
interviews has shown that the process
is time-consuming, thus posing a bot-
tleneck. Furthermore, employees tend
to make typing mistakes, as the task
is highly repetitious. Therefore, the
process has proven to be error-prone.

To improve performance, the
company has decided to automate
the process as far as possible. As the original process has already been discov-
ered and modeled, information like involved data objects is known. Text from
scanned paper-based documents can be extracted with RPA [9] and entering data
into web forms is one of the classical use cases of RPA. Therefore, the company
decides to use RPA to automate the interaction with the incoming document
and the web form used to submit the application to their system. Additionally,
validating the data and preparing requests for valid applications are automated
by means of traditional process automation.

The new process (depicted in Fig. 8) is structured as follows: As before,
it starts when an application has been received by mail. The clerk scans the
application to make it machine readable. One robot then uses text recognition
to automatically extract the form data and writes it to a CSV file. If the robot
cannot parse the text, the clerk has to create it manually. The CSV file is now
validated by a validation service. If the data is valid, a second robot inserts it
into the web interface automatically. Otherwise, a service is used to prepare a
request for valid application that is then sent to the applicant.

In addition to the business process model, the company creates textual doc-
umentations as semi-formal representation of the robotic-automated tasks.

In the configuration phase, the company selects an RPA provider and sets the
system up. Robots can run in virtual machines on the same server infrastructure
where the BPMS is put in place. Talos is deployed to the BPMS as execution
delegate and configured to use the specific RPAS for task execution. The com-
pany then implements the redesigned process in their BPMS, configuring Talos
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Fig. 8. Application process with RPA. Tasks that are automated with RPA are
coloured gray

to handle the execution of the designated RPA tasks. The RPA task models
that are used are implemented with the corresponding RPA process modeler.
The business process model can then be deployed to the BPMS the same way
as if RPA was not introduced.

Together with Talos, the BPMS assumes the operation of the RPAS during
the enactment phase. If the robot cannot parse the document, the system allows
to switch back to manual execution, thus putting the exception into a process
context. Process monitoring additionally helps the company to ensure that the
robots behave as expected.

During evaluation phase, logs of process executions are analyzed with process
mining. This includes data on the execution of the RPA tasks, allowing to mea-
sure the time improvements compared to the original process and also to detect
if further optimization is needed. The company also identifies more processes
which should be improved and are potential candidates for RPA solutions.

7.3 Discussion

The main benefit of the RPA-aware BPM lifecycle is that it describes a concrete
approach for realizing RPA in a BPM context, addressing the research gap. This
allows RPA to be introduced to and used in organizations more easily, especially
when BPM infrastructure and knowledge are already in place. In contrary to
ad-hoc usage, not every organization needs to define their own methodology.
Instead, they can build on the RPA-aware BPM lifecycle. Together with further
research, the organizational experience can help to improve the methodology.
Using a proven set of methods decreases the risk of project failure for the orga-
nizations [5]. As BPM techniques and technologies are well tested and therefore
efficient and stable, these risks are further reduced. Furthermore, BPM scales
well, allowing to handle numerous processes. The RPA-aware BPM lifecycle also
provides the means to handle multiple RPA processes, as they are fully inte-
grated. The fact that RPA scales with BPM renders RPA scalable as well.
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The RPA-aware lifecycle deals with the shortcomings of RPA:
The knowledge created during the BPM lifecycle is necessary or at least

beneficial for RPA. This minimizes the overhead created when running both
systems concurrently, as the process knowledge needs to be gathered either way.
BPM provides information about process attributes, inputs, and outputs in the
analysis phase and about the execution in the enactment phase. As shown in the
example, this information can be used to identify and model new RPA processes
and to improve existing ones. In addition to process optimization, the BPMS
provides documentation and standardization for all processes not managed by
the RPAS.

The RPA-aware lifecycle also helps to cope with the RPA faultiness. BPM
exception handling provides a standardized and well-tried approach to handle
business exceptions, thus unburdening employees. BPMS monitoring accelerates
finding errors in the RPA processes. Technical checking mechanisms incorporated
into the BPMS catch execution errors and provide basic handling for them. Data
gathered from enactment phases can be used to improve RPA processes in further
iterations, thus making the processes more stable and eliminating errors [8].

Integrating the RPAS into a BPMS complements the capabilities an RPAS
lacks. High level process orchestration, the execution of non-RPA activities,
resource management, process monitoring, process mining, and additional fea-
tures are assumed by the BPMS and its periphery tools.

Despite the benefits, some aspects of RPA-to-BPM integration are not yet
covered. While this solution provides means for an integration on the software
architectural and methodological level, it does not consider change management
like employee training and changes on an organizational level. The example com-
pany must convince the clerks of the change and find new occupations for them.
The given approach also does not build up a solution tailored to the needs of
RPA. Therefore, some RPA specific issues might not be examined and addressed.
An example is the issue of RPA process testing, which requires the development
of specialized environments. Additionally, the lifecycle does not provide new
RPA-specific error and exception handling mechanisms. Furthermore, this solu-
tion is limited in the level of detail it provides for each phase. For instance,
no pre-implementation formalization approach is given for the design of RPA
processes.

8 Conclusion

An RPA integration into BPM can break up RPA limitations and provide the
process knowledge required for a successful RPA realization. In this paper, we
presented an integration solution, which provides the basic means to implement
RPA processes inside BPM environments. Our solution consists of a software
architectural bridge and an RPA-aware BPM lifecycle which link the RPA and
BPM systems and integrate their methodologies. The architectural bridge has
been evaluated with a working prototype that allows the technological integra-
tion of RPA processes into a BPMS with low effort, preserving business process



Integrating RPA into BPM 145

management abstraction. The RPA-aware BPM lifecycle describes RPA methods
that are embedded to the larger BPM discipline, thus profiting from synergies
drawn from BPM tooling and methodology.

With our work, we integrate RPA into the larger BPM automation scope.
Thereby, we follow the research proposal of Kirchmer et al. [5]. In return, their
RPA process configuration and enactment methods can be used to provide
another view on the respective RPA lifecycle phases. We discussed a further
approach to combine RPA and BPM, providing foundations for further studies,
as proposed by Aguirre and Rodriguez [2].

Future work on the exemplary bridge implementation includes realizing con-
cepts to catch RPA process execution exceptions and forward them to the BPMS
to handle them. Future research should explore the impact of integrated RPA on
an organizational level, including change management and workforce training.
For example, according to [5], inappropriate preparation of employees may lead
to a significant reduction of the efficiency benefits gained by introducing RPA.
It may also be worth to investigate approaches for standalone RPA that are
specifically tailored to it, and to compare these to our solution. Dedicated test-
ing strategies need to be examined and developed to further decrease the error
rate of RPA process executions. For the RPA-aware lifecycle, much work can be
done by exploring the details of its phases, further improving it, and defining it
more precisely.
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Abstract. Robotic Process Automation (RPA) has taken the industry
by storm in recent years. Many organisations are keen to adopt RPA
technology to dramatically improve their operational efficiency and digi-
tally transform their business operations. However, industry reports and
early academic research papers on RPA have highlighted various chal-
lenges associated with the use of RPA. Trust is one of the key factors
that poses a challenge on the organisational acceptance of RPA. In this
paper, we analysed the IS literature on trust to build an initial RPA-
trust conceptual model. We then collected primary data from a selected
group of RPA users to explore, explain, and confirm the factors that
hinder building the user trust in bots using IT-artefact and Integrative
model of organisational trust theories. The outcomes of this study are
summarised in a conceptual model for RPA trust that will help organi-
sations to build their strategies to effectively introduce and sustain RPA
technology in their daily operations.

Keywords: Trust · Robotic Process Automation · IT-artefact ·
Qualitative case study · RPA-trust conceptual model

1 Introduction

In order to remain competitive and increase market share, organisations con-
tinuously seek out various opportunities to achieve service delivery excellence,
cost efficiencies, profit maximisation and product innovation. Robotic Process
Automation (RPA) is a recent automation technology that has created ripple
effects in today’s industry. Many organisations have been keen to adopt RPA
technology to dramatically improve their operational efficiency.

RPA technology uses software to perform mundane and repetitive operational
tasks by mimicking actions of a human user. This software (a.k.a. bots) can be
used to follow a workflow with predefined steps, rule-based instructions and
inbuilt functions to perform tasks such as copying data, sending emails, filling
forms, going through verification and compliance checks, and updating different
types of records. RPA has been termed as “macros on steroids” [23], as a bot
can perform highly repetitive tasks with a high efficiency rate.

RPA is marketed as an ideal solution for organisations with labour-intensive
processes that are high-volume and repetitive [1,17,22]. From an architectural
c© Springer Nature Switzerland AG 2020
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perspective, RPA software does not integrate with an organisation’s IT infras-
tructure; it works independently by using user-credentials to gain access to the
required data and execute related software applications. This non-invasive nature
of RPA results in a low turnaround time and less risks of unauthorised data
access without the need for a major system or enterprise architecture modifica-
tion. Not surprisingly, the promises made by RPA vendors managed to convince
the industry to consider RPA technology as a serious contender for automation
solutions.

A recent industry report mentioned a 30.14% RPA market growth rate that
will lead to a $US 2.5 billion market size by the year 2022 [19]. A recent For-
rester report [14] also confirms the high level of efficiency and improved customer
services as key outcomes of RPA. Despite the high projection of success, RPA
adoption is facing a number of challenges. Enterprise-wide stakeholder accep-
tance was mentioned as one of the key success factors for RPA [5,7]. Major
consultancy firms also reported an estimated 50% failure rate, the inability to
achieve the expected profitability targets, the lack of mastering RPA resilience,
constant bot failures, and scalability problems [14].

User trust is one of the key challenges among many for RPA adoption [12]
and plays an important role for organisational buy-in of RPA [4,23]. Automation
carries a negative connotation from the users’ perspective and is associated with
resistance to change due to fear of job losses and redundancies.

With the introduction of RPA software, various human users and bots need
to share the process and task responsibilities. More importantly, in line with
Lee and See [18], the argument for increasing controlling roles of IT artefacts,
bots are expected to take over a majority of mundane yet important process
tasks previously performed by human users. As a bot takes over a significant
amount of responsibilities from human users, the bot’s performance is vital for
the successful acceptance of RPA by users. It also requires a certain level of del-
egation between human users and bots to access the required corporate systems
and data, and perform the assigned tasks. Hence, RPA must produce visible and
tangible outcomes to build user trust [13]. We contend that the social accep-
tance of a bot as a “digital colleague” requires a deeper understanding of users’
perspectives.

The insights gathered from recent RPA literature highlight the gaps in the
viability of RPA technology to deliver the expected outcomes and raise concerns
to investigate the notion of trust in RPA. We embarked on this study to under-
stand “How trust is formed between human users and RPA technology?” We
first analysed the IS literature on trust to build an initial RPA-trust conceptual
model. We then collected primary data from a selected group of RPA users to
explore factors that hinder building the user trust in bots. We positioned our
findings using the IT-artefact and the Integrative model of organisational trust
theories and proposed a conceptual model for RPA trust to assist organisations
in developing strategies to effectively introduce and sustain RPA technology.

The rest of the paper is organised as follows. Section 2 provides a brief
overview of trust in the Information Systems and RPA literature. Section 3
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outlines the proposed two-staged constructivist grounded theory based research
design. Section 4 presents our synthesis from user interviews whereas Sect. 5 pro-
vides a brief discussion. Section 6 concludes the paper.

2 A Brief Overview of Trust in Information Systems

The relationship between user trust and information system artefacts has been
discussed extensively in past studies. The most common definition used by IS
researchers for trust [18,28] is provided by Mayer et al. [20] which states that
trust is the “willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action impor-
tant to the trustor, irrespective of the ability to monitor or control that party”
. Trust has been a key factor in major IS theories to analyse the behavioural
intention and technology adoption and acceptance [24,32]. There are a number
of studies measuring trust ranging from e-commerce, e-government, social media,
to a variety of software systems [25,26].

Our search for literature related to RPA and trust was not able to find suf-
ficient published research in this domain. RPA is a software artefact; therefore,
we opted to extract the literature that explained the interrelationships between
user trust and software/IT artefacts. In [9], the authors argued that trust in
technology artefacts is equitable to inter-personal trust. The quality of the sys-
tem, technical infrastructure, and the system’s performance were identified as
influencing factors for user trust [29].

A recent study on IoT and consumer acceptance [2] argued the importance of
trust for IoT acceptance due to the novelty associated with the emerging domain.
Along similar lines, understanding the effect of trust for RPA is required since
it is an emerging technology and like any emerging trend, it suffers from limited
user confidence in the promised technical capabilities as well as the socio-cultural
aspects. A recent Forrester Consulting report [14] highlighted that the frequent
bot failure is a key concern for the early adopters of RPA, hence the concerns
with bot performance and reliability have a high potential to negatively influence
user trust.

Most IS research on studying trust used Mayer et al.’s three dimensions of
trustworthiness; namely, “ability, benevolence, and integrity” [20]. The ability
dimension includes skills, competencies, and characteristics of a trustee (i.e., a
bot) that enable it to influence a certain area of operations [20,28]. The benevo-
lence dimension explains the perception of a trustee’s intentions to bring genuine
benefits to the trustor (i.e., a human user) beyond mere focus of financial and
operational motives [20,28]. The integrity dimension explains the trustee’s atti-
tude towards adhering to certain principles that are important from the trustor’s
perspective. Furthermore, the vital impact of contextual factors (such as social
influence, corporate policies, competitive pressure, etc.) on user trust has been
extensively discussed in IS literature on technology adoption and acceptance
[6,11,30]. Therefore, we opt to explore the contextual influences in the initial
model to validate if there is any relationship between contextual influences and
RPA user trust.
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Figure 1 illustrates the initial framework developed as the synthesis of the
trust factors identified in the literature.

Fig. 1. An initial RPA-trust conceptual framework adapted from Mayer et al. [20].

3 Study Design

This study adopts a grounded theory approach [3,8,15,16] to explore the user
trust factors for RPA. The constructivist grounded theory guidelines of [8] were
used to design the research process. As suggested in [8], the constructivist design
is useful to build theory by analysing systematically collected data using constant
comparative analysis techniques. The constructivist grounded methodology is
suitable to explore how social actors construct meaning in a selected domain of
inquiry to build conceptual frameworks or theories using inductive analysis of
qualitative data [8]. We collected data in two stages.

In stage one we performed a thorough literature review on IT trust and
confidence factors by identifying 158 research articles available on Scopus. Each
article was fully read and 33 articles with a focus on IT artefacts and user trust
were extracted from the pool for deeper analysis. Selected articles were analysed
using NVivo 12 as the data management software. The results of the literature
review were used to define four dimensions for user trust in IT-artefacts and
used to build an initial conceptual framework for user trust and RPA adoption.

In stage two we used a purposive sample to select our study participants. We
invited selected staff from different organisations representing different indus-
tries, who have been using RPA for at least one year. The selected participants
represented different roles and designations in their organisations; however, all
participants closely engaged with the RPA software in their day-to-day opera-
tions. Five out of six interview participants belong to Banking, Financial Ser-
vices, and Insurance (BFSI) domains in Australia and Sri Lanka. Each partici-
pant was actively engaged in RPA planning, design, and implementation activi-
ties in their organisations, whereas one participant was from an RPA consultant
organisation.
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Data was collected using semi-structured interviews. Six interviews were con-
ducted with an average duration of 90 min. Each participant was requested to
answer a set of open ended questions developed using the outcomes of stage one.
Additional factors that did emerge from the primary data and not discussed in
the literature were also accommodated. The details of the various dimensions of
user trust and the areas for interview questions are provided in Table 1.

All primary data was then inductively analysed to explore the interrelation-
ships and their dependencies. Data coding was performed in three iterations. In
qualitative research, the coding is an analytical process to explore concept simi-
larities, categorisation, and recurrence in data. In the first iteration, open coding
was performed using the verbatim interview quotes. Coded data was compared
and analysed to explore concept similarities. Next, focused coding was applied
by labeling and re-grouping the coded data into suitable categories. The pro-
cess was repeated after each interview to compare the coded data with the new
data and categories were constantly redefined using inductive, deductive, and
abductive reasoning [31]. The process continued until theoretical saturation was
reached where no new categories emerged from the data. Next, theoretical cod-
ing was applied to synthesise and discover relationships and inter-dependencies
between coded data. Theoretical coding is the process to explore and identify
pattern and clues in analysed data [21]. Section 4 details the final deliberations
and findings of the data analysis.

Table 1. Key dimensions of RPA-user trust.

Dimensions Definitions RPA trust construct

Abilities This dimension includes skills, competencies, and

characteristics of a trustee (i.e. the RPA Bot) that enables

it to influence a particular area of operations [1, 2]

– Responsibility

– Information Accuracy

–Reliability

Benevolence This dimension explains the perception of a trustee’s

intention to bring genuine benefits to the trustor (i.e. the

end-user) beyond the mere focus of financial and

operational motives (i.e. a mentoring relationship between

a mentor (trustee) and a mentee (i.e. trustor) [1, 2]

– Authorised Data Usage

– Designer Benevolence

– User Understandability

– Faith

Integrity This dimension explains the trustee’s attitude towards

adhering to certain principles that are important from the

trustor’s perspective [1, 2]

– Predictability

– Confidentiality

– Data Integrity

– User Authenticity

Context The organisation factors that influence a trustor’s

perception of a trustee. The context may affect the other

dimensions as a moderating factor

– Strategic needs

– Policies

– Associated risks

4 Findings

The following section provides a summary of the key themes that emerged from
the interview data categorised into the four dimensions shown in Table 1. The
findings are supported by selected interview quotes from different participants
and evidences. The bold text refers to the main themes that emerged under each
dimension of trust.
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4.1 User Trust and Bot Ability

The over expectation relates to the users’ perception on the bots’ ability to
perform an assigned task. It was mentioned as one of the main issues that influ-
ences user trust in RPA. The promises and hype created by the RPA vendors,
market vibes, and organisational units responsible for implementing RPA solu-
tions, as well as the management result in users developing high expectations of
a bot’s capabilities to perform the assigned tasks quite independently and with
a high level of accuracy and reliability. However, as explained by the participant,
when bots fail to perform due to several reasons, users get frustrated, they lose
trust in the bots’ capabilities. “they thought it was going to be a lot more capable
than it actually was so I think that people had very high expectations whether
that came from the consultants or from their own imagination I don’t know but
they expected that the robot would know better” (Participant 1); “the concern is
they will start the bot and they will lock their screen and go somewhere for a
break, now bot is not able to recognise the screen elements, because system is
locked, it will start showing errors, so according to them they are like the bot is
not performing as expected” (Participant 2).

Participants highlighted the vital role of the consistency of data and depen-
dency of a bot on well defined data inputs. Inconsistent data sources severely
hamper the bots’ ability to process assigned tasks and result in users spending
extra time and effort in cleaning up the data definitions. An oversight on effec-
tive data quality will result in users building negative perceptions and the loss
of trust on the bots’ ability. “there was no discipline around it and I’ll give an
example of that is that the robot was checking names in the system to see whether
it was already a customer and the people didn’t adhered to a naming convention,
so the robot would go in search for customer Jane Doe, but oh no, she’s not
there, people might have entered it as J Doe or Doe J or you know Doe Jane
or whatever it might be and created a duplicate so then that’s when trust again
failed because they tried to implement something and there wasn’t the discipline
up front to set it up for success so that definitely was a problem” (Participant
1). “they haven’t uploaded the file, bot was not able to extract the data and they
were like no bot is not working today it’s down, how do you process this many
transactions? so it was the issue from their end” (Participant 2); “most of the
issues were actually either the wrong process has been communicated to the bot or
you know the whole hybrid coexistence issues where the bot is expecting a certain
file or process to start from a particular location but that’s missing, so we went
through some of these issues” (Participant 4).

Task visibility refers to the internal operations of a bot to process data. In a
human-task environment, a user can comfortably send a request to another user
to check the progress of an assigned task. However, a user expecting an output
from a bot cannot view or query the status of a transaction. The ‘black-box’
nature of a bot, user curiosity and ‘waiting’ for an answer/output was explained
as a contributing factor mentioned by the participants in building user trust.
“they lost visibility so they perceived the robot can do 8 things, so they would
think you know, somethings gone into the bot and “I don’t see it for 24 hours I
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don’t know what’s going on with it” so that kind of lack of visibility was definitely
an issue. They were very much frustrated by that lack of visibility and I did not
necessarily trust that what went in would be what came out” (Participant 2).

4.2 User Trust and Bot Benevolence

Design effectiveness refers to the bot designers’ ability to accurately design
and program a bot incorporating the users’ key process requirements. The design
effectiveness was explained as a critical issue since bots are personified and users
literally blame the bot for a task failure even though the main issue lies with
the programming and design of the bot. “...they programmed it incorrectly, they
personified the bot in a way that they were blaming the bot for getting things
wrong. Now clearly it’s not a bot that’s got things wrong, its the programming of
the bots by a human got it wrong in terms of not understanding the requirements”
(Participant 1). “the performance of the bot depends on the developers who are
building the bot, initially when they started building the bots, they were not using
correct frameworks” (Participant 2).

The interview participants strongly agreed that effective end-user engage-
ment is crucial for building trust in bots. End-user engagement refers to the
identification and involvement of key stakeholders during the design and produc-
tions stages of a bot. An oversight will result in an inefficient bot design and add
to the users’ frustration. “if they had engaged the person [actual user] directly,
she would have been able to give them a lot more information that would have
made them be able to build the bot more effectively and would have preempted a
lot of the problems, but they held back because I assumed that they thought she
would be threatened by the bot” (Participant 1).

Awareness of process complexity refers to the ability of RPA design-
ers and business analysts to comprehend the scope, cross-functionality, steps
involved in a process, and users’ expectations from a particular bot. As men-
tioned by a participant, a key reason for lost user trust was related to the external
consultants’ inability to understand the context and complexities involved in a
process. “it was a more complex process then they thought and certainly initially
the people who programmed it were external consultants and they were going by
a standard that didn’t apply in the context.... and so they wanted to impose a
standard that just didn’t work” (Participant 1).

Another factor that emerged from the interviews relates to the technol-
ogy support. Technology support refers to provision and availability of the
required technical staff to provide hands-on assistance when a bot breaks down.
“we made sure that we got into details, vendor was literally you know on the
floor throughout these three months, and hands-on, basically behind the persons’
back, so something pops up, we addressed the issue then and there, so that’s how
we build user confidence and successfully transitioned” (Participant 3).
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4.3 User Trust and Bot Integrity

Data security refers to the users’ trust in a bot’s access to corporate data. The
participants were from the BFSI industry that extensively comes under strict
data security regulations and compliance requirements. However, these aspects
of data security were not mentioned as an anxiety factor for user trust since a
bot does not share their access credentials. “from a security perspective, bots had
their own logins so that there was no sharing in that respect, so that didn’t become
an issue” (Participant 1). “initially I was a bit concerned but then it was assured
that bot can only access a team folder, it won’t go beyond anywhere to just extract
data from the portal, write it into the shared drive within a particular template.
so yeah through this streamlined process the team was pretty much comfortable
with that and now we’re not facing issues like this” (Participant 2).

Task delegation explains a user’s perception towards sharing the assigned
tasks with a bot. The participants were quite positive about sharing the workload
with a bot, however, their main concern was about the availability of the required
technical support to ensure task completion in case of a bot failure.“I don’t think
they minded so much at the coalface, so I think that people who were receiving
the output from the bot, their main concern was if the people [technical support]
would be there for them” (Participant 1).

4.4 User Trust and Contextual Influences

Fear of job loss was mentioned as one of the main factors that negatively
associate with users’ trust in bots. Not surprisingly, the participants unequiv-
ocally mentioned this factor as the main cause for resistance to change. The
strategies to introduce automation and RPA are considered as ways to reduce
cost by the management. “I thought people will be threatened by it because that’s
what we have been told that it will take over jobs And all this kind of stuff”
(Participant 1).

Industry pressure refers to the organisations’ response to industry-wide
adoption of RPA to gain competitive advantage. The manner in which organisa-
tions pursue and introduce RPA in their operations varies from being a ‘trend’
follower to actually using the technology to genuinely develop their staff’s job
enrichment features. The participants explained this aspect as a driver for build-
ing staff’s trust in corporate intentions for introducing RPA as a productivity
tool rather than a cost minimisation tactic. “I think there was almost like an
industry pressure, certainly a senior who was the catalyst of the change was like
‘well you know this competitor has done it, the big boys have done it, you know
we should be doing it’. I think that was kind of potentially a driver or the desire
to go in there plus I think it was a case of this is trendy we should be doing it”
(Participant 1).
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Strategic direction refers to organisational focus on pursuing RPA as a
robust strategy to improve staff capabilities and operational efficiency. The par-
ticipants from the organisations where RPA faced stiff resistance to change and
loss of user trust highlighted the absence of a cohesive and focused strategy as
a result of senior management’s lack of vision for RPA. “a lot of the problems
seem to be with the higher ups. Because there seemed to be a kind of almost like a
turf war going on between senior levels, because you know they wanted to control
the bot, they wanted it as their initiatives” (Participant 1). On the other hand,
the participants appreciated a well defined RPA strategy that created positive
impression amongst the users. “in our messaging we positioned RPA properly
as an enhancement and industry first initiative which will give us a competitive
edge, rather than we are going to replace you guys sort of thing” (Participant 3).

The top management support was referred as a key driving factor to build
user trust. Top management support involves the leadership from the senior
management, and the provision of required resources for RPA adoption. The
performance of RPA heavily depends on the technical infrastructure and the
availability of technical support staff. Both aspects were mentioned as critical
by the participants. Participants with a positive attitude towards RPA were quite
appreciative of the level of technical support provided during the introduction
stage. On the contrary, the absence of a good IT infrastructure and technical
support worked negatively. “they kind of brought together a kind of team, they
weren’t really IT but they were kind the robotics team, but they were understaffed,
so the fact that they were understaffed again... they felt that they weren’t able to
support them well enough” (Participant 1).

Data channel variations refers to the inconsistent document formats used
by different sources that provide data for a bot. These variations tend to result
in either process or business exceptions. The inflexibility of an associate organi-
sation to align their reporting or document formats with a bot’s process require-
ment can result in serious failures. Also, the bargaining power of an associate
can determine the terms of engagement with a bot’s processes. As mentioned by
a participant, their organisation was in a high bargaining position and was able
to demand their associates to sync their formats with the bots’ required process.
It is this variation that positively or negatively influences a bot’s performance
and affects the user trust. “there were issues with the data formats... some of
the payment channels [banks] were changing the way the files are, the templates
that the statements are being delivered, so if the bot has been programmed to
capture in one way and if the bank does the change, that will also impacting
our day-to-day processes because then we have to retrain the bot to adjust to the
new templates that being done at the payment channel level” (Participant 4).
“if we are talking about volume, 20% of their volume came from branches and
80% came from brokers. The robot was only implemented for multiple reasons
with the branches... and they couldn’t even roll it out to the brokers because the
brokers would have just said no I’ll give you my form it’s up to you to deal with
it but there was also that level of trust and repeat business because brokers would
give lots and lots of business. And if you mucked that up then they would just go
to a different provider” (Participant 1).
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Awareness of RPA capabilities refers to the users’ understanding of the
links between the complexities associated with process executions and RPA capa-
bilities. This lack of understanding creats higher expectations amongst RPA
users. In general, users tend to believe that a bot has intelligent capabilities
and is able to work quite independently even though their organisation uses
an attended bot that requires users’ intervention to complete an assigned task.
“they lack the understanding in technical terms, what a bot can access what a
bot can’t access. so that is the issue and since it is a very new term for almost
all the organisations right now they don’t know that deep understanding how this
whole automation works behind the scenes” (Participant 2).

5 Discussion

In this section, we provide a brief discussion on the factors identified and the
interrelationships between different aspects. In general, the factors explained in
Sect. 4 are quite close to the general causes for any standard software application.
However, the key differences lie with the manner in which organisations approach
RPA technology adoption. The participants with a high degree of trust acknowl-
edged that a robust change management strategy is vital to build user trust in
RPA. The training of a bot as well as the users was mentioned as the winning
strategy. The quality assurance and testing of a bot’s performance was key to
build user trust. During the production phase, the target should be on achieving
a high level of performance validation with an 85 to 100% bot accuracy. The bot
designers’ technical skill levels and comprehension of an end-to-end process can
directly effect the users’ trust in a bot.

As explained by a participant, “Initially some of the teething issues were
mainly related to training, on two sides you see the bot had to be properly trained.
Because like with any other business case, the initial requirement gathering you
may not gather 100% of the requirement on day one...then we had to train obvi-
ously the same set of users. We can’t be parallel running with the bot since the
bot is obviously faster so we narrowed down those number of users, I think we
ended up with only one or two users maximum and we got them to shadow the
bot until the errors were zeroed and as of today, the number of errors are zero
and the number of human errors also are zero” (Participant 3).

The lack of awareness and knowledge of RPA and its capabilities was another
important factor that must be considered before deployment of a bot. The busi-
ness teams without having a deep understanding of their processes and contexts
in which a process is performed, and associated complexities will produce insuf-
ficient or incomplete requirements needed for a bot developer. The processes to
automate belongs to the operations team in most organisations. The operations
team must develop their technical understanding and the internal details of how
a whole process works and integrates with a bot to overcome performance issues.
As mentioned by a participant, a well defined process is the key for an effective
bot design which will in turn be able to perform as per the user’s expectations.
“we took around two months time to develop the process, it was very difficult,
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so many applications, national applications were involved, we delivered that as
well. Even though that bot was only producing around 70% accuracy of the task,
but still they were very happy because we have reduced their time, so I think
this is the thing, mutual understanding between the team, when they start under-
standing the capability of the bot and start trusting it after the first use of their
product” (Participant 2). The findings reflect that the human personification of
bots (i.e., creating a human identity for a bot) without creating proper aware-
ness can also result in negative consequences and confusions (see, Sect. 4.1 - Over
expectations and Sect. 4.2 - Design effectiveness). The personification created a
false assumption amongst human users that a bot is equivalent to humans in
terms of its capabilities and its ability to make critical decisions.

The issue of user trust is also attributed to the development of attended
bots where the coexistence between human users and a bot was required due
to the nature of the process. Interestingly, the implementation teams did not
come across user trust issues and in fact mentioned their own confidence on the
abilities, and integrity of a bot. “For compliance it was much smoother because
there was no human interventions. Yes, there is no human intervention, it is the
bot runs as scheduled” (Participant 5). A bot will perform the way it is designed
to perform, therefore, the notion of trust actually depends on the manner in
which the requirements are identified by the business analyst/operations team,
the accurate identification of required inputs, the data format, training of the bot
to reach a comfortable level of accuracy, and the users’ training and awareness.

6 Conclusions and Future Research

Advances in digital technologies also introduce new challenges regarding their
adoption within an organisation. For organisations keen to adopt RPA technol-
ogy, the social acceptance by human users of a RPA bot as a “digital colleague”
is crucial to ensure smooth and seamless operations. Current literature on RPA
demonstrates that user trust is one of the key challenges of RPA adoption.

This paper proposes a conceptual model for the RPA-trust framework, which
is built on the three dimensions of trustworthiness, namely “ability, benevolence
and integrity” [20]. Primary data from interviews with six RPA experts is then
used to analyse key factors that hinder building users’ trust in bots using the
IT-artefact and the Integrative model of organisational trust theories. The first
set of interview findings shows that organisations embarking on their RPA jour-
ney should pay attention to building a mutual understanding between the opera-
tions teams and RPA designers; ensuring relevant stakeholders are identified and
closely engaged with; building the confidence of human users by providing much
needed technical support; and implementing an effective change management
plan. Furthermore, the deployment of a bot to handle actual tasks must only
be performed after a rigorous quality assurance and performance assessment.
Our findings also point out that most of issues can be addressed by existing
knowledge (see [10]) related to software design, testing and implementation.
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This study has several limitations. The data was collected from a small num-
ber of respondents from similar industries and therefore, lacks the generalisability
of key findings. The interview participants were from technical backgrounds and
provided their views from a technical perspective. In future, we aim to alleviate
these limitations by following a mixed method approach. In line with Shen-
ton [27], the credibility will be achieved by interviewing additional participants
from different domains to increase the richness and variety of data. For trian-
gulation, a Delphi study approach will be pursued to get the ‘expert’ consensus
on findings. In addition, the findings will be confirmed by using a quantitative
survey approach with a large sample size.
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Abstract. Robotic Process Automation (RPA) is a discipline that is
increasingly growing hand in hand with Artificial Intelligence (AI) and
Machine Learning enabling the so-called cognitive automation. In such
context, the existing RPA platforms that include AI-based solutions clas-
sify their components, i.e. constituting part of a robot that performs a
set of actions, in a way that seems to obey market or business deci-
sions instead of common-sense rules. To be more precise, components
that present similar functionality are identified with different names and
grouped in different ways depending on the platform that provides the
components. Therefore, the analysis of different cognitive RPA platforms
to check their suitability for facing a specific need is typically a time-
consuming and error-prone task. To overcome this problem and to pro-
vide users with support in the development of an RPA project, this
paper proposes a method for the systematic construction of a taxonomy
of cognitive RPA components. Moreover, such a method is applied over
components that solve selected real-world use cases from the industry
obtaining promising results .

Keywords: RPA · Artificial intelligence · Taxonomy

1 Introduction

The term Robotic Process Automation (RPA) refers to a software paradigm
where robots are programs which mimic the behavior of human workers inter-
acting with information systems (ISs) [17,18,26,31], i.e. sets of components that
perform actions that solve a particular RPA task. Such a paradigm has become
increasingly popular due to RPA is of much interest to organizations. In such
context, solutions that are based on Artificial Intelligence (AI)—called cognitive
RPA [21] solutions—are receiving increasing attention since the combination of
both disciplines offers several advantages. On the one hand, AI methods enhance
RPA solutions by providing new capabilities. On the other hand, RPA solu-
tions produce data regarding the own execution of the processes, that allows for
improving the performance and accuracy of AI-based proposal, i.e., they enable
a continuous training of the AI models. Therefore, main RPA platforms [20]
c© Springer Nature Switzerland AG 2020
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(e.g., BluePrism1, UiPath2, and Automation Anywhere3) already offer a battery
of components that are based on AI techniques.

In the context of an RPA project, the RPA developer4 should take several
decisions related to the robot design. Such decisions need to be based on the tar-
get RPA platform where robots are being developed. For this, the RPA developer
needs to clearly understand such platforms, since one of the key factors which
lead to the failure of RPA projects is the lack of understanding of these platforms
[3]. This is especially important in the context of AI-based RPA solutions since
they classify their AI-based RPA components in a way that seems to obey mar-
ket or business decisions instead of common-sense rules. That is, components
that present similar functionalities (e.g., “character recognition” is similar to
“text language detection”) that are identified with different names and grouped
within different categories depending on the platform that provides the compo-
nents. For instance, UiPath platform considers that a task related to the recog-
nition of a document element is classified as part of the group named Document
understanding, while the BluePrism platform classifies such task within a group
named Document processing. Therefore, analysing different RPA platforms to
check their suitability for facing a specific need is typically a time-consuming
and error-prone task.

This problem has been also pointed out by industry. To be more precise,
the Servinform S.A. company, which considers AI-based RPA solutions as one
of their strongest business lines, has identified a series of components that solve
common use cases, in which the application of AI techniques is required. When
developing these components, two main problems were found: (1) the task of
selecting the most suitable platform is very challenging due to the heterogeneity
of names and grouping of components, and (2) the task of training experts within
the team to master one kind of component, such as detecting elements in doc-
uments or natural language processing for conversations, since these categories
do not exist or are not easy to identify among the platforms. As a consequence,
Servinform S.A. together with the IWT2 research group5 is currently involved
in a research project, called AIRPA6, that is focused in the integration of AI
techniques and RPA.

Figure 1 shows a graphical description of the motivation of this work. The
RPA developer should decide how to design a robot to solve a cognitive task. For
this, the developer has to analyze several AI-based RPA components that pro-
vide a solution to the problem. As can be observed, this component is identified
with different names in each RPA platform which, moreover, present heteroge-
neous taxonomies. To provide support to RPA developers in the context of an

1 https://www.automationanywhere.com.
2 https://www.uipath.com.
3 https://www.automationanywhere.com.
4 https://www.edureka.co/blog/rpa-developer-roles-and-responsibilities/.
5 http://iwt2.org.
6 https://www.servinform.es/wp-content/uploads/2020/02/Servinform-AIRPA-Publi

cidad-web-corporativa.pdf.
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Fig. 1. Problem motivation

AIRPA project, this paper proposes a method for the systematic construction
of a taxonomy of cognitive RPA components. This method is based on an incre-
mental taxonomy which evolves a base taxonomy as needed. To be more precise,
the application of the proposed approach leads to an initial taxonomy that can
be extended and updated by following the incremental approach of the method-
ology. In addition, the proposed approach has been applied over a selection of
RPA components that solve real-world use cases from industry. With such an
application, it could be observed that the results that were obtained are very
promising.

The rest of the paper is organized as follows. Section 2 describes the proposed
method for the systematic construction of a taxonomy of cognitive RPA compo-
nents. Section 3 presents the application example. Section 4 briefly summarizes
related work. Finally, Sect. 5 concludes the paper and describes future work.

2 Systematic Construction of a Taxonomy of Cognitive
RPA Components

To achieve a common classification for cognitive RPA components, named AI-
RPA taxonomy, the following procedure has been carried out. Firstly, the avail-
able knowledge sources were identified. The sources that are considered are: (1)
RPA platforms and organizations, and (2) human-knowledge that is provided
by experts in such field. For example, in the application example described in
Sect. 3, the sources are the UiPath, BluePrism and Automation Anywhere (here-
after AA) platforms, and experts from Servinform S.A. and IWT2 group.

The proposed approach considers a tree structure for the resulting taxonomy.
In such a structure each node corresponds to a category. For defining the first
level of the tree, taking as reference [28], a literature review on cognitive RPA
taxonomies has been carried out. In such review, the works [9–11,15,24,27] have
been analyzed. It can be observed that [9] is the only work that provides an AI
classification by type of application. It proposes a first level for the taxonomy
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tree that covers all fields related to the application of AI to RPA. To be more
precise, [9] proposes four categories: (1) classification, (2) skill acquisition, (3)
continuous estimation, and (4) clustering. Considering these categories, a study
was conducted to determine whether this classification could be used to group
the studied AI-based RPA components. As a result, classification remains intact,
skill acquisition and continuous estimation were adapted to processing and gov-
ernance respectively, to bring their definition closer to RPA field. Meanwhile
clustering is eliminated as a category, since it is considered as a technique used
transversely in the other categories. This fact is justified by the very definition
of the term given in this quotation “Clustering is one of the most widely used
techniques for exploratory data analysis. Across all disciplines, from social sci-
ences to biology to computer science, people try to get a first intuition about their
data by identifying meaningful groups among the data points” [25]. Thus, it is
an AI technique that will be the basis for the construction of components that
are grouped in other categories, e.g. classification [19], but it cannot be defined
as a category itself since this taxonomy does not group by technique but by
application or functionality.

Thereafter, each of the categories was adapted to bring their definition closer
to RPA field as described below.

– Classification: this term is used in both AI and RPA in the same way. As
its name suggests, it comprises everything that encompasses a classification,
from the traditional one by file type, to detection or recognition.

– Processing : includes functionality that requires skills acquisition, i.e., natural
language processing [23] or intelligent image processing [7] to obtain a specific
output.

– Governance: IT governance enables the effective use of IT which has a sub-
stantial impact on the value generated by IT investments [30,32]. In RPA,
continuous estimation, similar to prediction and analysis—that is the basis of
decision-making—are focused on process governance. The term governance is
widely used in the field of RPA, as seen in [5,29]. One of the most represen-
tative examples of this is to determine which will be the next component to
be used or if extra instances of a robot will be needed to cover the demand.

In the proposed approach, these categories will compose the first level of the
AI-RPA taxonomy. In such taxonomy, when trying to classify a component, the
aim will be to try to find the deepest possible category since the tree struc-
ture gives the taxonomy a hierarchical perspective. However, all the categories
are defined by following the same procedure and have the same importance,
including the ones that are placed in the first level.

This means that a component can be located in any of the nodes of the
taxonomy, even if it is not a leaf node. This hierarchical structure will evolve
dynamically, including new categories, for which these steps are followed7:

7 A similar procedure for classification was successfully applied previously in the con-
text of Machine Learning knowledge [13].
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Fig. 2. AI-RPA unified knowledge store

1. A new term referring to an AI − RPA category is taken from one of the
sources.

2. This term is compared to existing terms in the taxonomy. If the taxonomy
is empty or there are no equivalent terms—a term that refers to the same
category—, it is added as a child of the most similar category. Conversely, if
an equivalent term is found, it is compared with the current category and,
if it is considered that conveys the concept better than the current one, the
latter is replaced.

3. Whenever a new term is added to the taxonomy, (1) the knowledge source
from which it comes is saved (cf. Fig. 2), (2) the characteristics that make a
component to belong to a category must be entered or updated, and (3) if it
corresponds to a leaf of the tree that forms the taxonomy, the type of input
that supports that category it is also indicated. For instance, if the term Docu-
ment Understanding is added, it would be related to the term Classification
→Detection →Elements, storing that it supports Documents as input and
its origin lies in UiPath.

To better understand the structure of the AI-RPA taxonomy, each of its
component elements is defined below.

Definition 1. An AI-RPA taxonomy AIRPAT = (KnowlSources, Category-
Terms, TaxCategs, CategoryChars) consists of

– KnowlSources: a set of tuples 〈sourceid, sourcename〉 which contains a
unique id in the AIRPAT , and the name of the knowledge source.

– CategoryTerms: a set of tuples 〈categoryTermid, categoryTermname,
sourceid, taxCategoryid〉 which contains a unique id in the AIRPAT , the
name of the category which is given in the knowledge source, an id of a knowl-
edge source in KnowlSources which this category term comes from, and an
id of a taxonomic category in TaxCategs. The latter attribute aims to keep
a synonymous relationship.

– TaxCategs:
a set of tuples 〈taxCategoryid, taxCategoryname, parentTaxCategid〉 which
contains a unique id in the AIRPAT and a name of the taxonomic category,
i.e., the category term that stands as the representative of the others.
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– CategoryChars: a set of tuples 〈categoryCharsid, categoryCharsdescription,
taxCategoryid〉 which contains a unique id in the AIRPAT , the description
in categoryCharsdescription of the characteristic that must be fulfilled by a
component to belong to this category of the taxonomy, and an id of the taxo-
nomic category in TaxCategs.

– InputFormatSupported: a set of tuples 〈inputFormSupid, inputForm −
Supname, taxCategoryid〉 which contains a unique id in the AIRPAT , the
taxonomic category to which this property points in taxCategoryid, and
the name of the type of input that can support the taxonomic category in
inputFormSupname.

It is important to point out that each taxonomic category will have one or
more characteristics or properties associated with it. For instance, for a single
TaxCateg, there can be several categoryChars that define which characteristics
a component must have to belong to it. Furthermore, it can support more than
one input format, so it may have more than one inputFormatSupported associ-
ated. It can be deduced that in the case where no TaxCateg have been added to
the taxonomy, only the first levels will be present. So a new category will always
be added associated with one of the first levels, which are indispensable when
initializing the taxonomy.

Thus, having defined all the elements to form the AI-RPA taxonomy, the
incremental process to include new terms, described above in textual form, can
now be defined in the form of an algorithm (cf. Algorithm1).

Algorithm 1: How to increase the terms of the taxonomy
input : New CategoryTerm n , AI-RPA taxonomy at, n origin source s
if n not added to at then

taxCategory c ← more similar category
if s does not exist on at then

up s as (sid, sname)
end
if n better represents the concept than c then

up n as (nid, nname, sid, cid)
up c with (cid, nname)

end
if c is null then

p ← more suitable parent
up n as (nid, nname, sid, pid)

end
end

In summary, using this taxonomy, the RPA developer will be able to find
the component she needs or classify a given one according to its characteristics
or CategoryChars (cf. Fig. 3). To find them, she only has to follow three steps:
(1) go from the first level of the taxonomy downwards, checking which of the
categories have characteristics that fit with the component ones; (2) filter the
taxonomic categories whose characteristics are not fulfilled, and (3); go down to
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Fig. 3. Clear procedure to classify AI-RPA components

lower levels, doing the same with all the categories for each level, until reaching
the deepest level of the tree. This way, the component to be found belongs to
the categories that have not been filtered out after following these steps.

Thanks to the maintenance of traceability between the platforms and the
terms of the taxonomy, it is also possible to automatically link each taxonomic
category with the category in the own classification of each platform. Thus, the
RPA developer will be able to find where the component that solves her problem
is located, regardless of the platform the developer uses to build robots.

Consequently, seeking to unify cognitive RPA knowledge to facilitate this
task to RPA developers, in the following section, it will be possible to see how
the application of this methodology results in an initial and useful taxonomy.
In addition, it can be extended due to the incremental nature of the proposed
approach. Hence, the procedure described in this section can be further extended
by performing successive iterations. Then, it is possible to perform a better
classification of a great variety of cognitive RPA components.

3 Application Example

This section details the application of the proposed approach to selected real-
world use cases from industry. Section 3.1 introduces the cognitive RPA plat-
forms that have been selected. Section 3.2 describes the taxonomy that is
obtained after applying the proposed approach to such selected platforms.

3.1 Selected Cognitive RPA Platforms from Industry

The cognitive RPA platforms that are selected are the following: UiPath8,
Automation Anywhere9 and BluePrism10. We carefully reviewed the documen-
tation of these platforms to obtain their cognitive categories and components,
that are detailed in Table 1.

8 https://docs.uipath.com/activities.
9 https://docs.automationanywhere.com/bundle/enterprise-v2019/page/enterprise-

cloud/topics/aae-client/bot-creator/using-the-workbench/cloud-commands-panel.
html.

10 https://digitalexchange.blueprism.com/dx/search.

https://docs.uipath.com/activities
https://docs.automationanywhere.com/bundle/enterprise-v2019/page/enterprise-cloud/topics/aae-client/bot-creator/using-the-workbench/cloud-commands-panel.html
https://docs.automationanywhere.com/bundle/enterprise-v2019/page/enterprise-cloud/topics/aae-client/bot-creator/using-the-workbench/cloud-commands-panel.html
https://docs.automationanywhere.com/bundle/enterprise-v2019/page/enterprise-cloud/topics/aae-client/bot-creator/using-the-workbench/cloud-commands-panel.html
https://digitalexchange.blueprism.com/dx/search
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Table 1. Heterogeneous taxonomies of selected cognitive RPA platforms

Platform Category Example of component

UIPath UI automation (Computer vision) CV Screen Scope

Cognitive Google Text translate or IBM
Watson Text Analysis

Document understanding ML extractor

Intelligent OCR (Document processing
and PDF)

Intelligent form extractor

ML services ML Skill

OCR UiPath Screen OCR

BluePrism Computer vision/Image processing Tencent Cloud OCR

Document processing Elis Document Data Extraction

Natural language processing Natural Language Skill Google Cloud

Expert Systems/Knowledge Base Automated Fraud Investigation

Machine learning ML Engine Skill Google Cloud

Workflow and decision engines Appian Robotic Workforce Manager

Visualization, monitoring reporting ClearWork Process Orchestrator

BI, Analytics and Big Data Intelligent Decision Automation

Conversational AI/Bots/Virtual Agents Human-Robot Conversations

Automation
Anywhere

There are no categories, it offers directly
a list of components named “packages”

Fuzzy match

IBM Watson Speech to Text

Image recognition

Microsoft LUIS NLP

OCR

IQ Bot

For instance, considering an intelligent document processing problem, UiPath
classifies it as Document understanding or Intelligent OCR, BluePrism as Doc-
ument Processing and Automation Anywhere as IQ Bot [14]. Some even refer
directly to the name of the component instead of categorizing it. For example,
Automation Anywhere, where these do not belong to any category (Microsoft
LUIS ) or Speech-Text (IBM Watson Speech). As can be observed in Table 1, the
taxonomies of the different cognitive RPA platforms that were analyzed are het-
erogeneous. Therefore, in this scenario, the application of the proposed approach
is desired to obtain a homogeneous taxonomy of cognitive RPA components.

3.2 Resulting Taxonomy

The proposed taxonomy (cf. Fig. 4) is put into practice considering the knowledge
of Servinform and IWT2 and the review performed in Sect. 2. The taxonomy
follows a tree structure, whose nodes represent the taxonomic categories and
the black circles attached to the leaf nodes correspond to the type of input they
support. Even though, only a part of it is shown in the category tree, is composed
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of four parts that give content and accumulate the knowledge hidden behind the
nodes.

1. The first one composed of the terms classification, processing, and
governance. Firstly, these terms will be instantiated as the first step in defin-
ing any AI − RPA taxonomy. Their objective is to cover all areas of appli-
cation of AI in the RPA, as well as carrying out pruning to achieve a quick
classification.

2. The second part is formed by the rest of the nodes, which are more specific
categories, hanging from the nodes of the first level. These categories may be
modified or even increased being able to have as many children as terms can
be included from available knowledge resources.

3. The third part corresponds to the maintenance of traceability of the terms
added in the second part. Thus, the equivalent terms to each taxonomic
category and the knowledge sources from which they come will be stored
(cf. Fig. 2).

4. Finally, the fourth part is formed by the black-colored properties, correspond-
ing to the input format supported by the category. These nodes do not belong
to the tree structure, but they describe properties that allow differentiating
the components according to the supported input type. For example, it can
be distinguished between components that take Text, Documents or Audio as
input. Note that these nodes will be conditioned by the category to which it
belongs. For example, the Image option will not be included for a Translation
category.

Note, that, since the information available to determine the belonging to the
categories in the main platforms is minimal, the CategChars of each TaxCateg
are being obtained as an effort from both Servinform and IWT2.

Hence, each of the TaxCategs presented in Fig. 4 are listed in order from
left to right, in which the CategoryChars correspond to the items under each
of them.

1. Classification
– It takes as input a list of classes.
– It takes a set of elements as input.
– It finds association between classes/categories and elements.

I Detection
– It takes an input from which a specific classification is extracted.
– The input can be a file from which it is necessary to deduce to which

specific class it belongs or to identify the entities within it that comply
with a specific classification.
i. Elements

– It extracts the elements that meet specific characteristics that
have been taken as input.

ii. Anomalies
– Characteristics of a non-anomalous element as input.
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Fig. 4. Resulting taxonomy

– Of the elements it takes in the entry, it performs a binary classification
between two classes, yes/no anomalous.

iii. Sentiment
– It takes as input audio or text.
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– It takes as classes a list of possible feelings, and gets as output one of
them.

iv. Language
– It takes as input audio or text.
– It takes as classes the existing languages and gets as output one of

them.
2. Processing

– The output is obtained by transforming or modifying the input.
I Computer vision

– It takes as input an image or a document.
– It extracts from the input, concrete information that is visually

inferred.
II Natural language

– It takes as input an image or a document.
– It transforms the input according to some of its. characteristics,

such as language or format, or makes an interpretation of the
input to obtain a coherent output to it.

i. Translation
– As its name suggests, performs an interpretation of its input to

translate it into a specified language.
ii. Speech-Text

– It extracts the message contained in the entry, and transforms it
into another format.

– If it is an audio input, it transforms the input into text.
– If it is a text input, it transforms it into audio.

iii. Conversational
– It takes an input from interaction with a human through language,

either written or spoken.
– According to the input, it interprets its meaning and generates as

output a coherent response.
3. Governance

– It takes as input a set of data concerning a decision
– The outputs obtained are aimed at optimizing.
– It is on a higher level than other instances or components, so that it

carries out control over them.
I Workflow

– The component takes as input the data related to the process,
such as the result of the last action.

– The component determines which is the best action to take next
according to the parameters.

II Prediction/Analysis
– It takes as input the historical and/or environmental data of the

prediction.
– It makes a forecast or regression of what is going to happen.

III Monitoring
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– It carries out a real-time control of the process.
– It is waiting for a failure to appears during the execution of the process

when this happens it decides resolve it.

As mentioned above, for this taxonomy, the classification of a given compo-
nent would be as simple as checking which of the characteristics it meets. It is
important to note that it may belong to several of the taxonomic categories.

Making it easier for the RPA developer to find a component, simply by
continuing to check which of the categories (TaxCateg) cover the characteristics
of its problem (cf. Fig. 3). In this way, following the procedure defined in Sect. 2,
RPA developers will be able to find out exactly which categories a component
corresponds to.

4 Related Work

Some previous works related to addressing the problem of classifying AI tech-
niques and RPA components have been found. This is the case of the taxonomies
or classifications proposed for AI according to their application, the learning
paradigm, or the algorithm used [6,9,11,12,15,22,24,27,33].

Even though all the work present taxonomies applied to different areas of
AI or automation, the only one in which a taxonomy explicitly aimed at RPA
is proposed is in this [8]. Two proposes [1,2] that present specific taxonomies of
cognitive RPA components are the closest ones related to the approach presented
in this paper. However, unlike the proposed approach, they do not allow the
dynamic generation of taxonomies.

Initial proposals for taxonomies can also be found in papers from more spe-
cific fields [4,16]. In such context, all proposals follow the same form of definition,
i.e., a classification that is not iterative, incremental nor extensible. Initial pro-
posals for taxonomies can also be seen both in the papers mentioned above and
those from other specific fields as [4,16]. However, all proposals follow the same
form of definition, i.e., again an unchanging classification is proposed that is not
iterative, incremental or extensible.

To summarize, although the works [1,2] are close to the topic of this paper, to
the best of our knowledge, any previous work proposes an incremental classifica-
tion for the cognitive components in RPA. And this is where the need identified
by [28] comes up. “There is a strong interest in taxonomies in Software Engi-
neering, but few taxonomies are extended or revised. Taxonomy design decisions
regarding the used classification structures, procedures and descriptive bases are
usually not well described and motivated”. This need is addressed in the proposed
approach since it does not only proposes a classification for cognitive RPA com-
ponents, but an extensible taxonomy is proposed following a defined procedure.
Hence, such taxonomy can be updated and incrementally extended when neces-
sary. Note that for the development of this work, the resources available in the
literature related to the terms robotic process automation, taxonomy, cognitive,
machine learning have been reviewed and only the papers that are listed in the
references have been found.
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5 Conclusions and Future Work

In the context of AI-based RPA solutions, the manual design of cognitive tasks
is currently a time-consuming and error-prone task due to the heterogeneity
that is given in the names and classifications of the different RPA platforms.
To support RPA developers in this task, this work presents an approach for the
systematic construction of a taxonomy of cognitive RPA components that are
offered by different AI-based RPA platforms. Such approach is framed within
a research project that is the result of a collaboration between the Servinform
S.A. company and the IWT2 research group. The proposed approach is applied
over selected components that solve real-world use cases from industry, and very
promising results are obtained.

Unlike previous related work (e.g., [1,2]), the proposed approach does not
propose a specific taxonomy but a method for systematically generating such
taxonomy from the information that is provided by the different RPA plat-
forms. Therefore, the taxonomy can be generated as many times as required,
resulting in a dynamic process in which the resulting taxonomy can be extended
and updated when necessary. Note that this is a great added value since the
cognitive RPA market is growing by leaps and bounds. Furthermore, unlike pre-
vious related work, the proposed approach is focused on specific RPA platforms,
i.e., on platforms that provide AI-based solutions.

For future work, we intend to consider the specification of the characteristics
of the categories of the cognitive taxonomies as defined rules, to be able to use
them for objective classification by a software system. In addition, an automatic
classification of cognitive tasks in the resulting taxonomy according to using AI
techniques is intended to be analyzed.
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Computer Languages and Systems Department, Escuela Técnica Superior de
Ingenieŕıa Informática, Avenida Reina Mercedes, s/n, 41012 Sevilla, Spain

joslopcar@alum.us.es, {carmelo,jgenriquez}@us.es

Abstract. Process automation typically begins with the observation of
humans conducting the tasks that will be eventually automated. Sim-
ilarly, successful RPA projects require a prior analysis of the undergo-
ing processes which are being executed by humans. The process of col-
lecting this type of information is known as user interface (UI) logging
since it records the interaction against a UI. Main RPA platforms (e.g.,
Blueprism and UIPath) incorporate functionalities that allow the record-
ing of these UI interactions. However, the records that these platforms
generate lack some functionalities that large-scale RPA projects require.
Besides, they are only understandable by the proper RPA platforms.
This paper presents an extensible and multi-platform OpenSource UI
logger that generate UI logs in a standard format. This system collects
information from all the computers it is running on and sends it to a
central server for its processing. Treatment of the collected information
will allow the creation of an enriched UI log which can be used, among
others purposes, for smart process analysis, machine learning training,
the creation of RPA robots, or, being more general, for task mining .

Keywords: RPA · Computer-human interaction · OpenSource
project · Process discovery · Task mining

1 Introduction

The emerging technology of Robotic Process Automation (RPA) is said to enable
the automation of the most repetitive, tedious, and mundane digital tasks that
people are suing to do [1,25]. However, not every task is suitable to be robotised
since, besides these characteristics, it should (1) have a low level of exceptions,
(2) require an enclosed cognitive effort, and (3) be susceptible to human errors
[8]. Therefore, successful RPA projects require to start with an analysis phase
[7] which identify those candidate processes—or part of them—which have more
chances to be robotised in a cost-effective way, i.e., those which guarantees the
highest return of the inversion with the lowest risk. Although most of the time
this analysis mainly rely on interpreting process documentation, the latter may

c© Springer Nature Switzerland AG 2020
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be of poor quality and may require substantial effort to understand [11]. In con-
sequence, there is an increasing trend to capture the actual behaviour of the
people interacting with real information systems (ISs) to amend the documenta-
tion problems, i.e., recording interaction events like mouse clicks or keystrokes.

Both academia and industry have acknowledged this issue and provide a vari-
ety of approaches. On the one hand, vendor-specific platforms (e.g., BluePrism
[5], AutomationAnywhere [2], and UIPath [22]) offer tools to record macros-
like scripts from the computer of a user executing the process tasks [23]. The
obtained script can be analyzed later through the own vendor platform to dis-
cover the candidate process and, even, to support the robot code development.
On the other hand, proposals can be found in the literature that suggest the
creation of a standard log of events related to the interaction of the user with
the graphical user interface, the so-called UI Log [6,11,12]. Obtaining this kind
of log enables using the Process Mining paradigm [24] to disclose the knowledge
that the log contains, among other things, the candidate processes to robotize.
These proposals fall under the paradigm of Task Mining [16].

Although these solutions are reasonably mature, they lack support for real-
world problems like those existing in the Business Process Outsourcing (BPO)
industry, which presents one of the most suitable settings for conducting suc-
cessful RPA projects [9]. The back-office of BPO departments is composed by
large teams of workers performing digital processes through ISs of external com-
panies. Creating a UI Log that comprises the behaviour of the whole team is
a challenge for a series of reasons. Firstly, the distributed logging must be cen-
tralized in a common event log whose size increases with the size of the team.
Secondly, the log of each member of the team may have some differences since
not all the team share the same environment, e.g., screen resolution, text editor,
WEB browser, etc. And, finally, each member of the team may perform the same
processes differently than their teammates. Nowadays, this kind of distributed
logging is not supported and, solutions that can be extended in this direction are
not intended to be used in RPA, i.e., the generated log lacks detailed information
for a thorough RPA analysis.

This paper motivates the minimum requirements that a UI logger should
have in a distributed context based on an industrial collaboration with a com-
pany belonging to the BPO sector. In addition, software design is proposed to
develop this logger as an Open Source project aiming to enable researchers and
practitioners to easily get into RPA.

The rest of the paper is organized as follows. Section 2 describes the BPO
context and identifies the fundamental requirements of this proposal. Section 3
describes a classification scheme where the most important features of the above
requirements, and the tools related to this proposal, are categorized. Section 4
describes the proposed solution provided in this proposal. Finally, Sect. 5 sum-
marises the work and presents some future work.
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2 BPO Context

This section describes the knowledge flow which drives the interaction between
all the participants in a BPO context which plan to acquire RPA capabilities.

In the context of the back-office employees, different training sessions provide
them with the knowledge to perform an outsourced process against some ISs
through their own computers. Different challenges are faced during the execution
of such process since the real systems tend to present slight differences from the
one learnt during the training, or even completely new process whose behavior
is similar and they can adapt themselves to accomplish it. In addition, other
issues may arise out of the processes like networking problems, operating system
errors, etc. These challenges are typically addressed using their common sense
and sharing the newly acquired knowledge with the rest of the back-office team.

In the context of the RPA analyst, similar training lessons are provided along
with detailed documentation which is typically delivered by the company which
host the process to outsource. This information is thoroughly analysed to (1)
to understand the workflow and depict the as-is process, (2) to identify which
parts of this process would be a good candidate to robotise, and (3) to provide a
design of the robotised process to continue the RPA development. In this path,
the RPA analyst recognises that there are chances that the prescribed process
is not fully aligned with the real process. For this, this analyst uses to have
periodic and informal interviews with some back-office employees to contrast to
assimilate the on-the-field knowledge of them. Nonetheless, most of the details
remain undisclosed within the back-office know-how.

For all these reasons, undesired effects occur from both perspectives, the
RPA analyst and the back-office employees. RPA projects start with a higher
uncertainty after long analysis periods and employees are sued to do mundane
tasks for longer and unpredictable periods. For this, RPA analyst must be sup-
ported with a formal way to capture the back-office knowledge and which does
not require intensive efforts from the back-office employees. Behavioural loggers
present a suitable candidate that would be highly welcome by RPA analyst or
the back-office employees.

After analysing this context, the following advanced requirements have been
identified that are not typically offered by common loggers and that are the moti-
vation of this paper: (1) The scalability level, i.e. the number of computers that
can be monitored simultaneously, depending on the execution context, without
impacting the system; (2) the method of sending the captured information to
the user; (3) the facility to data processing, either through a database or some
data structure that can be processed (log) and (4), the possibility of editing or
complementing the features offered by the tool with the new software.

3 Related Work

Nowadays, different proposals provide the possibility of creating logs recording
the behavior of a human interacting against a computer. In this sense, this section
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aims to describe the state-of-the-art regarding this topic, listing and categorizing
the proposals found into a classification scheme.

In the context of parental and company employees control, many keylogger
tools offer solutions for monitoring the activity of their users [4,15,18,19]. In
addition, platforms with broader objectives, such as the creation and manage-
ment of RPA projects, also offer users the possibility of recording their activity
[3,20,21]. However, the generated logs are frequently understandable only in the
context of the platform itself. The closest solution to the proposal presented in
this paper is the one presented by Volodymyr et al. [13]. In this work, authors
propose a logger to generate results ready to be processed by process mining
techniques with RPA purposes. Considering the requirements listed in Sect. 2
and the related tools mentioned above, a mapping between them was executed
resulting in Table 1.

In the classification scheme, for each of the tool or platform, each require-
ment receives a weight. If the tool provides full support to the requirement, it
is weighed as 1. If the tool provides partial support to the requirement (e.g.,
limitations by payment license), it is weighed as 0.5. If the tool does not provide
support to the requirement, it is weighed as 0.

As can be seen in Table 1, all the analyzed tools or platforms provides func-
tionalities to record the keyboard strokes and the name of the application that
is being executed on the moment of the capture. The vast majority of them
allows the capture of clipboard content. Very close by are those platforms that
allow the capture of mouse clicks and screenshots. Slightly above average are
the tools or platforms that let the user recording the moment of the capture
and send all the information collected to a server. In addition, these tools can
be executed in different operative systems. Capturing the mouse position or the

Fig. 1. Logger server
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computer’s characteristics that is being monitored can be only registered by half
of the tools. Less than half of the proposals let the users make remote control of
the computer that is being monitored. Finally, only three of the eight tools that
have been analyzed have been classified as OpenSource (Fig. 1).

Although some OpenSource projects have been found, results show that most
of them are independent modules that can be incorporated into other broader
platforms. Thus, they only meet one or more of the defined requirements without
completing the full set of them. The two best tools resulting from this classifica-
tion are Spyrix and SpyAgent. However, they are not OpenSource. In addition,
they do not cover important requirements like the possibility of being executed
in diverse operating systems or recording the mouse position, among others.

To the best of our knowledge, none of the analyzed tools or platforms sat-
isfies all the requirements defined, this paper presents the foundations of an
OpenSource Logger to cover this gap.

4 RPA Logger

4.1 Endpoint Logger

The endpoint logger is focused on gathering enough information for a future
RPA analysis. It captures the position and the button type of a mouse click, the
keystrokes, and the screen captures. It provides three mechanisms of extension:

– Capture extensions. For specific context, the logger can be extended with a
scraper component which adds more information for each event, e.g., web
page changes in the context of an RPA project where only web pages are
used.

– Capture policies. They are differentiated into two types. First, policies to
capture mouse and keyboard events. The current mechanism is to capture
one event per mouse click or keystroke. However, it would be interesting to
define a policy where a set of keystrokes are grouped in only one event if
they are within a defined time window. And secondly, policies to capture
screen captures. The current policy capture one image per click or keystroke.
However, some scenario that would not afford so many images can decide to
make captures in a frequency basis, e.g., one capture every 30 s.

– Send policies. A big amount of data is sent to the central server and, in some
context, strict policies must be defined. The current policy sends the event
once it occurs. However, in a context where network restrictions apply, a
common policy would be to send all the events at the end of the day.

4.2 Central Server

The central server is in charge of storing all the events associated with each
monitored computer. In addition, the heavy processing is performed to extract
information from the events to be more useful for future RPA analysis.
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For example, comparing the similarities between images to detect which ones
correspond to the same activity. This comparison may be done by the use of
image-similarity techniques [11]. More precisely, an efficient bit-wise comparison
[10] between images fingerprints (i.e., short hashes which are obtained from
each image in a deterministic way) used to state that two screen captures are
related to the same activity according to some prefixed similarity threshold [26].
Another example is to extract patterns or texts from the images applying image
processing techniques like Object Character Recognition (OCR) [17].

Data processing in the central server will be performed on demand. At this
point, the information being collected does not have to be processed at runtime.
Moreover, this way of processing the information can be beneficial to prevent
database overloads by avoiding unnecessary iterations.

A simple process, i.e, a teacher that has to consolidate the results of the exams
that she marked on her institution website, has been the reference to illustrate
how the log should look like. Figure 2 illustrates a simplified log with some of the
most interesting fields to be considered. Among them: a global identifier, another
one that identifies which computer the capture came from, the timestamp of the
capture, the action and the window where the actions are executed.

Fig. 2. Log example

5 Conclusions and Future Work

This paper presents the foundations of an OpenSource project which aims to
serve as a logger for the analysis phase of RPA projects. After introducing a
motivation scenario where the critical requirements have been identified, the
closet works related to this proposal have been presented. Although similar pro-
posals have been found, it has been noticed that: (1) they do not cover all the
requirements or (2), they are private. Thus, none of the proposals is suitable for
giving a solution to the described scenario.

In this context, this paper presents a proposal covering all the aspects men-
tioned. The proposed solution consists of: (1) a logger capable of collecting infor-
mation from different events and equipment and sending it to a server and (2), a
central server that is responsible for processing this information and converting
it into an enriched log so that the data can be processed later.
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The immediate future work is focused on preparing the data for processing
by data mining techniques. Moreover, an in-depth definition of the requirements
will be studied to improve the connection meaning between the requirements and
the ones used for the classification scheme. Finally, another important aspect is
to manage the data processing itself on the central server.

Acknowledgements. This research has been supported by the Pololas project
(TIN2016-76956-C3-2-R) of the Spanish Ministry of Economy and Competitiveness,
the Trop@ project (CEI-12-TIC021) of the Junta de Andalućıa, and the AIRPA (P011-
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184 J. M. López-Carnicer et al.

13. Leno, V., Polyvyanyy, A., La Rosa, M., Dumas, M., Maggi, F.M.: Action log-
ger: enabling process mining for robotic process automation. In: Proceedings of
the Dissertation Award, Doctoral Consortium, and Demonstration Track at 17th
International Conference on Business Process Management (BPM 2019), Vienna,
Austria, pp. 124–128 (2019)

14. OpenRPA. Open source robotic process automation software (2020). https://
openrpa.openrpa.dk/. Accessed June 2020

15. Randhawa, A.: Blackcat keylogger. https://github.com/ajayrandhawa/Keylogger.
Accessed May 2020

16. Reinkemeyer, L.: Process Mining in Action. Principles, Use Cases and Outlook.
Springer, Heidelberg (2020)

17. Singh, S.: Optical character recognition techniques: a survey. J. Emerg. Trends
Comput. Inf. Sci. 4(6), 545–550 (2013)

18. Spyrix Inc.: Spyrix. parental & employees monitoring software. http://www.spyrix.
com/. Accessed May 2020

19. Spytech Software and Design, Inc.: Spytech, providing computer monitoring solu-
tions since 1998. https://www.spytech-web.com/spyagent.shtml. Accessed May
2020

20. Taulli, T.: Open source RPA. The Robotic Process Automation Handbook, pp.
259–272. Apress, Berkeley, CA (2020). https://doi.org/10.1007/978-1-4842-5729-
6 11

21. UiPath. The UiPath Activities Guide (2020). https://docs.uipath.com/activities.
Accessed June 2020

22. UiPath. UiPath enterprise RPA platform, where the future of RPA arrives first
(2020). www.uipath.com. Accessed June 2020

23. UiPath. UiPath recording types (2020). http://docs.uipath.com/studio/docs/
about-recording-types. Accessed June 2020

24. Aalst, W.: Data science in action. Process Mining, pp. 3–23. Springer, Heidelberg
(2016). https://doi.org/10.1007/978-3-662-49851-4 1

25. Willcocks, L., Lacity, M., Craig, A.: Robotic process automation: strategic trans-
formation lever for global business services? J. Inf. Technol. Teach. Cases 7(1),
17–28 (2017)

26. Wong, C., Bern, M.W., Goldberg, D.: An image signature for any kind of image.
In: International Conference on Image Processing, pp. 409–412 (2002)

https://openrpa.openrpa.dk/
https://openrpa.openrpa.dk/
https://github.com/ajayrandhawa/Keylogger
http://www.spyrix.com/
http://www.spyrix.com/
https://www.spytech-web.com/spyagent.shtml
https://doi.org/10.1007/978-1-4842-5729-6_11
https://doi.org/10.1007/978-1-4842-5729-6_11
https://docs.uipath.com/activities
www.uipath.com
http://docs.uipath.com/studio/docs/about-recording-types
http://docs.uipath.com/studio/docs/about-recording-types
https://doi.org/10.1007/978-3-662-49851-4_1


Beyond the Hype: RPA Horizon
for Robot-Human Interaction
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Abstract. Medium and big organizations have embraced RPA in the
last years bringing to light the high maturity of the technology. Current
trends are towards including “human-in-the-loop” which promotes effi-
cient ways for robot-human interaction. This is especially relevant since
most real RPA projects require a collaboration between the human and
the robot leading to hybrids approaches. The challenges that arise from
this line can be addressed by both asynchronous (i.e., landing area or task
queues where robots and humans share information) and synchronous
solutions (i.e., human digital augmentation where robots provide imme-
diate support). This paper goes in deep elaborating in these two alter-
natives by setting the benefits, requirements, and future research lines
which are envisioned through industrial experiences. In addition, this
work exposes the role of process mining in this journey since it allows
for the necessary efficiency in the process analysis, time-to-market reduc-
tion, and continuous improvement that this robot-human collaboration
requires.

Keywords: RPA · Computer-human interaction · Process mining

1 Introduction

Currently, the concept of Robotic Process Automation (RPA) is an accepted
concept that has been maturely deployed in medium-large organizations where it
has focused mainly on efficiently and automatically solving large administrative
and back-office processes [9]. In this context, there has been a very high initial
hype because very high returns were expected in the short term. However, and
after a landing phase of unrealistic expectations, the RPA movement has taken
significant traction [13]. In recent years, its technology has matured rapidly,
while it has become sophisticated in different lines [2]:

– Incorporate more “low code” approach elements. Thus, construction agility,
deployment control, component reuse and “developer independence” (increas-
ingly relevant factor in the software industry) are an improvement.

c© Springer Nature Switzerland AG 2020
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– Incorporate machine learning elements that allow the systematic actions to
be extended to others where cognitive elements have intervened to date.

– Facilitate the scalability and governance of numerous robotic processes; the
existence of hundreds of robot farms requires control + command elements
similar to the SCADA systems of an electrical network.

– Incorporate “human in the loop”, promoting human-robot collaboration.

This last point is especially relevant since RPA was initially oriented towards
monolithic processes, where automation was complete, end-to-end covering the
different branches and activities of the process [11]. However, it was found that
this approach was excessively unrealistic, since the number of these ideal robo-
tising processes was very low, and even required input data structuring that did
not obey the reality of the processes. On the contrary, after the advance of the
first years, it was detected that hybrid scenarios of robot-human collaboration
were the most natural. In them, a part of activities was identified as convenient
for execution by RPA, due to its high frequency and systematic nature [10]. The
rest of the activities continue to be carried out with human participation, due to
their low frequency, cognitive nature, or where there was no simple identification
of performance criteria. This “blended” approach is the one that has had the
most deployment in recent years. The challenge involved is tackled with different
approaches [1,6]:

1. Segmentation of robot/human activities of the process, with the structuring
of the robot - person contact points in the form of a “landing area” where the
activity switch occurs. The key aspects of this “landing area” are the struc-
turing of the data required for that activity switch completely, autonomously
for both humans and robots, as well as control of the switch, avoiding the
terrifying aspect of “cases in limbo” (cases of the process that neither robot
nor human has clear or agile knowledge that they must treat).

2. Encapsulation of relatively short sequences of human activities of a systematic
nature, theoretically of full application of RPA, where the immediacy factor
of execution on demand is critical for the business, not being possible to
“packet” or demand activity for the robot.

The first approach applies, for instance, to cases of information collection by
robots from different information systems, so that once the required data set is
available, the robot makes them available in a structured way for the human to
execute cognitive action required or continue the process. The benefits obtained
are multiple, not only the expected efficiency but others of greater significance
that were not initially considered in a relevant way. In particular, the com-
plete control of data involved in decision-making “within the process”, as well
as complete control of times and activities carried out by people with the data
provided by robots. Therefore, an “mc-donalization” of the work of people in
“stealth mode” is carried out. And at the same time the ways are laid so that
once cognitive actions have been mc-donalized, they can be identified as efficient,
either through deterministic rules or through machine learning algorithms. The
second approach applies especially in call centres or back-office activities, apply-
ing “RPA steroids” to the traditional concept of “macros”. Macros are not a
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new idea but were limited to mostly simple embedded spreadsheet actions or
script execution on legacy systems. However, there were significant governance
and maintenance problems, since most of these macros are based on “informal
programming” carried out by the employees themselves. Even though activities
were carried out in some cases of high critically, there were significant risks of
operation (ignorance of the code, lack of maintenance capacity, high dependence
on the person who carried it out). The application of RPA to these activities on
demand of people allows solving these challenges, by providing a framework of
governance and control, integrating interaction capabilities with any information
system and execution of actions of any degree of complexity. However, the “reac-
tion time” factor is critical, and that the human cannot remain “waiting” for
the completion of the robot’s activity since the efficiency would degrade and/or
the process may lengthen its completion time. With this short introduction, we
start from the hypothesis that Process Mining can be an extremely useful tool
to facilitate this two-way RPA extension in human-robot collaboration [4]:

– In the case of a single process mining approach, it allows identifying both
visually and quantitatively the elements of potential segmentation of robot
vs. human activity. And equally important that the identification is the mon-
itoring of the evolution of the process progressively since different segments of
the “mc-donalization” are executed by robots instead of people. And equally
important is identifying the “friction points” on the switch between robot
and person due to incomplete data transfer and process control (what would
be called a cold “weld” of the redesigned process).

– In the case of multiple process mining approach, it is possible to identify
the “long tail” of systematic human actions in which attended robots allow
the human being to have an “exoskeleton of administrative activity”, along
the lines in which mechanical exoskeletons are used on industrial production
lines for heavy-duty. The identification of the long tail must allow identifying
the aggregate volume as the prioritization of the candidates to robotize and
its impact. There is a common benefit, and that is that the evaluation of
processes to be robotized has generally required a high effort of analysis,
generally starting from incomplete or even incorrect information (let’s not
forget that a process is analyzed to partially eliminate the human factor from
the process, therefore that resistance to change is relevant). Process Mining
contributes efficiency in this process of analysis and reduction of the “time-to-
market” of obtaining results while incorporating a framework of continuous
systematic evaluation.

With this initial context, in this paper, we analyse how the incorporation of
human-robots and the users of process mining in RPA context, can offer a high
positive impact, not only in large administrative and back-office processes of the
medium-large company. They can also offer a suitable solution for SME (Small
and Medium Enterprise). With this aim, this paper is structured as follow. In
Sect. 2 a background description is presented. Section 3, presents a general view
of our approach of human-robot interaction, which is illustrated with a real
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example in Sect. 4. We finalized the paper with related work (Sect. 5) and with
conclusions and future works in Sect. 6.

2 Background

In the last 5 years, there has been a very high increase in the use of RPA (Robotic
Process Automation) in medium-large organizations. Robotic Process Automa-
tion (RPA) is the automation of a wide set of administrative tasks using “Robotic
FTE’s” configured to have a “Virtual Backoffice” that perform manual activi-
ties without incorporating direct human participation with high efficiency and
high speeds [15]. The application of RPA has been carried out mainly in the
so-called “back-office” activities, mainly related to the areas of Administration
and Finance, which includes financial analysis, financial reporting and planning,
managerial accounting, treasury and cash management, payment and receipt
of accounts, risk management and taxes. Another area of application in RPA
has been carried out in customer service activities, in queries and claims for
the services and/or products provided. These back-office activities are based on
carrying out tasks, mainly administrative, systematic, of relevant volume, on
already established information systems, where the required cognitive activity
is limited [12]. The driver of the utilization of RPA has been fundamentally the
generation of efficiency in these processes and cost savings in the main measure,
and additionally the availability of flexibility of execution capacity to adapt to
changes in the variable and fluctuating workload in the short term. Robotic
Process Automation (RPA) is the automation of a wide set of administrative
tasks using “Robotic FTE’s” configured to have a “Virtual Backoffice” that per-
form manual activities without incorporating direct human participation with
high efficiency and high speeds [8]. In the initial scope of RPA application back-
office processes, it was later extended to activities called “front”, in those where
a human responds to a request for resolution of incidents, queries, claims, in
usual environments of Customer Service Centers, mainly online both by phone
and by other telematic channels. The main difference between “back” activities
compared to “front” lies in that while “back” activities are usually complex,
with relatively medium-high process time, highly systematized, generally requir-
ing scaling between different levels of internal support, front activities tend to
be more atomic, require immediate action (frequently the user or client is in
interaction while the process is carried out), their process time is reduced and
they involve a very high diversity of activities. It is for all these reasons that
the initial application of RPA has been carried out strongly first in the areas of
back-office where the return on investment materializes more quickly and then
has been extended to the areas of front-office later. This application extension
has also been favoured in that the separation between back-office and Frontoffice
is often fuzzy and there is generally a union of back/front activities that sepa-
rating them in a watertight way makes processes inefficient. Over the last few
years, powerful manufacturers of RPA solutions have established themselves in
the market, with the main UiPath, BluePrism and Automation Anyware, being
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the natural focus of RPA application the activities of Backoffice [14]. The focus
of RPA application in Front activities carried out by the manufacturer PegaSys-
tems is remarkable. These solution manufacturers have provided benefits in the
maturation and extension of the application of RPA through:

– Availability of component framework and robot construction environment
with a low-code approach that allows for the agility of construction, reuse
of components and “developer independence” (increasingly relevant factor
in the software industry) are significant tools for the control of deployment
and governance of robot farms of dozens of robots that execute operations in
real-time, where the identification of incidents in their execution is a critical
factor

– Disseminate RPA knowledge and application methodologies, so that the gen-
eration of RPA-trained personnel has accelerated over time, reducing the
barriers to entry of such knowledge through the availability of RPA MOOC
environments, generating high liquidity of personnel qualified in RPA tools.

– Incorporate machine learning elements that allow the systematic actions to be
extended to others where cognitive elements have intervened to date. These
factors of market needs together with the availability of solutions have allowed
the explosion of RPA application. There are numerous experiences with mas-
sive deployments of dozens of robots in financial companies and utilities,
where the back-office and front-office processes are highly relevant.

These massive deployments initially tried to address a one hundred per cent
RPA approach to processes, trying to incorporate all possible activities to be
carried out in the process in robot execution, with very high expectations for
savings and return on investment. However, as the deployment of RPA in these
organizations has matured, it has been confirmed that this approach has been
excessively optimistic, since it has the weakness of implying a monolithic appli-
cation approach, trying to incorporate the end-to-end process into RPA. covering
the different branches and activities of the process. In many, there are fractions
of the process whose casuistry or complexity do not make the incorporation of
RPA profitable to address them. In turn, the discovery effort of all the activities
to be carried out in the processes has been identified as a relevant factor both
in the investment required for the deployment of RPA and in the time involved
from the identification of opportunity to the availability of RPA. running stably.
That is why the RPA approach is considered a much more efficient and effective
approach considering from the beginning the collaboration of robots and people
in an integrated way in the process, which has been called “human in the loop”.
Therefore, hybrid scenarios for robot-human collaboration were established in
the natural ones, where:

– A part of activities were identified as suitable for execution by RPA, due to
their high frequency and systematic nature

– The rest of the activities were kept to be executed by the robots, due to their
low frequency, cognitive nature, or where there was no simple identification
of execution criteria.
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Fig. 1. The defined process

3 Robot-Human Interaction and Process Mining

In this section, we are going to present a proposal that we have drawn mainly
from research experience in the business environment and that is validated in
Sect. 4 with a real example. This proposal starts with the hybridization scenario
discussed in the previous section.

3.1 Applying Our Approach

Our approach is thinking about a very concrete set of stakeholders. It is oriented
to help the development team who wants to create an RPA hybrid solution
enriched with process mining. In this sense, the first part of our approach presents
a set of steps that should be executed and consider the definition of the RPA
hybrid solution. The factors identified to perform a successful hybridization are
presented in Fig. 1 as a process composed of five steps that should be executed
to rightly defined the hybrid process.

– Step 1.- Identification of the activities carried out by both robots
and people. It is necessary to clearly and exclusively segment the activities
carried out by each one, but at the same time, it is necessary to include in this
identification of activities the design of mechanisms that prevent the human
from bypassing the robot. This can be done either by designing execution
methods for “poka-yoke” tasks or by preventing the human from accessing
certain information or system required for the execution of the tasks that
must be performed on the robot. Although this process design orientation
may not seem necessary, the experience in the deployment of RPA indicates
that to maximize the probability of success, it is necessary to include these
elements that some might consider “anti-ludicrous” mechanisms, since on
numerous occasions the people involved in the human-robot hybrid process
they visualize the impact on jobs that the incorporation of RPA implies for
them

– Step 2.- Identification and design of how the transfer of informa-
tion is carried out between robot-human and/or vice versa. Although
the clear and exclusive identification of human and robot activities has been
carried out, there are always points where to achieve the overall flow of the
process, it is necessary to transfer the “ownership” and execution of the pro-
cess from one to another. They are the checkpoints of the Border Control.
Their characteristics are that they must be clearly and unambiguously defined
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where they are, with a unique sense of the human/robot or robot/human infor-
mation flow, and the transfer information must be complete and transferred
in one go. These conditions are important to ensure that the human being
can continue with the process without reprocessing or reworking what the
robot has already done, which would cause a loss of efficiency in the process.
At the same time that it would generate distrust in the human being of what
has been done performed the robot, producing the effect “I review what the
robot has done because I do not trust.” That is why in these checkpoints it
is critical to provide the human-robot with all the information required for
the continuity of the process, and if for any reason it has not been possible
to complete or generate any information, it must be identified and the pro-
cess marked as “KO”, i.e. failed, To avoid confusion. In the process, these
Checkpoint points must, therefore, guarantee the robustness of the hybrid
process, experience shows that if it does not have that robustness, although
the activities performed by robots and humans are perfect, there is a “cold
welding” effect that produces the process is split.

– Step 3.- Generation of capacity and feeling that the human who
executes the human part of the process knows the global evolution
of the process in real-time. This factor is critical both for the efficient
execution of the process and to ensure effective change management in the
adoption of the new way of working. The ultimate goal of achieving the feeling
that the human is “man-behind-the-wheel”, or as the French Luddite anarcho-
syndicalist activist Émile Pouget (1860–1931) indicated, “The worker will
only respect the machine the day it is become your friend, reducing your work,
and not like today, who is your enemy, takes jobs and kills workers”. The
elements that are part of this knowledge of the situation of the process can
be synthesized in:
• Indicators of the number of cases of the process in execution in its different

states (pending to be treated by robot and human, in the process by each
and completed)

• State OK/KO, i.e. passed or failed, of each of these cases completed
• States of operation of each of the robots that collaborate with humans

and details of the activity carried out.
It is critical to generate the feeling that this information is there for the human
when s/he needs it, in an agile way, although most of the time s/he does not
need it. Experience shows us that most of the time the humans who execute
the process do not need this information, only when there are incidents in
the execution of the process is access to this information necessary, avoiding
the perception of unknown operation black box.

– Step 4.- Deployment of tools for control and governance of the
whole process. The integrated control of the process must be carried out
in such a way that the process supervisor has the information in real-time
of how the process is executed as a whole, in both the human and robot
parts, allowing to balance workload between humans and robots, managing
respective work queues, identify the degree of saturation of human and robot
capacity, the status of OK and process KOs globally, and even, if necessary
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in exceptional circumstances, take cases in process or pending execution for
manual execution. These elements of the process are part of the elements of
command and control of the integrated process, but as important as they are
they make a design of the government of the process itself that guides its
automatic execution and with the least human decision-making intervention.
Although as indicated in the previous point that the human who executes
the manual or cognitive part of the process must have the perception that he
knows and controls the process, the design of the process must be oriented
so that the cadence of activities of the process itself is marked by the robot’s
actions, aiming for robots to generate human work queues. This automatic
process pulse dialling will generate greater process efficiency while reducing
process adoption times by forcing faster and more focused adoption.

– Step 5.- Centralization of human process data - robot. Having a cen-
tralized repository of executed cases, their trace of execution, human actors
and robots that have participated throughout its execution is essential to
allow the aforementioned elements of process control and governance and
online visibility of the process situation. But even more, it is the essential
tool to evaluate the real performance of a new process executed in a hybrid
way, its evolution over time and the detection of possible hidden inefficiencies.
In addition, it becomes the “post-mortem” identification tool for actions per-
formed by humans and robots in the face of unforeseen KOs or performance
values out of range.

3.2 Measuring the Process

The design of the hybrid human-robot process it is not a simple problem and
it requires the development team to work a guide for a set of measures that
guarantee that the development is being successfully applied. It requires takes
into account the above steps and implements them effectively will generate the
fluidity and robustness necessary in the new process. However, it is critical to
define a set of key indicators that help the team to value the success of the new
process that is established. In our approach, the next ones are considered:

– The captured data allow knowing the complete cycle of activity of robots and
humans, having enough fine grain of associated information for the discovery
of causes involved in the KOs of the process? Percentage of process OK con-
sidered as cases that are executed end to end in human-robot collaboration
as designed.

– Percentage of cases that have remained at some point in the process without
being automatically transferred between humans and robots, and have had
to be manually rescued to be manually inserted back into the process or
reprocessed in the process.

– OMT (Operation Medium Time) of human activities concerning the forecast
before design. In this aspect, it is necessary to identify the “pure” time for
the execution of human tasks, and also, but separately, the time “around” the
execution of tasks, related to the management of work queues, monitoring of
ongoing activities, time non-productive around the task.
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– Time of execution of tasks by humans that should be performed by robots, due
to their unavailability, required operation windows exceeded, the operation
performed OK only partially by robots. This indicator shows the degree of
underperformance of the process, and the expectation of its improvement.

The implementation of a continuous improvement cycle based on these indicators
allows us to iterative go through the 5 identified phases (see Fig. 1), helping us
to solve the following questions:

– What new activities can be done by robots instead of humans? Are there
systematic failures in tasks performed by robots that impact humans? How
can they be avoided and make the process more robust?

– A higher than expected human BMT may hide friction in the transfer of
information. Is there partial information on robots made available to humans?
Are there new manual human activities not initially contemplated?

– What information is mainly used by humans for the execution of their tasks?
Is there other information required and not covered?

– Are the process queues generated by the robots sufficiently optimized or
are there capacity bottlenecks? Is the information required at the time it
is needed?

– Are the data collected from robots and humans sufficient for the complete and
effective measurement of the efficiency generated? The captured data allow
knowing the complete cycle of activity of robots and humans, having enough
fine grain of associated information for the discovery of causes involved in the
KOs of the process?

3.3 Enriching with Process Mining

How to market technology solutions have addressed this challenge today comes
from two different poles: • Centric BPM: BPM (Business Process Manage-
ment) solutions that have allowed the design, construction, deployment and
operation of processes through workflows and their integration with informa-
tion systems, to which RPA elements have been incorporated as yet another
system to integrate. The most significant example of this orientation is Appian,
a benchmark in the BPM sector, which has facilitated integration with market
RPA tools, and even by acquiring the RPA company. The advantages of this
approach are its maturity in the process vision, the availability of out-of-the-box
integration elements and the focus on the end-user experience that an integrated
process working environment has. The disadvantage is that its application focus
is mainly heavy processes, extensive in human activities, of high complexity, as
well as the cost of the technology involved, which sometimes prevents a return
on investment based on the efficiency generated (cost of human FTE removed).
• RPA centric: RPA solutions that integrate elements of robot-human inter-
action in the event of or in certain situations of the designed process. As the
most significant example of this orientation is UiPath, which has incorporated
the generation and management of data entry forms and/or validation of infor-
mation by humans, as an extension of its robot control and governance tool



194 R. Cabello et al.

(component called “orchestrator”). The advantages of this approach are that
it allows complete control of human activities within the process of interaction
with the robot, as well as guiding the cadence of the process of the robot towards
the human. However, the main disadvantages of this approach are the limited
benefits in sophisticated interaction of the human with the robot (complex data
involved, integrated validations and logic, global process vision), as well as lack
of exploitation, monitoring and process control benefits. integrated both humans
and robots. Additionally, the centric RPA approach also incorporates the RDA
vision of robotising (RDA: Robotic Desktop Automation), focused on under-
command activities (“unattended robots”) where a human on-demand makes
specific requests to execute automatism. This automatism generally implies a
reduced number of activities by the robots, reduced execution time of the robots,
and the need for immediate feedback to the user who requested the OK/KO com-
pletion. In the case of UiPath, this approach to RDA is made using its UiPath
Assistant tool, which is its end-user manager for the available unattended robots.
Although its operation is simple for the user, it has very limited deficiencies
regarding feedback and sophisticated interaction with the user, and in the case
of KO of the robot, the user has reduced information and is not quick to know
what has happened in the process.

As previously indicated, the deployment of RPA systems that allow human-
robot collaboration is not a big bang process, on the contrary, its success is
associated with a process of continuous improvement. Process Mining allows
a successful initial design of collaboration and continuous monitoring of the
process to progressively increase the results, based on new activities identified
to be carried out by robots and a progressive decrease in KOs. In this robot-
human hybridization scenario, the Process Mining of the process constitutes a
facilitating tool for said hybridization. Thus, Process Mining allows activities
to be carried out as they are currently carried out before the design of the
new hybrid process. This survey of the process should aspire not only to the
identification of the activities involved carried out by humans in the process but
also and most importantly, the effort involved in each activity to evaluate the
business case of the hybridized process and its return on investment against the
applied change. The great challenge of applying Process Mining to this type of
process of the potential application of human-robot hybridization is the difficulty
of having traces of human activity of each one of the activities carried out by
humans, with which we have a relatively The grossness of human activities,
which implies a significant degree of uncertainty and/or inaccuracy of the AS-IS
situation, can invalidate the starting premises in the business case to be carried
out. Once the robot-human hybridization process has been designed, this design
should allow traces and activity records of the robots and humans to be available,
which in turn allows Process Mining to be continuously incorporated into this
evaluation, as information is now available “finer grain” in the process. The
segmentation itself, a structure that requires hybridization, forces the generation
of this process execution data that was not previously available. That is why the
application of Process Mining in an RPA-human hybridization scenario should
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not be considered with an application focus of eighty percent of the effort in
the design of the AS-IS and TO-BE process and twenty percent in monitoring.
But on the contrary, thirty percent of the effort in design and evaluation of
hybrid-robot MVP (minimum viable product) focusing on the elements of the
greatest contribution of the robot and identification of critical aspects of the
initial deployment, and seventy percent of the effort in continuous improvement
of the process and efficient process monitoring.

4 A Real Project. Learning from the Trenches

The proposal presented in this work has already been applied in a real project
entitled RAIL. This project was developed in collaboration between Servinform
Inc. and the University of Seville. The objective of RAIL is to propose an innova-
tive solution and supported by computer tools to identify the business activities
to be robotized without any intrusion or requirement with the existing infor-
mation systems, capturing the data of execution of the tasks at the same time
that they are carried out by back-office people and automatically identifying
the robotization elements of processes to be implemented, including cognitive
elements. Rail is made up of a series of modules that allow its correct definition:

– Non-intrusive monitoring. Software component that can be installed in
the workplace that intelligently captures and completes the interaction data
with transactional systems, in real-time and generates a structured dataset
for the analysis of the process, without causing any type of degradation in the
person’s activity backoffice nor jeopardizes the security and confidentiality of
process data.

– Automatic process survey module. The component allows automatic
generation of the work process with all workflow variants from the logs and
images resulting from the non-intrusive monitoring module. This automatic
process generation is based on the application of image-hash, image-match
and OCR algorithms on said dataset.

– Qualitative evaluation module. On the automatic survey of the process
resulting from the previous module, iterative analysis and refinement of the
resulting process are applied by modifying the configurations of the differ-
ent algorithms to generate new refinement of the analysis and comparatively
evaluate the results obtained. The integration of ProM makes it easier for
the user to refine the processes resulting from the analysis, facilitating the
use of process generation algorithms and identification of evaluation metrics.
As a result, the representation of the faithful image of the executed process
is obtained, and in particular of the branches of the process that constitute
exceptions and/or infrequent activities. These activities constitute the ele-
ments of the process that are most difficult to identify and which in turn
generate the critical points of robotization since their non-identification gen-
erates untreated exceptions to the process that cause the robot to stop or
incorrect actions (Fig. 2).
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Fig. 2. A global view of RAIL project

– Module for the identification and deployment of predictive algo-
rithms. It includes the learning components of the expert system (a neural
network that will allow any type of action or actions as input, be it mouse
clicks, keystrokes or any type of text and will transform all this type of input
into a corpus) and the prediction component (Once the neural network has
been trained, we are using the learning product to predict the behavior of the
robot, so that it asks the RAIL system “what should it do” to continue with
its functional process).

The Module 1 component aims to capture images and mouse and keyboard
presses, to extract all the possible information from the process with which a per-
son works on information systems, generating capture records that must allow
the description of your full activity. Modules 2–3 are made up of three stages
(Execute, Analyze and Configure) that can be cyclically executed as many times
as desired. The component allows integration through the ProM framework,
which allows the execution of an extensible set of algorithms for log manage-
ment, process discovery and analysis. The Execute stage applies image analysis
techniques using algorithms including image fingerprint, template matching and
OCR. The Analyze stage includes various Group and Process refinement algo-
rithms, to allow the discovery of groups of similar processes as well as exceptions
to general threads. The Configuration stage allows modifying the configurations
of the different algorithms to generate new refinement of the analysis and com-
paratively evaluate the results obtained. Module 4 includes the learning compo-
nents of the expert system and the prediction component that allows integrating
prediction algorithms in the identified processes. Additionally, Servinform has
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carried out the implementation for robot-human collaboration in the practical
case of managing consumer claims for a Spanish national electricity company.
The solution scheme deployed has been:

Farm of RPA robots made in UiPath that extract information from com-
mercial information systems and CRM. They perform data extraction in the
time window from 00:00 to 12:00. These robots extract the information, approx-
imately 100 variables of various kinds, both text and numeric, which are all the
data that may be required for a person to decide the resolution to apply to the
claim.

– Solution prediction algorithms. Based on the dataset carried out during 6
months, 45 possible solutions to apply to a claim were identified, based on
combinations of output variables from the cognitive resolution process. A
model deployed in AWS Sagemaker was trained to predict these three priority
solutions.

– Robot Control System, AWS prediction system and Human-Robot processes,
which manages the queues of robot processes, the data collected by the robots,
stores them in a database and generates queues of cases to be treated by
humans. along with the predictions that have not exceeded the confidence
threshold for human review, as well as the result of the resolution to the
human claim.

– Human-Robot interface called “Dispenser”, web front that makes available to
the back-office team the data collected by the robots, the proposed solution,
and allows the registration of the solution established by the human (which
allows the refinement of algorithms)

The results obtained from the projected increase the efficiency of the process
from ten percent of the start with the deployment of a collection robot farm
until 10 months later, an efficiency of over sixty percent after including both
optimization of the collection process, implementation of the three predictive
solutions after ten iterations in predictive models and the implementation of
deterministic solution rules identified with the dataset generated over time. The
main conclusions of the project include:

– Criticality in maximizing the usability of the human-robot interface. Due to
the high number of data to be displayed, the agility to display the data, ease of
identification of the information provided and the management of the queue
of cases to be treated are highly relevant due to their impact on efficiency.

– Easy and clear identification of incomplete information collected by robots.
In the event of an incidence in the systems on which the collecting robots
operate, it becomes very important so as not to degrade the efficiency gener-
ated, the immediate availability and at the human disposal of the trace of the
actions of the robots on the systems on which they have worked, to unequiv-
ocally identify the existing and NOT existing information in the collection.

– Adaptation of the extraction rate by robots to ensure that humans always
have a work queue available at the beginning of their time window. This
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caused an increase in the number of robots to ensure the absence of bottle-
necks.

– Results monitoring environment using KPIs that identify over time the evo-
lution of the number of cases treated integrally by the human-robot collab-
oration system, cases treated from outside, the average BMT in each time
window (time dedicated by humans in the collaboration process), the per-
centage of OK and collection KO, the percentage of prediction that exceed
the thresholds established for each one and the segmentation of the efficiency
provided.

5 Related Works

Definition of RPA is not new. As it was introduced in this paper, there is quite a
literature in this environment. Some surveys or reviewers of the current situation
of RPA have been found [3,5]. However, in this paper, we are trying to focus
on a real view of the RPA technology. In this sense, our starting point is the
recent paper [2]. In this paper, authors review 54 primary studies under the
SMS (systematic mapping study) Kitchenham mechanism [7]. As the author
introduced and demonstrate, the real application of the RPA that was published
is still reduced. This could be motivated by industrial protection or patents
on these functionalities or platforms. Nonetheless, it is not possible to confirm
since no information has been found on related patents in the field of RPA.
Authors add to the paper an industrial review in RPA where they identified
some solutions and analyses different commercial tools.

6 Conclusions and Future Works

RPA has being a movement that is being applied in research and industry with
successful results. However, after the first era of RPA, it is necessary to recon-
sider the situation to try to carry out its advantages to other environments, like
SME. In this paper, we present a global discussion about how RPA can offer a
suitable solution if we consider the human in the loop. Thus, the paper presents
an approach to include the human effectively into hybrid RPA. This approach is
enriched with a set of key indicators and with Process Mining principles. To illus-
trate our approach, we present experience from the trenches, RAIL Project. As
future work, we want to continue working in our approach, both in the research
and in the enterprise side. Our idea is to try to define a detailed process, based
on the one presented in Fig. 1, with real mechanisms to measure its development
in a very effective way. It is also very important to guarantee that the process
mining principles are included in the right way, guarantee that the all approach
can offer good results even for small and medium companies.
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Abstract. Robotic process automation (RPA) is a technology for cen-
tralized automation of business processes. RPA automates user interac-
tion with graphical user interfaces, whereby it promises efficiency gains
and a reduction of human negligence during process execution. To har-
ness these benefits, organizations face the challenge of classifying process
activities as viable automation candidates for RPA. Therefore, this work
aims to support practitioners in evaluating RPA automation candidates.
We design a framework that consists of thirteen criteria grouped into
five perspectives which offer different evaluation aspects. These criteria
leverage a profound understanding of the process step. We demonstrate
and evaluate the framework by applying it to a real-life data set.

Keywords: RPA support · Viability assessment · Process activity
evaluation · Process characteristics

1 Introduction

The state of technology is continuously advancing, resulting in shorter inter-
vals to scrutinize whether tasks can be automated or rely on human execution
[1]. The recent rise of robotic process automation (RPA) challenges this status
quo once more and further blurs the boundaries of human computer interaction
[22]. RPA automates repetitive and monotonous tasks by configuring software
robots to mimic the actions of the user on the presentation layer [2]. Orga-
nizations are hoping for RPA to lead to an increase in time for employees to
focus on value-adding activities and to cut costs [18] through eliminating time
spent interacting with information systems and data transfer [32]. Furthermore,
companies expect RPA to improve the quality of their work, eliminate human
negligence and increase reaction time around the clock [9]. Primarily driven by
changing market dynamics and global competition, companies are forced to cut
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costs through the implementation of new technologies like RPA, especially when
they promise a quick and high return on investment [1].

While the benefits for organizations in applying RPA seem evident, the ques-
tion remains as to why there are currently only few success stories of RPA adop-
tion. One of the biggest challenges identified for a successful RPA implementation
is the selection of suitable processes or process activities for RPA [1,13,32]. The
methods available to date mostly offer high-level decision-making support with
the focus set on profitability rather than assessing the RPA viability of processes
or tasks [5,22,33].

The objective of this work is to offer practitioners a process characteristic
evaluation framework including a set of criteria and exemplary evaluation met-
rics. To understand the parameters of RPA, the following research question needs
to be answered:

What are the characteristics of a process activity, or a set of process activities,
that facilitate viable robotic process automation?

By answering the question, this work contributes to broadening the under-
standing in the selection of process activities for RPA. Furthermore, it serves as
a basis for the creation of a framework that examines the process activity from
different perspectives for its suitability for RPA. In addition, the application of
the framework highlights challenges when assessing the criteria and opens up
new research opportunities.

This study is structured as follows: In Sect. 2, the term robotic process
automation is defined and the results of a literature review are presented as
a concept matrix. Further, the existing methods for process or process activity
selection are compared to derive the similarities and differences. In Sect. 3, the
process characteristic evaluation framework is presented. Section 4 outlines the
evaluation approach, the data set and the pre-processing of the process before
the framework is applied and validated. The contributions, limitations and future
research are summarized in Sect. 5.

2 Background

2.1 Robotic Process Automation (RPA)

While the interest in RPA is still steadily increasing [29], there is no well accepted
definition found in literature. Despite the arguable lack of definition, certain char-
acteristics describing the term Robotic Process Automation are found through-
out the literature.

RPA incorporates different tools and methodologies [1,9,23,27] aiming to
automate repetitive and structured service tasks that were previously performed
by humans [1,2,21]. This is achieved by the application of software algorithms
known as software robots or bots, which are imitating the execution flow of
humans on the front-end [1,2,11,16,24,26]. Just as a human user, robots can
interact with the user interface through mouse clicks, key board interactions and
interpretation of text and graphics [26], as well as log into multiple applications
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to extract, process and enter structured or semi-structured data from different
sources [33]. RPA usually does not require defined interfaces as the software
sits on top of information systems and accesses applications only through the
presentation layer [2,35], thus the back-end systems remain unchanged [1,20].
As a result the robots perform activities in a non-invasive manner [16] without
the need of application programming interfaces (API) to transfer and process
data [33].

Depending on the configuration approach for software robots, little to no
programming knowledge is required to implement and manage the orchestration
and execution of the robots often referred to as low-code development [13,16,20,
25,26]. Although RPA typically favors less complex and cognitive tasks, advances
in machine learning can extend the range of RPA application in the future [3,33].

In this work, we define RPA as an automation technology which performs
work on the presentation layer, can be set up by a business user, and is managed
on a centralized platform.

2.2 Process Characteristics of Automatable Activities

In order to develop the framework, the question - What are the characteristics
of a process activity, or a set of process activities, that are suitable for robotic
process automation? - must first be answered. To obtain a comprehensive list of
potential process characteristic evaluation criteria, a literature review following
the guidelines proposed by [34] is conducted. For an exhaustive review, sources
are searched for in the databases Scopus, Google Scholar, and IEEE Xplore Dig-
ital library. The identified criteria are then compiled, checked for redundancy
and listed in a concept matrix (Table 1) that relates the criteria with the source
articles and visualizes the acceptance and relevance through the number of men-
tions. In particular, we used the criteria presented by Wanner et al. [33] as a
starting point and extended the list through several iterations.

Ideal candidate processes for automation must be standardized [2–5,7,9–
17,19–22,24–26,28–33,36–38]. Therefore, the process or task needs to be strictly
defined and structured [3,15,17,24,33,37]. A high degree of standardization
before automation is necessary to result in a low amount of process varia-
tions and outcomes [33]. No or low subjective judgment or interpretation skills
[7,17,32,37] are required for decision making as the process follows a rule-based
flow [5,7,13,14,16,19,24,26,29,32,33,37,38]. Well-suited tasks for standardized
processes are also mentioned to be mundane, simple and monotonous [7,9,31].

In combination with a high degree of standardization, the execution frequency
of a process or task has a big impact on the automation potential. In favor of
RPA suitability, tasks need to be performed repetitively and in high transaction
volumes [7,9,10,13–17,19,22,24–26,29,31–33,37]. Besides the volume of trans-
actions it is mentioned that the transaction of a substantial amount of data
implies an aptitude for RPA [37].

Furthermore, the maturity of a process is an indicator as to whether it fulfills
fundamental requirements for an automation effort. Maturity describes the fre-
quency of changes to the logical execution flow of the process [5,32] and further,
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that the process and its tasks are specified, predictable, stable and measur-
able [13,15,22,29,32]. Contrary to standardization, the failure rate describes the
amount of deviations from the defined process flow. Candidate processes suited
for RPA show little or no amount of exceptions when tasks are being executed
[5,10,17,32,33] and do not require human intervention. Additionally, the ratio
of process tasks that undergo an unusual process flow or inhibit the structured
flow to completion is limited or zero [5,33].

Table 1. Concept matrix with dimensions [34]
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[10] • • • • •
[3] • •
[9] • • • •
[22] • • •
[24] • • • •
[26] • • • • •
[5] • • • •
[7] • • • •
[14] • • •
[15] • • • • •
[16] • • • •
[17] • • • • •
[19] • • • • •
[25] • • • •
[29] • • • • • • •
[31] • • •
[33] • • • • • • • • • •
[37] • • • • •
[38] • •
[13] • • • •
[32] • • • • • •
Total 20 18 17 9 8 7 5 4 3 2 1

With the objective to further minimize the exceptions, stability of the sys-
tems in use and the process outcome is crucial. For an execution following the
predefined rules, the stability of user interfaces and the interaction between dif-
ferent systems is essential [26]. Ideal candidate tasks for RPA have as a result a
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limited number of exceptions and high predictability of their outcomes to avoid
uncertainties and disruptions [10,33].

The speed of tasks that require access and interaction with multiple systems
can be increased immensely (e.g. data entry between systems). In 17 out of 21
examined papers, tasks including the access to different systems are mentioned to
be suitable for RPA (see Table 1). Whenever multiple systems need to be accessed
by a user, the manual effort is high and also reflected by the time consumption for
this task. A software robot can work within the different systems flawlessly and
execute the tasks more rapidly, enabling not only the extraction of information
but also the triggering of events, when a task is completed [3,9,16,17,25].

In order for process activities to be performed between multiple systems,
the data needs to be in a structured and digital form. When data is structured
[5,7,15,19,24,25,29,32,33,38], the software robot can then successfully interpret
the given input and follow the execution flow of the process activities.

Apart from process and process activity characteristics, literature mentions
that proneness to human errors is also an indicator for RPA potential. This
assumption is based on the fact, that with increasing volume of tasks, humans
will more likely cause exceptions by false entry or incorrect data manipulation
than a program would [9,13,16,17,29,37].

Moreover, a process or task can be judged by its impact or value to the
business. This is where literature does not provide a clear outline due to the
small amount of mentions. While some argue that automation potential exists
for processes with a low degree of business value [9], others state that processes
with a low execution frequency but a high business value are suitable candidates
for automation [10,37].

Focusing on the voluminous and repetitive processes, the number of users
involved in the execution reflect another perspective on RPA suitability. Kokina
and Blanchet [19] indicate potential benefits where several people are performing
the same processes, when these are repetitive and require no or low subjective
judgment. A different perspective highlights the handovers of work between dif-
ferent stakeholder across departments as a factor to consider [33].

Last, the execution time of a process is a criteria to assess the suitability of pro-
cesses for RPA [33]. Decreasing the time spent with repetitive and highly trans-
actional jobs, increases time for employees to focus on more value-adding tasks
[3].

3 Process Characteristics Evaluation Framework

To support practitioners in evaluating the viability of RPA for process activities,
we summarized the findings of our literature review in a framework.

Table 2 visualizes the process characteristics evaluation framework (PCEF).
We present five perspectives – task, time, data, system, and human – that contain
several characteristics that analysts can use to evaluate a process accordingly.
We present examples for evaluation of the criteria but the list is certainly not
exhaustive. We decided to exclude value as a criteria from the framework as it
is implicitly covered by other criteria such as frequency and urgency.
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Table 2. Process characteristics evaluation framework

Perspective Criteria Exemplary Evaluation

Task Standardization Number of different activities
Number of variations to execution flow in
business

Maturity Number of deviation cases over time
Ratio of deviation cases over time

Number of deviation cases over time
Ratio of deviation cases over time

Determinism Number of manual interactions
Time to solve manual interaction

Failure rate Number of unsuccessful terminations
Number of manual interactions
Number of rework loops

Time Frequency Number of executions

Duration Average time to task completion

Urgency Average reaction time

Data Structuredness Consistent use of data objects

System Interfaces Number of execution steps
Time spent on application interface

Stability Number of exceptions

Number of systems Number of systems involved
(e.g. CRM, ERP)

Human Resources Number of users performing same task
Number of users involved in process

Proneness to
human error

Number of exceptions
Time to solve exception

Task Perspective. The task perspective refers to the execution of process
activities. Its criteria are standardization, maturity, determinism, and failure
rate.

First, standardization refers to a process’s degree of structure. In standard-
ized processes, every process element is unambiguous, and the execution order
remains the same in each process instance. As a result, stakeholders receive
the same outcome from a standardized process [20,22]. Thus, we examine the
execution order and the number of process variants to measure a process’s stan-
dardization. We can, for instance, analyze predecessors and successors of the
process of interest. Ideally, the order of execution remains the same and equals
to the desired process flow.
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Maturity indicates that no frequent changes to the process flow are observ-
able. Therefore, processes need to be specified and predictable over a period in
time [5,22]. Mature processes usually terminate successfully and show a compa-
rably low number of variants [15,32]. The evaluation focuses on the number of
process variants and the difference between the ideal and variant process paths.

Determinism is one of the most distinctive criteria to assess the viability
of RPA. Deterministic activities consist of logical execution steps without any
form of cognitive assessment [7,17,32,37]. This is a fundamental requirement
for software robots since human judgment aggravates automation. To fulfill the
criterion, logical and rule-based steps suffice to describe a process. Hence, the
evaluation examines manual interactions and execution time.

Last, the failure rate relates to self loops to repair previous executions and a
non-recoverable unsuccessful termination. A low failure rate leverages automa-
tion. The failure rate subsequently focuses on the amount of deviations from the
ideal process flow caused by failures, and their respective causes [5,10,17,32,33].
A high failure rate might correspond to poor standardization, maturity or deter-
minism as the causes for exceptions.

Time Perspective. The criteria listed under the time perspective focus on the
duration and frequency of processes and process steps.

First of all, the frequency describes the absolute number a process step occurs
over time. The execution frequency is high when tasks are repeated daily and
in high transaction volumes [7,9]. The criterion measures the number of an
activity’s occurrences in a certain period.

Additionally, the framework includes the duration which expresses the time
required to execute a process or an activity. The duration needed to execute a
process or an activity is a quantifiable indicator of the time-saving potential.

The final time-based criterion of the framework is urgency which describes
how critical the immediate execution of a process step is. The delayed execu-
tion may cause an increasing overall duration, or may hinder progress. Software
robots are working 24/7, unlike users with relatively short time frames. For this
reason, the evaluation focuses on the time needed to react to execute such urgent
tasks.

Data Perspective. In many processes, information is processed in multiple
systems. Therefore, the data perspective resembles the structuredness of data.
If a robot shall process data, the data source must be digital [25]. Moreover,
the data must at least be semi-structured to enable automation [5]. When a
process involves handling data, users may perform simple operations to extract
it from the source and enter it into a system [15,19,24,33,38]. This is a crucial
requirement for the successful interpretation and execution of process steps. To
evaluate this criterion the data source is analyzed. Typically structured data
is in semi-structured forms like spreadsheets, websites, or emails. Unstructured
and hardly accessible data impedes RPA.
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System Perspective. The fourth perspective in the framework is related to
the underlying systems. The perspective poses the interaction with interfaces,
and the stability of information systems.

Due to our preceding research we added the criterion interface to our frame-
work. The criterion interface is evaluated by identifying whether the task could
be solved using software robots. Here, the time spent in an application’s interface
and the number of required execution steps serve as indicators.

Another system-related criterion is the stability. Ideally, systems and appli-
cations involved in process automation are stable. During process execution,
all operations on the user interface perform accordingly, and users only seldom
experience interruptions [10,26,33]. A stable operating system also relates to
this criterion. It guarantees the absence of system related exceptions during
automation. For analyzing system stability, we propose the number of soft- and
hardware exceptions. Important in practice is to distinguish between exceptions
caused by the systems or applications themselves and external factors such as
capacity errors or connection.

The last system-related criterion in the framework is the number of systems.
It deals with process parts or activities that interact with multiple information
systems. Consequently, the interaction between systems is necessary, but no
value is added when performed by a person [16,17,25]. In fact, robots outper-
form humans in atomic operations, like copy and paste [3,9]. Thus, automation
candidate tasks transfer information from one to other systems. The potential
of more involved systems is higher, if these are running stably.

Human Perspective. The last perspective deals with humans computer inter-
action focusing on the human. The perspective comes with two peculiarities,
resources and proneness to human error.

The framework includes resources as criterion to highlight the number of
users involved in the process. Especially frequent activities require resources to
deal with the volume of work. This criteria can be assessed from two view points.
First, based on the number of users performing the same task. Second, multiple
users contribute to an activity’s instance. [19,33]. To assess the resource savings,
we utilize the count of users performing the same task, and the number of users
involved in one task instance.

The last aspect in the PCEF is the proneness to human errors as a cri-
terion. Humans tend to erroneous behavior when executing monotonous and
voluminous tasks which results in such errors that solely relate to human nature
[9,13,16,17,29,37]. Eliminating such mistakes with business rules or robots yields
to additional savings regarding costs and time. Measuring the error proneness
relies on the number of human mistakes and the required time to fix those.
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4 Evaluation

The evaluation focuses on event logs generated through PAIS. Event logs reveal
insights about the business process and its execution. We aim at an objective
evaluation by using a publicly available data-set to show the applicability of the
PCEF [8]. We determine process characteristics with Process Mining Software1.
Hence, we test the framework for its applicability in a practical environment.

The candidate process describes a P2P process of a multinational coatings
and paints enterprise. Due to its administrative character, it is a suitable can-
didate for automation. In this case, RPA minimizes manual work and increases
efficiency at the enterprise’s bottom line. The candidate process covers the steps
from creating a purchase order to the clearance of the invoice. A purchase order
contains at least one purchase order item. An item stores attributes describing
the resources involved, value of events and anonymized company information.

In total, the data set includes more than 1.5 million events, and 251,734
purchase order items (cases) in 76,349 purchase orders. To illustrate the structure
of the event log, Table 3 visualizes an event log from the data set.

To analyse the framework, we focus on the paths related to Item Category: 3-
way match, invoice before GR. We further drill down selecting the most common
variants (9̃0%) in 2018. These filters result in 197,010 cases with 136 process
variants.

Examining the event log reveals that traces including the manual activity
‘Change Quantity’ take a month longer on average.

Thus, we select ‘Change Quantity’ as our process step of interest, and apply
our framework to evaluate the activity. Note that we consider the deletion of a
purchase order item and the reoccurrence of ‘Change Quantity’ as incompliant.
Standardization. The criterion examines a process’s degree of structure, and it
relates to a low number of overall variants.

Our analysis of ‘Change Quantity’ reveals that it has five valid predeces-
sors covering 95% of all incoming process paths, and two valid successors that
cover 94% of all outgoing traces. Additionally, we examine the activity’s process
segment in different business units.

Every business unit conducts the activity in the same context. Consequently,
we identify a logical and structured process flow. The assessment shows that
the process is rather standardized, since 95% of all preceding and 93% of all
following activities are compliant and follow a certain pattern.

Maturity. The maturity expresses the number of compliant process variants
which establish over time. In total there are 25 variants containing the activ-
ity. Out of these 25 variants, 22 are following compliant pre- and sucessors while
three are incompliant. There are 2 variants reworking the activity and one which
causes the deletion of purchase order items.

1 https://www.celonis.com.

https://www.celonis.com
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Table 3. Exemplary event with contextual attributes from the event log

Attribute Value

Case ID 2000000000 00001

Activity Record Goods Receipt

Resource user 000

Complete Timestamp 2018/03/06 07:44:00.000

Variant Variant 65

Variant index 65

(case) Company companyID 0000

(case) Document Type EC Purchase order

(case) GR-Based Inv. Verif. false

(case) Goods Receipt true

(case) Item 1

(case) Item Category 3-way match, invoice before GR

(case) Item Type Standard

(case) Name vendor 0000

(case) Purch. Doc. Category name Purchase order

(case) Purchasing Document 2000000000

(case) Source sourceSystemID 0000

(case) Spend area text CAPEX & SOCS

(case) Spend classification text NPR

(case) Sub spend area text Facility Management

(case) Vendor vendorID 0000

Cumulative net worth (EUR) 298.0

User user 000

Determinism. To assess the criterion, we must know the steps done on the user
interface and the respective throughput time of steps need to be evaluated. The
event log does not include information about the performance of the activity
‘Change Quantity’ on the presentation layer. Therefore, the criterion can not be
evaluated for this data set.

Failure Rate. In this process, the execution fails when a self-loop occurs or the
process ends with the activity ‘Delete Purchase Order Item’. Reworking ‘Change
Quantity’ occurs in 3,91%, and the process determination with order item dele-
tion happens in 1,42%. Since we only consider the outcome of one activity, we
ignore the full process context, since we cannot determine which cases actually
terminated and which are still running.

The resulting failure rate of the process is 5,33%.
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Frequency. The average number of ‘Change Quantity’ occurrences is 31 times
a day. Although the execution of ‘Change Quantity’ varies month by month, it
occurs at least 379 times a month. Regarding frequency, the activity is a valid
automation candidate.

Duration. The duration expresses an activity’s impact on the overall process
throughput time and its own required time. Information about its own execution
time to execute is missing. However, while processes without have an average
throughput time of 64 days, processes including the activity take 93 days on
average.

Urgency. The majority of the tasks are executed during the main business hours.
But, ‘Change Quantity’ quite often occurs outside of these hours. This incidence
might indicate, that certain purchase orders need fast reaction. Automation runs
all the time and minimizes the delay caused by the working hours of a user.

Structuredness of Data. To perform the activity ‘Change Quantity’, workers
modify the purchase order document. If the source data containing the new
quantity and the purchase order document are structured data objects, a soft-
ware robot could perform the transaction. However, as the event log does not
contain related information, we cannot evaluate the criterion.

Interfaces. This aspect analyses the number of interfaces and the interactions
with these interfaces. The event log does not contain such information. Thus, we
cannot evaluate the criterion.

Stability. The stability corresponds to a low number of deviating paths and soft-
ware exceptions. The event log does not include information about exceptions
and their cause. Thus, the criterion can not be evaluated for the data set.

Number of Systems. Since the event log originates from an SAP ECC system,
which is a roofing system, we cannot determine whether there are more systems
involved in the process. Therefore, our evaluation of the number of systems is
incomplete.

Resources. Analyzing the number of users that execute the ‘Change Quantity’
unveils that 138 different users execute the task. With the successful implemen-
tation of a robot, we can spare working time of these users.

Proneness to Human Error. Since the process step is exclusively executed by
users, we assume that all related errors are of human origin. Since only about
every twentieth case fails, we assume the process is rather stable, and software
robots could not leverage better performance.
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As we demonstrate, the RCEF aids in determining characteristics of processes
or process steps which are automation candidates. Although we could not assess
all criteria in our case, the evaluation provides important insights.

The process flow is quite standardized. On one hand the activity is in 22
different compliant process variants, on the other hand only three infrequent
variants lead to non-compliance. In total, the overall failure rate is 5,33%, high-
lighting that 94,67% of all executions are fully compliant. The activity constantly
occurs during the observation, 31 times per day on average. Since ‘Change Quan-
tity’ occurs outside usual business hours, we assume the execution is urgent to
a certain extent and is restrained by manual execution. Moreover, we can spare
working hours of 138 users, if we can automate the activity successfully. With-
out being able to assess the determinism, we cannot assess the viability of RPA
implementation for the activity. Still, without knowing anything about the pro-
cess context, the framework enables wide assessment.

However, the application of the framework also revealed some deficits when
validating the efficacy and validity through process mining software. First, miss-
ing attributes such as starting timestamps in the event log impede the possibility
to assess typically easy to evaluate criteria like the execution time or execution
urgency. Second, the possible lack of information about exceptions in the event
log inhibits the ability to distinguish between a system-related stability or human
error caused issue. Third, crucial information about the interaction on the user
interface is missing and prevents the examination of the criteria determinism,
structuredness of data, interfaces and number of systems. The missing informa-
tion prevents the extraction of information such as the degree of deterministic
behavior when executing a sequence of steps, the throughput time for individual
steps or the number of applications and web-based systems used. To extend the
detail of information, the use of an user interaction logger [6] can bridge the gap
between front-end and back-end information gathering.

5 Conclusion

By conducting a literature review, this study identified process activity charac-
teristics for RPA. These insights were used to develop a process characteristic
evaluation framework that assesses the suitability of process activities for RPA.
The framework includes a set of thirteen criteria grouped into five evaluation per-
spectives, enabling the examination of a process activity on different reference
levels. This abstraction of a process step emphasizes its connections to preceding
and succeeding steps and provides a concrete decision support considering the
most important factors involved.

Therefore, this study offers practitioners a guideline to evaluate a process
activity for an RPA implementation effort through the application of process
mining. The analysis reveals the standardization of the activity, its maturity
over time, the determinism of execution steps, the failure rate, the volume of
executions with respect to completion and reaction times, the structuredness of
data used, the interaction on the user interface, stability and number of systems,
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users involved and the cause of exceptions related to human error. This study
proved the efficacy and validity of the framework by evaluating a process activity
through event logs out of a real-life data set. Based on the universal perspectives
within the framework, the applicability in different organizations and industries
is seen as given.

Despite the demonstration and application of the framework, it is tested only
with one data set and process. The evaluation has shown that not all criteria can
be tested against this data set and to guarantee generalization, the framework
must be validated through application to multiple and different kinds of pro-
cesses. In particular, the framework contains qualitative criteria that could not
be tested with the data set. Further evaluation of these criteria – e.g. through
case studies – is necessary. Another important aspect is that the data set was
anonymized and modified before publishing, limiting the accessible information
stored in the event logs. Further, the assumptions made about the data set,
including filters set for the focus on one execution flow, limit the significance of
the evaluation results. Additionally, the criteria must be tested for redundancy
and their respective evaluation examples need further validation and extension.

Although these factors impair the evaluation of the framework, they offer
various opportunities for future research. First, the framework should be evalu-
ated in different ways to ensure comprehensive validation. These can include the
application of the framework to new data sets as well as the assessment of a pro-
cess with a process owner. Conducting expert interviews to assess the usefulness
of the framework is another option to account for the solution objective. Chang-
ing the evaluation approach and substituting process mining through robotic
process mining [6] can also widen the scope of information extraction. Second,
the increasing number of articles on this topic generates new insights that can
derive additional perspectives and criteria. By conducting a case study research
further evaluation examples could surface and help practitioners to examine their
processes. Finally, possible advances also include the quantification [33] or the
weighting of criteria to signal if the process activity is suitable for RPA or not.
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31. Sönmez, Ö.E., Börekçi, D.Y.: A conceptual study on RPAs as of intelligent automa-
tion. In: Kahraman, C., Cebi, S., Cevik Onar, S., Oztaysi, B., Tolga, A.C., Sari, I.U.
(eds.) INFUS 2019. AISC, vol. 1029, pp. 65–72. Springer, Cham (2020). https://
doi.org/10.1007/978-3-030-23756-1 10

32. Syed, R., et al.: Robotic process automation: contemporary themes and challenges.
Comput. Ind. 115, 103162 (2020)

33. Wanner, J., Hofmann, A., Fischer, M., Imgrund, F., Janiesch, C., Geyer-
Klingeberg, J.: Process selection in RPA projects-towards a quantifiable method
of decision making. In: ICIS 2019 Proceedings (2019)

34. Webster, J., Watson, R.T.: Analyzing the past to prepare for the future: writing a
literature review. MIS Q. 26(2), xiii–xxiii (2002)

35. Willcocks, L.P., Lacity, M.: Service Automation Robots and the Future of Work.
SB Publishing, Ashford (2016)

36. Willcocks, L.P., Lacity, M., Craig, A.: Robotic process automation at xchanging.
The Outsourcing Unit Working Research Paper Series 15(03) (2015)

37. Yatskiv, S., Voytyuk, I., Yatskiv, N., Kushnir, O., Trufanova, Y., Panasyuk, V.:
Improved method of software automation testing based on the robotic process
automation technology. In: 2019 9th International Conference on Advanced Com-
puter Information Technologies (ACIT), pp. 293–296. IEEE (2019)

38. Zhang, C.: Intelligent process automation in audit. J. Emerg. Technol. Acc. 16(2),
69–88 (2019)

https://doi.org/10.1007/978-3-030-23756-1_10
https://doi.org/10.1007/978-3-030-23756-1_10


From Robotic Process Automation
to Intelligent Process Automation

– Emerging Trends –

Tathagata Chakraborti, Vatche Isahagian(B), Rania Khalaf,
Yasaman Khazaeni, Vinod Muthusamy, Yara Rizk, and Merve Unuvar

IBM Research AI, Cambridge, MA, USA
vatchei@ibm.com

Abstract. In this survey, we study how recent advances in machine
intelligence are disrupting the world of business processes. Over the
last decade, there has been steady progress towards the automation of
business processes under the umbrella of “robotic process automation”
(RPA). However, we are currently at an inflection point in this evolu-
tion, as a new paradigm called “Intelligent Process Automation” (IPA)
emerges, bringing machine learning (ML) and artificial intelligence (AI)
technologies to bear in order to improve business process outcomes. The
purpose of this paper is to provide a survey of this emerging theme and
identify key open research challenges at the intersection of AI and busi-
ness processes. We hope that this emerging theme will spark engaging
conversations at the RPA Forum.

Keywords: Robotic Process Automation · Intelligent Process
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1 Introduction

Business processes are an integral part of every industry, such as govern-
ment, insurance, banking and healthcare. Examples of such processes include
automobile insurance claims processing, handling prescription drug orders and
patient case management. The business process management (BPM) industry is
expected to approach $16 billion by 2023 [43]. With recent advances in machine
learning and artificial intelligence (AI), the automation of steps in a business
process – which came to be known as Robotic Process Automation (RPA) –
is undergoing a radical transformation. The industries that are most eager to
adopt automation are transportation, manufacturing, packaging and shipping,
customer service, finance, and healthcare [18].

As noted in “The Transformation of RPA to IPA: Intelligent Process Automa-
tion” [63]: The convergence of AI, automation and customer data has now seen
the emergence of a new class of tools, known as intelligent process automation
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Fig. 1. Example of a mortgage loan application process.

(IPA). This view is also echoed in market outlook reports from industry leaders,
including PwC’s recent analysis of rising trends in RPA in the financial sector
[31] and the 2020 AI predictions from IBM research [55] outlining the potential
of AI-fueled automation to transform how people work. Recently AAAI, one of
the leading AI conferences, also hosted the first workshop on Intelligent Process
Automation [24]. In this survey, we explore this nascent field of inquiry at the
intersection of AI and business process automation in greater detail. We begin
first with some background on BPM and RPA.

2 Business Processes

A business process is a collection of connected tasks that once completely exe-
cuted delivers a service or product to a client or accomplishes an organizational
goal within an enterprise [65]. A mortgage loan application (shown in Fig. 1) is
a common example of a business process where the process flow is the set of
linked loan application tasks such as collecting client related data (e.g. verifying
employment, requesting credit report), performing a title search, receiving the
title report and so on. The goal of this process is to approve or reject a loan appli-
cation once all the required tasks are fully executed. The process is expressed
in the business process model and notation (BPMN) graphical notation [21].
Circles denote events, activities are denoted by rounded-corner rectangles and
diamonds depict gateways that allow paths to conditionally merge or diverge.

2.1 Business Process Management

Business Process Management (BPM) is a multi-disciplinary field that sup-
ports the management of business processes with some combination of modeling,
automation, execution, control, measurement and optimization. BPM involves
business activity flows (workflows), systems, and people such as employees, cus-
tomers and partners within and beyond the enterprise boundaries.

Business processes in reality have a wide scope from the traditional rigid
processes (modeled and running under the supervision of a strict workflow man-
agement system) to completely ad-hoc unstructured flows driven by humans over
e-mail, chat and phone. Traditional BPM systems, at one end of this spectrum,
demand a process model that can be completely defined in advance and typi-
cally include restrictions such as rigid control flow and context tunneling [39].
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Case management is closer to the other end of this spectrum: a case consists of
people, documents, and tasks [64]. Flexible ordering of task execution is enabled
through Event-Condition-Action rules as well as the ability for a user to add
new (ad-hoc) tasks. A task itself may be defined as a fully structured workflow,
making case management a hybrid model.

2.2 Business Process Automation

Businesses seek to support growth while maintaining low costs by automating
repetitive and time consuming tasks, especially seeking to eliminate costly and
error-prone manual steps. Business Process Automation (BPA) seeks to improve
the efficiency of business processes in terms of cost, resources and investment
through automating the management of relevant information and data, the time
spent by team members, and the execution logic.

RPA is an emerging technology in BPA that creates software robots that
perform tasks previously done by humans. RPAs are one form of BPA imple-
mentation that is specifically focused on repetitive workflows. The overall goal
of RPA is to provide the shortest route to automation by introducing a user
interface automation layer rather than interacting deeply with the application
code, system or database that are behind those applications.

2.3 Performance Measures

Performance measurement in business processes is the first step for analyzing and
monitoring the process health and progress for process automation. Identifying
the right measures for process performance is extremely important. Performance
of a process measures how well the process is doing with respect to chosen
indicators. Examples of such performance indicators can be time to execute a
task, cost per task in terms of employee head count or number of approved loans
[46]. Numerous authors have proposed a fixed number of category classes for
indicators in order to provide a structure. The majority of authors, including [58],
proposed a process-oriented view of the indicators which resulted in four groups
of performance indicators: quality, time, costs, and flexibility. As [1] indicates,
better processes contribute to meeting the strategic objectives of an organization.
Therefore, we specifically call out another association with respect to existing
groups of indicators that focuses on the impact of all the indicators towards
the business goals. Such indicators can be, for example, analyzing the process
performance indicators with respect to profit and revenue of the organization.

In practice, most business process owners focus on productivity measures
related to time and cost. The challenge with flexibility and quality measures
is that they are difficult to standardize, optimize, implement and generalize. It
is common to use indicators related to a process’s utilization and assignment
of resources, such as repeated tasks or time to execute a task. Resources are
usually aligned with the length of the task to avoid bottlenecks in the process.
However, shortening the time of task execution or lowering the cost of resources
does not necessarily yield better business outcomes. Therefore, it is important to
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consider methods for measuring process performance that can assess the impact
of indicators on business goals and outcomes.

Adopting the right measures is crucial to the success of BPA. They would
then be used to evaluate the performance of RPAs and other automation solu-
tions, allowing business users to assess the effectiveness and return on investment
of these solutions. Furthermore, these measures can be used by the RPAs them-
selves to iteratively improve their performance using machine learning models.

2.4 Digital Transformation of Business Processes

While the use of automation has been gaining traction across many industries,
its incorporation into business processes poses several challenges. Automation
capabilities such as RPAs can provide transformational benefits, however, it
is unclear where their use can provide the highest value. Tools and analytic
approaches for identifying high value automation opportunities in a process are
still nascent. As we discussed previously in Sect. 1, recent innovations in machine
intelligence stand to disrupt this field through the digital transformation of busi-
ness processes. Throughout the rest of this paper, we will take the reader along
this journey, starting from the state of the art in RPAs, through the vision
and promise of IPAs, to the major challenges to be overcome to reach this goal.
Finally, we will conclude with a quick overview of a recently concluded workshop
on this topic.

3 State of the Art: Robotic Process Automation

RPA operates on the user interface of software tools and automates mouse and
keyboard interactions to remove repetitive, labor intensive tasks. This minimizes
human error due to mental lapses resulting from boredom or exhaustion. RPA’s
outside-in approach avoided the overhead of changing the internals of legacy
software and as a result, its adoption rate has been increasing, leading to its
multi-billion dollar valuation. Among academic contributions to the field, we
distinguish between three approaches to building RPAs.

The first approach learns to automate tasks by example or demonstration.
RPAs either observe humans perform the tasks or process the behavior logs of
the software. One example of this approach is if-then-else rule deduction from
behavior logs; the form-to-rule approach consisted of identifying the tasks in the
logs as humans perform actions on forms and then deduced the rules from the
IO data [17]. Another example is [34] which provided the input-output examples
from which the RPA can extract the underlying rule or program based on the
inductive program synthesis paradigm. Miltner et al. [47] detected repetitive
edits to text documents by keeping track of a graph of edits and suggested
automation rules by adopting a greedy algorithm that finds short explanations
of users’ edits. All these algorithms rely on humans in the loop. This is one of
the more popular approaches to RPAs. However, it does not generalize well to
new applications due to the highly specific design of logs and user interfaces.
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The second approach learns tasks from step-by-step natural language text
descriptions of the process. Leopold et al. [38] learned process activities from
text documents using supervised machine learning, namely feature extraction
using WordNet and support vector machine training (a quadratic optimization
approach that finds the optimal separator of activities). Han et al. [23] adopted
a deep learning approach, long short-term memory recurrent neural networks
specifically, to learn the relationship between activities in a business process
from text documents describing business processes. This approach also relied on
humans in the loop, although in an indirect fashion, since the text documents
that describe the processes were written by humans. Since it does not require
the existence of an embodied business process (i.e. through a UI), it can be more
difficult to learn the rules that should be automated.

The third approach learns from the task as defined by an environment with
its reward function or some input/output examples. Often referred to as RPA
2.0, this approach seeks to eliminate human-dependent training. It relies on
adopting reinforcement learning algorithms on the rewards to RPAs and train
them to achieve better performance. This approach is the least mature to date
but will lead to generalizable RPAs that approach intelligent automation.

A critical component to the success of RPAs is identifying the opportunities
for automation to add RPAs in the right place and maximize their potential.
Bosco et al. [8] presented a method to analyze user interaction logs in order to
discover routines that are fully deterministic and therefore amenable to automate
via RPAs. Klingeberg et al. [19] used process mining to assess the automation
opportunities for RPAs with a requirement for processes to be standardized,
repeatable and scaleable. Leno et al. [36] proposed a vision for robotic process
mining, an approach to achieve end-to-end automation of mining RPA-amenable
tasks from logs and generate RPA scripts from these logs to perform the tasks.
In practice, these automation opportunities are usually identified manually by
subject matter experts comparing potential automation rates. Even though the
research in RPA shows promising methods and guidance for assessing automation
opportunities, there is still minimal insights on how this could be efficiently
automated and implemented in practice at scale.

4 The Vision: Intelligent Process Automation

RPA has enabled integration of systems that otherwise would not have been
integrated and eased the workload of business process workers automating repet-
itive and routine tasks (e.g., copying data from one system to another). Beyond
automating simple repetitive tasks, IPA achieves more complex automation by
using AI to minimize human-dependent training and automating more com-
plex tasks that entail decision making. The IPA vision builds on traditional
RPA technologies, while going a step further to automate complex tasks which
require decision making, insights and analysis or the composition, coordination,
and collaboration of multiple IPA solutions (outside the scope of RPAs as shown
in Fig. 2). While current efforts are a step in the right directions, IPA still falls
short of achieving that promise because of the reasons discussed in this section.



220 T. Chakraborti et al.

Fig. 2. Traditional RPA is focused on building individual bots that automate a repet-
itive human task. The scope of IPA is broader addressing the coordination between
humans and multiple bots, and encompassing the entire lifecycle of the process includ-
ing identifying automation opportunities and continuously retraining the bots based
on monitored performance.

4.1 Automation Opportunities

Implementing an RPA requires a costly manual analysis of the tasks performed
by the users either by observing their behavior, which does not scale when there
are hundreds of processes, or through careful analysis of process-related docu-
mentation, which can be outdated. Finding opportunities to automate tasks that
are more complex than routine repeatable tasks requires the use of structured
and unstructured data from process logs. There have been several research efforts
to identify candidate tasks for automation [29,38] from textual descriptions, but
they focus on particular business domains (e.g generating utility bills) and are
still not implemented at scale. Identifying automatable tasks only solves part of
the problem. The results should also be augmented with a recommendation of
possible IPA templates or AI models that are suitable to automate these tasks,
as in [35].

4.2 High Cost to Build and Maintain

Unlike RPAs whose overall potential results in a significant increase in
turnaround time and cost savings of up to 30% [32], there is a higher cost
associated with developing IPAs. To build the next generation of IPAs requires
data preparation (identifying relevant data, and cleaning and transforming it)
and feature engineering (extracting appropriate features), before building and
validating the AI capabilities. Similarly, there is a higher cost associated with
maintaining IPAs in comparison with RPAs. In addition to the deployed code,
the AI capabilities within have a lifecycle of their own.

The AI models must be retrained in response to changes in the business
process (control flow drifts) or changes in the data (data drifts). These higher
costs require larger return on investment for IPAs to be suitable. Some ways
to mitigate the cost required to build and maintain IPAs include decreasing
the effort to develop them, enabling them to be reused for different types of
processes, or using them to replace/augment different customer tasks.
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4.3 Low Adoption

Adopting IPAs comes with an added risk of monetary or reputation loss. For
example, data used for training may be manipulated or contain implicit racial,
gender, or ideological biases [67]. In addition, business users are risk-averse and
do not implicitly trust AI models. Mitigating the risk of deploying the AI models
requires staged deployment techniques such as canary deployments, bandit ser-
vices, and A/B testing [49]. Increasing business users’ trust will require a variety
of solutions including maintaining action provenance for audits and providing
explanations for any automated IPA decisions.

4.4 Beyond a Single IPA

IPA research currently focuses on non-routine tasks. Handling more complex
tasks will require the composition of multiple IPAs, as well as the collaboration
and coordination of these IPAs. To achieve this, new frameworks need to be
developed that enable IPA cooperation. Previous research efforts to use multi-
agent systems in BPM [12,52] need to be adjusted and revised for IPAs. Frame-
works must now take into account the diversity of automation tasks and domains,
and the fact that RPAs can be created by different developers without shared
development guidelines. Maintaining compatibility between RPA and business
process versions as each co-evolves is also crucial. Finally, a unified interface
such as a conversational system may also be required to facilitate the interac-
tion among IPAs and end users [57].

5 Research Opportunities

This section highlights research from the BPM and AI literature to achieve the
IPA vision in Sect. 4, and outlines opportunities for future research.

5.1 Business Process Automation

The BPM literature offers a variety of AI solutions to cluster process traces [50,
51] for better process discovery, predict business outcomes [9,33], and provide
decision support [42]. Deep learning models, including those in the NLP domain
have also been applied [15,62]. Recent efforts attempt to discover automatable
routines from user interaction logs [8]. Unfortunately, due to the reasons men-
tioned above, very little of these innovations have been applied and adopted by
enterprises [13], and those adopted are limited to narrow domains such as cus-
tomer service, enterprise risk, and compliance [66]. Solutions need to take into
account the structure of these highly regulated domains that require paper trails
of all transactions and must adhere to privacy and security laws.
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5.2 Composition and Synthesis

An area of AI that is readily applicable to business processes is automated
planning, which concerns itself with generating sequential courses of actions or
plans from its declarative components and thus provides a powerful framework
for sequential decision making in a BPM system. [44] provides an overview of
existing work and challenges at the intersection of planning and BPM. Perhaps
the most important (and natural) among them is the specification and synthesis
of business processes in the form of planning problems [54]: the planner composes
workflows on demand automatically based on the components specified by the
process author or workflow designer.

A particular area of interest here is that of the composition of automated ser-
vices for the optimization of a business process [5,10,14]. This work is motivated
by research on “web service composition” [53]. We refer to [56] for a comprehen-
sive summary of work in this area, while [60,61] provides an overview of many
of the challenges involved.

5.3 Risk Management

Another key application of planning to business process management is in the
prediction of how different process components will evolve over time, thereby
anticipating possible risks. Generative model-based approaches such as planning
are uniquely situated to do this, finding applications in the robustification and
adaptation of processes to failures [27], validation, verification, and monitoring
of processes [37], and so on. A particular useful tool towards achieving this
is referred to as top-k and diverse planning [30] where a set of solutions are
computed instead of a single one thereby allowing one to anticipate likely ways a
process may evolve. Such approaches have found many applications1 in enterprise
risk management and scenario planning recently.

5.4 Chatbots

Reducing the need for direct human involvement with the business process is
one of the main goals of automation. There is a very strong trend of automat-
ing people-driven processes to chatbot interactions throughout the industry [22].
According to Gartner2, by 2020 customers will manage 85% of their relationship
with the enterprise without interacting with humans. Conversational interfaces
apply not only to customer facing businesses but also to employee services such
as help-desk and support bots which have been deployed within almost all enter-
prises. The focus has also expanded to carrying out a business process with a
conversational agent [41], or automating tasks such as placing orders, paying
and following up invoices, repetitive data base queries, external service inquiries
and automatic analytics and reporting.
1 http://ibm.biz/ai-scenario-planning.
2 https://www.gartner.com/imagesrv/summits/docs/na/customer-360/C360 2011

brochure FINAL.pdf.

http://ibm.biz/ai-scenario-planning
https://www.gartner.com/imagesrv/summits/docs/na/customer-360/C360_2011_brochure_FINAL.pdf
https://www.gartner.com/imagesrv/summits/docs/na/customer-360/C360_2011_brochure_FINAL.pdf
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Chatbots bring ease of access to all these applications in one interactive mode.
The natural language interaction helps democratize access to data, automation,
and analytics for a broader range of business users enabling faster adaptation
by users and greater personalization [69]. Chat interactions also serve as a rich
source of data to mine for additional automation candidates, closing the loop on
bringing intelligence into process automation.

5.5 Explainability

Introducing AI into mission-critical business applications can be a risky
endeavor. The software engineering community has developed formal methods
to verify the correctness of programs in critical systems [68], but these tech-
niques are not applicable to learned AI models. Approaches to improve the
interpretability and explainability of AI models are a more promising avenue [2].
For example, knowing why a model recommended denying a loan to an applicant
is important to ensure adherence to anti-discrimination regulations [20]. These
approaches, however, need to be expanded along at least two dimensions. First,
existing interpretability techniques such as perturbation-based methods or inter-
pretable proxy models [2] need to be augmented with domain knowledge of the
business process, including the control flow semantics, decision rules, and busi-
ness objects, thereby leading to more complete and accurate explanations [26].
Second, the explanations need to be targeted at non-technical subject matter
experts. Statistical measures of feature importance or Shapley values are useful
to data scientists but do not give actionable insights to a loan officer or process
owner. The explanations need to be tailored to the business user, including using
the business domain vocabulary and concepts as well as taking into account the
context of the user’s needs and preexisting knowledge.

5.6 Modalities

We posit that business process data should be considered a new modality in
machine learning, similar to image, text, audio, or video. At the very least, it
should be treated as a multi-modal domain [7]. A non-exhaustive list of the dif-
ferent types of data embodied in a business process includes the control flow
(graph structure), the execution of a process trace (sequence of events), the
metadata associated with an event (multi-dimension set of attributes), refer-
ences to unstructured documents (images or text), interactions between partici-
pants (both graph and time series representations), and the social networks (also
graphs).

Many existing techniques exploit one or more of these data structures to
extract insights or build predictive models [15,42,50,51,62]. We believe that a
more principled approach to unify these different sub-modalities of business pro-
cesses will accelerate research in this area. Reifying business process data as a
distinct modality opens up a number of research questions for the machine learn-
ing community including developing novel techniques for representation learning,
explainability, and transfer learning for this new modality.
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Table 1. A summary of the 1st International Workshop on Intelligent Process Automa-
tion (IPA) at AAAI 2020 (NYC, Feb 2020).

Paper Topics from the
survey

Comments

[16] Performance
Measures,
Synthesis

This paper attempts to provide a formal framework to facilitate
end user programming of IPAs so that they can be synthesized and
evaluated in a principled manner

[4] RPA –> IPA
transformation

The authors here echo the message of this survey in terms of the
transformation of RPAs into IPAs, and provide a classification of
existing RPA tools towards this end

[23] Process Mining This paper focuses on automated discovery of process components
from textual descriptions. The authors use ordered neurons LSTMs
with special process-level language models to capture process
information

[45] Process
Automation

Authors here focus on automation of the procure to pay process
(P2P) by means of similarity measures learned from recordings of a
case worker’s manual workflow

[28] Modalities The authors here explore a stochastic model of spatial demand in a
commercial store in order to optimize produce placement.
Approaches based on deep q-learning techniques provided
promising results

[59] Modalities This paper utilizes an R-NET with modified attention to translate
instructions in English to navigational plans, providing useful
insights on the representation of graphs with known landmarks
and natural language annotations

[6] Process Mining,
Modalities

This paper explores how an agent can be taught the rules of a
game (process) interactively using a combination of demonstration,
active learning, and game theory

[11] Process Mining,
Synthesis

Authors here attempt to learn data analysis widgets from SQL
query logs and optimize the resultant interface using Monte Carlo
tree search methods

[57] Chatbots, BPA,
Modalities

As discussed in the survey, this paper explores a multi-agent
framework that allows the integration of conversation components
in a single interface for the end user

[25] Modalities, RPA
–> IPA
transformation

This paper explores a natural language interface to IPAs to bring
down the expertise level required to manage IPAs using semantic
parsing techniques

[10] Chatbots,
Explainability
Composi-
tion/Synthesis

This work also focuses on the end user programming in how
complex business processes with conversational components can be
specified declaratively for automated synthesis and easy debugging

[40] Modalities,
Process Mining

Authors here again highlight the use of natural language as a
means of training IPAs but specifically highlight the effectiveness
of a multi-model approach using natural language and GUIs

[35] Process Mining This paper revisits the process mining theme and attempts to learn
routines where a user transforms data from one form (spreadsheet
or web) to another, by using logs of interactions on a GUI

[48] Chatbots, BPA Authors here re-emphasize the usefulness of a conversation
interface for business process automation, this time using the
assistant to augment unstructured resources with additional
training data in order to aid in transfer learning
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6 Closing Remarks: State of the Art in IPA

So far, we have discussed the promise of IPAs and AI challenges towards real-
izing that promise. We will now conclude with a brief summary of the recently
concluded (inaugural) international workshop on Intelligent Process Automa-
tion (IPA-20) [24] at AAAI 2020. To the best of our knowledge, this is the first
workshop of its kind at one of the major AI conferences, and it perfectly reflects
the current excitement around business process automation and artificial intelli-
gence. Thus, it is worthwhile to explore the proceedings of the workshop for the
latest areas of interest in this field.

Table 1 summarizes the papers presented at IPA-20. It is particularly inter-
esting to observe recurring themes in the papers from topics discussed so far
in this survey. Popular topics revolve around process mining and automation
(particularly from natural language), automated synthesis and composition of
processes for end user programming, conversational interfaces to business pro-
cesses, and the need to deal with multi-modal inputs. Multiple keynote speakers
also touched on the importance of synthesis from examples and natural language
understanding in business process automation.

While these topics covered in the proceedings of IPA-20 largely validate the
research agenda laid out in the survey so far, it also reveals how much exciting
work still needs to be done for the digital transformation of RPAs to IPAs. Most
importantly, this transformation cannot be successful without the effective syn-
ergy across the BPM community [3] and the AI crowd at conferences like AAAI
[24], which has largely remained separate in spite of the growing overlap in their
interests. We hope that this survey can act as a springboard for the exchange
of ideas across the two communities and motivates exciting research opportuni-
ties going forward, combining the power of AI and the real-world complexities,
challenges, and scale of business process automation problems.
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