Dirk Fahland

Chiara Ghidini

Jorg Becker

Marlon Dumas (Eds.)

Business Process
Management

18th International Conference, BPM 2020
Seville, Spain, September 13-18, 2020
Proceedings

LNCS 12168

&) springer




Lecture Notes in Computer Science

Founding Editors

Gerhard Goos
Karlsruhe Institute of Technology, Karlsruhe, Germany

Juris Hartmanis
Cornell University, Ithaca, NY, USA

Editorial Board Members

Elisa Bertino

Purdue University, West Lafayette, IN, USA
Wen Gao

Peking University, Beijing, China
Bernhard Steffen

TU Dortmund University, Dortmund, Germany
Gerhard Woeginger

RWTH Aachen, Aachen, Germany
Moti Yung

Columbia University, New York, NY, USA

12168


https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0001-8816-2693

More information about this series at http://www.springer.com/series/7409


http://www.springer.com/series/7409

Dirk Fahland - Chiara Ghidini -
Jorg Becker - Marlon Dumas (Eds.)

Business Process
Management

18th International Conference, BPM 2020
Seville, Spain, September 13-18, 2020
Proceedings

@ Springer



Editors

Dirk Fahland Chiara Ghidini
Eindhoven University of Technology FBK-irst

Eindhoven, The Netherlands Trento, Italy

Jorg Becker Marlon Dumas
University of Miinster University of Tartu
Miinster, Germany Tartu, Estonia

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science

ISBN 978-3-030-58665-2 ISBN 978-3-030-58666-9 (eBook)

https://doi.org/10.1007/978-3-030-58666-9
LNCS Sublibrary: SL3 — Information Systems and Applications, incl. Internet/Web, and HCI

© Springer Nature Switzerland AG 2020

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://orcid.org/0000-0002-1993-9363
https://orcid.org/0000-0003-1563-4965
https://orcid.org/0000-0001-5690-439X
https://orcid.org/0000-0002-9247-7476
https://doi.org/10.1007/978-3-030-58666-9

Preface

The year 2020 will be remembered as the time when many business processes were
turned upside down as a result of the COVID-19 pandemic. The process of organizing
and hosting conferences was one of them. The 18th International Conference on
Business Process Management (BPM 2020) was no exception. Under the leadership
of the general chairs, Manuel Resinas and Antonio Ruiz Cortés, from University of
Seville, Spain, BPM 2020 became the first edition in the BPM conference series to be
held online.

The World Health Organization declared COVID-19 a global pandemic on March
12, 2020, just four days before the deadline for paper submissions. As many countries
entered into lock-down, the BPM research community displayed an exemplary level of
resilience and flexibility. Despite the disruptions caused by the lock-down, the con-
ference received 138 full paper submissions, which is comparable to the number of
submissions on a regular year.

As in previous editions, the BPM 2020 conference was structured into three tracks,
corresponding to the three traditional communities of the conference series: the
foundations track (computer science), the engineering track (information systems
engineering), and the management track (information systems management). Out of the
138 submissions, 32 came into the foundations track, 50 into the engineering track, and
56 into the management track. Following initial verification of each paper leading to
some desk-rejections, 125 submissions made it to the review process (respectively 28,
45, and 52 across the three tracks).

The tracks cover not only different phenomena of interest and research methods, but
also apply different evaluation criteria. Accordingly, each track had a dedicated track
chair and Program Committee. The foundations track was chaired by Dirk Fahland, the
engineering track by Chiara Ghidini, and the management track by Jorg Becker.
Marlon Dumas acted as consolidation chair. Each paper was reviewed by at least three
Program Committee members and a Senior Program Committee member who triggered
and moderated scientific discussions that were summarized in a meta-review. In the
end, we accepted 27 papers to the main conference (acceptance rate 19.5%). Moreover,
19 submissions appeared in the BPM Forum, published in a separate volume of the
Springer LNBIP series.

The accepted papers cover a wide range of topics, from multiple perspectives.
Alongside already well-established topics such as business process modeling, process
mining, process redesign, BPM maturity, and stakeholder management, we witnessed a
notable increase in submissions related to predictive process monitoring and robotic
process automation, in line with ongoing industry developments.

The topics of the conference are also reflected by the keynote speakers. Avigdor
Gal, from Technion, Israel, spoke about process mining, specifically reflecting on the
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ongoing move in this field from small data to big data. Rama Akkiraju from IBM,
USA, exposed her vision of how Al techniques will transform the DNA of business
processes and the challenges that this transformation raises for researchers and prac-
titioners. Finally, Jan vom Brocke led a reflection into the meaning of process science
and how the BPM research community needs to take the next step in embracing its
multidisciplinary nature by conceptualizing processes in a way that is independent from
a single discipline’s perspective.

This year, the conference made a step towards embracing the principles of Open
Science, including reproducibility and replicability. The evaluation form for research
papers included an item asking reviewers if the artifacts (prototypes, interview proto-
cols, questionnaires) and the datasets used in or produced by the empirical evaluation
reported in the paper, are available in a suitable form. Authors were asked to include in
their paper a link to one or more repositories where reviewers could find the research
artifacts associated with the paper. We are thankful to the authors for embracing these
principles as reflected by the large proportion of papers that have permanent links to
artifacts.

Organizing a scientific conference is a complex process involving many roles and
countless interactions. The pivot from a physical conference to an online conference
added to this complexity. We thank all our colleagues involved for their exemplary
work. The workshop chairs attracted seven workshops, the tutorial chairs attracted five
tutorials, the industry chairs organized an exciting industry forum, the doctoral con-
sortium chairs allowed PhD students to benefit from the advice of experienced
researchers, and the demo chairs expanded the scope of the demonstrations track in
order to host not only tool demonstrations, but also presentations of resources of
interest to the community, such as datasets and benchmarks. Weaving across all these
tracks, the publicity chairs energetically mobilized the BPM research community
despite the challenging times, while the proceedings chair, Bedilia Estrada, profes-
sionally interacted with Springer and with the authors to seamlessly prepare the con-
ference and forum proceedings, as well as the other proceedings associated with the
conference.

The members of the tracks’ Program Committees and Senior Program Committees
deserve particular acknowledgment for their dedication and commitment. We are
grateful for the help and expertise of sub-reviewers, who provided valuable feedback
during the reviewing process and engaged in deep discussions at times. BPM 2020 had
a dedicated process to consolidate paper acceptance across tracks. During the very
intensive weeks of this phase, many Senior Program Committee members evaluated
additional papers and were engaged in additional discussions. Special thanks go to
these colleagues, who were instrumental during this crucial phase of the reviewing
process. We also thank our sponsors: Signavio (Platinum), Celonis (Platinum),
AuraPortal (Gold), DCR Solutions (Gold), Papyrus (Silver), Springer, and University
of Seville.

Finally, we applaud the Organizing Committee, including Adela del Rio Ortega,
Amador Duran, Alfonso Marquez, Bedilia Estrada, and Beatriz Bernardez who,
together with the general chairs, sacrificed a tremendous amount of time to overcome
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the challenges of switching from a physical to an online conference. The BPM research
community is forever grateful for their effort.

September 2020 Dirk Fahland
Chiara Ghidini

Jorg Becker

Marlon Dumas



In Memoriam of Florian Daniel

Fabio Casatil, Stefano Ceriz, and Marco Montali®

! Servicenow, Inc., USA
2 Politecnico di Milano, Italy
3 Free University of Bozen-Bolzano, Italy

Florian Daniel recently passed away, at the age of 42. He was not only a passionate,
frank, enthusiastic person, but also a brilliant, sharp, thoughtful colleague. He was a
multifaceted, talented researcher who contributed to advance the state of the art in
several areas of research, including that of Business Process Management. In this In
Memoriam we briefly recall the scientific career of Florian, as well as his impact and
service to the BPM community. We then include some memories from colleagues who
had the chance, and the pleasure, to work with him. Those who loved or knew him will
for sure find some of his most distinctive traits. Those who did not will learn about a
role model who inspired, and will inspire, many of us.

1 Academic Life and Impact in BPM

Florian’s career as a student was at Politecnico di Milano, where he obtained his master
degree cum laude in 2003 and his PhD in 2007; then, after a short period as post doc,
he moved to Trento. During his PhD, advised by Stefano Ceri, Florian was extremely
prolific: by 2008, Florian had produced 11 journal papers and 22 conference papers,
setting an outstanding record of productivity. What is most impressive, Florian man-
aged to collaborate with over 50 scholars — besides Stefano Ceri and Fabio Casati who
had been mentoring him in Milano and Trento, he started working with scholars who
have been work companions throughout his life, including Maristella Matera, Boualem
Benatallah, and Sven Casteleyn; in 2008 he produced the first of many works with
Cinzia Cappiello, much loved partner in life.

In his early years, Florian’s interests covered several aspects, but with a very
coherent approach. Topics included web applications, web services, process modeling,
and mashups; the research contribution made them well founded and sound, but also
simple, clear, and easy to use and compose. Throughout his very productive career,
thanks to his acute and brilliant mindset, Florian’s work has been able to mix formal
elegance and abstraction with pragmatics and engineering. He left Milano for Trento,

We are deeply thankful to Chiara Ghidini and Marlon Dumas for having supported this initiative, and
to the many colleagues who contributed to this In Memoriam by sharing their experiences, thoughts,
and feelings.
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but he continuously collaborated within an international network rooted in Milano and
Trento but encompassing a huge number of collaborators worldwide. In Trento, he
worked with Fabio to advise dozens of PhD students, lead EU and industrial projects,
and write grants. In summary, as a post doc, he was already doing the kind of work
expected from a professor, and was doing so brilliantly. He was always incredibly
helpful and supportive with the students as well as brilliant and prolific in research.
Besides Milano and Trento, his affiliations included HP in Palo Alto, the University of
Alicante, UNSW in Sydney, PUCRS in Porto Alegre, TPU in Tomsk, UNIST in Korea,
and USI in Lugano — a sign of his ability to create collaborations around the world.

Florian was active in the BPM conference and community since the time he joined
the University of Trento, both as author and organizer. As for service to the commu-
nity, he acted as program chair of the BPM 2013 conference, held in Beijing. He was
workshop chair twice: at BPM 2011 in Clermont-Ferrand and at BPM 2018 in Sydney.
He also served as Program Committee (PC) member and Senior PC member in several
editions of the conference. Research wise, he contributed to advancing the state of the
art in BPM along several research directions, all oriented towards enriching process
models and systems with computational and human intelligence. Particularly inter-
esting is how Florian was able to intertwine processes with mashups and crowd-
sourcing. In this respect, we like to remember his work on distributed orchestration of
user interfaces [1], on crowd-based mining of process patterns [2], and on micro-task
crowdsourcing [3].

The approach in [1] brings forward the notion of distributed orchestration for user
interfaces. Specifically, the paper presents a novel component-based model, language,
and system for orchestrating complex processes that include human tasks, which in turn
require dedicated, end user-tailored interfaces. Well-known research challenges related
to process and service orchestration, and composition is consequently lifted to the
much more challenging case where humans are part of the picture.

In [2] a complementary perspective is adopted: instead of studying how to better
support humans during the execution of processes, the paper investigates how humans
can be effective when mining specifications, a task that is usually ascribed to machines.
The type of specification considered in the paper is that of model patterns, to be
extracted from a repository of mashup (or process) models. Notably, an extensive
experimental evaluation leads to the conclusion that a complex task such as that of
model pattern mining can be effectively crowdsourced, obtaining patterns that are rich
in domain knowledge especially in the case where the input repository is small.

Finally, [3] proposes an extension of BPMN to properly account for crowdsourcing
processes where different tasks and multiple actors (machines, individual humans, and
the crowd) are integrated. The notion of multi-instance task in BPMN is conceptually
extended towards that of crowd task. But the paper does not limit itself to modeling: it
also shows how to enrich standard BPMN engines with crowdsourcing platforms,
resolving the impedance mismatch between the process orchestration flow and the flow
of information produced by the crowd.
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All in all, the three papers are exemplar witnesses of Florian’s passion in research:
the intersection between processes, user interfaces, and people.

2 Memories from Colleagues

We have collected some memories, impressions, thoughts, anecdotes about Florian
from various colleagues active in the BPM community, and who had the chance to
know Florian and to work with him.

Barbara Pernici. I met Florian many years ago during his PhD at Politecnico di
Milano where he attended a PhD course. At that time, I came to know about his
brilliant mind and, on the side, how passionate he was about brewing beer. Many years
later he talked to me about possible student projects, about supporting recipes, and beer
production with very sophisticated workflows. He was so passionate about it and
several groups of students enjoyed working on those projects enjoying his very rig-
orous technical approach in research. He was a special and dedicated teacher and he
was able to transmit his passion to all his students who loved him a lot. I will always
remember how brilliant, gentle, and original he was.

Gigi Plebani. Florian was first of all a friend then a colleague. Literally. We started
spending time together when we were PhD students and then postdocs at Politecnico.
After his period in Trento, when he was came back to Milan, I was really happy for him
and for Cinzia to really start living together and also to have more opportunities to talk
with him about everything: life, running, beers, and eventually work. Yep, even though
I knew Florian for 15 years, it was only last year that we had the chance to work
together when we started to investigate on the relationship between business processes
and blockchains. Thus, I had the possibility to see how the same kindness, determi-
nation, and method he used to face any type of issues in life, he also used to apply to
his research works. It was great to work together with the students of Alta Scuola
Politecnica, to share ideas with him, and together, make those ideas grow. In many
situations, we did not have the same opinion, but he was always open to understand the
others’ standpoint and we had the opportunity to make our positions more aligned.
Thanks Florian, it was a pleasure to know you. I learned a lot from you, as a man and as
a researcher. Everyone can appreciate your contribution to research, but only I can
appreciate your contribution to my life.

Wil van der Aalst. Florian was an amazing person: smart, funny, and social. He was
an active and highly respected member of the BPM community for many years. Next to
his seminal contribution to the Business Process Management (BPM) field, he worked
on web engineering, service-oriented computing, blockchain, and crowdsourcing.
Florian is well-known for his work on mashup development, context-aware web
applications, service composition, and crowdsourcing. He was also active in organizing
various events within our community. He was able to connect different fields and
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Fig. 2. There as always time to socialize with fellow BPM-ers.

communities. He was also one of the program chairs of the International Business
Process Management conference in Beijing in 2013 and workshop chair of BPM 2011
and 2018. I vividly remember a trip to Rifugio Maranza (a mountain hut close to
Povo).! He was always able to create a positive atmosphere where people matter most.
In his last email to me he wrote: “Sure... mountains in Milano... not good. But with
good weather I can see them in the distance :-) ... There is beer too in Milano :-).” This
is the way that I would like to remember him.

! A note from Marco: I was also there. We organized a visit to Florian and Fabio in Povo. Florian had
the idea to meet in the woods instead of the department. This transformed what could have been a
standard research meeting into one of the most striking memories I have, not just about Florian, but
about my research life in general.
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Fig. 3. During presentations in one of the main tracks and demo session at BPM 2012, Tallinn,
Estonia.

Frank Leymann. I met Florian the first time more than a decade ago in 2008 in context
of the EU project COMPAS. This project was about compliance by design, and one
of the focus areas was compliance of business processes. My team worked on the
modeling side, how to specify corresponding compliance rules as process fragments,
while Florian (part of Fabio’s group) worked on how to assess compliance during
runtime and present it properly on a dashboard. Very soon it became clear to me that
Florian was exceptional, both, as a scientist as well as a human. We soon became
friends: besides joint cooperations, we had several joint dinners and drank “one or two”
beers (well, it’s mandatory to mention “beer” when remembering Florian). He was very
passionate about his work, and he was able to explain his ideas very clearly and
vividly. Because of this, I was always very pleased when he accepted invitations to my
institute to discuss and present his ideas to a broader community. But also via mail, we
were exchanging ideas and joint publications resulted. For example, in the area of
blockchains, a language to describe smart contracts and a mechanism to actually locate
them has been designed. In our last work, we were focusing on function as a service —
which we are finishing in his spirit. We wanted to meet in Milano in September to
begin an exchange on quantum computing to see what we could jointly contribute to
this area. Then, we planned to finally realize a long delayed idea: a joint hiking tour in
Tuscany, having “one or two” glasses of — well not beer — wine together. It turned out
that we delayed this event for too long ...

Boualem Benatallah. I have known Florian since 2006. Florian was both a friend and
a colleague. We have collaborated intensively in the area of web services and mashups,
quality control in crowdsourcing, and more recently on conversational bots. Multiple
times, Florian visited UNSW for one or two months joint research periods. I also
visited him in Politecnico di Milano. We planned to meet in Milano this September to
continue working on our recent collaborative work. We co-authored several research
papers and jointly supervised students. I will always remember his positive, collabo-
rative, and constructive attitude. I also enjoyed our social meetings and friend-
ship. Florian was a highly respected member of the research community and a
wonderful colleague and friend. He will be remembered by his outstanding scholarly
achievements and research contributions to the research community and also services
to the university and community.
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Carlos Rodriguez. Florian was a wonderful person, academic and professional. I was
very lucky to have him not only as a co-advisor during my PhD studies at the
University of Trento, but also as a colleague and friend. As an advisor he taught our
cohort the best professionalism and guided us in navigating the research world in a
rigorous and systematic manner. In the area of BPM, we explored research problems in
the context of business process compliance, crowdsourcing for BPM, and extraction of
process progression information from transactional databases. As a colleague and
friend, he was always happy to collaborate in projects, discuss ideas, and talk about
life, where he would always bring in not only smart ideas and wisdom, but also passion
and fun. On the latter, I just cannot emphasize enough how much fun it was to work
and share time together with Florian. Even during the toughest deadlines and research
challenges, Florian would always crack a joke or tell an anecdote that made us laugh
and brought fun to our meetings. And, of course, outside work, we would always find
some time to enjoy his amazing craft beers. I will always remember him as a true
mentor and wonderful colleague and friend.

Stefano Ceri. Florian was one of my PhD students, he has always been appreciated by
colleagues and friends for his frank character, his kindness and humanity, and also his
ironic style, he was always able to surprise us with his keen observations. Activity with
Florian went beyond the end of his PhD, we communicated perhaps more after
graduation. I remember long conversations while attending a conference in Shanghai,
we discussed a lot about research and what is important in life. During those days, he
questioned some of my beliefs, and these dialogues started meditations that were
important to me. He appericated scientific merit and independent thinking, thanks to
these he was always able to live and work outside the box. When he won a researcher
(RTB) position in Milan, he had publications warranting a full professorship; what’s
more important, he was a mature and independent thinker, as is clear from his pro-
duction and overwhelming number of collaborations. Florian leaves our department
with an immense void.

Fabio Casati. Florian has been, and is, a close friend, a colleague, and an inspiration to
me for many years. I will never forget the many lessons that he gave by example —
never with the intent to teach. Many of them had to do with how you approach any
problem with the care and passion it deserves, without hidden goals but only with the
objective of doing the best he could in solving a problem and being as helpful as
possible for those affected, be it the occasional lecture, the work on a project deliv-
erable, a small research effort with a bachelor student, and on and on. As I said many
times for the last 10 years, he would have been my choice for full professorship since
three years into his post doc tenure. Everywhere he went, in whatever environment, he
would just make that place a better one. He was the friend and colleague anybody
would want to have, and when he left Trento, although he moved only two hours away,
it felt like losing a part of me. To this day, I still think about how he would behave in a
given situation, and this helps me figure out the right course of action. Florian, I am
sure you are happy and drinking (and probably a bit drunk) wherever you are. We miss
you.
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Process Minding: Closing the Big Data Gap

Avigdor Gal'™ and Arik Senderovich?
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Abstract. The discipline of process mining was inaugurated in the BPM
community. It flourished in a world of small(er) data, with roots in the com-
munities of software engineering and databases and applications mainly in
organizational and management settings. The introduction of big data, with its
volume, velocity, variety, and veracity, and the big strides in data science
research and practice pose new challenges to this research field. The paper
positions process mining along modern data life cycle, highlighting the chal-
lenges and suggesting directions in which data science disciplines (e.g., machine
learning) may interact with a renewed process mining agenda.



Characterizing Machine Learning Processes:
A Maturity Framework

Rama Akkiraju(g), Vibha Sinha, Anbang Xu, Jalal Mahmud,
Pritam Gundecha, Zhe Liu, Xiaotong Liu, and John Schumacher

IBM Watson, IBM Almaden Research Center, San Jose, CA, USA
{akkiraju, vibha.sinha, anbangxu, jumahmud, psgundec,
liuzh,Xiaotong.Liu,jfs}@us.ibm.com

Abstract. Academic literature on machine learning modeling fails to address
how to make machine learning models work for enterprises. For example,
existing machine learning processes cannot address how to define business use
cases for an Al application, how to convert business requirements from product
managers into data requirements for data scientists, and how to continuously
improve Al applications in term of accuracy and fairness, how to customize
general purpose machine learning models with industry, domain, and use case
specific data to make them more accurate for specific situations etc. Making Al
work for enterprises requires special considerations, tools, methods and pro-
cesses. In this paper we present a maturity framework for machine learning
model lifecycle management for enterprises. Our framework is a
re-interpretation of the software Capability Maturity Model (CMM) for machine
learning model development process. We present a set of best practices from
authors’ personal experience of building large scale real-world machine learning
models to help organizations achieve higher levels of maturity independent
of their starting point.

Keywords: Machine learning models - Maturity model - Maturity framework -
Al model life cycle management



Towards Process Science: Embracing
Interdisciplinary Research Opportunities
in the Digital Age

Jan vom Brocke

Hilti Chair of Business Process Management, University of Liechtenstein,
Vaduz, Liechtenstein
jan.vom.brocke@uni.li

As process researchers, we live in exciting times. Processes are deeply interwoven with
digital technologies, such as the Internet of Things, machine learning, distributed ledger
technology combined with data analytics, among many others. Processes move beyond
organizational boundaries and become independent entities of their own. Processes
deliver and connect various services, such as health care, mobility, investments, edu-
cation, and other important economic and societal services, while organizations such as
hospitals, public transport, banks, and universities, only contribute specific shares in
form of services to such processes. In essence, we see that processes (not organizations
or applications) are becoming the prime phenomena of interest in the digital age. While
the growing importance of process is fascinating, we need to ask: Are we prepared to
fully embrace the new role of process within our research field? We see a central
challenge ahead. We need to conceptualize processes independent of a single disci-
pline’s perspective but integrate contributions from various disciplinary fields. This is
because processes are socio-technical by nature and, thus, they entail numerous aspects
of different kinds. This is evident through contributions by well-established research
disciplines, such as computer science, management science, and information systems
research, which have developed distinct views on processes. With processes growing
outside organizations and application systems, a plethora of additional disciplines will
gain increasing importance, too, such as psychology, engineering, architecture, law,
ethics, and others. This is exciting because such contributions — when brought together
— will greatly advance our understanding of processes. However, we need a platform to
integrate and synthesize those various contributions, and given the joint focus is pro-
cess, we shall call this effort “process science”. We envision process science as a new
scientific field, which is based on three key pillars.

1. Interdisciplinary at its core. Process science is an inter disciplinary field that uses
various scientific methods to generate knowledge about the development, imple-
mentation, and management of processes. Thereby, it draws on insights from var-
ious fields and aims to advance our understanding of how processes create value in
diverse contexts and settings. These fields include organization science, information
systems research, organizational design, computer science, psychology and neu-
roscience, ethics, among many others.
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2. Continuous engagement in and between research and practice. The field of process
science aims to develop a shared language among these disciplines in order to direct
their attention towards shared phenomena. In order to think about processes in truly
novel ways, we need to acknowledge and synthesize assumptions of individual
fields. In our view, the term “process science” marks a new beginning for process
research, where we develop common assumptions, a core terminology, joint
research questions, as well as innovative ways to engage with practice to contin-
uously update and further develop an emerging research agenda.

3. Creating impact by design. By integrating and synthesizing insights from various
disciplines, process science aims to develop a prescriptive understanding of how
processes can be designed and managed in context. Certainly, the competences we
have developed in the field of BPM will play a key role to translate interdisciplinary
perspectives into a prescriptive science about processes. The challenge is now how
these different assumptions can be brought together under a unified vision of pro-
cess science, design, and management.

To give an example, one big contribution process science can make is to advance
our understanding of change and the adaptability of processes. In times, when change is
the “new normal”, the adaptability of processes becomes a crucial skill of the future.
How can we organize for a spectrum of emerging changes where desired future states
can hardly be anticipated? What are appropriate approaches when pre-defined to-be
processes cannot be an option? How can we conceptualize, measure, and predict
change? How can we allow for sufficient adaptability in the design and management of
processes? Clearly, such solutions need contributions from various different perspec-
tives, including technological infrastructures but also governance structures, skill sets,
and cultural values to increase the adaptation capabilities of processes. The BPM
community has the theories, methods, and tools to make such contributions. However,
to get at the core of these phenomena, we need to equally embrace views and theories
from other fields. This is what a joint effort in process science can deliver. This talk will
sketch out the field of process science. The aim is to conceptualize essential elements of
process science, provide examples for research projects, and stimulate a discourse on
the establishment of process science as an interdisciplinary field both for research and
practice. I invite all people with an interest in processes to be part of establishing
process science to advance both theory and practice. It will be great to — on occasion
of the BPM Conference 2020 — jointly bring process science to life and to decide on a
few important operational next steps.
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Queue Mining: Process Mining Meets
Queueing Theory

Avigdor Gal', Arik Senderovichz, and Matthias Weidlich?
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Abstract. The tutorial will expose the audience to queue mining, which is a set
of novel data-driven techniques used for modeling and analyzing complex
resource-driven environments. Queue mining was born from the synergy
between process mining [1] and queueing theory [2]. From automated discovery
[3], through conformance checking [4], to predictive monitoring [5], process
mining plays a key role in modern process-oriented data analysis. Historically,
process mining has mainly focused on the single-case perspective, while in
reality, performance of processes is highly influenced from correlations between
running cases. Queueing theory, in turn, is a well-established paradigm in
operations research that addresses this gap. It revolves around processes that
exhibit scarce resources and highly correlated cases that compete for these
resources.

In the first part of the tutorial, we shall present a high-level overview of queue
mining methodologies. Specifically, we will discuss a range of queue mining
methods that involve predictive monitoring in various queueing settings, con-
formance checking in queue-driven systems, and a generalized
congestion-driven approach for predicting remaining times and analyzing bot-
tlenecks. Subsequently, we shall demonstrate the usefulness of queue mining in
real-life applications coming from three service domains: call centers, public
transportation, and healthcare. We will conclude the tutorial with a discussion of
novel research directions that involve queue mining and its extensions into other
evolving fields.

We believe that the tutorial will attract both researchers and practitioners in the
area of process management and mining, who are interested in performance
analysis, predictive monitoring, and operations management.

References
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Driving Digitalization on the Shopfloor
Through Flexible Process Technology

Stefanie Rinderle-Ma

Faculty of Computer Science, University of Vienna, Austria
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Abstract. The current crisis shows that digitalization has become more crucial
than ever. We believe that process technology constitutes the vehicle to drive
digital transformation throughout all application domains. In this tutorial, we
reflect on the opportunities of process technology in more “physical” environ-
ments such as industrial manufacturing with machines, sensors, and manual
work.

For this, the tutorial discusses and combines questions in the areas of flexible
process technology, Internet of Things (IoT), and industrial manufacturing
processes. Specifically, the goals of the tutorial are to

— Show how process technology can be used to foster the digital transforma-
tion in industrial manufacturing.

— Discuss challenges and possible solutions at the interface of BPM and IoT.

— Explain challenges and requirements on process flexibility.

— Outline how process flexibility can be provided from the system side.

— Outline prospects of the contextualized collection of manufacturing data.

The tutorial is outlined as follows: a) introduction into flexible process
technology, b) introduction to a real-world industrial manufacturing case, c)
solution based on the secure manufacturing orchestration platform centurio.work
[1, 2] which is already applied in several real-world industrial settings, and d)
benefits of a process-oriented solution such as vertical and horizontal integration
as well as contextualized data collection and integration of the activities of the
employees. The tutorial features a mix of presentation and interactive parts,
including a demonstration of centurio.work and exercises with the Cloud Process
Execution Engine CPEE (http://www.cpee.org/).

Keywords: Digital transformation - Process technology - Shopfloor - Process
flexibility - Internet of Things
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Predictive Process Monitoring: From Theory
to Practice

Chiara Di Francescomarino’ , Chiara Ghidini' s
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Abstract. Predictive process monitoring is a branch of process mining that aims
at predicting, at runtime, the future development of ongoing cases of a process
[1]. Predictions related to the future of an ongoing process execution can pertain
to numeric measures of interest (e.g., the completion time), to categorical out-
comes (e.g., whether a given predicate will be fulfilled or violated), or to the
sequence of future activities (and related payloads). Recently, different
approaches have been proposed in the literature in order to provide predictions
on the outcome, the remaining time, the required resources as well as the
remaining activities of an ongoing execution, by leveraging information related
to control flow and data contained in event logs recording information about
process executions. The approaches can be of a different nature and some
of them also provide users with support in tasks such as parameter tuning. The
interested reader can refer to recent surveys such as [2—4]. This tutorial aims at
(i) providing an introduction on predictive process monitoring, including an
overview on how to move within the large number of approaches and techniques
available; (ii) introducing the current research challenges and advanced topics;
and (iii) providing an overview on how to use the existing instruments and tools,
with particular emphasis on the Nirdizati tool [5].
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Business Process Analysis Using Scripting
Languages
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Abstract. During the recent decade, various (commercial) software solutions
have been developed that support the semi-automated analysis of business
processes, i.e., known as process mining solutions. Examples include, and are
not limited to, Celonis, Disco, ProcessGold, and myInvenio on the commercial
side, and ProM, Apromore, and RapidProM on the open-source/academic side.
More recently, several process mining techniques have been developed in the
context of scripting languages, e.g., Python, R, etc. The advantage of using
scripting languages, which are often interpreted, with regards to compiled
programming languages, include flexibility, rapid prototyping, portability, etc.
In this tutorial, we focus on two, recently developed software libraries, i.e.,
PM4Py and bupaR, developed for python and R respectively. We sketch the
main functions of the two libraries and compare their strengths and weaknesses.
For both libraries, importing event data will be discussed. In the context of
PM4Py, we furthermore focus on applying process discovery and conformance
checking. In the context of bupaR, we focus more on visualization of event data
for descriptive and exploratory analysis, as well as declarative conformance
checking. This tutorial is intended for academics, data scientists, software sci-
entists and process (intelligence) consultants, and might additionally be inter-
esting for process owners and department heads/managers. We also aim to
discuss the applicability and limitations of scripting languages for the devel-
opment of novel enterprise-grade process mining technologies.

Keywords: Process mining - Python - R - PM4Py . bupaR



Information Systems Modeling
Playing with the Interplay Between Data and Processes
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Abstract. Data and processes go hand-in-hand in information systems but are
often modeled, validated, and verified separately in the systems’ design phases.
Designers of information systems often proceed by ensuring that database tables
satisfy normal forms, and process models capturing the dynamics of the
intended information manipulations are deadlock and livelock free. However,
such an approach is not sufficient, as perfect data and process designs assessed
in isolation can, indeed, induce faults when combined in the end system.

In this tutorial, we demonstrate our recent approach to modeling and verifi-
cation of models of information systems in three parts. Firstly, we present our
Information Systems Modeling Language (ISML) for describing information
and process constraints and the interplay between these two types of constraints
[1, 2]. Secondly, we demonstrate Information Systems Modeling Suite (ISM
Suite) [3], an integrated environment for developing, simulating, and analyzing
models of information systems described in ISML, released under an
open-source license.! In this part, using our tools, we show several example
pitfalls at the level of information and process interplay. Finally, we discuss
current and future research directions that aim at strengthening the theoretical
foundations and practical aspects of our approach to the design of information
systems.
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Abstract. The discipline of process mining was inaugurated in the BPM
community. It flourished in a world of small(er) data, with roots in
the communities of software engineering and databases and applications
mainly in organizational and management settings. The introduction of
big data, with its volume, velocity, variety, and veracity, and the big
strides in data science research and practice pose new challenges to this
research field. The paper positions process mining along modern data life
cycle, highlighting the challenges and suggesting directions in which data
science disciplines (e.g., machine learning) may interact with a renewed
process mining agenda.

1 Introduction

The rapidly growing research field of process mining [1] offers techniques that
focus on data that is generated from some (possibly unknown) process. Using
process mining, event data is transformed into processes to be observed, ana-
lyzed, and improved. The mining techniques vary from discovery of models
through conformance checking [2] to process enhancement via, e.g. predictive
monitoring [3].

The origins of process mining research is in an organizational setting, with
motivating applications in process-aware information systems [4]. Such systems
use an explicit notion of a process and provide support to run processes whose
footprints are recorded in an information system from which event logs can be
easily created. The data market has seen a major change in the past decade,
challenged by the need to handle large volumes of data, arriving at high velocity
from a variety of sources, which demonstrate varying levels of veracity. This chal-
lenging setting, often referred to as big data, renders many existing techniques,
especially those that are human-intensive, obsolete. As processes are mined from
data, any change in the data market requires re-evaluating the tools that are used
for process mining.

In the challenging arena of data science, the science of dealing with big data,
we offer in this paper an analysis of the role process mining can play and the
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directions to be taken by researchers to affect and be affected by research in
the affiliated fields of data science, such as databases and machine learning.
We observe that the discipline of process mining was inaugurated in a world
of small(er) data and its sample set of applications was very different from the
set of applications that drive other data oriented research disciplines. We also
observe that these differences, and the fact that the process mining community
has evolved in relative isolation from other data science communities offer both
challenges and opportunities that will be discussed in the remainder of the paper.

We first introduce, as a background, a common framework for data science,
detailing the characteristics of big data and the data life cycle (Sect. 2). We then
offer views on discovery (Sect. 3), conformance checking (Sect.4), and enhance-
ment via process perspectives (Sect.5) in light of contemporary data ecosystem.
We conclude in Sect. 6 with a survival guide to the young researcher in the data
science academic jungle.

2 Data Science and Process Mining

In this section, we offer a brief introduction to big data and data science. We start
with characterization of big data (Sect.2.1), followed by an overview of data life
cycle (Sect. 2.2). An illustration of the coverage of data science is given in Table 1,
using a matrix visualization. Such a visualization can assist in connecting the
terminology of process mining with that of data science yet it is meant to offer a
loose intuition when needed rather than a thorough mapping. We conclude the
section with the positioning of process mining in the context of the data science
matrix (Sect.2.3), emphasizing the role process mining can play in the field of
explainable Al [5].

2.1 Big Data Characteristics Are Process Mining Challenges

Big data is commonly characterized via a set of “V”s, out of which four became
mostly prominent. Big data is characterized by volumes of data to be gathered,
managed, and analyzed. Velocity involves the rapid arrival of new data items
and also the notion of change in states of artifacts. Big data variety refers to the
availability of multiple heterogeneous data sources. The fourth “V”, veracity,
involves the truthfulness and reliability of the data to be integrated.

Data volume was not an issue for process mining when initiated. The logs that
served for the first works on process discovery were rather small. For example,
the first BPI challenge' uses “a real-life log, taken from a Dutch Academic
Hospital. This log contains some 150,000 events in over 1100 cases” and it did
not take much to create a “spaghetti” model from an activity log. A few years
later, Senderovich et al. experimented on another medical dataset, with RTLS
data taken from an American hospital, with approximately 240,000 events per
year [6]. In 2014, a smart city dataset, which was used in a task that analyzed
bus routes as processes contained over 1 million events per day for a period of
one month (approximately 30 million events) [7].

! https://www.win.tue.nl/bpi/doku.php?id=2011:challenge.
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Table 1. Data Science Matrix. The matrix entries identify links of process mining
terminology to the data science ecosystem. Discovery, conformance, and enhancement
are all data science activities and as such, require the full data cycle and may be
challenged by any of the big data characteristics.

Gathering Managing Analyzing Explaining
Volume | Sensors Incremental discovery | Filtering
Aggregation
Velocity Concept drift

Event stream discovery

Variety | Log creation | Perspectives

Veracity Log merging

Data velocity has been a main focus of process mining, not due to the speed
of event arrival (after all, registering a new child in a Dutch municipality does
not have to be done in a matter of seconds) but due to the inherent notion of
change, which is common to data velocity and the understanding of the nature
of a process. A recent evidence on the impact data velocity has on process
mining can be seen with a line of research into concept drift where “real-world
processes are subject to continuous change” [8]. The need to deal with concept
drift in process mining can serve as evidence to the changing type of processes
that the community work with, aligned with the change of dynamics in the data
world. The specific use-case that was proposed by Maisenbacher and Weidlich [§]
was that of health insurance claims [9] (rather than Dutch municipalities), yet
keeping loyal to Dutch meticulous recording of events, other works (such as [10])
analyzed concept drifts of Dutch installation services company. Another process
mining challenge, related to both volume and velocity, involves event stream-
based process discovery [11], where a discovery algorithm needs to elicit process
models from streams of events without assuming an existence of an event log
(due to size and frequency of arriving data).

As for data variety, the initial assumption for process mining has been that
data comes from an information system, which implies that it underwent a clean-
ing process. Only later came additional perspectives [12] and with them, natu-
rally, the challenges of data integration.

Finally, modern applications replace the traditional usage of well-curated
information systems with crude raw data that comes from multiple sensors so
variety is high and veracity is low. Veracity depends on many factors, includ-
ing source reliability and the additional processing sensor data undergo along
the way. As an example, consider RTLS data in a hospital that uses the where-
about of patients to understand the inter-relationships between various activities
patients perform as part of a hospital treatment process. The noisy nature of
RTLS devices may provide false or missing indications. In addition, if a pro-
cessing system assumes that patients always stay in their last recorded position,
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additional uncertainty regarding the correctness of the reported locations may
be injected into the log.

2.2 Data Life Cycle... and More Challenges

The process of handling big data can be described using a data life cycle, with
four main steps, namely gathering, managing, analyzing, and explaining. In the
first step, data is gathered from multiple sources. Then, in the management
step it is integrated, stored, and prepared for analysis using multiple database
methods. Analysis is performed using algorithmic solutions, typically machine
learning and data mining. The results of the analysis are then shared with stake
holders, resulting in new questions that require more data to be gathered, and
so the cycle begins anew. Henceforth, we shall refer to disciplines that orbit the
data life cycle as data science disciplines, with examples being process mining
itself, machine learning, data mining, databases, statistics, and visual analytics.

As part of data gathering, process mining uses a log, which requires at least
three elements, namely case identifier (who?), activity name (what?), and a
timestamp (when?). These three elements enable the creation of a trace, con-
structing a sequence (using the timestamp) of related activities (through the
case identifier) that is recorded in the log. Such a log calls for preprocessing
that may be far from trivial when data arrives in a raw form from multiple data
sources. Also, an important aspect of the gathering step is to understand which
additional process perspectives should be added or deduced from the log.

An important component of data management is data integration. Process
mining has mostly enjoyed the privilege of using rather clean logs, such as logs
that arrive from a centralized-managed process aware information systems. Big
data offer multitude of opportunities to combine data from multiple resources
and enrich the logs to allow better discovery, conformance, and enhancement.
However, with such opportunities, comes much uncertainty regarding the correct
way to combine the data in a way that will contribute to process understanding.

The process mining discipline has provided multitude of tools for analyzing
process data from the control-flow perspective. In addition, methods for mining
concrete perspectives, such as the queueing perspective were also introduced [13].
Other communities, such as machine learning and data mining, also offer tools to
generate models from data. The machine learning community, in particular, saw
an amazingly increasing interest in the past few years. From a small community,
focused on designing efficient and effective algorithms that immitate human
learning from evidence, machine learning turned in matter of weeks to be the
center piece of the latest technology evolution with impact on all walks of life.

Finally, explainability (with the latest buzzword explainable AI) encompasses
a set of means to enhance explainability of models, many of which draw on the
research field of high dimension visualization. Processes can naturally be visu-
alized by means of graphs and many of the tools that were developed for pro-
cess mining are accompanied by useful visualization tools [14] and explainability
techniques [15]. New generation of visualization tools that can enhance visual
analytics and highlight appropriate model properties are yet to be developed.
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The cycle of data begins a new once the results of previous analysis were
introduced and duely explained to stakeholders, leading to new questions that
may require gathering more data. In the context of process mining, for example,
once predictive monitoring kicks into place, data should be continuously gathered
to understand the impact of such monitoring on the process.

2.3 I Get Big Data, Now What?

The connection between process mining and data science is obvious and was
discussed before, e.g., [16] and several blogs.? However, what we see as a com-
munity is not all that obvious for other communities in the data science realm
and this paper focuses on how to get our gospel heard.

There is one element of process mining that positions it at the heart of the
future discussion of other data science disciplines such as databases, data min-
ing, and machine learning. It is not the ability to analyze timestamped data
(although many brilliant algorithms were suggested in the community), nor is
it the ability to utilize state-of-the-art machine learning algorithms when ana-
lyzing such data (although many excellent works did just that). As a discipline
that evolved from the human-rich interaction discipline of BPM, process mining
researchers have always taken as given the human-in-the-loop approach. As a
result, researchers were always seeking better ways to explain discovered pro-
cesses to humans. Also, the community has developed a rich literature to allow
humans to compare between the discovered processes and their own understand-
ing of it. Moreover, researchers of this community know how to make use of
human expertise when performing data analytics. Therefore, we argue that this
community is well positioned to lead the new trends of explainable Al, inter-
pretability of machine learning, and embedding expert knowledge in machine
learning. We shall provide examples of how process mining can influence those
trends.

To become an influential player in the broader field of data science, process
mining must build on the strengths mention above while creating bridges to
other disciplines. In this paper, we show three such bridges. First, we relate
process discovery to explainability of machine learning algorithms. Next, we
suggest directions to position conformance checking in the world of algorithms
evaluation. Lastly, we demonstrate, via a successful direction of queue mining,
how to build on human knowledge as encoded in the academic literature in
embedding process perspectives into supervised machine learning.

3 Process Discovery
Perhaps the most significant avenue of research in the process mining community
aims at automated discovery of process models from data streams emitted by

complex systems for individual cases [17]. One reason for the centrality of the

2 https://tinyurl.com/yadduec4, https://tinyurl.com/ybtxrl53.
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discovery process in process mining is its tight link with the field of BPM where
a main goal is the “(re-)design of individual business processes” [18]. In this
section we analyze process discovery as a machine learning task (Sect.3.1). We
then focus on discovery as an algorithmic explainability tool (Sect. 3.2).

3.1 Discovery as a Machine Learning Task

Discovery has all the characteristics of a machine learning task. It uses sample
or training data (log) to create a mathematical model (process, typically a Petri
net). The outcome of a discovery process can be used for classification (is this a
regular loan request or a mortgage?), clustering (are these traces similar?), and
prediction (how long will I stay in the emergency room?)

Viewing process discovery through the lens of machine learning provides us
with some interesting observations. To start with, consider the difference between
supervised and unsupervised learning. In a supervised setting, the algorithm
learns using labeled data, offering a way to evaluate its accuracy on training
data. In an unsupervised setting, data is unlabeled and the algorithm needs
to use some prior knowledge about “good” and “bad” behavior to generate a
model. So, is a process discovery algorithm supervised or unsupervised? it seems
to be a little bit of both. The log that is used for training provides activity
labels and together with the case ID and the timestamp allows an algorithm
to understand which activity proceeds which other activity. This, however, may
be insufficient to understand complex structures such as parallel execution. For
that, the algorithm requires to apply techniques of unsupervised learning, e.g.,
by interpreting certain patterns across cases (samples) as representing parallel
execution [17]. We note here that process mining demonstrates also characteris-
tics of semi-supervised learning. In particular, most process mining algorithms
are driven by the ability of the model to parse positive examples (those examples
that appear in the log).

Challenges may arise when all we have are low level events that cannot be
directly correlated to activity labels. For example, events that provide GPS
locations or mouse movement on a screen. Here, we lose the benefit of know-
ing the what while keeping knowledge about who and when. We can fill the
gap using, well, machine learning. For example, we can cluster low level events
together based on patterns in the raw data and create a log that is ready for
discovery [19-21] or simply develop a new discovery algorithm for exactly such
data [22]. Imagine next that we lose, in turn, the who and the when. Where does
that lead us? to what extent can process discovery help us there?

3.2 Discovery Is the New Explanability

Evaluation of a model that is trained from examples is multi-facet and depends
on the task at hand. In machine learning, evaluation differs between binary
problems (such as classification) and problems with numerical outcomes (such as
regression). For binary problems, evaluation is based on the confusion matrix and
many measures (e.g., accuracy, precision, recall, f-measure) use a combination of
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true positives, true negatives, false positives, and false negatives. For regression-
based models, measures are based on variance computation, with measures such
as Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Median
Relative Absolute Error (MdRAE).

For process mining, there are four common evaluation measures that quantify
the quality of discovered models:

Fitness indicates how much of the observed behavior is captured by (“fits”) the
process model. Fitness essentially computes the number of true positives out
of the total number of traces (true positives + false negatives) and thus is
equivalent to recall.

Precision measures to what extent a discovered model identifies behaviors
beyond those that are present in the log. Therefore, the number of true pos-
itives is divided by the total number of traces that the discovered model
admits (true positives + false positives).

Generalization measures the ability of a discovered model to generalize beyond
the behaviors the data allows. Similar measures are discussed in the machine
learning literature, when discussing the risks of overfitting.

Simplicity assesses to what extent the discovered model is simple. This mea-
sure does not have a common mathematical definition and is sometimes mea-
sured by the representation spatial properties, e.g., the number of crossing
edges [23].

Clearly, the first two measures are aligned with the evaluation of binary
problems in machine learning and the third is of growing interest, recalling that
many efforts are devoted to prove algorithms’ generalization (including in trans-
fer learning) and that empirical results are to show generalization error. The
fourth measure, that of simplicity, fits nicely with notions of explainability and
interpretability, which became mandatory ingredients in any machine learning-
based solution [5].

Explainability and interpretability are often used interchangeably despite
their varying roles in presenting the outcome of machine learning solutions. Inter-
pretability is about the extent to which a cause and effect can be observed within
a system. Therefore, considering control flow, when the discovered model shows
that activity A is followed by activity B, the user is offered a causal relationship
between the two activities. When adding a time perspective, interpretability may
be added in a form that would allow, for example to understand that at time
14 : 05 the process should execute activity A. Explainability is the extent to
which the internal mechanisms of a system can be explained in human terms.
For example, it can be used to explain that the execution of activity A is time
dependent.

In the context of process discovery, a realization of interpretability is in the
form of decision and constraint annotations. Explainability was recently dis-
cussed when context-aware process trees were introduced [24]. All-in-all, process
discovery has a lot to offer in terms of both interpretability and explainability.
The natural graphical representations of processes (and in particular trees) offer
opportunities to create self-explainable process models.
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Process discovery does not make use of regression measures. Rather, it makes
use of non-binary measures by using data replay and counting the number of
misfit movements in the log and the process for each trace [25]. In this context,
works such as the one proposed by Sagi and Gal [26] offer interesting direc-
tions for extending the non-binary evaluation research of process discovery by
assigning different relative emphasis on commonality vs. differences [27] among
traces.

4 Conformance and the Changing Role of Humans

Machine learning has developed tools for model fitting to test to what extent
the model generalizes from the data on which it was trained. A model that is
well-fitted produces more accurate outcomes, a model that is overfitted matches
the data too closely, and a model that is underfitted does not match closely
enough. The notion of model fitting is captured well in the evaluation measures
discussed in Sect. 3.2.

Conformance checking offers, beyond a fitness evaluation between a model
and a trace, also a more general notion, that of model comparison. While in the
machine learning literature the use of model comparison is mainly in comparing
performance (and hence fitness to the data is sufficient), process mining also
focuses on the differences between models, one of which is human created while
the other is revealed from the data [28]. Identifying the equivalent to confor-
mance checking in main stream machine learning is even harder than that of the
discovery process. There, at least, it is clear what is the parallel mechanism to
discovery that works in machine learning, although the end goal is mostly very
different. With conformance checking, a machine learning researcher is most
likely to wonder why there is a need to compare two models at all if not for
understanding which one yields better results.

Equipped with our understanding that process mining is about human-in-
the-loop, we can gain two main insights on where conformance checking may
contribute best to the machine learning literature. Machine learning, as a dis-
cipline, was thrown into the heart of general audience interest, portrayed as Al
(recall your favorite sci-fi movie, ours is the Matrix trilogy). As such, it offers
a great promise to areas such as medicine, smart cities, and more. However,
algorithms do not just find their way into sensitive systems in hospitals, banks,
and city control rooms. Rather, they need to face an obstacle named the human
decision maker, and to do that they need to show how their outcome fit a mental
model of a human decision maker for solving the same problem.

The first research direction has to do with the way explainability is per-
formed. Machine learning algorithms generate models that are at times func-
tionally black boxes and it is impossible to understand their inner workings. A
question that may be raised is to what extent we trust the model and the data
from which it is created. When embeddings (of words but not only) become a
common method in building learning models, machine learning literature seeks
new methods to interpret the algorithm results, see for example LIME [29]. We
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should not, however, stop there. Once an interpretable model is created, it can be
fine tuned to fit human decision maker’s mental model by creating minor modi-
fications, along the lines of the generalized conformance checking framework of
Rogge-Solti et al. [28].

Another place where humans and machines can interact around models is
when tuning hyper parameters. Consider a very simple case, where a human
expert trains a clustering model using k-means, where k = 2. Setting the k value
follows the expert understanding of the world she aims at modeling. The algo-
rithm may reveal that while for £ = 2 the algorithm fitness is poor, revising
the hyper parameter to a larger k value yields better results. Negotiating the
hyper parameters when starting from the expert mental model helps in reaching
a consensus between the human expert and the algorithm on the best tuning.
It is worth noting that tuning hyper parameters lies currently in the realm of
machine learning experts, those that build a model for end users. We argue here
that hyper parameter tuning should be part of a human-in-the-loop approach,
where the human is in face the domain expert, rather than the machine learn-
ing expert. Conformance checking, with its multitude of techniques to interpret
alignments and its multi-dimensional quality assessment, is an entryway to per-
form judicial hyper parameter tuning in machine learning algorithms, especially
when those hyper parameters can be associated with a real-world meaning that
can be interpreted by domain experts.

5 From Model Enhancement Through Perspectives
to Feature Engineering and Model Adaptation

Process enhancement is “the extension or improvement of an existing pro-
cess model using information about the actual process recorded in some event
log” [16]. Process extension, “a form of process enhancement where apriori model
is extended with a new aspect or perspective”, [16] is often brought up when
enhancement is discussed. Big data brought with it an opportunity to integrate
(part of the management stage in the data life cycle) additional data (recall data
variety) to an existing log. The process mining community, which devoted much
effort to mining the control flow of processes from data, focused its enhancement
efforts on identifying contextual data that can identify new process perspectives
(e.g., time, resources, and costs).

With plenty of data from which contextual information can be derived, two
questions come to mind, namely how to choose a perspective? and how to select
data for better enhancement? These questions point to a common practice in
machine learning, that of feature engineering. Feature engineering is commonly
known as “the process of using domain knowledge to extract features from raw
data via data mining techniques. These features can be used to improve the
performance of machine learning algorithms.”?

Domain knowledge brings up again the human-in-the-loop. Clearly, the visu-
alization tools that were developed over the years for process discovery can

3 https://tinyurl.com/y916njyh.
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become handy when gathering domain knowledge for additional perspectives.
Moreover, domain knowledge does not have to be gathered directly from human
experts. Rather, seeking domain expertise in the relevant scientific literature
provides a good starting point for developing a feature set for a perspective.

To illustrate a possible approach that combines process enhancement with
expert knowledge for creating a focused set of features to create a perspective,
consider queue mining [12], which enhanced a log with a queueing perspective
to extract congestions from process data.

=

Congestion
Graph
Mining

Feature
Extraction

Congestion
Graph

Enriched
Event Log

Fig. 1. Our solution to generate congestion features.

Feature engineering using a model-driven approach to automatically generate
congestion-related features, as illustrated in Fig. 1, was proposed by Senderovich
et al. [30]. Given an event log, the first step mines congestion graphs, graphical
representations of the dynamics observed in a system. These dynamic graphs
represent the flow of entities in terms of events and are labeled with performance
information that is extracted from the event log. Extraction of such performance
information is grounded in some general assumptions on the system dynamics.
For congestion graphs it is a state representation of an underlying queueing
system. Finally, a transformation function is created to encode the labels of a
congestion graph into respective features. This feature creation yields an enriched
event log, which can be used as input for a supervised learning method.

Order external exams
Additional Doctor Order

vitals admission  consultant
Imaging
) 1

Order imaging test  Imaging decrypting

External
exams

Registration Nurse Order Lab
admission blood test tests results

Fig. 2. Main treatment events and flows; events and flows of important features are
highlighted.

One of the advantages of discovering congestion graphs is the ability to move
from prediction to explainability. Providing insights as to the most important
features and root-causes for delays in the system is a crucial step when optimizing
processes. We demonstrate this by considering the congestion graph in Fig. 2 and
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show how the features obtained from congestion graphs provide insights into the
root-causes of delays.

Feature importance was evaluated by ranking features according to their
role in the prediction task. Specifically, methods like gradient boosting enable
the ranking of features in correspondence to their predictive power [31]. For
example, the most dominant feature for the healthcare process in Fig.2 based
on the congestion graph are the number of patients who entered reception. This
implies that a greater arrival volume has an impact on time prediction, as it
results in delays. The second feature, corresponds to the elapsed time since lab
results are ready (i.e., blood work). This feature is highly predictive as the next
step after lab is typically the visit to the physician. Hence, an important feature
is the time in queue for the physician.

To summarize, the example illustrates a feasible mechanism to generate fea-
tures for a new perspective using domain knowledge that is extracted from the
scientific literature. Existing approaches in process mining can offer ways to
interpret feature importance and provide insights on the domain. Mined infor-
mation can then serve for explainability analysis and understanding the process
beyond the specific prediction goal.

6 Conclusions

The world is buzzing with new opportunities that were made possible due to
a set of technologies, from cheap sensors and Iot, to cloud computing, to bet-
ter interfaces. Data science finds new applications in healthcare logistics, luggage
handling systems, software analysis, smart maintenance, Web site analytics, cus-
tomer journey, and more.

The surge of interest in machine learning and Al technologies for daily activ-
ities has found those communities unprepared. Almost instantly, a purely aca-
demic discipline, with minimal connection to the commercial world, has found
itself in the eye of a storm, with more and more application domain demand to
be upgraded with the shining new algorithmic solutions.

The process mining community, has always been ready to this wave of
demand. With its tight connection to the BPM community, process mining grew
with the constant need to explain its output to human experts. Methods in
process discovery, conformance checking, and process enhancement, were always
designed with the end user in mind.

The time is ripe for the community of process mining to go out of its com-
fort zone and contribute, not just for what was traditionally promoted in the
community but also become part of the recent trend of explainable AI. To do
so, we provide a quick survival guide to the young (and young in spirit) process
mining researcher when entering the data science academic jungle:

— Know your stuff well: whether you offer the use of a process discovery algo-
rithm, a conformance checking multi-dimensional evaluation measure, or a
new perspective make sure you know it inside out. Going out to the wilder-
ness you will meet many new terms and concepts, some may be mapped
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clearly to your own research but you should be able to see the wood for the
trees.

— Identify the gap in literature when it comes to human-in-the-loop. The wider
the gap the higher are the chances your bag of tricks will fit in nicely. However,
the jungle of data science literature is such that you may have to wedge your
work in. Make sure you prepare well to defend your position when the natives
come running wildly at you.

— Establish an inter-disciplinary team. Join forces with open-minded researchers
in the data science disciplines (AI, ML, DM, or DB). Remember that research
should be seen to be done.

With such a guide at hand and with a little bit of courage, process mining
will become the new explainable AI in no time.

Little friends may prove great friends.
— Aesop

Acknowledgement. We thank Matthias Weidlich and Roee Shraga for fruitful dis-
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Abstract. Academic literature on machine learning modeling fails to address
how to make machine learning models work for enterprises. For example, existing
machine learning processes cannot address how to define business use cases for
an Al application, how to convert business requirements from product managers
into data requirements for data scientists, and how to continuously improve Al
applications in term of accuracy and fairness, how to customize general purpose
machine learning models with industry, domain, and use case specific data to make
them more accurate for specific situations etc. Making Al work for enterprises
requires special considerations, tools, methods and processes. In this paper we
present a maturity framework for machine learning model lifecycle management
for enterprises. Our framework is a re-interpretation of the software Capability
Maturity Model (CMM) for machine learning model development process. We
present a set of best practices from authors’ personal experience of building large
scale real-world machine learning models to help organizations achieve higher
levels of maturity independent of their starting point.

Keywords: Machine learning models - Maturity model - Maturity framework -
Al model life cycle management

1 Introduction

Software and Services development has gone through various phases of maturity in the
past few decades. The community has evolved lifecycle management theories and prac-
tices to disseminate best practices to developers, companies and consultants alike. For
example, in software field, Software Development Life Cycle (SDLC) Management,
capability maturity models (CMM) Application Life Cycle Management (ALM), Prod-
uct Life Cycle Management (PLM) models prescribe systematic theories and practical
guidance for developing products in general, and software products in particular. Infor-
mation Technology Infrastructure Library (ITIL) organization presents a set of detailed
practices for IT Services management (ITSM) by aligning IT services with business
objectives. All these practices provide useful guidance for developers in systematically
building software and services assets. However, these methods fall short in managing
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a new breed of software services being developed rapidly in the industry. These are
software services built with machine learnt models.

We are well into the era of Artificial Intelligence (Al), spurred by algorithmic, and
computational advances, the availability of the latest algorithms in various software
libraries, Cloud technologies, and the desire of companies to unleash insights from the
vast amounts of untapped unstructured data lying in their enterprises. Companies are
actively exploring and deploying trial versions of Al-enabled applications such as chat
bots, personal digital assistants, doctors’ assistants, radiology assistants, legal assistants,
health and wellness coaches in their enterprises. Powering these applications are the
Al building block services such as conversation enabling service, speech-to-text and
text to speech, image recognition service, language translation and natural language
understanding services that detect entities, relations, keywords, concepts, sentiments and
emotions in text. Several of these services are machine learnt, if not all. As more and more
machine learnt services make their way into software applications, which themselves
are part of business processes, robust life cycle management of these machine learnt
models becomes critical for ensuring the integrity of business processes that rely on
them. We argue that two reasons necessitate a new maturity framework for machine
learning models. First, the lifecycle of machine learning models is significantly different
from that of the traditional software and therefore a reinterpretation of the software
capability maturity model (CMM) maturity framework for building and managing the
lifecycle of machine learning models is called for. Second, building machine learning
models that work for enterprises requires solutions to a very different set of problems
than the academic literature on machine learning typically focuses on. We explain these
two reasons below a bit more in detail.

1.1 Traditional Software Development vs. Machine Learning Model Development

While traditional software applications are deterministic, machine learning models are
probabilistic. Machine learning models learn from data. They need to be trained while
traditional software applications are programmed to behave as per the requirements and
specifications. As a result, traditional software applications are always accurate barring
defects, whereas machine learning models typically need multiple iterations of improve-
ments to achieve acceptable levels of accuracy, and it may or may not be possible to
achieve 100% accuracy. Data in traditional software applications tends to be transac-
tional in nature and mostly of structured type whereas data for machine learning models
can be structured, or unstructured. Unstructured data can further come in multiple forms
such as text, audio, video and images. In addition, data management in machine learning
pipeline has multiple stages, namely data acquisition, data annotation, data preparation,
data quality checking, data sampling, data augmentation steps — each involving their own
life cycles thereby necessitating a whole new set of processes and tools. Machine learn-
ing models have to deal with fairness, trust, transparency, explainability that traditional
software doesn’t have to deal with. Machine learning pipeline has a whole new set of
roles such as data managers, data annotators, data scientists, fairness testers etc. in addi-
tion to traditional software engineering roles. While one has to deal with code versioning
and code diff functions in traditional software application development, machine learn-
ing models bring interesting twists with training data and testing data diffs and model
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diffs. A full version of compare and contrast is the sole subject of a different paper under
preparation.

All these new aspects in machine learning model lifecycle need explication, disci-
plined management and optimization lest organizations end up with chaotic, poor quality
models thereby leaving a trail of dissatisfied customers.

1.2 Making Machine Learning and AI Work for Enterprises

Making Al work for enterprises requires special considerations, tools, methods and
processes. This necessitates a new maturity framework for machine learning models.

To address these problems, based on our own experience of building practical, large-
scale, real-world, machine learning models, we present a new interpretation of CMM
maturity framework for managing the lifecycle of machine learnt models. To the best of
our knowledge, this is the first of its kind.

In this paper we use machine learning model and Al model synonymously, although
we understand that machine learning models are only a type of Al models.

2 Related Work

Our work is related to software maturity model [1], Big data maturity models [3, 4, 6,
7], and knowledge discovery process.

Humphrey proposed capability maturity model (CMM) for Software [1]. He
described five levels of process maturity for Software: initial, repeatable, defined, man-
aged, optimizing. An organization’s maturity is considered initial when there is no control
of the process and no orderly progress of process improvement is possible. An organi-
zation can reach repeatable level when it has achieved a stable process with repeatable
level of statistical control by initiating rigid project management of commitments, cost,
schedule and changes. Defined level can be attained when the organization has defined
the process to ensure consistent implementation and provide a basis for better under-
standing of the process. An organization attains a managed level when it has initiated
comprehensive process measurements beyond those of cost and schedule performance.
An organization reaches optimizing level when the organization has a foundation for
continuous improvement and optimization of the process. Our work is inspired by such
process maturity definitions. In our work, we propose a set of required processes for
organizations building machine learning models.

3 Machine Learning Model Lifecycle

In this section we describe the Al Service development lifecycle, along with roles
involved in each. Al lifecycle include: data pipeline, feature pipeline, train pipeline,
test pipeline, deployment pipeline, and continuous improvement pipeline. Each step is
an iterative and requires continuous improvements in itself. This iterative process is illus-
trated in Fig. 1. A brief introduction to each step is given in this section. The sections
that follow provide deep-dives and maturity assessment questionnaire.
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3.1 Model Goal Setting and Product Management

A product manager kicks off the Al model development process by setting goals for the
Almodeli.e., what must it be good at, creates test cases and minimum required thresholds
upon which the models’ quality and runtime performance targets are to be measured.
This person also defines thresholds for model competitiveness and the associated levels.
A product manager must set goals for an Al model considering the current state as well
as achievable levels with stretch targets. The goals must apply not only the model quality
and runtime metrics but also to the process by which the models are built so that the
outcomes are predictable, consistent and repeatable.

3.2 Content Management Strategy

A content manager is responsible for proactively identifying suitable training data
sources from public and private legal sources, checking the legality of data, establishing
governance process around data, data vendor contract negotiations, pricing, data budget
management and data lineage management.

3.3 Data Pipeline

Data collection and preparation is a key step in training an AI model. In this step, an Al
Service Data Lead leads the efforts around data collection and labeled data preparation.
The model needs to see enough instances of each kind that you are trying to detect/predict.
For example, a Sentiment Analyzer service needs to see enough instances of positive,
negative and neutral sentiment samples in order to learn to classify them correctly. This
stage of data collection and ground truth preparation involves many activities such as
identifying right type of data in right distributions, sampling the data so as to guide
the model performance, enriching the data via labeling, storing the lineage of the data,
checking the quality of the labeled and prepared data, establishing specific metrics for
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measuring the quality of the data, storing and analyzing the data. This step may also
involve augmenting the training data via data synthesis techniques or with adversarial
examples to enhance the robustness of models. Each step is iterative in itself and goes
through multiple iterations before the data is readied for training.

3.4 Feature Preparation

This step involves preparing the features from the collected data to initiate the training
models. The actual preparation steps depend on the type of Al service being developed.
Figure 1 shows the preparatory steps involved in text processing and audio signal pro-
cessing for building natural language understanding (NLU) and speech-to-text type of
services. Typically, these include, developing tokenizers, sentence segmentation capa-
bilities, part-of-speech taggers, lemmatization, syntactic parsing capabilities etc. In the
case of audio data, these things include developing phonetic dictionaries, text normal-
izers etc. These assets and services once prepared are then used in training algorithms.
Typically, a Training Lead works closely with the Data Lead to prepare these assets.

3.5 Model Training

A Training Lead leads this activity. A Training Lead makes decisions about what algo-
rithms to experiment with the prepared data and the feature assets that are prepared. This
includes making decisions about what frameworks to use (TensorFlow/Pytorch/Keras
etc.), if neural nets are involved, how many hidden layers and the specific activa-
tion functions at each layer etc. A Training Lead then trains the models, after mak-
ing the train/dev/test set splits on labeled data and runs multiple experiments before
finally making the model selection. Throughout the training process, Training Lead
makes many decisions on the various hyper parameters and strives to optimize the net-
work/architecture of the training algorithm to achieve best results. A Training Lead also
conducts error analysis on failed training and dev/cross-validation cases and optimizes
the model to reduce those errors. A Training Lead does not have access to the test cases.

3.6 Testing and Benchmarking

A Test Lead leads the testing and benchmarking activity. Finalized model is tested against
multiple datasets that are collected. The model is also tested against various competitor
services, if accessible, and applicable. Comparing the quality and run-time performance
of the model with competitor’s services and all known competing Al models to establish
its quality for each model version is a critical aspect of testing phase. As noted earlier, a
test lead is also responsible for conducting detailed and thorough error analysis on the
failed test cases and sharing the observations and patterns with the Training Lead so as
to help improve the Al model in future iterations.

3.7 Model Deployment

This is the step where critical decisions are made by the Deployment Lead on the
deployment configuration of the model. In Software-as-a-Service (SaaS) services, this
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often involves, infrastructure components, memory, disk, CPUs/GPUs, and number of
pods needed based on the expected demand. Very often as part of deployment, significant
engineering might be required to make the feature extraction steps production-grade
and wrap the trained model into a software package that can be invoked from the larger
business application.

3.8 Al Operations Management

Any Al Service’s lifecycle hardly ends when the first model is deployed for the first time
by following the steps described above. Each Al model has to continuously improve
overtime by learning from the mistakes it makes. With each iteration, with each feedback
loop, with each new model version, the model continuously evolves. Managing these
iterations that lead to continuous learning of Al services is what we call as Al Operations,
and is a joint activity between the operations, data and training team.

Deployment team is responsible for logging the payloads of Al models, and managing
the governance of payload data with help of Data Lead. During continuous improvement
cycle, the new incoming data is included by Train Lead to re-do training process and
prepare a model that is more accurate for the data it is being used for. The payload data is
also used to detect and address aspects such as biases, errors, model drifts, misalignments
and explainability.

In the following sections we elaborate on each of these pipeline stages. In Appendix
A we present a small snippet of our maturity framework. A more detailed maturity
framework could not be attached due to space limitations but will be made available via
company website.

4 Data Pipeline

Given input data X, A machine learning model approximates a mapping function f to
predict an output value y such that f(X) = y. Training machine learning models is a
data intensive effort. Training data must have enough representation of the world that
the model wants to approximate. Real-world data is often messy and must be cleaned
and prepared to make it usable for training AI models. Since data plays a pivotal role
in Al, managing the data pipeline effectively, and aligning data curation efforts with the
business goals and requirements can be key differentiators for organizations. Below, we
describe some strategies for managing one’s data pipelines effectively.

4.1 Define Data Requirements According to Business Needs

Mature organizations aspiring to produce high quality AI models start with defining
goals for their Al models. A model product manager must first define the scope, purpose
and expected minimum quality thresholds for an Al model. In organizations just starting
with machine learning, this strategic job is left to data scientists responsible for training.
While data scientists do their best to build a good model, it is not their job or role to
define what it must be good at. For example, asking data scientists to ‘build a world-
class face recognition Al model’ is too broad and vague. A more specific and focused
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goal would look like this: ‘build a face recognition service that can detect male, female
genders, these specified age groups, and these specified subset of races, and ethnicities,
which are defined in the requirements document (the requirements document may point
to a more specific taxonomy of races and ethnicities to be detected from a neutral entity
such as the United Nations Race and Ethnicity taxonomy) with at least 90% accuracy
on ‘these’ given specific test datasets where ‘these’ test datasets were carefully crafted
by the product management team to have an even distribution of all the genders, age
groups, specific races, and ethnicities for which the model is supposed do well. That
is a specific, focused and measurable goal that a data scientist can build a model for.
Such a focused goal is also non-disputable. If the business purpose and goal is not clear,
organizations have to deal with poor performance and unfairness claims once the model
goes into production where users may complain that the face recognition is biased and
doesn’t recognize faces of certain races and ethnicities. Such a specific goal also sets
specific objectives for data and training leads in collecting the right kind of data and
setting right type of train, and dev splits respectively while building the model. This
way, instead of shooting in the dark, an organization managing a mature data pipeline
can convert high-level business goals (e.g. target industries, domains, scenario and etc.)
into specific data requirements.

4.2 Define a Data Acquisition Strategy

A mature data pipeline should be able to consider the time and cost of data curation and
correlate and quantify the performance gains of Al models with the curated data. This
way, an organization can justify the data curation efforts while maximizing performance
gains for their Al solutions.

4.3 Apply Data Selection to Select Suitable Training Data

The goal of data selection is to select representative, unbiased and diverse data. This
is a funneling process. Data cleansing and data selection both reduce data as the result
of processing. Therefore, in order to achieve desired quantities of representative data,
organizations may have to be prepared to collect more data than they may end up using.
If data selection is not done, on the other hand, i) models may end up with undesirable
biases as proper representation may not be achieved ii) organizations may have to pay
for labeling data that may or may not be useful, adding to the costs and iii) too much
unselected data may unnecessarily add to the processing time and computational capacity
requirements of the machine learning process. Therefore, it is critical to apply appropriate
sampling techniques in order to generate quality training data sets in reasonable sizes.

4.4 Create Data Annotation Guidelines to Achieve Consistency with Data
Labeling

In general, the more the available annotated data, the better the model performs. However,
labeling data can be difficult and expensive. To deliver high-quality annotated data in
an efficient way, an organization should consider the following three aspects: (i) create
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unambiguous definitions for terms, prepare clear annotation guidelines and continuously
refine the guidelines and definitions with user feedback. A mature pipeline should support
arapid feedback loop between data scientists and data annotators, (ii) use a combination
of internal team of annotators and external crowd workers to get data annotated at scale,
(iii) use machine learning to pre-annotate data that human annotators can validate. This
can greatly speed up the human annotation process.

4.5 Augment Data Using Synthetic Techniques as Applicable

In machine learning algorithms, there is often a need to synthetically augment data,
to increase the amount of training data to cover scenarios where real data might be
difficult to get by. For example, in the case of audio data for training a Speech-to-Text
model, a given set of audio files can be augmented by superposition of noise tracks,
echoes, reverberations etc. Also, rate, pitch modulation can be performed on audio files
to synthesize additional data. In the case of image recognition modeling, an image can
be tilted, rotated, and colors changed to generate additional training data. As a best
practice, we recommend organizations to have a strategy and develop a pipeline for data
augmentation and align the augmented data

5 Feature Pipeline

The success or failure of the machine learning algorithms is intimately tied to how the
data is represented. In this section, we present some best practices for managing the
feature pipeline:

5.1 Keep Your Options Open During Feature Selection

Researchers have explored different types of training algorithms that aim to exploit dif-
ferent types of feature representations. These feature representations can be grouped into
3 types, (1) raw-features (2) expert-designed features and (3) latent-features. Characters,
pixels or audio waves are prime example of raw features. Raw features require minimal
pre-processing and transformations to data before being fed to the training algorithms.
From engineering point-of-view, it has resulted in much simpler training and testing
pipelines. However, this comes at the cost of need for large amounts of data for training.
Other extreme to using raw features is using expert-designed features. Experts often
bring domain knowledge to create these features. However, applying learning from one
domain to other is often the Achilles heel for such algorithms. The over-dependence on
expert users is often seen as a limitation in terms of time and cost. In the last decade, in
particular with image and speech applications, state-of-the-art models have often used
lower-level features than expert-level features. Recent advancement of deep-learning
algorithms made a consistent case for third type of features known as latent-features.
These features typically come from unsupervised pre-trained models. Intuitively, these
features compress the high-quality information that goes beyond explicitly created fea-
tures. Success of Word embeddings is a primary example of usefulness of latent features.
Recent advancement in GPU technologies fueled the possibility of training complex
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unsupervised models at a much faster-rate. Hence, unsupervised deep-learning based
techniques are consistently providing much better latent features in varieties of appli-
cations that deal with texts, audios, images, and videos. The main drawback of these
features is that it’s very hard to explain them. Hence, building the explainable model
using latent features is an open research problem. A mature organization implementing
machine learning pipeline should always keep the option of using all types of features
and be aware of which features make more sense for a given task.

5.2 Understand Performance Tradeoffs with Feature Processing

If feature-pipeline has to support real-world applications, then often response time of the
model in production environment becomes a bottleneck in addition to the effectiveness
of features. Hence, understanding the trade-offs between response times and model qual-
ity is necessary. Since most of these trade-offs are influenced by the available training
datasets at the time, these trade-offs need be revisited when underlying datasets, training
algorithms or requirements change significantly. To better generalize a machine learn-
ing service, organizations often collect datasets from various sources. Features are key
to understanding the differences between these sources. Since collecting high-quality
datasets is costly, powerful feature analysis provide clues on when to collect and how to
diversify data for the training algorithms.

5.3 Master the Art of Feature Representation

Preparing features for a given task often requires creativity. Many-a-times organization
needs task-specific features to build the best model. For example, in text analysis, it’s
important to pay attention to how sentences are getting tokenized. Successful tokenizer
segments emoticons, slangs, abbreviations to improve the overall perception of the senti-
ment analysis system. Organizations often need to be flexible to modify or even re-write
the tokenizer to keep the task specific features. Similarly, for effective speech recognition
system, creating language or even dialect specific phonetic dictionaries have shown to
have better generalization with less amount of labeled data.

6 Train Pipeline

We present some best practices from our own experience of training large scale Al
models deployed to production.

6.1 From Experimentation to Production: Design Your Compute Strategy

The train step in an Al project often starts with a single data scientist working on
developing a model that learns the input and output relationship from the training data.
In quest of implementing the best model, the data scientist experiments with multiple
algorithms, frameworks, and configurations. While, initially, it might be sufficient to
run these experiments on a local machine or couple of servers, very soon the number of
experiments that need to be executed starts getting constrained by available compute.
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Furthermore, often special compute is required for running specific machine learning
algorithms e.g. for deep learning GPUs are preferred. Speech training requires large
amount of storage when compared to storage required for running training on text data.
Hence, a scalable infrastructure strategy is needed to support training needs. It is better
to plan for such compute needs as soon as the initial experiments and approach shows
promise.

6.2 Data and Model Versioning for Efficient Collaboration and Experimentation

As the initial train experiments start showing promise, the data science team also grows.
In order to support collaboration, coordination and reuse in a growing team version
management of models become imperative. However, it is no longer just train and fea-
ture extraction code that needs to be versioned, but also the training data, along with
experiment settings so any of the train experiments can be reproduced.

6.3 Modularizing Train Code and Plan for Train to Serve Handoff Management

Modularizing train code, so it becomes easy to plug in different components, is another
productivity booster. A data scientist might have started off with a monolithic piece of
code where data pre-processing, feature engineering, training code are all inter-twined.
However, this soon becomes a problem as data science team would need to experi-
ment with different machine learning approaches, different features, different data pre-
processing steps, with different team members focusing on different pieces, and different
frameworks being used for each.

While data scientists focus on building the most accurate model, the engineering team
focuses on the nonfunctional aspects such as run-time performance, capacity planning,
and scaling approach. Often at this step, the serve and train pipelines start differing
as train is an offline process, and test is an online one. Long times to productize an
Al model is a big challenge many Al projects face. As organizations mature there is
increased demand for experimentation-production parity because of use of standardized
frameworks, development of common pre-processing, feature engineering packages and
so on. Therefore, closer collaboration between data scientists and engineers to arrive
at shared understanding of nonfunctional serve requirements also helps close the gap
between train and serve code.

6.4 Al Models Are Rarely Perfect on Day-One. Plan for Continuous
Improvements

Al models are not static, they need to improve or adjust to data over time. In order to
improve the model, it is important to have access to data that is representative of real data
the model is getting used on. In traditional software projects, limited exception and error
logging is done in production. The main reason for logging is to help developers debug
any production issues that might arise. However, in Al implementations it is important
to have a strategy to collect payloads, as they are the real examples of data the model is
being used for. Payload data needs to be brought back into the train pipeline to improve
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the model. Once more training data is available data scientists are again required to
go through the data through train pipeline to arrive at improved model, followed by
engineering team who needs to optimize for performance and deploy. This makes model
improvement a recurring and continuous process.

6.5 Automate the Train Pipeline

Having automated training pipelines can help significantly reduce the time a data scientist
has to spend in improving model. When new training data comes in, the train pipeline
would be executed, and as part of this, multiple experiments are auto executed. Data
scientists can then select the best model and push it for deployment. Best practices and
tooling for continuous integration and delivery from traditional software development
life cycle (SDLC) can help reduce engineering time spent in deploying a new model.

Organizations that rely on Al models as part of their daily operations have made
significant progress in maturing their train pipelines. New tools to manage train and
serve pipeline are regularly being released in market, e.g. version manage Al projects,
integrated environments to build and run Al models.

7 Test Pipeline

Testing is an investigation process conducted to derive insights about the quality of the
machine learning models under test. Here, we share some of the best practices in testing
based on our experience.

7.1 Be Prepared to Iterate Between Train and Test

While we often have lots of choices to learn and apply various machine learning algo-
rithms on our data sets, selecting the final best model out of many good working models
is a challenging and time-consuming task. In practice, train data scientists and testers
often work together to compare the performance of models generated with different
algorithm parameters before deciding which parameters to use; they may also compare
performance of the models using different feature-based representations to ensure the
selected features are improving the models as expected.

7.2 Testing Is not just a One-Time Build Activity. It Is Continuous Throughout
an AI Model’s Lifecycle. Keep the Test Datasets Updated

In Al services, there is a notion of continuously improving the accuracy of the models
as more data becomes available either via continuous data acquisition process or from
payload data. While each iteration of the machine learning model can be tested on the
same set of standard datasets it can be unfair to test systems on only one set when the
newer models have ‘seen more of the world’ via more training data. As more and more
training data is added from different sources, testing should be an iterative and dynamic
process wherein test cases are continuously updated to improve the test coverage to
represent the new world they live in. This makes comparing models from one version to
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another difficult. There is no perfect solution for this. We have noted that maintaining
old and new test cases and testing model versions on all test cases each time gives a
comprehensive view of the quality of the current and past models.

7.3 Whose Side Is the Real ‘Truth’? Sometimes Machine Learning Models Are
Both Right and Wrong!

The ‘ground-truth’ can be different for different people in certain domains. For exam-
ple, what appears as a complaint to some may appear as a neutral statement to others.
Therefore, user acceptance testing of Al-based services may depend on individual user
perceptions. Special user perception testing needs to be instituted in addition to con-
ventional performance testing in cases where ground truth can be ambiguous. As the
predictions of models from one version to another can often be different, such user
perception testing has to be done continuously to allow testers to select the best user
perceived model in some cases.

7.4 Adversarial and Long Tail Testing for Robustness

A mature organization needs to do proactive testing for understanding and guiding
effective Al model testing to ensure their robustness. Proactive testing differs from
conventional testing metrics in two aspects. First, it extends the coverage of the testing
dataset by dynamically collecting supplementary data. Second, Al developers can collect
additional data belonging to certain categories to target corner cases. To create failed
cases at scale, adversarial sample has attracted attention in machine learning communities
in recent years. For example, different perturbation strategies (e.g., insertion, deletion,
and replacement) have been proposed to evade DNN-based text classifiers.

8 Model Fairness, Trust, Transparency, Error Analysis
and Monitoring

8.1 Set Proper Goals for AI Models to Mitigate Undesirable Biases and Start
with Test Cases

Statistical machine learning models rely on biases in data to learn patterns. Therefore,
the concept of data bias by itself is not bad. What people mean, when they say biases
is ‘undesirable biases’. We argue that undesirable biases creep in because of lack of
discipline in setting proper goals for the Al models. Proper goals can be set for Al models
by preparing test cases upfront and setting specific objectives on what is expected of
the model. As noted in the data requirements section, asking data scientists to ‘build a
world-class face recognition Al model’ is too broad, vague and leads to unanticipated
biases. A more specific and focused goal such as: ‘build a face recognition service that
can detect male/female genders, with pre-defind specific age groups, and these specific
subset of races, and ethnicities in the requirements document (which is grounded in a
standard taxonomy from a neutral organization such as the United Nations Race and
Ethnicity taxonomy)) with at least 90% accuracy on ‘these’ given specific test datasets’
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where ‘these’ test datasets were carefully crafted by the product management ream to
have an even distribution of all the genders, age groups, specific races, and ethnicities
for which the model is supposed do well. That is a specific, focused and measurable goal
that a data scientist can build a model for. Such a focused goal is also non-disputable,
measurable and tested for biases. It is this lack of specificity that leads to undesirable
biases.

8.2 Declare Your Biases to Establish Trust

Rarely do organization have unlimited budgets and time to collect representative samples
to prepare most comprehensive datasets that can avoid undesirable biases completely.
One can, at best, mitigate biases with careful planning. Therefore, we’d argue that it is
more practical for a machine learning model to declare its biases than to pretend that it
is unbiased or that it can ever be fully unbiased. That is, product managers must declare
what the model is trained on. That way, the consumers of the model know exactly what
they are getting. This establishes trustin Al models. This is akin to having nutrition labels
on processed and packaged foods. People can judge based on the contents, whether a
particular snack item is right for them or not. While not all machine learning model
builders may have the incentive to declare the secrets of their ingredients, it may be
required in some regulated industries.

8.3 Do We Always Need Full Explainability? Let the Use Case Drive the Needs
and Select Machine Learning Algorithms Accordingly

We still don’t know why and how certain medicines work in human body and yet patients
rarely question when a doctor prescribes a medicine. They inherently the trust the doctor
to give them the best treatment and trust their choice of medicine. Citing such analogies,
some argue whether full explainability may not be always needed. Whether or not the
medical analogy is appropriate for a business domain, one thing is clear. Some use cases
demand full transparency while others are more forgiving. For example, a sentiment
prediction model which aims to predict consumer sentiments against products from
social media data may not need the same level of transparency as a loan approval Al
model which is subject to auditability. Therefore, based on the use case and need, Al
model development team must set transparency goals ahead of time. A data scientist
training an Al model can use these requirements in making the right kind of AI model
that might offer more explainability or not.

8.4 Diagnose Errors at Scale

Traditionally, error analysis is often manually performed on fixed datasets at a small
scale. This cannot capture errors made by Al models in practice. A mature error analysis
process should enable data scientists to systemically analyze a large number of “unseen”
errors and develop an in-depth understanding of the types of errors, distribution of errors,
and sources of errors in the model.
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8.5 Error Validation and Categorization

A mature error analysis process should be able to validate and correct mislabeled data
during testing. Compared with traditional methods such as Confusion Matrix, a mature
process for an organization should provide deeper insights into when an Al model fails,
how it fails and why. Creating a user-defined taxonomy of errors and prioritizing them
based not only on the severity of errors but also on the business value of fixing those
errors is critical to maximizing time and resources spent in improving Al models.

8.6 Version Models and Manage Their Lineage to Better Understand Model
Behavior Over Time

An organization may have multiple versions of a machine learning model. A mature
organization needs to maintain different versions in a data-store. They should also keep
the lineage of training data used to building such models. In addition, they should be
able to run automated tests to understand the difference between such models using
well defined metrics, and test sets. With each version, they should track whether model
quality is improving for such test sets.

In conclusion, we have presented a set of best practices applicable to building and
managing the life cycle of machine learning models. Appendix A contains snippets of our
framework for select stages of the pipeline. We are unable to publish the full framework
in this paper due to space limitations. However, we intend to make it available on our
company website for reference.

9 Conclusions and Discussion

In this paper we argued that traditional software development lifecycle methodologies
fall short when managing Al models as Al lifecycle management has many differences
from traditional software development lifecycle. We presented a re-interpretation of
software capability maturity model (CMM) for Al mode lifecycle management.

We argued that AI models need to be robust (R), accurate (A), continuously improv-
ing (C), explainable (E), fair (F), accountable (A), transparent (T), and secure (S). When
put together, they form a pneumonic ‘RACE your FACTS’ — as an easy way to remem-
ber. We have presented various best practices and a maturity assessment framework
(Appendix A) for addressing these topics.

Implementing these best practices requires many innovations, tools and techniques.
So much Al is needed throughout the Al lifecycle management to build and management
Al models. We are excited about the research and innovation possibilities and frontiers
that this offers. A journey informed by best practices and maturity awareness is the best
way to get there.

Appendix A

A snippet of our Machine Learning Maturity Framework is attached below. A more
detailed one could not be attached due to space limitations but will be made available
upon request or posted on the company website shortly.
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Abstract. Temporal business constraints have been extensively
adopted to declaratively capture the acceptable courses of execution in a
business process. However, traditionally, constraints are interpreted logi-
cally in a crisp way: a process execution trace conforms with a constraint
model if all the constraints therein are satisfied. This is too restrictive
when one wants to capture best practices, constraints involving uncon-
trollable activities, and exceptional but still conforming behaviors. This
calls for the extension of business constraints with uncertainty. In this
paper, we tackle this timely and important challenge, relying on recent
results on probabilistic temporal logics over finite traces. Specifically, our
contribution is threefold. First, we delve into the conceptual meaning
of probabilistic constraints and their semantics. Second, we argue that
probabilistic constraints can be discovered from event data using exist-
ing techniques for declarative process discovery. Third, we study how to
monitor probabilistic constraints, where constraints and their combina-
tions may be in multiple monitoring states at the same time, though
with different probabilities.

Keywords: Declarative process models - Temporal logics - Process
mining + Probabilistic process monitoring *+ Probabilistic conformance
checking

1 Introduction

A key functionality that any process-aware information system should support
is that of monitoring [12]. Monitoring concerns the ability to verify at runtime
whether an actual process execution conforms to a prescriptive business process
model. This runtime form of conformance checking is instrumental to detect, and
then suitably handle, deviations appearing in ongoing process instances [14].

A common way of representing monitoring requirements that capture the
expected behavior prescribed by a process model is by using declarative, busi-
ness constraints. Many studies demonstrated that, in several settings, business
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constraints can be formalized in terms of temporal logic rules [19]. Within this
paradigm, the Declare constraint-based process modeling language [21] has been
introduced as a front-end language to specify business constraints based on Lin-
ear Temporal Logic over finite traces (LTLy) [2]. The advantage of this approach
is that the automata-theoretic characterization of LTL; is based on standard,
finite-state automata. These can be exploited to provide advanced monitoring
facilities where the state of constraints is determined in a sophisticated way by
combining the events collected at runtime with the possible, future continuations
[1,16], in turn enabling the early detection of conflicting constraints [17].

In a variety of application domains, business constraints are inherently uncer-
tain. This is clearly the case for constraints which: (i) capture best practices that
have to be followed by default, that is, in most, but not necessarily all, cases;
(i) link controllable activities to activities that are under the responsibility of
uncontrollable, external stakeholders; (i) should hold in exceptional but still
conforming courses of execution. Uncertainty is intrinsically present also when
business constraints are discovered from event data. It is then very surprising
that only very few approaches incorporate uncertainty as a first-class citizen.
This is the case not just when the prescriptive behavior to be monitored is
expressed as a set of business constraints, but also when a more conventional
imperative approach is adopted [11].

It is well known that combining uncertainty with temporal logics is extremely
challenging. This is due to the interplay of temporal operators and uncertainty,
which becomes especially tricky considering that, usually, temporal logics are
interpreted over infinite traces. The resulting, combined logics then come with
semantic or syntactic restrictions (see, e.g., [8,20]). To tackle these issues, the
probabilistic temporal logic over finite traces PLTL, and its fragment PLTL?c,
have been recently proposed in [15]. Since these logics are defined over finite
traces, they are the natural candidate to enrich existing constraint-based process
modeling approaches with uncertainty.

In this paper, we indeed employ PLTL? to achieve this goal. Specifically,
we exploit the fact that PLTL? handles time and probabilities in a way that
naturally matches with the notion of conformance: a constraint ¢ holds with
probability p if, by considering all the traces contained in a log, ¢ is satisfied
by a fraction p of all the traces contained therein. Based on this observation, we
provide a threefold contribution.

First, we exploit PLTL?f to introduce probabilistic constraints and delve into
their semantics and conceptual meaning; notably, our semantics is based on the
already established notion of stochastic language [11]. We then show how prob-
abilistic constraints can be used to naturally lift the Declare language to its
probabilistic version ProbDeclare. Second, we observe that probabilistic Declare
constraints can be discovered off-the-shelf using already existing techniques for
declarative process discovery [7,9,13,22], with strong guarantees on the con-
sistency of the generated models. In fact, the discovered constraints are for
sure (probabilistically) consistent, without incurring in the notorious consis-
tency issues experienced when the discovered constraints are interpreted in a
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crisp way [4,5]. Third, we study how to monitor probabilistic constraints, where
constraints and their combinations may be in multiple monitoring states at the
same time, though with different associated probabilities. This is based on the
fact that a single ProbDeclare model gives raise to multiple scenarios, each with
its own distinct probability, where some of the constraints are expected to be
satisfied, and the others to be violated. Specifically, we show how to lift existing
automata-theoretic monitoring techniques to this more sophisticated probabilis-
tic setting, and report on a proof-of-concept implementation of the resulting
framework.

The paper is structured as follows. After preliminary notions introduced in
Sect. 2, we introduce the syntax and semantics of probabilistic constraints in
Sect. 3. In Sect. 4, we discuss how ProbDeclare constraints can be discovered
from event data using existing techniques. In Sect. 5, we show how to monitor
probabilistic constraints, and report on the corresponding implementation. In
Sect. 6, we conclude the paper and spell out directions for future work.

2 Preliminaries

We consider a finite alphabet X' of atomic activities. A trace 7 over X is a finite
sequence ag ...a, of activities, where a; € X' for i € {1,...,n}. The length of
trace 7 is denoted by length(T). We use notation 7(4) to select the activity a;
present in position (also called instant) i of 7, and X* for the (infinite) set of all
possible traces over X. A log over X' is a finite multiset of traces over X.

We recall next syntax and semantics of LTL [1,2], and its application in the
context of Declare [18,21]. Consistently with the BPM literature, we make the
simplifying assumption that formulae are evaluated on sequences where, at each
point in time, only one proposition is true, matching the notion of trace defined
above.

LTL Over Finite Traces. LTL; has exactly the same syntax of standard LTL,
but, differently from LTL, it interprets formulae over finite traces, as defined
above. An LTL; formula ¢ over X' is built by extending propositional logic with
temporal operators:

pwu=a|-p |1V | Op|prU s wherea e X.

A formula ¢ is evaluated over a trace 7 in a valid instant i of 7, such that
1 <@ < length(T). Specifically, we inductively define that ¢ holds at instant i of
T, written 7,7 = @, as:

- 1if=aforae Xiff (i) = a;

o Tvi ’:_'QO iHT?i |7é90a

- TiE e Ve iff i | 1 or Tyi | o

— 7,4 = Op iff i < length(r) and 7,5+ 1 | ¢;

— 7,1 | 1 U o iff for some j such that i < j < length(7), we have 7,j = @2
and for every k such that ¢ < k < j, we have 7,k = ¢1.
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Table 1. Some Declare templates, with their LTL; and graphical representations.

TEMPLATE NOTATION TEMPLATE NOTATION
1. 0
existence(a): absence(a)
Ca —-Ca
2. 0.1

existence2(a)
OanNOCa)

IZ] absence2(a) IZ]
—O(a A OCa)
response(a, b) precedence(a, b) IZ]
O(a = OCb) -bWa >e
not — coexistence(a, b)
Noanon [ el =]

resp — existence(a, b)
Ca = Ob

Intuitively, O denotes the next state operator, and Oy holds if there exists a next
instant (i.e., the current instant does not correspond to the end of the trace),
and, in the next instant, ¢ holds. Operator U instead is the until operator, and
1 U @2 holds if ¢ holds now and continues to hold until eventually, in a future
instant, @9 holds.

From these operators, we can derive the usual boolean operators A and —,
the two formulae true and false, as well as additional temporal operators. We
consider, in particular, the following three: (i) (eventually) Q¢ = trueld p is true,
if there is a future state where ¢ holds; (ii) (globally) O¢ = =0—¢ is true, if
now and in all future states ¢ holds; (i) (weak until) o1 W o = o1 U @2V Opq
relaxes the until operator by admitting the possibility that ¢o never becomes
true, in this case by requiring that ¢; holds now and in all future states. We
write 7 = ¢ as a shortcut notation for 7,0 = ¢, and say that formula ¢ is
satisfiable, if there exists a trace 7 such that 7 = .

Example 1. The LTL; formula O(close — OQaccept) (called response in
Declare) models that, whenever an order is closed, then it is eventually accepted.
N

Every LTLy formula ¢ can be translated into a corresponding standard finite-
state automaton 4, that accepts all and only those finite traces that satisfy ¢
[1,2]. Although the complexity of reasoning with LTL; is the same as that of
LTL, finite-state automata are much easier to manipulate in comparison with the
Biichi automata used when formulae are interpreted over infinite traces. This is
the main reason why LTL; has been extensively and successfully adopted within
BPM to capture constraint-based, declarative processes, in particular providing
the formal basis of Declare.

Declare is a constraint-based process modeling language based on LTLy¢.
Declare models a process by fixing a set of activities, and defining a set of
temporal constraints over them, accepting every execution trace that satisfies
all constraints. Constraints are specified via pre-defined LTL; templates, which
come with a corresponding graphical representation (see Table 1 for the Declare
templates we use in this paper). For the sake of generality, in this paper, we
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consider arbitrary LTL; formulae as constraints. However, in the examples, we
consider formulae whose templates can be represented graphically in Declare.
Automata-based techniques for LTLy have been adopted in Declare to tackle
fundamental tasks within the lifecycle of Declare processes, such as consistency
checking [19,21], enactment and monitoring [1,16,21], and discovery support
[13].

3 Probabilistic Constraints and ProbDeclare

We now lift LTL¢ constraints to their probabilistic version. As done in Sect. 2,
we assume a fixed finite set X of activities.

Definition 1. A probabilistic constraint over X' is a triple {p,<, p), where: (i)
@, the constraint formula, is an LTLy formula over X; (ii) pa € {=,#,<,>,<
,>1} is the probability operator; (i) p, the constraint probability, is a rational
value in [0, 1]. q

We use the compact notation (p,p) for the probabilistic constraint (@, =, p).
A probabilistic constraint is interpreted over an event log, where traces have
probabilities attached. Formally, we borrow the notion of stochastic language
from [11].

Definition 2. A stochastic language over X is a function p : X* — [0,1] that
maps every trace over X onto a corresponding probability, so that ) . . p(T) =
1. <

An event log can be easily turned into a corresponding stochastic language
through normalization of the trace quantities, in particular by dividing the num-
ber of occurrences of each trace by the total number of traces in the log [11].
Similarly, a stochastic language can be turned into a corresponding event log by
considering only the traces with non-zero probabilities.

Example 2. Consider the following traces over X = {close, accept,nop}: (i)
71 = (close,accept); (ii) 72 = (close,accept, close,nop, accept); (iii) 13 =
(close,accept, close, nop); (i) 74 = (close,nop). Log £ = {0,739, 710, 70}
corresponds to the stochastic language p defined as follows: (i) p(71) = 0.5; (ii)
p(me) = 0.3; (iii) p(m3) = 0.1; (i) p(14) = 0.1; (v)p is 0 for any other trace in
2. N

We say that a stochastic language p satisfies a probabilistic constraint C' =
(p, <, p), written p = C| iff ZTGE*’T‘:@ p(7) < p. In other words, we first obtain
all the traces that satisfy ¢ in the classical LTL; sense. We then use p to sum
up the overall probability associated to such traces. We finally check whether
the so-obtained number n is so that the comparison expression n X p is true.
Constraint C' = (p,, p) is plausible if p # 0 and it is logically plausible, that
is, p £ C for some stochastic language p. This latter requirements simply means
that ¢ is satisfiable in the classical LTL; sense.
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Thanks to the correspondence between stochastic languages and event logs,
we can define an analogous notion of satisfaction for event logs. With a slight
abuse of notation, we use the same notation £ = C to indicate that event
log L satisfies C'. The resulting semantics naturally leads to interpret the con-
straint probability as a frequency, that is, as the fraction of conforming vs non-
conforming traces contained in a log.

Example 3. The log £ from Example 2 satisfies the probabilistic constraint
Cea = (O(close — OQaccept),0.8). In fact, O(close — OQaccept) is satis-
fied! by traces 7; and 73, whose overall probability is 0.5 + 0.3 = 0.8. q

This statistical interpretation of probabilities is central in the context of this
paper, and leads to the following key observation: p satisfies C' = {(p,p) iff it
satisfies C' = (-, 1 — p). This reflects the intuition that, whenever ¢ holds in a
fraction p of traces from an event log, then —¢ must hold in the complementary
fraction 1 — p of traces from that log. Conversely, an unknown execution trace
7 will satisfy ¢ with probability p, and will violate ¢ (i.e., satisfy —¢) with
probability 1 — p. This can be extended to the other probability operators in
the natural way, taking into account that < should be replaced by its dual >
(and vice-versa). Hence, we can interpret ¢ and —¢p as two alternative, possible
scenarios, each coming with its own probability (respectively, p and 1 — p).
Whether such possible scenarios are indeed plausible depends, in turn, on their
logical consistency (a plausible scenario must be logically satisfiable, that is, have
at least one conforming trace) and associated probability (a plausible scenario
must have a non-zero probability). A probabilistic constraint of the form (p, 1)
with ¢ satisfiable gives raise to a single possible world, where all traces in the
log satisfy (.

Example 4. Consider constraint C., from Example 3, modeling that, in 80%
of the process traces, it is true that, whenever an order is closed, then it is
eventually accepted. This is equivalent to assert that, in 20% of the traces, the
response is violated, i.e., there exists an instant where the order is closed and
not accepted afterward. Given an unknown trace 7, there is then 0.8 chance that
7 will satisfy the response formula (J(close — OQaccept), and 0.2 that 7 will
violate such a formula (i.e., satisfy its negation ¢(close A -OQaccept)). N

3.1 Probabilistic Declare

We now consider probabilistic declarative process models including multiple
probabilistic constraints at once. We lift Declare to its probabilistic version Prob-
Declare.

Definition 3. A ProbDeclare model is a pair (¥,C), where X is a set of activ-
ities and C is a set of probabilistic constraints. <

! Recall that a response constraint is satisfied if every execution of the source is fol-
lowed by the execution of the target.
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A stochastic language p over X satisfies a ProbDeclare model (X, C) if it sat-
isfies every probabilistic constraint C' € C. It is interesting to note that, since
C = {(p,p) and C = (—p,1 — p) are equivalent, in ProbDeclare the distinc-
tion between existence and absence templates (cf. the first two lines of Table 1)
gets blurred. In fact, (existence(a),p) corresponds to (Qa,p). In turn, (Oa,p) is
semantically equivalent to (={a, 1 — p), which corresponds to (absence(a), 1 — p).
The same line of reasoning applies to the existence2 and absence2 templates. All
such constraints have in fact to be interpreted as the probability of (repeated)
occurrence for a given activity.

Example 5. A small ProbDeclare model is shown on the left-hand side of Fig. 1,
where only the equality operator is used for the various probabilities. Crisp
constraints with probability 1 are shown in dark blue, and genuine probabilistic
constraints are shown in light blue, with probability values attached. The model
expresses that each order is at some point closed, and, whenever this happens,
there is probability 0.8 that it will be eventually accepted, and probability 0.3
that it will be eventually refused. Note that the sum of these probabilities exceeds
1, and, consequently, in a small fraction of traces, there will be an acceptance
and also a rejection (capturing the fact that a previous decision on a closed
order was subverted later on). On the other hand, there is a sensible amount of
traces where the order will be eventually accepted, but not refused, given the
fact that the probability of the response constraint connecting close order to
refuse order is only of 0.3. In 90% of the cases, it is asserted that acceptance
and rejection are mutually exclusive. Finally, accepting/rejecting an order can
only occur if the order was closed. <

We remark that ProbDeclare models and stochastic languages have a direct
correspondence to the PLTL logic and its interpretations (as defined in [15]).
Specifically, a constraint of the form (p, <, p) corresponds to the PLTL(; formula
Opaptp- PLTLS)c is a fragment of PLTLy, also defined in [15]. Models of PLTL;
formulae are finite trees where nodes are propositional assignments, and edges
carry probabilities, with the condition that the sum of the probabilities on the
edges that depart from the same node add up to 1. A stochastic language p can
then be easily represented as a PLTL; model. This can be done by creating
a tree where the root has as many outgoing edges as the number of traces in
p. Each edge gets the probability that p associates to the corresponding trace.
Then each edge continues into a single branch where nodes sequentially encode
the events of the trace, and where edges all have probability 1. Due to this
direct correspondence, we get that reasoning on ProbDeclare models (e.g., to
check for satisfiability) can be carried out in PSPACE, thus yielding the same
complexity of LTLy. This does not yet give a concrete technique to actually
carry out reasoning and, more in general, understand how different probabilistic
constraints and their probabilities interact with each other. This is answered
in the next section, again taking advantage from the fact that, thanks to the
correspondence with the PLTL framework in [15], all the techniques presented
next are formally correct.
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@ @ @ SAT?

So0[C(close A ~OCacc)[O(close A =OOref)[Cacc A Orefuse no
Soo1[O(close A =OQacc)|[O(close A =~OOref) |~ (Cacc A Orefuse)|yes
So10[C(close A =OQacc)|O(close — OOref) [Cacc A Orefuse  |no
oySo11 O(close A =OQacc)|O(close — OOref) [-(Cacc A Orefuse)|yes
S100|0(close = OQacc) [O(close A ~OOref)|[Cacc A Orefuse  [no
S101|0(close — OQacc) [O(close A =OOref)|-(Cacc A Orefuse)|yes
S110|0(close — OCacc) [O(close — OOref) [Cacc A Orefuse  |yes
S111|0(close — OCacc) |[O(close — OQref) [~(Cacc A Orefuse)|no

Fig. 1. A ProbDeclare model, with 8 constraint scenarios, out of which only 4 are
logically plausible. Recall that each scenario implicitly contains also the three constraint
formulae derived from the three constraints with probability 1.

3.2 Constraints Scenarios and Their Probabilities

Since a ProbDeclare model contains multiple probabilistic constraints, we have
to consider that, probabilistically, a trace may satisfy or violate each of the
constraints contained in the model, thus yielding multiple possible worlds, each
one defining which constraints are satisfied, and which violated. E.g., in Fig. 1, we
may have a trace containing close order followed by accept order and refuse
order, thus violating the not — coexistence constraint relating acceptance and
refusal. This is indeed possible in 10% of the traces. More in general, consider a
ProbDeclare model M = (X, {{x1,p1),---,{©n,Pn)}). Each constraint formula
p; is satisfied by a trace with probability p;, and violated with probability 1—p;.
Hence, a model of this form implicitly yields, potentially, 2" possible worlds
resulting from all possible choices of which constraints formulae are satisfied, and
which are violated (recall that violating a formula means satisfying its negation).
We call such possible worlds constraint scenarios. The key point is to understand
which scenarios are plausible, and with which overall probability, starting from
the “local” probabilities attached to each single constraint. Overall, a set of
constraint scenarios with their corresponding probabilities can be seen as a sort
of canonical stochastic language that provides a uniform representation of all
stochastic languages that satisfy the ProbDeclare model under study.

Example 6. If a constraint has probability 1, we do not need to consider the
two alternatives, since every trace will need to satisfy its formula. An alternative
way of reading this is to notice that the negated constraint would, in this case,
have probability 0. Hence, to identify a scenario, we proceed as follows. We
consider the m < n constrains with probability different than 1, and fix an
order over them. Then, a scenario is defined by a number between 0 and 2™~
whose corresponding binary representation defines which constraint formulae are
satisfied, and which violated: specifically, for constraint formula ¢; of index 1, if
the bit in position ¢ —1 is 1, then the scenario contains ¢;, if instead that bit is 0,
then the scenario contains —p;. The overall formula describing a scenario is then
simply the conjunction of all such formulae, together with all the formulae of
constraints with probability 1. Clearly, each execution trace belongs to one and
only one constraint scenario: it does so when it satisfies the conjunctive formula
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associated to that scenario. We say that a scenario is logically plausible, if such
a conjunctive LTL¢ formula is satisfiable in the LTL sense: if it is not, then the
scenario has to be discarded, since no trace will ever belong to it.

Figure1 shows a ProbDeclare model with 6 constraints, three of which
are crisp constraints with probability 1, while the other three are gen-
uinely probabilistic. Circled numbers represent the ordering of such con-
straints. 8 possible constraint scenarios are induced, each enforcing the sat-
isfaction of the three crisp constraints, while picking the satisfaction or vio-
lation of the three constraints response(close, acc), response(close, ref), and
not — coexistence(acc, ref). Logically speaking, we have to consider 6 different
formulae: O(close — OQacc) and its negation {(close A ~Ofacc) (simi-
larly for response(close,ref)), as well as =(Qacc A Qrefuse) and its negation
Qacc A Qrefuse. The resulting scenarios are reported in the same figure, using
the naming conventions introduced before. E.g., scenario Sig; is the scenario
that satisfies response(close, acc) and not — coexistence(acc, ref), but violates
response(close, ref).

By checking the LTL satisfiability of the conjunction of the formulae entailed
by a given scenario, we can see whether the scenario is logically plausible. In
Fig. 1, only 4 scenarios are actually logically plausible. For example, S11; is not
logically plausible. In fact, it requires that the order is closed (due to the crisp
1..x constraint on close order) and, consequently, that the order is eventually
accepted and refused (due to the two response constraints attached to close
order, which in this scenario must be both satisfied); however, the presence of
both an acceptance and a refusal violates the not — coexistence constraint linking
such two activities, contradicting the requirement that also this constraint must
be satisfied in this scenario. Syg; is logically plausible: it is satisfied by the
trace where an order is closed and then accepted. All in all, we have 4 logically
plausible scenarios: (i) Spo1, where an order is closed and later not accepted nor
refused; (4i) Sop11, where an order is closed and later refused (and not accepted);
(i) Si01, where an order is closed and later accepted (and not refused); (iv)
S110, where an order is closed and later accepted and refused. <

While it is clear that a logically implausible scenario should correspond to prob-
ability 0, are all logically plausible scenarios really plausible when the actual
probabilities are taken into account? By looking at Fig.1, one can notice that
scenario Spo1 is logically plausible: it describes traces where an order is closed
but not accepted nor refused. As we will see, however, this cannot happen
given the probabilities of 0.8 and 0.3 attached to response(close,acc) and
response(close, ref). More in general, what is the probability of a constraint sce-
nario, i.e., the fraction of traces in a log that belong to that scenario? Is it possible
to assign probabilities to scenarios, while respecting the probabilities attached to
the constraints? The latter question points out that a ProbDeclare model may be
unsatisfiable (in a probabilistic sense), if there is no way to properly lift the prob-
abilities attached to constraints to corresponding probabilities of the scenarios
induced by those constraints. To answer these questions, we resort to the tech-
nique in [15]. We associate each scenario to a probability variable, keeping the
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same naming convention. E.g., scenario Syp1 corresponds to variable xgg;. More
in general, for a ProbDeclare model M = (X, {{p1,<1,p1), - -+, {(@n, XM, Pr) })s
we construct the system L), of inequalities using probability variables z;, with
i ranging from 0 to 2" (in boolean):

T; >

0
2" 1
ZZ‘:() ;= 1
thh position is 1 Ty [><]j bj 0 S 7<n
z;= 0 if scenario S; is logically implausible

0<e<2”

The first two lines guarantee that we assign a non-negative value to each variable,
and that their sum is 1. We can see these assignments as probabilities, having
the guarantee that all scenarios together cover the full probability spectrum. The
third line verifies the probability associated to each constraint in M. In particu-
lar, it constructs one (in)equality per constraint (¢;,>;, p;) in M, ensuring that
all the variables that correspond to scenarios making ¢; true should all together
yield a probability that is >1; p;. The last line enforces that logically implausible
scenarios get assigned probability 0. This shows how logical and probabilistic
reasoning come together in Ly;.

We can use this system of inequalities to check whether a given ProbDeclare
model is satisfiable: M is satisfiable if and only if £;; admits a solution. In fact,
solving L), corresponds to verifying whether the class of all possible traces can
be divided in such a way that the proportions required by the probabilistic con-
straints in the different scenarios are satisfied. This, in turn, witnesses that there
must be at least one logically plausible scenario that gets a non-zero probability.
Checking whether £,; admits a solution can be done in PSPACE in the size of
M, if we calculate the size as the length of the LTL; formulae appearing therein
[15].

Example 7. Consider the ProbDeclare model M containing two constraints:

1. existence(close)={0close with probability = 0.1;
2. response(close,accept)=[(close — OQacc) with probability = 0.8.

M indicates that only 10% of the traces contain that the order is closed, and
that 80% of the traces are so that, whenever an order is closed, it is eventually
accepted. This model is inconsistent. Intuitively, the fact that, in 80% of the
traces, whenever an order is closed, it is eventually accepted, is equivalent to say
that, in 20% of the traces, we violate such a response constraint, i.e., we have
that an order is closed but then not accepted. All such traces satisfy the existence
constraint over the close order activity, and, consequently, the probability of
such a constraint must be at least 0.2. However, this is contradicted by the first
constraint of M, which imposes that such a probability is 0.1.
We now show how this is detected formally. M yields 4 constraint scenarios:

Soo = {—=Qclose, {(close A ~OQacc)} So1 = {—Oclose,(close — OQacc)}
S10 = {Oclose, O(close A ~Odacc)} S11 = {Oclose, O(close — Odacc)}
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@ @ SAT?

1.. : ‘
X“-(")@ X Soo —signl close [O(close A =OOsign)|yes
sign close | So1|—signl close |O(close — O<Osign) |yes
consent order | Sig[-close W sign|O(close A -OOsign)|yes

{0 H@ Si1|-close W sign|O(close — O<Osign) |yes

Fig. 2. A ProbDeclare model and its 4 constraint scenarios.

Scenario Sy is logically implausible: it requires and forbids that the order is
closed; the other scenarios are instead all logically plausible. Hence, the equations
of Ly are:
Too + To1 + T10 + 211 =1
x19 + 11 = 0.1
To1 + 11 = 0.8
Zoo =0

The equations yield x1g = 0.2, z91 = 0.9, and x1; = —0.1. This is an inconsistent
probability assignment, and witnesses that it is not possible to properly assign
suitable fractions of traces to the various constraint scenarios. q

When L), is solvable, M is satisfiable. In addition, the solutions of L,
tell us what is the probability (or range of probabilities) for each constraint
scenario. If a logically plausible scenario admits a probability that is strictly > 0,
then it is actually plausible also in probabilistic terms. Contrariwise, a logically
plausible scenario that gets assigned a probability that is forcefully 0 is actually
implausible. This witnesses in fact that, due to the probabilities attached to the
various constraints in M, the fraction of traces belonging to it must be 0.

Example 8. Consider the ProbDeclare model in Fig. 1. Its system of inequal-
ities is so that xgog = xp10 = T100 = x111 = 0, since the corresponding con-
straint scenarios are logically implausible. For the logically plausible scenarios,
we instead get the following equalities, once the variables above are removed
(being them all equal to 0):

Zoo1 + To11 + T101 + T110 = 1
Z101 + 110 = 0.8
Zo11 + 2110 = 0.3
Zoo1 + To11 + T1io01 =09

It is easy to see that this system of equations admits only one solution: zgg; = 0,
zo11 = 0.2, x191 = 0.7, x110 = 0.1. This solution witnesses that scenario Syo1
is implausible, and that the most plausible scenario, holding in 70% of cases, is
actually S1p1, namely the one where after the order is closed, it is eventually
accepted, and not refused. In addition, the solution tells us that there are other
two outlier scenarios: the first, holding in 20% of cases, is the one where, after the
order is closed, it is eventually refused (and not accepted); the second, holding
in 10% of cases, is the one where a closed order is accepted and refused. <
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In general, the system L), of inequalities for a ProbDeclare model M may have
more than one solution. If this is the case, we can attach to each constraint
scenario a probability interval, whose extreme values are calculated by minimiz-
ing and maximizing its corresponding variable over Lj;. Since these intervals
are computed by analyzing each variable in isolation, not all the combinations
of values residing in such intervals are actually consistent (which would entail
yielding an overall probability of 1). Still, for sure these intervals contain prob-
ability values that are overall consistent, and, in addition, they provide a good
indicator of which are the most (and less) plausible scenarios. We illustrate this
in the next example.

Example 9. Consider the ProbDeclare model in Fig.2. It comes with 4 con-
straint scenarios, obtained by considering the two constraint formulae precedence
(sign,close) =-close W sign and response(close,sign)=[(close —
O¢Qsign), as well as their respective negated formulae —sign U close and
O(close A =O{sign). All such scenarios are logically plausible, and hence the
equations of the system are:

Too + To1 + T10 + 11 =1
T19 + 11 = 0.8
o1 + x11 = 0.1

This system admits multiple solutions. In fact, by calculating the minimum and
maximum values for the 4 variables, we get that: (i) scenario Spg, where the
order is closed but consent is not signed, comes with probability interval [0, 0.1];
(i) scenario Sp1, where the order is closed and consent is signed afterward,
comes with probability interval [0,0.1]; (i) scenario Si9, where the order is
closed after having signed consent, comes with probability interval [0.7,0.8]; (iv)
scenario S11, where the order is closed and consent is signed at least twice (once
before, and once afterward), comes with probability interval [0.1,0.2]. N

4 Discovering ProbDeclare Models from Event Logs

We now show that ProbDeclare models can be discovered from event data using,
off-the-shelf, already existing techniques, with a quite interesting guarantee: that
the discovered model is always consistent. We use the standard notation [-] for
multisets, and use superscript numbers to identify the multiplicity of an element
in the multiset.

A plethora of different algorithms have been devised to discover Declare mod-
els from event data [7,9,13,22]. In general, the vast majority of these algorithms
adopt the following approach to discovery: (1) Candidate constraints are gen-
erated by analyzing the activities contained in the log. (2) For each constraint,
its support is computed as the fraction of traces in the log where the constraint
holds. (3) Candidate constraints are filtered, retaining only those whose support
exceeds a given threshold. (4) Further filters (e.g., considering the “relevance” of
a constraint [6]) are applied. (5) The overall model is checked for satisfiability,
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operating with different strategies if it is not; this is necessary since constraints
with high support, but less than 1, may actually conflict with each other [4,5].
In this procedure, the notion of support is formalized as follows.

Definition 4. The support of an LTL; constraint ¢ in an event log L =
[T1,--.,Tn] s supp () = %7 where L, =[T € L|T = ¢]. N
We can adopt this approach off-the-shelf to discover ProbDeclare constraints:
we just use the constraint support as its associated probability, with operator =.
In other words, if ¢ is discovered with support p, we turn it into the probabilis-
tic constraint (p, p). When doing so, we can also relax step (3), e.g., to retain
constraints with a very low support, implying that their negated versions have
a very high support.

Example 10. Consider £ = [(close,acc)’, (close,ref)?, (close,acc, ref)}],
capturing the evolution of 10 orders, 7 of which have been closed and then
accepted, 2 of which have been closed and then refused, and 1 of which
has been closed, then accepted, then refused. The support of constraint
response(close,acc) is 8/10 = 0.8, witnessing that 8 traces satisfy such a con-
straint, whereas 2 violate it. This corresponds exactly to the interpretation of
probability 0.8 for the probabilistic response(close,acc) constraint in Fig. 1.
More in general, the entire ProbDeclare model of Fig. 1 can be discovered from
L. <

A second key observation is that once this procedure is used to discover
ProbDeclare constraints, step (5) is unnecessary: the overall discovered model is
in fact guaranteed to be satisfiable (in our probabilistic sense).

Theorem 1. Let X be a set of activities, L an event log over X, and C =
{{p1,01)s -+, (pn,pn)} a set of probabilistic constraints, such that for each i €
{1,...,n}, p; = supp,(vi). The ProbDeclare model (¥,C) is satisfiable. <

Proof. Technically, (X, C) is satisfiable if its corresponding PLTL? formula @ :=
{©p,01,...,©@p, ©n} is satisfiable. To show this, we simply use £ to build a
model of @. For every set I C {1,...,n}, let ¢; be the LTL; formula ¢; :=
Nicr i A /\igI —p;, and let L; be the sublog of £ containing all the traces that
satisfy ¢7. Note that the sublogs £; form a partition of £; that is, every trace
appears in exactly one such L;. For each I such that £; is not empty, choose a

representative t; € L; and let p; := % be the fraction of traces that belong

to L7. We build a stochastic language p by setting p(t;) = p; for each I such
that £ # 0 and p(7) = 0 for all other traces. We need to show that p satisfies
C. Consider a constraint (p,p) € C; we need to show that > p() = p. Note
that by construction, ZT‘:SD p(T) =24, o DI and since £; form a partition, the
latter is, in fact, the fraction of traces that satisfy ¢. On the other hand, p is
also the support of ¢; that is, the proportion of traces satisfying . Hence, both
values are equal, and p satisfies the ProbDeclare model. B



48 F. M. Maggi et al.

start close acc ref complete
o >0
'
SCENARIOS H
H
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| | |
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| | |
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viol 0 : 0 : 02 : 09 09

Fig. 3. Result computed by monitoring the ProbDeclare model on the top left against
the trace (close, acc,ref), which conforms to the outlier constraint scenario where the
two response constraints are satisfied, while the not — coexistence one is violated.
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Fig. 4. Output of the implemented tool on the example in Fig.2.

By this theorem, probabilistic constraints can be discovered in a purely local way,
having the guarantee that they will never conflict with each other. Obviously,
non-local filters can still prove useful to prune implied constraints and select the
most relevant ones. Also, note that the probabilities of the discovered constraints
can be easily adjusted when new traces are added to the log, by incrementally
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recomputing the support values after checking how many new traces satisfy the
various constraints.

There are many open questions that deserve a dedicated investigation, such
as: when do we stop the discovery procedure, now that every constraint can
be retained, irrespectively of its support? What is the impact of retaining con-
straints with various degrees of support in terms of over/under-fitting? How to
learn constraints with probability operators different from just equality? And
how does this impact generalization?

5 Monitoring Probabilistic Constraints

In Sect. 3.2, we have shown how we can take a ProbDeclare model and generate
its constraint scenarios, together with their corresponding probability intervals.
We now describe how this technique can be directly turned into an operational
probabilistic monitoring and conformance checking framework.

Let M = (X,C) be a ProbDeclare model with n probabilistic constraints. For
simplicity, we do not distinguish between crisp and genuinely probabilistic con-
straints, nor prune away implausible scenarios: the produced monitoring results
do not change, but obviously our implementation, presented at the end of this
section, takes into account these aspects for optimization reasons. M generates
2" constraint scenarios. As discussed in Sect. 3.2, each scenario S comes with a
corresponding characteristic LTL; formula, which amounts to the conjunction
of positive and negated constraints in C, where the decision of which ones are
taken positive and which negative is defined by the scenario itself. We denote
such a formula by formula(S). For example, if C = {{p1,p1), {(v2, p2), {¢3,p3)},
then formula(S101) = w1 A —@2 A ps. In addition, if M is satisfiable, and hence
L) is solvable, each scenario S comes with its own probability. More specifically,
we have to consider the case where multiple (possibly infinite) solutions exist for
Lys. There are various possibilities to handle this case. We tackle it by resorting
to a quite direct approach: for each scenario S, we solve Lj; twice by respectively
imposing, as an additional constraint, that the probability variable for S has to
be minimized / mazimized. This, in turn, yields a probability interval for S, which
we denote by prob(S). From Example 9, we have, e.g., that prob(S1) = [0.7,0.8].
More sophisticated ways to extract probabilities from L£); can be investigated.

5.1 Prefix Monitoring

A very direct form of monitoring consists in checking whether a partial trace,
that is, the prefix of a full trace whose continuation is yet to be determined, con-
forms to a given ProbDeclare model M. This amounts to a probabilistic version
of conformance checking that can be tackled as follows. We fix an order over
the constraints in M, and precompute the probability intervals of the scenar-
ios induced by M. At runtime, we consider the current prefix 7 and, for every
formula ¢ of each probabilistic constraint (p, >, p) € M considered in isolation,
we output 1 if 7 = ¢, and 0 otherwise. One effective way to do this check is
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to precompute the finite-state automaton that recognizes all and only the finite
traces accepted by ¢ [1], then checking at runtime whether 7 is recognized by
that automaton. The automaton can be determinized upfront, making in turn
possible to perform this check incrementally. The overall, so-produced output,
interpreted as an array of bits, matches exactly one and only one scenario of
M. If the scenario has probability 0, then 7 is not conforming to M, whereas
if the scenario has a proper probability (interval), then 7 conforms to M, and
the actual probability value can be used to understand whether 7 represents a
common or an outlier behavior - that is, coupling “conformance” with an estima-
tion of the degree of “conformism”. This approach comes with a main limitation
though: it does not reason on the possible future continuations of the current
prefix. This is particularly limiting in a probabilistic setting: monitoring a prefix
makes it impossible to understand if and how its matching scenario will change
as new events are acquired.

5.2 Full Monitoring

We now show how prefix monitoring can be further developed into full monitor-
ing of prefixes and their possible continuations in our probabilistic setting. In
this case, we cannot consider anymore the constraints in isolation, but we have to
reason at the level of scenarios. Notice that most of the computational burden is
at design time, whereas, at runtime, we incur simply in the cost of incrementally
recognizing a growing prefix on a fixed set of deterministic finite-state automata,
which is computationally lightweight.

To handle full monitoring, first notice that the characteristic formula of a
scenario is in standard LTLy, and so we can construct a scenario monitor by
recasting well-known automata-theoretic techniques [1,16]. Specifically, given an
LTL; formula ¢ over a set X of activities, and a partial trace 7 representing an
ongoing process execution, a monitor outputs one of the four following truth
values:

o 7 (permanently) satisfies @, if ¢ is currently satisfied (7 |= ¢), and ¢ stays
satisfied no matter how the execution continues, that is, for every possible
continuation trace 7’ over X, we have 7 - 7' |= ¢ (the - operator denotes the
concatenation of two traces);

o 7 possibly satisfies ¢, if  is currently satisfied (7 = ¢), but ¢ may become
violated in the future, that is, there exists a continuation trace 7" over X' such
that 7 - 7/ £ ¢;

e 7T possibly violates ¢, if ¢ is currently violated (7 [~ ¢), but ¢ may become
satisfied in the future, that is, there exists a continuation trace 7’ over X such
that 7- 7" = ¢;

e 7 (permanently) violates o, if ¢ is currently violated (7 [~ ¢), and ¢ stays
violated no matter how the execution continues, that is, for every possible
continuation trace 7/ over X', we have 7 -7’ £ .
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This is used as follows. For each plausible scenario S over M, we construct the
monitor for S.2 We then track the evolution of a running trace by delivering its
events to all such monitors in parallel, returning the truth values they produce.
As pointed out in Sect. 5.1, at runtime we do not always know to which scenario
the trace will belong to once completed. However, we can again combine logical
and probabilistic reasoning to obtain a meaningful feedback.

A first key observation is that, for every partial trace, at most one scenario
can turn out to be permanently or temporarily satisfied. Call this scenario S. In
the first case, this verdict is irrevocable, and also implies that all other scenarios
are permanently violated. This witnesses that no matter how the execution con-
tinues, the resulting trace will for sure belong to S. We then return immediately
that the trace is conforming, and also return prob(S) to give an indication about
the degree of conformism of the trace (see above). In the second case, the verdict
may instead change as the execution unfolds, but would collapse to the previous
case if the execution terminates, which is communicated to the monitors by a
special complete event.

A second key observation is that multiple scenarios may be at the same
time temporarily or permanently violated. For this reason, we need to aggregate
in some way the probabilities of the scenarios that produce the same truth
value to have an indication of the overall probability associated with that value.
Having this aggregated probability is useful to have sophisticated feedback about
the monitored trace. For example, the aggregated probability for permanently
violated scenarios is useful as it can never decrease over time: it is possible
that new scenarios become permanently violated, but those that already are will
never switch to a different truth value. So a high value associated to permanent
violation can be interpreted as a clear indication that the monitored trace will
turn out to be either a conforming outlier or not conforming at all. At the same
time, the aggregated value of permanent violation can be used as a conditional
probability, when one is interested in understanding what is the probability that
a trace will end up in a given scenario. The extreme values of the aggregated
probability interval for temporary/permanent violations are computed using the
system of inequalities £,;. In particular, this is done by adding a constraint
that minimizes/maximizes the sum of the probability variables associated to the
scenarios that produce that truth value.

Example 11. Consider the ProbDeclare model in Fig. 1 with its three plausible
scenarios (recall that four scenarios are logically plausible there, but one of those
has probability 0, so only three remains to be monitored). Figure3 shows the
result produced when monitoring a trace that at some point appears to belong
to the most plausible scenario, but in the end turns out to conform to the least
plausible one. From the image, we can also clearly see that the trace consisting
only of a close order activity would be judged as non-conforming, as it would
violate all scenarios. <

2 Implausible scenarios are irrelevant: they produce an output that is associated to
probability 0.
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This probabilistic monitoring technique has been fully implemented.® For
solving systems of inequalities, we use the LP solver*. The implementation comes
with various optimizations. First, scenarios are computed by directly imposing
that crisp constraints with probability 1 must hold in their positive form in all
scenarios. Second, only plausible scenarios are retained for monitoring. Third,
the results obtained by minimizing and maximizing for aggregate probability
variables are cached, to avoid solving multiple times the same problem. Figure 4
shows the output of the implemented monitoring tool on the example in Fig. 2
and for two different traces.® Here, the aggregated probability intervals are shown
with a dark gray or light gray background depending on whether their midpoint
is closer to 1 or to 0, respectively. The first trace (on the left) is classified as
belonging to scenario Sy; and is an outlier because this scenario has low probabil-
ity (corresponding to a probability interval of prob(Sp;) = [0.0,0.1]). The second
trace (on the right) is classified as belonging to the highly plausible scenario Sig
(corresponding to a probability interval of prob(Sig) = [0.7,0.8]).

6 Conclusion

In this paper, we have introduced the notion of probabilistic business constraint
and demonstrated how this notion affects the outcomes of standard process
monitoring (and mining) approaches based on Declare, when standard Declare
is replaced by its probabilistic counterpart. We have introduced a framework for
monitoring a trace with respect to a set of probabilistic constraints. The frame-
work classifies completed traces as violating a given probabilistic model or as
belonging to a certain constraint scenario (i.e., satisfying a certain combination
of probabilistic constraints). Technically, our approach seamlessly handles more
sophisticated logics for specifying constraints, only requiring that they have a
corresponding automata-theoretic characterization. Thus, for example, regular
expressions or LDLy [1] can be used in place of LTLy, as well as FO-LTLy [3].
For future work, we plan to better investigate the influence of probabilistic
constraints on the state-of-the-art techniques for declarative process mining.
In addition, as it has been shown in the paper, very sophisticated monitoring
feedbacks can be extracted, but their interpretation is not at all straightforward.
A dedicated study focused on end user-tailored feedbacks is needed. Last but
not least, we plan to relate, and possibly integrate, the declarative approach
presented in this paper with recent advancements in stochastic conformance
checking on imperative process models [10]. Note that, if we extend our approach
with probabilities within constraints (ending up in the full logic studied in [15]),
we have to manipulate more sophisticated automata that are reminiscent of the
stochastic automata used in [10]. At the same time, the entropy-based approach
brought forward in [10] could be used in our setting to measure the “distance”

3 https://bitbucket.org/fmmaggi/probabilisticmonitor /src/master/.

* http:/ /Ipsolve.sourceforge.net /5.5 /.

5 In the screenshots, 1 and 2 represent the probabilistic constraints labeled with 1 and
2 in Fig. 2, whereas 3 represents the crisp constraint in the same example.
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between a set of probabilistic constraints and an event log whose trace frequencies
are not fully aligned to what prescribed by the probabilistic constraints.

Acknowledgments. This work has been supported by the Estonian Research Council
(project PRG88T).

References

1.

10.

11.

De Giacomo, G., De Masellis, R., Grasso, M., Maggi, F.M., Montali, M.: Monitoring
business metaconstraints Based on LTL and LDL for finite traces. In: Sadiq, S.,
Soffer, P., Volzer, H. (eds.) BPM 2014. LNCS, vol. 8659, pp. 1-17. Springer, Cham
(2014). https://doi.org/10.1007/978-3-319-10172-9_1

De Giacomo, G., Vardi, M.Y.: Linear temporal logic and linear dynamic logic
on finite traces. In: Proceedings of the 23rd International Joint Conference on
Artificial Intelligence, IJCAI 2013, Beijing, China, 3-9 August 2013, pp. 854-860
(2013). http://www.aaai.org/ocs/index.php/IJCAI/IJCAI13/paper/view /6997
De Masellis, R., Maggi, F.M., Montali, M.: Monitoring data-aware business con-
straints with finite state automata. In: International Conference on Software and
Systems Process 2014, ICSSP 2014, Nanjing, China, 26-28 May 2014, pp. 134-143
(2014). https://doi.org/10.1145/2600821.2600835

Di Ciccio, C., Maggi, F.M., Montali, M., Mendling, J.: Ensuring model consis-
tency in declarative process discovery. In: Motahari-Nezhad, H.R., Recker, J., Wei-
dlich, M. (eds.) BPM 2015. LNCS, vol. 9253, pp. 144-159. Springer, Cham (2015).
https://doi.org/10.1007/978-3-319-23063-4_9

Di Ciccio, C., Maggi, F.M., Montali, M., Mendling, J.: Resolving inconsistencies
and redundancies in declarative process models. Inf. Syst. 64, 425-446 (2017).
https://doi.org/10.1016/j.is.2016.09.005

Di Ciccio, C., Maggi, F.M., Montali, M., Mendling, J.: On the relevance of a
business constraint to an event log. Inf. Syst. 78, 144-161 (2018). https://doi.org/
10.1016/j.is.2018.01.011

Di Ciccio, C., Mecella, M.: On the discovery of declarative control flows for artful
processes. ACM Trans. Manag. Inf. Syst. 5(4), 24:1-24:37 (2015). https://doi.org/
10.1145/2629447

Kovtunova, A., Pefialoza, R.: Cutting diamonds: a temporal logic with probabilis-
tic distributions. In: Principles of Knowledge Representation and Reasoning: Pro-
ceedings of the Sixteenth International Conference, KR 2018, Tempe, Arizona, 30
October—2 November 2018, pp. 561-570 (2018). https://aaai.org/ocs/index.php/
KR/KR18/paper/view /18037

Lamma, E., Mello, P., Montali, M., Riguzzi, F., Storari, S.: Inducing declarative
logic-based models from labeled traces. In: Alonso, G., Dadam, P., Rosemann,
M. (eds.) BPM 2007. LNCS, vol. 4714, pp. 344-359. Springer, Heidelberg (2007).
https://doi.org/10.1007/978-3-540-75183-0-25

Leemans, S.J.J., Polyvyanyy, A.: Stochastic-aware conformance checking: an
entropy-based approach. In: Dustdar, S., Yu, E., Salinesi, C., Rieu, D., Pant,
V. (eds.) CAISE 2020. LNCS, vol. 12127, pp. 217-233. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-49435-3_14

Leemans, S.J.J., Syring, A.F., van der Aalst, W.M.P.: Earth movers’ stochas-
tic conformance checking. In: Hildebrandt, T., van Dongen, B.F., Roglinger, M.,
Mendling, J. (eds.) BPM 2019. LNBIP, vol. 360, pp. 127-143. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-26643-1_8


https://doi.org/10.1007/978-3-319-10172-9_1
http://www.aaai.org/ocs/index.php/IJCAI/IJCAI13/paper/view/6997
https://doi.org/10.1145/2600821.2600835
https://doi.org/10.1007/978-3-319-23063-4_9
https://doi.org/10.1016/j.is.2016.09.005
https://doi.org/10.1016/j.is.2018.01.011
https://doi.org/10.1016/j.is.2018.01.011
https://doi.org/10.1145/2629447
https://doi.org/10.1145/2629447
https://aaai.org/ocs/index.php/KR/KR18/paper/view/18037
https://aaai.org/ocs/index.php/KR/KR18/paper/view/18037
https://doi.org/10.1007/978-3-540-75183-0_25
https://doi.org/10.1007/978-3-030-49435-3_14
https://doi.org/10.1007/978-3-030-26643-1_8

54

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

F. M. Maggi et al.

Ly, L.T., Maggi, F.M., Montali, M., Rinderle-Ma, S., van der Aalst, W.M.P.:
Compliance monitoring in business processes: functionalities, application, and tool-
support. Inf. Syst. 54, 209-234 (2015). https://doi.org/10.1016/j.is.2015.02.007
Maggi, F.M., Bose, R.P.J.C., van der Aalst, W.M.P.: Efficient discovery of under-
standable declarative process models from event logs. In: Ralyté, J., Franch, X.,
Brinkkemper, S., Wrycza, S. (eds.) CAiSE 2012. LNCS, vol. 7328, pp. 270-285.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-31095-9_18
Maggi, F.M., Montali, M., van der Aalst, W.M.P.: An operational decision support
framework for monitoring business constraints. In: de Lara, J., Zisman, A. (eds.)
FASE 2012. LNCS, vol. 7212, pp. 146-162. Springer, Heidelberg (2012). https://
doi.org/10.1007/978-3-642-28872-2_11

Maggi, F.M., Montali, M., Pefialoza, R.: Temporal logics over finite traces with
uncertainty. In: The Thirty-Fourth AAAT Conference on Artificial Intelligence,
AAAT 2020, The Thirty-Second Innovative Applications of Artificial Intelligence
Conference, IAAT 2020, The Tenth AAAI Symposium on Educational Advances in
Artificial Intelligence, EAAT 2020, New York, NY, USA, 7-12 February 2020, pp.
10218-10225 (2020). https://aaai.org/ojs/index.php/AAAl/article/view /6583
Maggi, F.M., Montali, M., Westergaard, M., van der Aalst, W.M.P.. Monitor-
ing business constraints with linear temporal logic: an approach based on colored
automata. In: Rinderle-Ma, S., Toumani, F., Wolf, K. (eds.) BPM 2011. LNCS,
vol. 6896, pp. 132-147. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-23059-2_13

Maggi, F.M., Westergaard, M., Montali, M., van der Aalst, W.M.P.: Runtime ver-
ification of LTL-based declarative process models. In: Khurshid, S., Sen, K. (eds.)
RV 2011. LNCS, vol. 7186, pp. 131-146. Springer, Heidelberg (2012). https://doi.
org/10.1007/978-3-642-29860-8_11

Montali, M.: Specification and Verification of Declarative Open Interaction Models:
a Logic-Based Approach. LNBIP, vol. 56. Springer, Heidelberg (2010). https://doi.
org/10.1007/978-3-642-14538-4

Montali, M., Pesic, M., van der Aalst, W.M.P., Chesani, F., Mello, P., Storari, S.:
Declarative specification and verification of service choreographies. ACM Trans.
Web 4(1), 3:1-3:62 (2010). https://doi.org/10.1145/1658373.1658376

Ognjanovic, Z.: Discrete linear-time probabilistic logics: completeness, decidability
and complexity. J. Log. Comput. 16(2), 257-285 (2006). https://doi.org/10.1093/
logcom/exi077

Pesic, M., Schonenberg, H., van der Aalst, W.M.P.: Declare: full support for
loosely-structured processes. In: 11th IEEE International Enterprise Distributed
Object Computing Conference (EDOC 2007), 15-19 October 2007, Annapolis,
Maryland, USA, pp. 287-300. IEEE Computer Society (2007). https://doi.org/
10.1109/EDOC.2007.14

Schonig, S., Rogge-Solti, A., Cabanillas, C., Jablonski, S., Mendling, J.: Efficient
and customisable declarative process mining with SQL. In: Nurcan, S., Soffer, P.,
Bajec, M., Eder, J. (eds.) CAIiSE 2016. LNCS, vol. 9694, pp. 290-305. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-39696-5_18


https://doi.org/10.1016/j.is.2015.02.007
https://doi.org/10.1007/978-3-642-31095-9_18
https://doi.org/10.1007/978-3-642-28872-2_11
https://doi.org/10.1007/978-3-642-28872-2_11
https://aaai.org/ojs/index.php/AAAI/article/view/6583
https://doi.org/10.1007/978-3-642-23059-2_13
https://doi.org/10.1007/978-3-642-23059-2_13
https://doi.org/10.1007/978-3-642-29860-8_11
https://doi.org/10.1007/978-3-642-29860-8_11
https://doi.org/10.1007/978-3-642-14538-4
https://doi.org/10.1007/978-3-642-14538-4
https://doi.org/10.1145/1658373.1658376
https://doi.org/10.1093/logcom/exi077
https://doi.org/10.1093/logcom/exi077
https://doi.org/10.1109/EDOC.2007.14
https://doi.org/10.1109/EDOC.2007.14
https://doi.org/10.1007/978-3-319-39696-5_18

®

Check for
updates

Petri Nets with Parameterised Data
Modelling and Verification

Silvio Ghilardi!, Alessandro Gianola??3, Marco Montali?,
and Andrey Rivkin?(®)

! Dipartimento di Matematica, Universita degli Studi di Milano, Milan, Italy
silvio.ghilardi@unimi.it
2 Faculty of Computer Science, Free University of Bozen-Bolzano, Bolzano, Italy
{gianola,montali,rivkin}@inf.unibz.it
3 CSE Department, University of California San Diego (UCSD),
San Diego, CA, USA
agianola@eng.ucsd.edu

Abstract. During the last decade, various approaches have been put
forward to integrate business processes with different types of data. Each
of these approaches reflects specific demands in the whole process-data
integration spectrum. One particularly important point is the capabil-
ity of these approaches to flexibly accommodate processes with multiple
cases that need to co-evolve. In this work, we introduce and study an
extension of coloured Petri nets, called catalog-nets, providing two key
features to capture this type of processes. On the one hand, net transi-
tions are equipped with guards that simultaneously inspect the content
of tokens and query facts stored in a read-only, persistent database. On
the other hand, such transitions can inject data into tokens by extracting
relevant values from the database or by generating genuinely fresh ones.
We systematically encode catalog-nets into one of the reference frame-
works for the (parameterised) verification of data and processes. We show
that fresh-value injection is a particularly complex feature to handle, and
discuss strategies to tame it. Finally, we discuss how catalog-nets relate
to well-known formalisms in this area.

1 Introduction

The integration of control flow and data has become one of the most promi-
nently investigated topics in BPM [25]. Taking into account data when working
with processes is crucial to properly understand which courses of execution are
allowed [11], to account for decisions [5], and to explicitly accommodate busi-
ness policies and constraints [13]. Hence, considering how a process manipulates
underlying volatile and persistent data, and how such data influence the possible
courses of execution within the process, is central to understand and improve
how organisations, and their underlying information systems, operate through-
out the entire BPM lifecycle: from modelling and verification [10,18] to enact-
ment [19,21] and mining [2]. Each of such approaches reflects specific demands
in the whole process-data integration spectrum. One key point is the capability
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of these approaches to accommodate processes with multiple co-evolving case
objects [4,14]. Several modelling paradigms have adopted to tackle this and
other important features: data-/artifact-centric approaches [10,18], declarative
languages based on temporal constraints [4], and imperative, Petri net-based
notations [14,22,24].

With an interest in (formal) modelling and verification, in this paper we con-
centrate on the latter stream, taking advantage from the long-standing tradition
of adopting Petri nets as the main backbone to formalise processes expressed
in front-end notations such as BPMN, EPCs, and UML activity diagrams. In
particular, we investigate for the first time the combination of two different, key
requirements in the modelling and analysis of data-aware processes. On the one
hand, we support the creation of fresh (case) objects during the execution of the
process, and the ability to model their (co-)evolution using guards and updates.
Examples of such objects are orders and their orderlines in an order-to-cash
process. On the other hand, we handle read-only, persistent data that can be
accessed and injected in the objects manipulated by the process. Examples of
read-only data are the catalog of product types and the list of customers in an
order-to-cash process. Importantly, read-only data have to be considered in a
parameterised way. This means that the overall process is expected to operate
as desired in a robust way, irrespectively of the actual configuration of such data.

While the first requirement is commonly tackled by the most recent and
sophisticated approaches for integrating data within Petri nets [14,22,24], the
latter has been extensively investigated in the data-centric spectrum [9,12], but
only recently ported to more conventional, imperative processes with the sim-
plifying assumptions that the process control-flow is block-structured (and thus
1-bounded in the Petri net sense) [7].

In this work, we reconcile these two themes in an extension of coloured Petri
nets (CPNs) called catalog-nets (CLog-nets). On the one hand, in CLog-net
transitions are equipped with guards that simultaneously inspect the content of
tokens and query facts stored in a read-only, persistent database. On the other
hand, such transitions can inject data into tokens by extracting relevant val-
ues from the database or by generating genuinely fresh ones. We systematically
encode CLog-nets into the most recent version of MCMT [1,16], one of the few
model checkers natively supporting the (parameterised) verification of data and
processes [6,8,9]. We show that fresh-value injection is a particularly complex
feature to handle, and discuss strategies to tame it. We then stress that, thanks
to this encoding, a relevant fragment of the model can be readily verified using
MCMT, and that verification of the whole model is within reach with a minor
implementation effort. Finally, we discuss how catalog nets provide a unifying
approach for some of the most sophisticated formalisms in this area, highlighting
differences and commonalities.

2 The CLog-net Formal Model

Conceptually, a CLog-net integrates two key components. The first is a read-only
persistent data storage, called catalog, to account for read-only, parameterised
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data. The second is a variant of CPN, called v-CPN [23], to model the process
backbone. Places carry tuples of data objects and can be used to represent:
(i) states of (interrelated) case objects, (ii) read-write relations, (%) read-only
relations whose extension is fixed (and consequently not subject to parameterisa-
tion), (iv) resources. As in [14,23,24], the net employs v-variables (first studied
in the context of v-PNs [26]) to inject fresh data (such as object identifiers).
A distinguishing feature of CLog-nets is that transitions can have guards that
inspect and retrieve data objects from the read-only, catalog.

Catalog. We consider a type domain © as a finite set of pairwise disjoint data
types accounting for the different types of objects in the domain. Each type
D € D comes with its own (possibly infinite) value domain Ap, and with an
equality operator =p. When clear from the context, we simplify the notation and
use = in place of =p. R(ay : D1,...,a, : D,) is a D-typed relation schema, where
R is a relation name and a; : D; indicates the i-th attribute of R together with
its data type. When no ambiguity arises, we omit relation attributes and/or
their data types. A D-typed catalog (schema) Rp is a finite set of D-typed
relation schemas. A ©-typed catalog instance Cat over Rg is a finite set of facts
R(o1,...,04), where R € Rp and o; € Ap,, fori € {1,...,n}.

We adopt two types of constraints in the catalog relations. First, we assume
the first attribute of every relation R € Rg to be its primary key, denoted as
PK(R). Also, a type of such attribute should be different from the types of other
primary key attributes. Then, for any R,S € Ro, R.a — S.id defines that the
projection R.a is a foreign key referencing S.id, where PK(S) = id, PK(R) # a
and type(id) = type(a). While the given setting with constraints may seem a
bit restrictive, it is the one adopted in the most sophisticated settings where
parameterisation of read-only data is tackled [9,12].

Example 1. Consider a simple catalog of an order-to-delivery scenario, con-
taining two relation schemas. Relation schema ProdCat(p : ProdType) indicates
the product types (e.g., vegetables, furniture) available in the organisation cat-
alogue of products. Relation schema Comp(c : CId,p : ProdType,t : TruckType)
captures the compatibility between products and truck types used to deliver
orders; e.g. one may specify that vegetables are compatible only with types of
trucks that have a refrigerator. <

Catalog Queries. We fix a countably infinite set Vg of typed variables with a
variable typing function type : Vo — . Such function can be easily extended to
account for sets, tuples and multisets of variables as well as constants. As query
language we opt for the union of conjunctive queries with inequalities and atomic
negations that can be specified in terms of first-order (FO) logic extended with
types. This corresponds to widely investigated SQL select-project-join queries
with filters, and unions thereof.
A conjunctive query (CQ) with atomic negation @ over Ro has the form

Qu=¢|R(x1,...,20) | "R(x1,...,2,) | Q1 A Q2| F2.Q,
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where (i) R(D1,...,D,) € Ro, € Vo and each x; is either a variable of type
D; or a constant from Ap,; (i) p:i=y1 = y2| @ |0 A | T is a condition, s.t.
y; is either a variable of type D or a constant from Ap. CQg denotes the set
of all such conjunctive queries, and Free(Q) the set of all free variables (i.e.,
those not occurring in the scope of quantifiers) of query Q. Co denotes the set
of all possible conditions, Vars(Q) the set of all variables in @, and Const(Q)
the set of all constants in (). Finally, UCQg denotes the set off all unions of
conjunctive queries over Rp. Each query @) € UCQg has the form @ = /\?=1 Q;,
with Q; € CQg.

A substitution for a set X = {xy,...,2,} of typed variables is a function
0: X — Ap, such that 6(x) € Agype(s) for every z € X. An empty substitution
is denoted as (). A substitution 0 for a query @, denoted as @0, is a substitution
for variables in Free(Q). An answer to a query @ in a catalog instance Cat is
a set of substitutions ans(Q, Cat) = {0 : Free(Q) — Val(Cat) | Cat, = 6 Q},
where Val(Cat) denotes the set of all constants occurring in Cat and = denotes
standard FO entailment.

Example 2. Consider the catalog of Example 1. Query ProdCat(p) retrieves the
product types p present in the catalog, whereas given a product type value veg,
query Je.Comp(c, veg, t) returns the truck types ¢ compatible with veg. <

CLog-nets. We first fix some standard notions related to multisets. Given a set
A, the set of multisets over A, written A®, is the set of mappings of the form
m : A — N. Given a multiset S € A® and an element a € A, S(a) € N denotes
the number of times a appears in S. We write a™ € S if S(a) = n. The support of
S is the set of elements that appear in S at least once: supp(S) = {a € A | S(a) >
0}. We also consider the usual operations on multisets. Given S;,Ss € A®: (i)
S1 € Sy (resp., S1 C So) if Si(a) < Sa(a) (resp., Si(a) < Sa(a)) for each
a € A; (i) S1+ S ={a" | a € Aand n = Si(a) + Sa(a)}; (i) if S; C So,
Sy — 851 ={a" | a € Aand n = S3(a) — Si(a)}; (iv) given a number k € N,
k-Si = {a" | a® € S1}; (v) Im| = 3 ,cam(a). A multiset over A is called
empty (denoted as 0%) iff 0% (a) = 0 for every a € A.

We now define CLog-nets, extending v-CPNs [23] with the ability of querying
a read-only catalog. As in CPNs, each CLog-net place has a color type, which
corresponds to a data type or to the cartesian product of multiple data types
from ®. Tokens in places are referenced via inscriptions — tuples of variables
and constants. We denote by 24 the set of all possible inscriptions over a set
A and, with slight abuse of notation, use Vars(w) (resp., Const(w)) to denote
the set of variables (resp., constants) of w € 24. To account for fresh external
inputs, we employ the well-known mechanism of v-Petri nets [26] and introduce
a countably infinite set 15 of ®-typed fresh variables, where for every v € 17,
we have that Agype(,) is countably infinite (this provides an unlimited supply of
fresh values). We fix a countably infinite set of D-typed variable Xy = Vo W 1p
as the disjoint union of “normal” (Vg) and fresh (Yp) variables.

Definition 1. A ®-typed CLog-net N over a catalog schema Ro is a tuple
(D, Ro, P, T, Fin, Fout, color, guard), where:
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1. P and T are finite sets of places and transitions, s.t. PNT = ();
2. color : P — (D) is a place typing function;
3. Fiy, : PxT — Q@@ is an input flow, s.t. type(F;,(p,t)) = color(p) for every
(p,t) € P xT;
4. Foug : T X P — Q;‘?@ng is an output flow, s.t. type(Fout(t,p)) = color(p)
for every (t,p) € T x P;
5.guard : T — {Q ANyp | Q € UCQg,¢ € Cp} is a partial guard assignment
function, s.t., for every guard(t) = Q A and t € T, the following holds:
(a) Vars(y) C InVars(t), where InVars(t) = Upep Vars(Fin(p,t));
(b) OutVars(t) \ (InVars(t) U Yp) C Free(Q) and Free(Q) N Vars(t) = 0,
where OutVars(t) = Upep Vars(Fou(t,p)) and Vars(t) = InVars(t) U
OutVars(t). <

Here, the role of guards is twofold. On the one hand, similarly, for example, to
CPNs, guards are used to impose conditions (using ¢) on tokens flowing through
the net. On the other hand, a guard of transition ¢ may also query (using Q)
the catalog in order to propagate some data into the net. The acquired data
may be still filtered by using InVars(t). Note that in condition (b) of the guard
definition we specify that there are some variables (excluding the fresh ones)
in the outgoing arc inscriptions that do not appear in InVars(t) and that are
used by @ to insert data from the catalog. Moreover, it is required that all free
variables of ) must coincide with the variables of inscriptions on outgoing and
incoming arcs of a transition it is assigned to. In what follows, we shall define
arc inscriptions as k - w, where k € N and w € 24 (for some set A).

Semantics. The execution semantics of a CLog-net is similar to the one of
CPNs. Thus, as a first step we introduce the standard notion of net marking.
Formally, a marking of a CLog-net N = (9,Ry, P,T, F;y,, Fout, color, guard)

is a function m : P — Qg, so that m(p) € Ailor(p) for every p € P. We

write (N, m,Cat) to denote CLog-net N marked with m, and equipped with a
read-only catalog instance Cat over Rg.

The firing of a transition ¢ in a marking is defined w.r.t. a so-called binding
for ¢ defined as o : Vars(t) — Agp. Note that, when applied to (multisets of)
tuples, o is applied to every variable singularly. For example, given o = {z —
1,y — a}, its application to a multiset of tuples w = {(x,4)?, (z,b)} results in

a(w) = {<1a a>27 <x7b>}'

Definition 2. A transition t € T is enabled in a marking m and a fized catalog
instance Cat, written m[t)cqt, if there exists binding o satisfying the follow-
ing: (i) o(Fin(p,t)) € m(p), for every p € P; o(guard(t)) is true; (i) o(zr) ¢
Val(m) U Val(Cat), for every x € Tp N OutVars(t);' (iii) o(x) € ans(Q, Cat)
for x € OutVars(t) \ (Yo U InVars(t)) N Vars(Q) and query Q from guard(t). <

! Here, with slight abuse of notation, we define by Val(m) the set of all values appear-
ing in m.
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Essentially, a transition is enabled with a binding o if the binding selects
data objects carried by tokens from the input places and the read-only catalog
instance, so that the data they carry make the guard attached to the transition
true.

When a transition t is enabled, it may fire. Next we define what are the
effects of firing a transition with some binding o.

Definition 3. Let (N, m,Cat) be a marked CLog-net, and t € T a transition
enabled in m and Cat with some binding o. Then, t may fire producing a new
marking m’, with m’(p) = m(p) —o(Fin(p,t))+o(Fous(t,p)) for everyp € P. We
denote this as m[t)cam’ and assume that the definition is inductively extended
to sequences T € T*. <

For (N, mg, Cat) we use M(N) = {m | I € T-mo[T)carm} to denote the set of
all markings of N reachable from its initial marking my.

We close with an example that illustrates all the main features of CLog-nets.

Given b € N, a marked CLog-net (N, mq, Cat) is called bounded with bound b
if [m(p)| < b, for every marking m € M(N) and every place p € P.. Unbounded-
ness in CLog-nets can arise due to various reasons: classical unbounded genera-
tion of tokens, but also uncontrollable emission of fresh values with v-variables or
replication of data values from the catalog via queries in transition guards. Notice
that Definition 3 does not involve the catalog, which is in fact fixed throughout
the execution.

Execution Semantics. The execution semantics of a marked CLog-net
(N, mg,Cat) is defined in terms of a possibly infinite-state transition system
in which states are labeled by reachable markings and each arc (or transition)
corresponds to the firing of a transition in N with a given binding. The transition
system captures all possible executions of the net, by interpreting concurrency as
interleaving. Due to space limitations, the formal definition of how this transition
system is induced can be found in [15].

As pointed out before, we are interested in analysing a CLog-net irrespec-
tively of the actual content of the catalog. Hence, in the following when we
mention a (catalog-parameterised) marked net (N, mg) without specifying how
the catalog is instantiated, we actually implicitly mean the infinite set of marked
nets (N, mg, Cat) for every possible instance Cat defined over the catalog schema
of N.

Example 3. Starting from the catalog in Example 1, Fig. 1 shows a simple,
yet sophisticated example of CLog-net capturing the following order-to-delivery
process. Orders can be created by executing the new order transition, which uses
a v-variable to generate a fresh order identifier. A so-created, working order
can be populated with items, whose type is selected from those available in the
catalog relation ProdCat. Each item then carries its product type and owning
order. When an order contains at least one item, it can be paid. Items added to
an order can be removed or loaded in a compatible truck. The set of available
trucks, indicating their plate numbers and types, is contained in a dedicated pool
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working paid
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poo in house at des
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Fig. 1. A CLog-net (its catalog is in Example 1). In the picture, Item and Truck are
compact representations for ProdType X Order and Plate X TruckType respectively.
The top blue part refers to orders, the central orange part to items, and the bottom
violet part to delivery trucks.

place. Trucks can be borrowed from the pool and placed in house. An item can
be loaded into a truck if its owning order has been paid, the truck is in house,
and the truck type and product type of the item are compatible according to
the Comp relation in the catalog. ITtems (possibly from different orders) can be
loaded in a truck, and while the truck is in house, they can be dropped, which
makes them ready to be loaded again. A truck can be driven for delivery if it
contains at least one loaded item. Once the truck is at its destination, some items
may be delivered (this is simply modelled non-deterministically). The truck can
then either move, or go back in house. <

Example 3 shows various key aspects related to modelling data-aware pro-
cesses with multiple case objects using CLog-nets. First of all, whenever an object
is involved in a many-to-one relation from the “many” side, it then becomes
responsible of carrying the object to which it is related. This can be clearly seen
in the example, where each item carries a reference to its owning order and, once
loaded into a truck, a reference to the truck plate number. Secondly, the three
object types involved in the example show three different modelling patterns for
their creation. Unboundedly many orders can be genuinely created using a v-
variable to generate their (fresh) identifiers. The (finite) set of trucks available in
the domain is instead fixed in the initial marking, by populating the pool place.
The CLog-net shows that such trucks are used as resources that can change
state but are never destroyed nor created. Finally, the case of items is particu-
larly interesting. Items in fact can be arbitrarily created and destroyed. However,
their creation is not modelled using an explicit v-variable, but is instead simply
obtained by the add item transition with the usual token-creation mechanism, in
which the product type is taken from the catalog using the query assigned to add
item. Thanks to the multiset semantics of Petri nets, it is still possible to create
multiple items having the same product type and owning order. However, it is
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not possible to track the evolution of a specific item, since there is no explicit
identifier carried by item tokens. This is not a limitation in this example, since
items are not referenced by other objects present in the net (which is instead
the case for orders and trucks). All in all, this shows that v-variables are only
necessary when the CLog-net needs to handle the arbitrary creation of objects
that are referenced by other objects.

3 From CLog-nets to MCMT

We now report on the encoding of CLog-nets into the verification language sup-
ported by the MCMT model checker, showing that the various modelling con-
structs of CLog-nets have a direct counterpart in MCMT, and in turn enabling
formal analysis.

MCMT is founded on the theory of array-based systems [1,16], an umbrella
term used to refer to infinite-state transition systems specified using a declara-
tive, logic-based formalism by which arrays are manipulated via logical updates.
An array-based system is represented using a multi-sorted theory with two kinds
of sorts: one for the indexes of arrays, and the other for the elements stored
therein. Since the content of an array changes over time, it is referred to by a
function variable, whose interpretation in a state is that of a total function map-
ping indexes to elements (applying the function to an index denotes the classical
read array operation). We adopt here the module of MCMT called “database-
driven mode”, which supports the representation of read-only databases.

Specifically, we show how to encode a CLog-net (N,mg), where N =
(D, Ro, P, T, Fin, Fout,color,guard) into (data-driven) MCMT specification.
The translation is split into two phases. First, we tackle the type domain and
catalog. Then, we present a step-wise encoding of the CLog-net places and tran-
sitions into arrays.

Data and Schema Translation. We start by describing how to translate static
data-related components. Let © = {Dy,...,D,,}. Each data type D; is encoded
in MCMT with declaration :smt (define-type Di). For each declared type D
MCMT implicitly generates a special NULL constant indicating an empty/unde-
fined value of D.

To represent the catalog relations of Ry = {Ry,..., R, .} in MCMT, we pro-
ceed as follows. Recall that in catalog every relation schema has n + 1 typed
attributes among which some may be foreign keys referencing other relations,
its first attribute is a primary key, and, finally, primary keys of different rela-
tion schemas have different types. With these conditions at hand, we adopt the
functional characterisation of read-only databases studied in [9]. For every rela-
tion R;(id, A1, ..., A,) with PK(R) = {id}, we introduce unary functions that
correctly reference each attribute of R; using its primary key. More specifically,
for every A; (j = 1,...,n) we create a function fr, a; : A¢ype(ia) — Atypen,- If
A; is referencing an identifier of some other relation S (i.e., R;.A; — S.id), then
fr; A, represents the foreign key referencing to S. Note that in this case the types
of A; and S.id should coincide. In MCMT, assuming that D_Ri.id = type(id)
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and D_Aj = type(A,), this is captured using statement :smt (define Ri_Aj
::(-> DRi.id D_Aj)).

All the constants appearing in the net specification must be properly defined.
Let C = {v1,...,v,,} be the set of all constants appearing in N. C' is defined
as Uer Const(guard(t)) U supp(mo) U U,er pep Const(Fout(t,p)). Then, every
constant v; € C of type D is declared in MCMT as :smt (define vi ::D).

The code section needed to make MCMT aware of the fact that these ele-
ments have been declared to describe a read-only database schema is depicted
in Listing 1.1 (notice that the last declaration is required when using MCMT in
the database-driven mode).

Listing 1.1. Listing 1.2.
:db_driven rinitial
:db_sorts D1,...,Dnd :var x
:db_functions tcnj initpr

R1_A1,...,Rnr_Ak
:db_constants vl,...,vnc init_pn

:db_relations //leave empty

Places. Given that, during the net execution, every place may store unbound-
edly many tokens, we need to ensure a potentially infinite provision of val-
ues to places p using unbounded arrays. To this end, every place p € P with
color(p) =D; X ... x Dy is going to be represented as a combination of arrays
D1, .., Pk, where a special index type Pina (disjoint from all other types) with
domain Ap, , is used as the array index sort and Ds,..., Dy account for the
respective target sorts of the arrays.? In McMT, this is declared as :local
p-1 D1 ... :local p-k Dk. Then, intuitively, we associate to the j-th token
(v1,...,v;) € m(p) an element j € Ap, , and a tuple (j,p1[j],...,pr[j]), where
pili] = v1,...,px[j] = vi. Here, j is an “implicit identifier” of this tuple in m(p).
Using this intuition and assuming that there are in total n control places, we
represent the initial marking mg in two steps (a direct declaration is not possible
due to the language restrictions of MCMT). First, we symbolically declare that all
places are by default empty using the MCMT initialisation statement from List-
ing 1.2. There, cnj represents a conjunction of atomic equations that, for ease
of reading, we organized in blocks, where each init_p; specifies for place p; € P
with color(p;) = Dy X...Xx Dy, that it contains no tokens. This is done by explic-
itly “nullifying” all component of each possible token in p;, written in MCMT as
(= pi_1[x] NULL.D1)(= pi_2[x] NULLD2)...(= pi_k[x] NULL.DK). The ini-
tial marking is then injected with a dedicated MCMT code that populates the
place arrays, initialised as empty, with records representing tokens therein. Due
to the lack of space, this code is provided in [15].

Transition Enablement and Firing. We now show how to check for transi-
tion enablement and compute the effect of a transition firing in McMT. To this

2 McoMT has only one index sort, but, as shown in [15], there is no loss of generality in
doing that.
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O pout,

riy - ing ro, - out,

Fig. 2. A generic CLog-net transition (ri; and ro; are natural numbers)

end, we consider the generic, prototypical CLog-net transition ¢ € T depicted in
Fig. 2. The enablement of this transition is subject to the following conditions:
(F'C1) there is a binding o that correctly matches tokens in the places to the cor-
responding inscriptions on the input arcs (i.e., each place pin; provides enough
tokens required by a corresponding inscription F(pin,,t) = in;), and that com-
putes new and possibly fresh values that are pairwise distinct from each other
as well as from all other values in the marking; (FC2) the guard guard(t) is
satisfied under the selected binding. In MCMT, ¢ is captured with a transition
statement consisting of a guard G and an update U as in Listing 1.3.

Listing 1.3. Listing 1.4.
:transition :numcases NC
:var x,x1,...,xK,y1,...,yN
rvar j :case (= j 1)
:guard G :val v,
U
:val vk

Here every x (resp., y) represents an existentially quantified index variable corre-
sponding to variables in the incoming inscriptions (resp., outgoing inscriptions),
K= Zje{17‘__,k} rij, N= Zje{l,.“,n} ro; and j is a universally quantified vari-
able, that will be used for computing bindings of v-variables and updates. In the
following we are going to elaborate on the construction of the MCMT transition
statement. We start by discussing the structure of G which in MCMT is repre-
sented as a conjunction of atoms or negated atoms and, intuitively, addresses all
the conditions stated above.

First, to construct a binding that meets condition (FC1), we need to make
sure that every place contains enough of tokens that match a corresponding
arc inscription. Using the array-based representation, for every place pin; with
Fin(ping,t) = ris - in; and |color(pin,)| = k, we can check this with a formula

Yping = K1, .00, Xpy /\ ping [j1] = pinig[jz] A /\ ping [x1] # NULL_D;
J1d2€{xa, %y b1 A2, le{1,...,k}
le{1,... k}
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Given that variables representing existentially quantified index variables are
already defined, in MCMT this is encoded as conjunctions of atoms (= pini_l[j;]
pini_[[j2]) and atoms not(= pini_[[x1] NULL_DI), where NULL_DI is a special
null constant of type of elements stored in pini_[. All such conjunctions, for all
input places of ¢, should be appended to G.

We now define the condition that selects proper indexes in the output places
so as to fill them with the tokens generated upon transition firing. To this end,
we need to make sure that all the ¢ declared arrays a,, of the system® (including
the arrays pout; corresponding to the output places of ¢) contain no values in
the slots marked by y index variables. This is represented using a formula

1Z);laouti = EIYM sy Yrige /\ Ay []] = NULL_D,,,
Je{yiy Ve hwe{l,..q}

which is encoded in MCMT similarly to the case of ¥y, .

Moreover, when constructing a binding, we have to take into account the case
of arc inscriptions causing implicit “joins” between the net marking and data
retrieved from the catalog. This happens when there are some variables in the
input flow that coincide with variables of @, i.e., Vars(Fy,(pin;,t))N Vars(Q) #
(). For ease of presentation, denote the set of such variables as s = {s1,...,5s,}
and introduce a function 7 that returns the position of a variable in a tuple or
relation. E.g., m({z,y,2),y) = 2, and n(R, B) = 3 in R(id, A, B, E). Then, for
every relation R in () we generate a formula

'l/)R = /\ pinj,ﬂ(iﬁj,s) [X] = vaAW(R,s) (Zd)
jE{l sk} s€ (s Vars(R) )

This formula guarantees that values provided by a constructed binding respect
the aforementioned case for some index x (that has to coincide with one of
the index variables from d)pmj) and identifier id. In MCMT this is encoded as
a conjunction of atoms (= (R-Ai id) pinj_1[x]), where i = n(R,s) and 1 =
ﬂ(iﬁj, s). As in the previous case, all such formulas are appended to G.

We now incorporate the encoding of condition (FC2). Every variable z of
() with type(z) = D has to be declared in MCMT as :eevar z D. We call an
extended guard a guard Q°¢ A ¢° in which every relation R has been substituted
with its functional counterpart and every variable z in ¢ has been substituted
with a “reference” to a corresponding array pin; that z uses as a value provider
for its bindings. More specifically, every relation R/n + 1 that appears in @
as R(id,z1,...,2,) is be replaced by conjunction id # NULLD A fr 4, (id) =
z1 A... A fr.a, (id) = z,, where D = type(id). In MCMT, this is written as (not
(= id NULL.D)) expry ... expry, (id should be declared using :eevar as well).
Here, every expr; corresponds to an atomic equality from above and is specified in
MCMT in three different ways based on the nature of z;. Let us assume that z; has

3 This is a technicality of MCMT, as explained in [15], since MCMT has only one index
sort.
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been declared before as :eevar z_i D. If z; appears in a corresponding incom-
ing transition inscription, then expr; is defined as (= (R_Ai id) pin_j[x])
(= z_i pin_j[x]), where i-th attribute of R coincides with the j-th variable in
the inscription Fj,(pin,t). If z; is a variable bound by an existential quantifier
in @, then expr; in MCMT is going to look as (= (R_Ai id) zi). Finally, if z; is
a variable in an outgoing inscription used for propagating data from the catalog
(as discussed in condition (1)), then expr; is simply defined with the following
statement: (= (R_Ai id) z_i), where Di is the type of z;.

Variables in ¢ are substituted with their array counterparts. In particular,
every variable z € Vars(yp) is substituted with pinj_i[x], where i = w(iﬁj, z).
Given that ¢ is represented as a conjunction of variables, its representation in
MCMT together with the aforementioned substitution is trivial. To finish the
construction of G, we append to it the MCMT version of Q¢ A ¢°.

We come back to condition (F'C1) and show how bindings are generated for
v-variables of the output flow of ¢. In MCMT we use a special universal guard
:uguard (to be inserted right after the :guard entry) that, for every variable
v € To N (OutVars(t) \ Vars(out;)) previously declared using :eevar nu D,
and for arrays pi,...,pr with target sort D, consists of expression (not(=nu
p-1[j1)) ... (not(=nu p-k[j])) for all p. This encodes “local” freshness for
v-variables, which suffice for our goal.

After a binding has been generated and the guard of ¢ has been checked,
a new marking is generated by assigning corresponding tokens to the outgoing
places and by removing tokens from the incoming ones. Note that, while the
tokens are populated by assigning their values to respective arrays, the token
deletion happens by nullifying (i.e., assigning special NULL constants) entries in
the arrays of the input places. All these operations are specified in the special
update part of the transition statement U and are captured in MCMT as depicted
in Listing 1.4. There, the transition runs through NC cases. All the following cases
go over the indexes y1,. .., yN that correspond to tokens that have to be added to
places. More specifically, for every place pout € P such that |color(pout)| = k,
we add an i-th token to it by putting a value v,; in i-th place of every -
th component array of pout. This v,; can either be a v-variable nu from the
universal guard, or a value coming from a place pin specified as pin[xm] (from
some x input index variable) or a value from some of the relations specified as
(R_Ai id). Note that id should be also declared as :eevar id D_Ri.id, where
type(id) = D_Ri.id. Every :val v statement follows the order in which all the
local and global variables have been defined, and, for array variables a and every
every case (= j 1), such statement stands for a simple assignment a[i] := v.

Implementation Status. The provided translation is fully compliant with the
concrete specification language MCMT. The current implementation has however
a limitation on the number of supported index variables in each MCMT transition
statement. Specifically, two existentially quantified and one universally quanti-
fied variables are currently supported. This has to be taken into account if one
wants to run the model checker on the result produced by translating a CLog-
net, and possibly requires to rewrite the net (if possible) into one that does not
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exceed the supported number of index variables. What can be actually rewritten
(and how) is beyond the scope of this paper.

In addition, notice that this limitation is not dictated by algorithmic nor the-
oretical limitations, but is a mere characteristic of the current implementation,
and comes from the fact that the wide range of systems verified so far with MCcMT
never required to simultaneously quantify on many array indexes. There is an
ongoing implementation effort for a new version of MCMT that supports arbitrar-
ily many quantified index variables, and consequently concrete model checking
of the full CLog-net model is within reach. Currently, we do not have a software
prototype that encodes the translation, but this section indicates exactly how
this should be implemented.

4 Parameterised Verification

Thanks to the encoding of CLog-nets into (the database-driven module of)
MCMT, we can handle the parameterised verification of safety properties over
CLog-nets, and study crucial properties such as soundness, completeness, and
termination by relating CLog-nets with the foundational framework underlying
such an MCMT module [8,9].

This amounts to verifying whether it is true that all the reachable states of
a marked CLog-net satisfy a desired condition, independently from the content
of the catalog. As customary in this setting, this form of verification is tackled
in a converse way, by formulating an unsafe condition, and by checking whether
there exists an instance of the catalog such that the CLog-net can evolve the
initial marking to a state where the unsafe condition holds. Technically, given
a property v capturing an unsafe condition and a marked CLog-net (N, mg),
we say that (N, mg) is unsafe w.r.t. ¢ if there exists a catalog instance Cat for
N such that the marked CLog-net with fixed catalog (N, mg, Cat) can reach a
configuration where v holds.

With a slight abuse of notation, we interchangeably use the term CLog-net
to denote the input net or its MCMT encoding. We start by defining (unsafety)
properties, in a way that again guarantees a direct encoding into the MCMT
model checker. For space limitations, we refer to the translation of properties
over CLog-nets in [15].

Definition 4. A property over CLog-net N is a formula of the form 35.4(%),
where Y(Y) is a quantifier-free query that additionally contains atomic predi-
cates [p > c| and [p(z1,...,2,) > c|, where p is a place name from N, ¢ € N,
and Vars(y) = Yp, with Yp being the set of variables appearing in the atomic
predicates [p(x1,...,%n) > cl. <

Here, [p > ] specifies that in place p there are at least ¢ tokens. Similarly,
[p(x1,...,2,) > ] indicates that in place p there are at least ¢ tokens carrying
the tuple (z1,...,2,) of data objects. A property may also mention relations
from the catalog, provided that all variables used therein also appear in atoms
that inspect places.
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This can be seen as a language to express data-aware coverability properties of
a CLog-net, possibly relating tokens with the content of the catalog. Focusing on
covered markings as opposed as fully-specified reachable markings is customary
in data-aware Petri nets or, more in general, well-structured transition systems
(such as v-PNs [26]).

Example 4. Consider the CLog-net of Example 3, with an initial marking that
populates the pool place with available trucks. Property 3p, o.[delivered(p, 0) >
1] A [working(o) > 1] captures the undesired situation where a delivery occurs
for an item that belongs to a working (i.e., not yet paid) order. This can never
happen, irrespectively of the content of the net catalog: items can be delivered
only if they have been loaded in a compatible truck, which is possible only if the
order of the loaded item is paid. <

In the remainder of the section, we focus on the key properties of soundness
and completeness of the backward reachability procedure encoded in MCMT,
which can be used to handle the parameterised verification problem for CLog-
nets defined above.* We call this procedure BREacH, and in our context we
assume it takes as input a marked CLog-net and an (undesired) property ,
returning UNSAFE if there exists an instance of the catalog so that the net can
evolve from the initial marking to a configuration that satisfies i, and SAFE
otherwise. For details on the procedure itself, refer to [9,16]. We characterise the
(meta-)properties of this procedure as follows.

Definition 5. Given a marked CLog-net (N, mq) and a property 1), BREACH is:
(i) sound if, whenever it terminates, it produces a correct answer; (ii) partially
sound if a SAFE result it returns is always correct; (iii) complete (w.r.t. unsafety)
if, whenever (N, mg) is UNSAFE with respect to 1, then BREACH detects it and
returns UNSAFE. <

In general, BREACH is not guaranteed to terminate (which is not surprising given
the expressiveness of the framework and the type of parameterised verification
tackled).

As we have seen in Sect. 3, the encoding of fresh variables requires to employ
a limited form of universal quantification. This feature goes beyond the founda-
tional framework for (data-driven) MCMT [9], which in fact does not explicitly
consider fresh data injection. It is known from previous works (see, e.g., [3]) that
when universal quantification over the indexes of an array is employed, BREACH
cannot guarantee that all the indexes are considered, leading to potentially spu-
rious situations in which some indexes are simply “disregarded” when exploring
the state space. This may wrongly classify a SAFE case as being UNSAFE, due
to spurious exploration of the state space, similarly to what happens in lossy
systems. By combining [9] and [3], we then obtain:

Theorem 1. BREAcH is partially sound and complete for marked CLog-nets.
<

4 Backward reachability is not marking reachability. We consider reachability of a con-
figuration satisfying a property that captures the covering of a data-aware marking.
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Fortunately, MCMT is equipped with techniques [3] for debugging the returned
result, and tame partial soundness. In fact, MCMT warns when the produced
result is provably correct, or may have been produced due to a spurious state-
space exploration.

A key point is then how to tame partial soundness towards recovering full
soundness and completeness We obtain this by either assuming that the CLog-
net of interest does not employ at all fresh variables, or is bounded.

Conservative CLog-nets are CLog-nets that do not employ v-variables in arc
inscriptions. It turns out that such nets are fully compatible with the founda-
tional framework in [9], and consequently inherit all the properties established
there. In particular, we obtain that BREACH is a semi-decision procedure.

Theorem 2. BREAcH is sound and complete for marked, conservative CLog-
nets. <

One may wonder whether studying conservative nets is meaningful. We argue
in favour of this by considering modelling techniques to “remove” fresh variables
present in the net. The first technique is to ensure that v-variables are used only
when necessary. As we have extensively discussed at the end of Sect. 2, this is the
case only for objects that are referenced by other objects. This happens when
an object type participates on the “one” side of a many-to-one relationship, or
for one of the two end points of a one-to-one relationship. The second technique
is to limit the scope of verification by singling out only one (or a bunch of) “pro-
totypical” object(s) of a given type. This is, e.g., what happens when checking
soundness of workflow nets, where only the evolution of a single case from the
input to the output place is studied.

Example 5. We can turn the CLog-net of Example 3 into a conservative one
by removing the new order transition, and by ensuring that in the initial marking
one or more order tokens are inserted into the working place. This allows one
to verify how these orders co-evolve in the net. A detected issue carries over the
general setting where orders can be arbitrarily created. <

A third technique is to remove the part of the CLog-net with the fresh objects
creation, assuming instead that such objects are all “pre-created” and then listed
in a read-only, catalog relation. This is more powerful than the first technique
from above: now verification considers all possible configurations of such objects
as described by the catalog schema. In fact, using this technique on Example 3
we can turn the CLog-net into a conservative CLog-net that mimics exactly the
behaviour of the original one.

Example 6. We make the CLog-net from Example 3 conservative in a way
that reconstructs the original, arbitrary order creation. To do so we extend
the catalog with a unary relation schema CrOrder accounting for (pre-)created
orders. Then, we modify the new order transition: we substitute the v-variable
v, with a normal variable o, and we link this variable to the catalog, by adding
as a guard a query CrOrder(o). This modified new order transition extracts an
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order from the catalog and making it working. Since in the original CLog-net
the creation of orders is unconstrained, it is irrelevant for verification if all the
orders involved in an execution are created on-the-fly, or all created at the very
beginning. Paired with the fact that the modified CLog-net is analysed for all
possible catalog instances, i.e., all possible sets of pre-created orders, this tells
us that the original and modified nets capture the same relevant behaviours. <

Bounded CLog-nets. An orthogonal approach is to study what happens if the
CLog-net of interest is bounded (for a given bound). In this case, we can “compile
away” fresh-object creation by introducing a place that contains, in the initial
marking, enough provision of pre-defined objects. This effectively transforms the
CLog-net into a conservative one, and so Theorem 2 applies. If we consider a
boudned CLog-net and its catalog is acyclic (i.e., its foreign keys cannot form
referential cycles where a table directly or indirectly refers to itself), then it is
possible to show using the results from [9] that verifying safety of conservative
CLog-nets becomes decidable.

Several modelling strategies can be adopted to turn an unbounded CLog-net
into a bounded one. We illustrate two strategies in the context of our running
example.

Example 7. Consider again the CLog-net of Example 3. It has two sources of
unboundedness: the creation of orders, and the addition of items to working
orders. The first can be tackled by introducing suitable resource places. E.g., we
can impose that each order is controlled by a manager and can be created only
when there is an idle manager not working on any other order. This makes the
overall amount of orders unbounded over time, but bounded in each marking by
the number of resources. Items creation can be bounded by imposing, concep-
tually, that each order cannot contain more than a maximum number of items.
This amounts to impose a maximum multiplicity on the “many” side of each
one-to-many relation implicitly present in the CLog-net. <

5 Comparison to Other Models

We comment on how the CLog-nets relate to the most recent data-aware Petri
net-based models, arguing that they provide an interesting mix of their main
features.

DB-nets. CLog-nets in their full generality match with an expressive fragment
of the DB-net model [22]. DB-nets combine a control-flow component based
on CPNs with fresh value injection a la v-PNs with an underlying read-write
persistent storage consisting of a relational database with full-fledged constraints.
Special “view” places in the net are used to inspect the content of the underlying
database, while transitions are equipped with database update operations.

In CLog-nets, the catalog accounts for a persistent storage solely used in a
“read-only” modality, thus making the concept of view places rather unnecessary.
More specifically, given that the persistent storage can never be changed but only
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queried for extracting data relevant for running cases, the queries from view
places in DB-nets have been relocated to transition guards of CLog-nets. While
CLog-nets do not come with an explicit, updatable persistent storage, they can
still employ places and suitably defined subnets to capture read-write relations and
their manipulation. In particular, as shown in [23], read-write relations queried
using UCQg queries can be directly encoded with special places and transitions
at the net level. The same applies to CLog-nets.

While verification of DB-nets has only been studied in the bounded case,
CLog-nets are formally analysed here without imposing boundedness, and para-
metrically w.r.t. read-only relations. In addition, the MCMT encoding provided
here constitutes the first attempt to make this type of nets practically verifiable.

PNIDs. The net component of our CLog-nets model is equivalent to the for-
malism of Petri nets with identifiers (PNIDs [17]) without inhibitor arcs. Inter-
estingly, PNIDs without inhibitor arcs form the formal basis of the Information
Systems Modelling Language (ISML) defined in [24]. In ISML, PNIDs are paired
with special CRUD operations to define how relevant facts are manipulated.
Such relevant facts are structured according to a conceptual data model spec-
ified in ORM, which imposes structural, first-order constraints over such facts.
This sophistication only permits to formally analyse the resulting formalism by
bounding the PNID markings and the number of objects and facts relating them.
The main focus of ISML is in fact more on modelling and enactment. CLog-nets
can be hence seen as a natural “verification” counterpart of ISML, where the
data component is structured relationally and does not come with the sophis-
ticated constraints of ORM, but where parameterised verification is practically
possible.

Proclets. CLog-nets can be seen as a sort of explicit data version of (a relevant
fragment of) Proclets [14]. Proclets handle multiple objects by separating their
respective subnets, and by implicitly retaining their mutual one-to-one and one-
to-many relations through the notion of correlation set. In Fig. 1, that would
require to separate the subnets of orders, items, and trucks, relating them with
two special one-to-many channels indicating that multiple items belong to the
same order and loaded in the same truck.

A correlation set is established when one or multiple objects o4, ..., 0, are co-
created, all being related to the same object o of a different type (cf. the creation
of multiple items for the same order in our running example). In Proclets, this
correlation set is implicitly reconstructed by inspecting the concurrent histories
of such different objects. Correlation sets are then used to formalise two sophis-
ticated forms of synchronisation. In the equal synchronisation, o flows through

a transition ¢; while, simultaneously, all objects o1, ..., 0, flow through another
transition t5. In the subset synchronisation, the same happens but only requiring
a subset of o1, ...,0, to synchronise.

Interestingly, CLog-nets can encode correlation sets and the subset synchroni-
sation semantics. A correlation set is explicitly maintained in the net by imposing
that the tokens carrying o1, ..., 0, also carry a reference to o. This is what hap-
pens for items in our running example: they explicitly carry a reference to the
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order they belong to. Subset synchronisation is encoded via a properly crafted
subnet. Intuitively, this subnet works as follows. First, a lock place is inserted in
the CLog-net so as to indicate when the net is operating in a normal mode or is
instead executing a synchronisation phase. When the lock is taken, some objects
in o1, ..., 0, are nondeterministically picked and moved through their transition
to. The lock is then released, simultaneously moving o through its transition ¢;.
Thanks to this approach, a Proclet with subset synchronisation points can be
encoded into a corresponding CLog-net, providing for the first time a practical
approach to verification. This does not carry over Proclets with equal synchroni-
sation, which would allow us to capture, in our running example, sophisticated
mechanisms like ensuring that when a truck moves to its destination, all items
contained therein are delivered. Equal synchronisation can only be captured in
CLog-nets by introducing a data-aware variant of wholeplace operation, which
we aim to study in the future.

6 Conclusions

We have brought forward an integrated model of processes and data founded
on CPN that balances between modelling power and the possibility of carry-
ing sophisticated forms of verification parameterised on read-only, immutable
relational data. We have approached the problem of verification not only foun-
dationally, but also showing a direct encoding into MCMT, one of the most well-
established model checkers for the verification of infinite-state dynamic systems.
We have also shown that this model directly relates to some of the most sophis-
ticate models studied in this spectrum, attempting at unifying their features in
a single approach. Given that MCMT is based on Satisfiability Modulo Theories
(SMT), our approach naturally lends itself to be extended with numerical data
types and arithmetics. We also want to study the impact of introducing whole-
place operations, essential to capture the most sophisticated syhncronization
semantics defined for Proclets [14]. At the same time, we are currently defining
a benchmark for data-aware processes, systematically translating the artifact
systems benchmark defined in [20] into corresponding imperative data-aware
formalisms, including CLog-nets.
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Abstract. Existing techniques for the redesign of business processes are mostly
concerned with optimizing efficiency and productivity, but do not take social
considerations into account. In this paper, we represent social business process
redesign (SBPR) as a constrained optimization problem (COP). Assuming a
workforce of human and computer resources, SBPR considers two types of deci-
sions: (1) how to allocate tasks among this workforce and (2) which skills it
should acquire. The latter decision can be used to control for the amount of
automation (by setting an upper bound), which may ensure, for example, that
disadvantaged workers are included. We discuss scenarios inspired by real-world
considerations where the COP representation of SBPR can be used as a deci-
sion support tool. Furthermore, we present an extensive computational analysis
that demonstrates the applicability of our COP-based solution to large SBPR
instances, as well as a detailed analysis of the factors that influence the perfor-
mance of the approach. Our work shows that it is feasible to incorporate mul-
tiple considerations into redesign decision making, while providing meaningful
insights into the trade-offs involved.

1 Introduction

Socially responsible organizations look beyond shareholder interests to shape their busi-
ness practices. By taking into account the interests of a broader group of stakeholders
(or even society as a whole), they could become even more successful in attracting and
retaining highly skilled, quality employees [1] and may enjoy a higher corporate per-
formance than their traditional competitors [2]. The adoption of social responsibility
principles in itself can also be seen as a sign of moral development of humanity, which
accelerates as societies climb the stages of human empowerment [3].

In this paper, we aim to contribute to widening the conventional focus of Business
Process Management (BPM) such that it can also guide and inspire socially responsible
organizations. As such, it is congruent with other attempts to look beyond the tradi-
tional scope of the BPM discipline. Notably, Green BPM calls for a consideration of
the environmental consequences of business process endeavors [4], while Social BPM
emphasizes a better user engagement to overcome adoption issues [5].
© Springer Nature Switzerland AG 2020
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Our particular focus is on the development of a technique that supports process
redesign, one of the prime phases of the BPM life-cycle. This phase is eminently
concerned with achieving economic benefits through its focus on efficiency and cost
reduction. We introduce a novel dimension to include in redesign initiatives, namely
social responsibility. That is, the process of decision making and process change will
not only be driven by economic motives, but will also comprise social considerations.
We shall refer to socially responsible redesign initiatives as Socially-aware Business
Process Redesign (SBPR).

Our motivation for SBPR is rooted in a number of dilemmas that executives today
face when redesigning business processes. First of all, numerous automation opportu-
nities may exist that could be pursued to improve the efficiency of a business process.
But how can automation be balanced with the social objectives of providing meaning-
ful jobs to society and job security to employees? Secondly, executives may realize that
a diverse representation of employees is righteous, social, and ethical. What is more
difficult to establish is whether they can afford to train such a new workforce and how
the inclusion of disadvantaged employees may affect business performance. While the
management of a process-centered organization will know its processes, the activities
that those processes are composed of, and the skills that are required to execute those
activities, it lacks the tools to decide on how to redesign its processes while balancing
productivity and social objectives.

In this work, we set to develop a decision support tool that facilitates SBPR. To
this end, we formulate an SBPR problem as a constrained optimization problem (COP).
The COP considers two types of decisions: (1) decisions that allocate activities to roles
(classical redesign decisions) and (2) decisions on training existing or new roles to
acquire new skills. The objective of our COP is to maximize efficiency, while limiting a
pre-defined social budget. A social budget can be seen as a compensation sum, which is
for example agreed upon with labor unions when a reorganization happens. The social
budget is spent whenever an ‘unsocial’ decision is made, e.g., automating a task by
moving it away from a human resource to a machine-based role.

Against this background, the main contribution of our work is threefold:

1. Formulating the social business process redesign (SBPR) problem as a constrained
optimization problem and proving its computational complexity (Sect. 3).

2. Presenting an extensive computational analysis of the COP that shows its relevance
to large SBPR instances and provides insights into problem characteristics (Sect. 4).

3. Demonstrating how decision-making with SBPR could take place in real-life set-
tings by exploring the impact of various social policies on the associated COP
(Sect. 5).

We will now first provide the background for the redesign dilemmas that we mentioned.

2 Background

In this section, we describe how recent technological developments fundamentally
change the workplace. In addition, companies become increasingly aware of their social
responsibilities. These elements create dilemmas for executives, which we will describe
in more detail here. This section is a stepping stone towards the formulation of the opti-
mization problem in Sect. 3.
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2.1 Automation

In the past 15 years, the opinion on what human tasks can be automated has radically
changed.! Since computers excel at following exact procedures designed by program-
mers, this was believed to mean that computers can only be made to perform tasks that
humans have thoroughly understood and meticulously codified (see e.g. [6]).

Advances in digital technology, in particular in machine learning, are such that a
much wider range of tasks are now susceptible to automation [7]. The self-driving car
has become a threat to the drivers of taxis, buses, and trucks. Language translation is
available to anyone with internet access. Algorithmic approaches have proved more
accurate than medical specialists for a range of diagnosis tasks. Journalistic text writing
can now be automated to some extent, as can personal financial advice [8]. Robotic Pro-
cess Automation (RPA) is a technology that can be applied to perform some activities
better and faster than human employees can [9]. So, more than ever before, compa-
nies can improve their productivity by automating tasks hitherto performed by human
workers.

2.2 Training

Automation is, however, not the only approach to performance improvement. By invest-
ing in human capital, notably on-the-job training, workers can become more produc-
tive [10]. Training can also be used to let employees handle new technologies, e.g. Al
A third type of training is concerned with increasing the employability of people. For
example, a recent analysis of German data suggests that training can be effective to
move people to jobs at lower risk of automation (i.e., requalification) [11].

The majority of modern studies of developed economies indicate that automation
and computerisation are at this point the main factors shaping the task composition of
jobs. In addition, a recent study shows that the growth of non-routine cognitive tasks
in Central and Eastern Europe is mostly driven by workforce up-skilling [12]. In the
United States, companies like Amazon, Walmart, and AT&T just announced massive
training programs for their own workers [13]. These developments show that companies
are actively looking into training as an additional way to improve their productivity.

2.3 Inclusion

The motives of companies to invest in requalifying their existing workforce can also be
explained by other than economic interests. A recent McKinsey report states that thirty-
eight percent of the responding executives in a survey, coming from all world regions,
cited the desire to “align with our organization’s mission and values” as a key reason
for initiating training programs [14]. In a similar vein, at the 2017 World Economic
Forum in Davos, 80% of CEOs who were investing heavily in artificial intelligence
also publicly pledged to retain and retrain existing employees (ibid). This shows that
companies do realize that taking care of their workforce is a “social good”.

! Automating a task is not the same as completely automating an occupation or job. Most human
jobs involve a range of tasks.
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One aspect of being a socially responsible employer is to extend hiring practices
towards “nontraditional talent pools” [14]. The insight is growing that company prac-
tices to attain new employees might be biased against anyone on such bases as race,
gender, sexual orientation, disability and other physical, cultural, and social attributes.
An overarching concern among employers has been that the costs associated with hir-
ing disadvantaged people, notably the disabled, will outweigh the benefits [15]. These
perceived concerns with costs include the provision of expensive accommodations,
decreased employee productivity, and increased supervisory time. While these are often
exaggerated and a full cost-benefit analysis might also want to take into account work-
ers’ long time loyalty to the firm and the positive effects on the company’s public image,
an empirical study that compared a range of factors did find that the productivity (speed
and accuracy) of employees with a disability are significantly lower than that of non-
disabled employees [16]. In other words, companies who want to hire responsibly, may
need to account for some performance loss.

In summary, we discussed in this section (1) that automation has become a ubiq-
uitous instrument for productivity enhancement; (2) that training of the workforce is a
further approach to productivity enhancement, with additional social benefits; (3) that
other socially responsible practices, in particular the hiring of disadvantaged employees,
may be costly or even negatively affect performance. This characterizes the dilemma of
interest for us: how can organizations that wish to redesign their business processes
balance automation, training, and hiring practices when they pursue productivity objec-
tives as well as socially responsible outcomes? To address these questions, we need to
formulate the decision problem in more precise terms, which is the focus of the next
section.

3 The Problem of Social Business Process Redesign

In this section we formulate the social business process redesign (SBPR) problem as
a constrained optimization problem (COP). The COP can then be used as a decision
support tool for social redesign. As a running example, we shall consider the automation
of the outpatient clinic process described in Fig. 1. Patients arrive at the front desk and
register with the clerk. Next, their vital signs and basic lab tests are collected by the
nurse. The nurse then sequences the patients according to their level of urgency and
sends them to the medical doctor, who examines and treats each patient. After treatment,
patients continue for a check-out with the clerk. We aim at redesigning the process such
that several activities will be allocated to an automated resource.

In what follows, we start by presenting the input parameters of the SBPR problem,
followed by a definition of the decision variables and the COP formulation. Subse-
quently, we apply the approach to our running example and conclude the section with a
discussion on setting SBPR parameters.

3.1 Input Parameters

We start by describing the input parameters to the SBPR problem. Let 4 be the set
of activities to be (re-)allocated to a set of resource types R. In the as-is model pre-
sented in Fig. 1 there are 7 activities performed by 3 resource types, which we denote
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Fig. 1. An outpatient hospital treatment process.

by C, N, M € R for Clerk, Nurse, and Medical Doctor, respectively. In our model, a
resource type r € R can execute an activity a € A if and only if the resource type
possesses the skill required to execute the activity. Returning to the process in Fig. 1,
resource type ‘Clerk’ must possess the relevant skill ‘Clerkship’, which is required for
executing ‘Register’ and ‘Check-out’. Formally, we denote by S the set of skills that
resource types are required to learn in order to perform the various activities. In our
running example, we consider 6 skills, namely ‘Clerkship’, ‘Vital Signs’, ‘Lab Tests’,
‘Patient Sequencing’, ‘Examine’, and ‘Treat’, which we denote by s1, ..., sg, respec-
tively (e.g., s; denotes ‘Clerkship’). We assume that an activity a requires exactly one
skill, which we denote by s(a) € S. For example, activity ‘Take Vital Signs’ requires
So, which is the “Vital Signs’ skills.

We model skill acquisition using a directed acyclic skill graph G(S, F) with its
vertices being skills and its edges £ C S x S corresponding to precedence relation
between skills. For example, an edge (s1, s2) € E implies that one must acquire skill s;
prior to acquiring skill so. By definition, a skill may have more than a single predecessor.
Furthermore, we assume that a single universal skill graph exists, meaning that the clerk
can learn skills that are currently possessed by nurses. We assume that the skill graph
is given to us as an input. Note that our definition of a skill graph is inspired by career
paths graphs defined in [17]. In practice, one can elicit a skill graph using existing
documentation and other types of organisational data.

Figure 2 demonstrates a possible skill graph that corresponds to our running exam-
ple. Note that the graph in all three figures remains the same, while the skills possessed
by the different resource types are different. The as-is set of skills possessed by the
resource types is defined using a coloring function o : R — 2° that maps resource
types to their current sets of skills. The three different coloring functions presented in
Fig. 2 correspond to the current skills of the three resource types in our running exam-
ple. Note that since (s1, s2) € F we get that s; € o(NN), which means that a nurse can
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Fig. 2. Skills graph with 3 different coloring functions of the three resource types

also perform clerkship-related activities. The as-is coloring function of every resource
is assumed to be known.

3.2 Decision Variables

Having defined the inputs to the problem, we are now ready to introduce the decision
variables of SBPR. The first decision that we must make in order to solve the redesign
problem is allocating activities to resource types. We denote by z,, € {0, 1} the deci-
sion variable that equals to 1 if activity a is assigned to resource type r. This is a ‘clas-
sical’ redesign decision, which must be considered in any BPR initiative. In this work,
we assume that an activity must be allocated to exactly one resource type. The cost of
allocating activity a to resource type r is denoted by w, ,. In practice, these costs may
correspond to full-time equivalent (FTE) number of resource type r (per year) that we
require to perform activity a. The quantity can be scaled by the wages of the different
resource types.

Another decision that we allow in SBPR is for resource types to learn new skills.
Formally, we denote by ys., € {0,1} the decision variable of whether resource type
r acquires skill s. Skill acquisition is associated with a learning cost [, ,., which cor-
responds to various expenses related to training, hiring, and programming (in case the
new resource type is a computer). In the running example, we may decide that nurses
should be up-skilled to perform examinations and treatments. This skill acquisition may
be expensive, yet it may pay off overall due to savings in activity allocation costs. The
learning costs can also be used to specify that not all skills can be acquired by each
resource type. Note that one of the strengths of our SBPR formulation is the symmetric
treatment of human resources and computers. Both are treated as resource types that
can be allocated to activities and trained to acquire new skills.

3.3 Objective Function and Constraints

To represent the aforementioned trade-offs between the two types of costs (activity allo-
cation and learning), the objective function of our redesign problem minimizes the fol-
lowing expression:
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min SN wartar+ DD lealsr (1

a€ATER reR s€S

The first term represents the total costs of assigning activities to resource types. The
second term corresponds to the total cost of resource type r learning skill s. We assume
that each activity must be assigned to exactly one resource type. This corresponds to
a set of constraints, ZTGR Zqr = 1,Va € A. Since we aim at social redesign, we
define the social cost that we incur when assigning activity a to resource type 1 as cq
and assume that a social budget b, is set by the organization for every resource type
r. The budget is an upper bound on the total cost of ‘unsocial’ decisions made with
respect to resource type r. For example, if resource A is an RPA tool, allocating many
activities to A will result in high usage of the social budget. In practice, the social costs
and budgets are based on a company’s social policy. Companies that aim at limiting the
scale of automation would assign higher costs to automating certain activities, while set-
ting lower social budgets for computerised resources. Furthermore, organizations that
target inclusion would assign higher social costs and lower social budgets to advan-
taged resources, compared to their disadvantaged colleagues. To represent the relation
between social costs and social budgets, we add the following set of constraints to our
redesign problem:

Z Carar < br, VT €R. 2)

acA

In addition, for each activity a and resource type r for which z, , = 1, either s(a) is
already in the existing skills of the resource type, i.e., s(a) € o(r), or we train r to
obtain skill s(a). Formally, we add the constraints:

(Tar =1NAs(a) & (1) = (Ys(a)r = 1),Va € A,r €R. (3)

Lastly, a skill s can be obtained only if all its predecessor skills s’ : (s',s) € E were
obtained. This yields the following constraints:

Ysr =1 — V(s',s) € BE(ysr, =1Vs €a(r)),VseS,reR. “4)

Given the above objective function and the set of constraints, the SBPR problem can be
written as the following constrained optimization problem (COP):

TTND ) IUHEAES 3) pIATA

a€ATER reER s€S

S.t. Z Ca,rZa,r < bT.’ Vr e R
acA
Z Tapr =1 Ya € A
reR
(Tar =1As(a) € 0(1)) = (Ys(a)r = 1) VYa e A,reR,
Yysr =1 = V(s',s) € E (yyr =1V s €0(r)) VscS,recR,
Tar €{0,1},ys, € {0,1} Vs € S,Vr € R,Va € A.

®)
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The COP in Eq. (5) can be solved using standard constraint solvers. The following result
states the computational complexity of the SBPR.

Theorem 1. The SBPR problem defined in Eq. (5) is N'P-complete.

Proof. We show by reduction into the generalized assignment problem (GAP), which
is known to be NP-hard [18]. For a special case of the problem when Vs, r(lsr =
O0As € o(r)),i.e., each learning cost is zero and each resource type has all skills, we get
that the objective function comprises only the first expression and the two implication
constraints are satisfied. The latter stems from the fact that the first implication

(Ta,r =1As8(a) E0(r)) = (Ys(a)r = 1)

always holds, since s(a) € o(r) for any activity. The second implication has a true
right-hand side regardless whether y,, = 1 or not. Removing the two implication
constraints and the second objective term turns the problem into an instance of the
GAP [18]. Hence, we get that the GAP is a special case of SBPR, which makes SBPR
at least as hard as the GAP, namely at least N/P-hard. Since the SBPR can be formulated
as a mixed-integer programming using the constraint reformulation in [19], we get that
SBPR’s computational complexity is at most A/P-hard. Therefore, the complexity of
SBPR is N'P-complete. O

This appears to be a discouraging result for the general formulation of the SBPR.
However, our experiments show that for some variants of large problems (1000 activ-
ities, 500 resource types, 100 skills) the run time is a matter of seconds when using
a constrained solver. In our computational analysis of SBPR (Sect. 4) we pinpoint the
conditions that make the problem intractable.

3.4 Applying SBPR to the Running Example

To show how SBPR can be applied in practice, we instantiate the running example in
Fig. 1. We use the activities and resources as depicted in the BPMN diagram. Moreover,
we consider the skill graph in Fig. 2. Next, we add a new resource type, which is an
RPA tool that can be trained to perform clerkship (acquire skill s1). Therefore, the new
resource setisnow R = {C, N, M, A} with C, N, M being Clerk, Nurse, and Medical
Doctor, as before, and A being the RPA solution. The activities that must be allocated
remain as before. We set the parameters of the model as follows:

— The weights w, , are set such that the RPA tool receives w, 4 = 0 for each activity
(assuming that once the tool is trained and deployed, its costs are 0). The other
weights are set according to the yearly salary that the human resources receive. We
assume that weights are dependent only on resources (and not the activities) and set
We,c = L, W, N = 3,Wq, i =9, Va € A. Note that we do not assume that some of
the activities cannot be automated.

— The social cost ¢, , is set to be 0 for human resource types and ¢, 4 = 1 for the
proposed RPA solution.
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Fig. 3. SBPR result for the outpatient hospital treatment process.

— The social budget is set to be equal to the number of activities for human resources
(b, = T7), since we do not wish to limit the number of activities that they can per-
form. On the other hand, we set b, = 2 for our RPA tool, implying that we allow
computerisation of at most two activities.

— The learning costs [, are set to be high for human resource types (I, = 10000),
except for the clerk who is allowed to up-skill and learn the sequencing of patients
(lc,s, = 1). In alternative scenarios, one may wish to up-skill nurses to perform
some of the medical doctor’s activities. For the RPA tool, A, we set the learning
cost of clerkship and sequencing to be low, 14 5,,l4,s, = 1, while setting the costs
to learn other skills (e.g., “Treat’ and ‘Examine’) to be high ({4 s = 10000,Vs #

S1, 84)'

Figure 3 presents the resulting redesigned process model that stems from a solution of
the COP. Note that the acquired skills are embedded into the name of the corresponding
resource types for each lane. We observe that the clerk resource type was trained to per-
form the ‘Sequence Patient’ activity, while the RPA tool was trained for the ‘Register’
and ‘Check-out’ activities. The ‘Sequence Patient’ activity was not chosen to be com-
puterised, since performing 3 activities is outside the social budget of the RPA. Without
a social element in the re-design initiative, the clerks would remain without any activity
assignments and their role would become obsolete.

Lastly, note that the as-is solution is also a feasible solution to the problem. However,
it is suboptimal, since it yields an objective value of 29, while the optimal value is 27.
The difference of 2 units may well be substantial if we consider a unit to be the wage of
a full-time equivalent position. Without the social consideration, we could achieve an



84 A. Senderovich et al.

objective value of 26, which stems from the infeasible solution of automating patient
sequencing.

3.5 Setting SBPR Inputs

In this part, we generalize from a specific application of our approach to setting SBPR
input parameters in realistic settings. We start by an observation that a key distinction
in how we set the various input parameters comes from their origin.

The set of weights, w,,,, the learning costs I, 5, and the skill graph (including the
as-is coloring functions) are exogenous to the SBPR problem. These exogenous param-
eters can be estimated using organizational data. For example, the weights w, , can be
computed as the number of FTEs of resource type » € R that were historically required
to perform activity a € .A. Similarly, one can assess past costs of training using the
total manpower required to acquire a skill s for resource type r. The skill graph and
the coloring functions can be derived from employee training guidelines, professional
curricula, and other organisational documents.

Conversely, social costs and resource budgets are endogenous, since they represent
organisational policies concerning social responsibility. Clearly, by setting all social
costs ¢, to be 0, an organization would be stating that they do not wish to be socially
responsible for the distribution of work. The SBPR would then collapse into a simple
task to resource allocation problem. We shall demonstrate the implications of setting
different social policies on the corresponding SBPR implementations in Sect. 5, but
will perform a computation analysis of the SBPR first.

4 Computational Analysis of SBPR

In this part, we describe a thorough computational analysis, which we conducted using
synthetically generated instances of SBPR. To demonstrate the applicability of the COP,
we measure the run-time of solving SBPR to optimality as function of various controlled
variables (e.g., number of activities, number of skills, and ratio between activities and
resources). We shall first describe our experimental design, followed by the main results
and insights gathered from the evaluation.

4.1 Experimental Design

In this part, we discuss the experimental setting that we used for our empirical analy-
sis. Below, we provide the methods we used to generate input parameters, control for
the computational complexity of the SBPR problem, the controlled and uncontrolled
variables, and details on the implementation of our approach.

Generating Input Parameters. In Theorem 1, we proved that the GAP is a special case
of SBPR. Hence, for our experiment we used well-established GAP problem instances
to create instances of SBPR. Specifically, we generated sets of parameters from previous
work that analyzed the GAP’s computational complexity [20]:

— Allocation coefficients w, , were sampled from a discrete uniform distribution
U[15,25],
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— Social cost coefficients ¢, , were sampled from U[0, 25], thus allowing for some
activities to have 0 social cost (i.e., they can be fully automated).

In addition, we created skills sets of sizes 10, 50, 100, randomly assigning the skills
required to perform the activities by setting s(a),Va € A. We created random skill
graphs with random initial coloring functions (o) and sampled learning coefficients
(I5,r) from uniform distribution U [5, 25].

Controlling for Computational Complexity. In order to control for the hardness of the
SBPR (as it depends on the hardness of the GAP), we have used a well-known result
that the computational complexity of the GAP depends mainly on the ratio between the
left-hand side (LHS) and the right-hand side (RHS) of the constraints in Eq. (2) [20].
Specifically, the LHS expression, }_ . 4 C4ra,r, corresponds to the demand for the
budget expressed in the RHS. We shall refer to the LHS as the social pressure on a
resource. One can show that the GAP becomes hard when the mean total social pressure
approaches the total social budget [20], i.e., \771€| DoreR Doacd Car X D per br In
GAP experiments, one typically sets the budget b, using a parameter p by setting:

p
by = — Ca,r- (6)
P

acA

When p decreases, the social pressure per resource increases (and with it the computa-
tional complexity of the GAP), and vice versa. Therefore, p can be thought of as the
inverse social pressure. In the literature, p is often set to be 0.8, which is a value known
to be generating hard instances. Similarly, to control for the hardness of the SBPR prob-
lem, we vary the values of p between 0.5 and 0.99. SBPR problems with p < 0.5 were
often found to be infeasible. So, in the final experiments we used 0.5 as the lowest value
for p.

Controlled and Uncontrolled Variables. Below, we summarize the values of the con-
trolled variables in the randomly generated SBPR instances:

— The number of activities |.A| varied in {100, 250, 500, 750, 1000},

Activity to resource type ratio % was set to be 2,5, 10 (with 2 meaning that there
are 2 times more activities than resource types),

— The number of skills |S| was set to be in {10, 50, 100},

Social pressure per resource, p, received values in {0.5,0.8,0.9,0.95,0.99}.

The uncontrolled variable was the run-time (in seconds), which is defined as the time
until a feasible solution was proven to be optimal. The experimental setting led to 675
randomly generated SBPR instances, which served as the data points for the statistical
analysis provided in Sect. 4.2.

Implementation Details. We implemented the SBPR problem using Minizinc [21], a
constraint modeling language that works with a plethora of solvers. The batch optimiza-
tion of all instances was conducted using the pymzn Minizinc wrapper for Python”. The
experiments were conducted on a Dell Inspiron Intel machine with i7-8565U CPU @

2 http:/paolodragone.com/pymzn/.
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Fig. 4. Run-time as function of the main effects.

1.80 GHZ, 16 GB of RAM, and 512 GB of SSD external memory. The problem defini-
tion in Minizinc and the code that generates instances and solves them to optimality are
available online®.

4.2 Main Results and Empirical Insights

We treat the controlled variables as categorical factors that influence the run-time. We
performed an analysis of variance (ANOVA) for the run-time across the four controlled
factors, namely the number of activities, the activity-to-resource ratio, the number of
skills, and the inverse social pressure. The main effects of the controlled variables and
the interactions between those variables were found to have a statistically significant
influence on the run-time. Below, we provide a graphical exploration of both the main
effects and significant three-way interactions.

The four box plots in Fig. 4 present the run-time as function of the main effects. The
lines crossing the box plots correspond to the median run-time per level and box limits
correspond to the 5th and the 95th percentiles, respectively. According to the main
effects, the run-time grows with the number of activities and the number of skills; it
decreases as the activity-to-resource ratio increases and as the social pressure becomes
smaller (p increases).

We turn to present two significant interactions between our controlled variables. We
first examine the three-way interaction between social pressure, activities, and ratios.
Figure 5 presents an interaction plot. The points represent the median values, while the

3 https://bit.ly/2Q2H18R.
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Fig. 6. Three-way interaction: activities, social pressure and skills.

intervals correspond to the upper and lower 5% quantiles, as in Fig. 4. Surprisingly,
we observe that the run-time does not increase significantly as function of the number
of activities nor the social pressure, as long as the activity-to-resource ratio is 2 or 5.
When the ratio becomes 10, we have scarce resources and run-time increases exponen-
tially. Therefore, unlike what we see in the main effect of activity-to-resource ratio, the
computational complexity increases exponentially with the ratio when the social pres-
sure is kept high (p = 0.5).

This phenomenon can be explained by reduced flexibility when assigning jobs to a
scarce amount of resource types with limited social budgets. For example, if an RPA
tool has met its budget due to high social pressure, having less alternative human
resources leaves less options to distribute the remaining social pressure. Conversely,
having more resource types available (per activity), turns the problem of finding a dif-
ferent allocation for the activities into an easy one, regardless of the absolute number of
activities.
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Next, we continue by presenting the three-way interaction between the number of
skills, the number of activities, and the social pressure (Fig. 6). We observe that as
the numbers of activities grow and with the increase of social pressure, having less
skills increases the run-time exponentially. In other words, when less skills are present,
resources are limited in learning and re-qualifying. Therefore, when the social pressure
and the number of activities per resource increase, we cannot use learning as an alter-
native solution to allocating activities. This leads to a higher computational complexity,
essentially turning the SBPR problem into a GAP.

These observations imply that in settings where the social pressure is high compared
to the social budget, the approach is efficient only in with high number of skills and low
activity-to-resource ratios. Otherwise, using the COP to find optimal allocation and re-
qualification decisions can become impractical for large instances. This may be partly
countered by choosing a different level of granularity of skills and resource types when
using the COP.

S SBPR-Based Decision Making

In this part, we present considerations related to social policies of organisations that
wish to apply our approach. Specifically, we discuss the question how different social
policies would influence SBPR-based decision making? To answer the question, we
provide three settings in which we demonstrate how different organizational policies
impact the resulting SBPR problems and their corresponding redesign solutions.

Across all settings, we shall assume the existence of two special resource types,
m,d € R, that correspond to a computerised resource type m (e.g., an RPA tool) and
a disadvantaged employee group d *. We shall denote the set of all other resource types
by R™,ie., R~ = R\ {m,d}. We shall assume that [R~| > 0, which implies that
there is at least a single advantaged human resource type. For the analysis, we shall
assume that the weights are ordered as follows:

Wa,m < Wa,r < Wq,d, V" € R™,Va € A,

which implies that computerisation is always more economic to implement than to hire
humans, and that inclusion is always less beneficial (from a strictly short-term, eco-
nomic perspective) than hiring advantaged humans.

Setting 1: Limiting Automation. Learning Costs are Negligible. In this setting, we
assume that the learning costs are negligible compared to the operational weights w, .,
ie., lg,, = 0,Vs,r. Furthermore, we assume that the decision makers only strive to
limit automation. Therefore, they set ¢, ,, = 1 and ¢, = 0,Vr # m. The automation
budget is set to be |A| > b,,, > 0 while the budget for human resource types b,., Vi # m
is set large enough to be considered infinite. Since the learning costs are negligible, we
can train any resource type to perform any activity. Hence, there is always a feasible
solution, regardless of the initial coloring functions (we can always train one of the

* One can easily generalize the applicability analysis that follows to sets of M automation types
and D disadvantaged employee types.
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human resource types to perform all activities). Since wq,;m < Wq,r, V7 # m, an opti-
mal solution will always allocate exactly b,, of the activities to resource m. Moreover, it
will allocate to m the first b,,, activities with respect to an order by wg , — Wq,m. Lastly,
the solution will assign the rest of the activities to advantaged human resources (r # d),
since wg,q > Wqr, T 7 d.

In this setting, the social policy neglects inclusion, because the social cost of assign-
ing an activity to any human resource is set to 0.

Setting 2: Still Limiting Only Automation. Learning Costs are Non-negligible. As
a policy, the organization is only limiting automation by setting the social costs and
budgets as described in Setting 1. Since learning costs are non-zero, it may be beneficial
to train disadvantaged resources and assign them to newly learned tasks, compared to
learning new skills and assigning activities to advantaged human resource types (e.g.,
due to a government program)’. In this setting, we may achieve inclusion indirectly,
depending on the values of exogenous parameters.

Setting 3: Automation and Inclusion via Training. In the last setting, we assume
that policy makers aim at both inclusion and automation. By setting social costs and
budgets properly, it can be guaranteed that for any values of exogenous parameters
that allow training of disadvantaged employees, at least some portion of the activities
in A will be allocated to resource type d. We demonstrate this point by setting the
social costs such that ¢, ¢ = 0,¢q» = 1 and cq,;m, > Cq,r, Vr € R™. This means that
assigning disadvantaged resources does not consume any social budget, while assigning
advantaged humans and computers to tasks will result in non-negative consumption
of the social budget (clearly, higher social costs are assigned to computerized tasks).
Furthermore, the social budgets are set to satisfy,

bm + Z b, < an,m+ Z Ca,r,

reR— acA reR-

implying that at least a single activity must be assigned to d. This shows that the COP
can be effectively used to guarantee inclusion via training, while limiting automation.

By providing the three special cases of setting social policies, we have shown that
one can gain insights into the types of choices that the user of our approach must
take before applying it in a real-life setting. Furthermore, we demonstrated how the
COP representation of SBPR can be useful in supporting decisions in a model-based
fashion, thus replacing the need of speculating regarding potential outcomes of setting
social policies. Having said the above, configuring parameter values for the underlying
redesign problem (setting costs, budgets and weights) is problem-specific. It will also
require additional information that must be based on data coming from the application.
Therefore, parameter configuration is out of scope for the current work.

6 Conclusion

This work is the first attempt to methodologically include socially responsible prac-
tices into the redesign of business processes. Specifically, we provided three main

5 Counter-intuitively, some automation procedures can be extremely costly, while training dis-
advantaged employees could be sponsored by the government and thus have negligible costs.
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motivations for socially-aware redesign, namely automation, training, and inclusion. To
support decision making we formulated social business process redesign (SBPR) as a
constrained optimization problem (COP). The resulting COP allows managers to make
efficient and socially responsible decisions in complex organisational settings. We have
proven that the computational complexity of the SBPR problem is N'P-complete and
conducted a computational study of our approach to show that it is applicable to large
redesign problems. Moreover, we provided a detailed factor analysis of variables that
influence the computational complexity of SBPR. Lastly, we demonstrated the impact
of organisational policies on the COP and the resulting redesign solutions in real-life
scenarios.

Our work paves the way for follow-up research, but has already some practical
implications. To start with the latter, we can imagine that our formulation of SBPR
can help organizations to make it explicit for themselves what the objective function
of their redesign initiative is. We demonstrated that both traditional, efficiency-oriented
objectives and less traditional objectives, including social or sustainable goals, can be
integrated into one and the same redesign initiative. Furthermore, our discussion of the
effect of different social policies on SBPR-based decision making (see Sect. 5) shows
how tangible support for redesign decisions can be generated. In more concrete terms,
we have shown how a range of policies can be mapped onto the characteristics of SBPR
to reveal the nature of the feasible redesign actions. While the insights that we generated
in this way may appear straightforward to the reader, it is our impression that this should
be attributed to hindsight bias — it is very difficult to foresee these without conducting
a quantitative analysis, such as presented in this work.

In future work, we aim at expanding our SBPR model to take into account
second-order effects. Specifically, over-qualification may sometimes lead to productiv-
ity loss [22], which the current model does not account for. Similarly, the effects of
learning decisions may pan out differently for human resources compared to computer
resources; productivity growth through Al, for example, may cover multiple years. This
would require reformulating SBPR as a dynamic program, taking into account decisions
made over a finite time horizon. These decisions must be jointly optimal for every time
point, since resource-to-activity and learning decisions at time ¢ influence the corre-
sponding decisions at times ¢t + 1, + 2, .. ..

Our model also assumes that an activity may be carried out by a single resource,
which is rather strict. It is quite likely that hybrid man-machine teams will become
more attractive over time to allocate activities to. The immediate influence of multi-
resource activities on our model is at least two-fold. Firstly, we would need to relax
the single-activity per resource constraint and consider sets of resources as indices of
the decision variable. Secondly, the speedup or slowdown effect of having multiple
resources performing a task (compared to a single resource) must be taken into account
via the objective function by increasing or decreasing the weights of the allocations.
While this may incur more ‘unsocial decisions’, this development may also benefit indi-
vidual employees who will be freed of heavy, unhealthy, or dangerous parts of their jobs.
This multi-faceted impact also underlines how important it is to advance tools that will
help managers to make difficult redesign decisions.
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Changing the model to accommodate for additional considerations, such as

employee safety and time-dependent redesign, is possible given the expressiveness of
constrained optimization problems. However, such changes will require encoding addi-
tional features into the model, which may result in a further increase of the computa-
tional complexity of SBPR.

References

10.

12.

13.

15.

16.

18.

19.

. Greening, D.W., Turban, D.B.: Corporate social performance as a competitive advantage in

attracting a quality workforce. Bus. Soc. 39(3), 254-280 (2000)

. Wang, H., Choi, J.: A new look at the corporate social-financial performance relationship: the

moderating roles of temporal and interdomain consistency in corporate social performance.
J. Manag. 39(2), 416441 (2013)

. Brieger, S.A., Terjesen, S.A., Hechavarria, D.M., Welzel, C.: Prosociality in business: a

human empowerment framework. J. Bus. Ethics 159(2), 361-380 (2019)

. Couckuyt, D., Van Looy, A.: Green BPM as a business-oriented discipline: a systematic

mapping study and research agenda. Sustainability 11(15), 4200 (2019)

. Susa Vugec, D., Tomici¢-Pupek, K., Vuksi¢, V.B.: Social business process management in

practice: overcoming the limitations of the traditional business process management. Int. J.
Eng. Bus. Manag. 10, 1847979017750927 (2018)

. Autor, D.H., Levy, F., Murnane, R.J.: The skill content of recent technological change: an

empirical exploration. Q. J. Econ. 118(4), 1279-1333 (2003)

. Brynjolfsson, E., McAfee, A.: The Second Machine Age: Work, Progress, and Prosperity in

a Time of Brilliant Technologies. WW Norton & Company, New York (2014)

. Frey, C.B., Osborne, M.A.: The future of employment: how susceptible are jobs to comput-

erisation? Technol. Forecast. Soc. Change 114, 254-280 (2017)

. Syed, R., et al.: Robotic process automation: contemporary themes and challenges. Comput.

Ind. 115, 103162 (2020)
Becker, G.S.: Human Capital: A Theoretical and Empirical Analysis, with Special Reference
to Education, 3rd edn. University of Chicago Press, Chicago (1993)

. Nedelkoska, L., Quintini, G.: Automation, skills use and training. OECD Social, Employ-

ment and Migration Working Papers, No. 202 (2018)

Hardy, W., Keister, R., Lewandowski, P.: Technology or upskilling. Trends Task (2016, work-
ing paper)

Casselman, B., Satariano, A.: Amazon’s Latest Experiment: Retraining its Work Force. The
New York Times, 11 July 2019 (2019)

. Illanes, P, Lund, S., Mourshed, M., Rutherford, S., Tyreman, M.: Retraining and reskilling

workers in the age of automation. McKinsey Glob. Inst. 29 (2018)

Hernandez, B., Keys, C., Balcazar, F.: Employer attitudes toward workers with disabilities
and their ADA employment rights: a literature review. J. Rehabil. 66(4), 4-16 (2000)
Graffam, J., Smith, K., Shinkfield, A., Polzin, U.: Employer benefits and costs of employing
a person with a disability. J. Vocat. Rehab. 17(4), 251-263 (2002)

. Shirani, A.: Upskilling and retraining in data analytics: a skill-adjacency analysis for career

paths. Issues Inf. Syst. 20(4), 65-74 (2019)

Fisher, M.L., Jaikumar, R., Van Wassenhove, L.N.: A multiplier adjustment method for the
generalized assignment problem. Manag. Sci. 32(9), 1095-1103 (1986)

Plastria, F.: Formulating logical implications in combinatorial optimisation. Eur. J. Oper. Res.
140(2), 338-353 (2002)



92

20.

21.

22.

A. Senderovich et al.

Cattrysse, D.G., Salomon, M., Van Wassenhove, L.N.: A set partitioning heuristic for the
generalized assignment problem. Eur. J. Oper. Res. 72(1), 167-174 (1994)

Nethercote, N., Stuckey, P.J., Becket, R., Brand, S., Duck, G.J., Tack, G.: MiniZinc: towards
a standard CP modelling language. In: Bessiere, C. (ed.) CP 2007. LNCS, vol. 4741, pp.
529-543. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-74970-7_38
Tsang, M.C., Rumberger, R.W., Levin, H.M.: The impact of surplus schooling on worker
productivity. Ind. Relat.: J. Econ. Soc. 30(2), 209-228 (1991)


https://doi.org/10.1007/978-3-540-74970-7_38

®

Check for
updates

Incentive Alignment of Business Processes

Tobias Heindel ™)@ and Ingo Weber

Chair of Software and Business Engineering, Technische Universitaet Berlin, Berlin,
Germany
{heindel,ingo.weber}@tu-berlin.de

Abstract. Many definitions of business processes refer to business goals,
value creation, profits, etc. Nevertheless, the focus of formal methods
research on business processes lies on the correctness of the execution
semantics of models w.r.t. properties like deadlock freedom, liveness, or
completion guarantees. However, the question of whether participants
are interested in working towards completion — or in participating in the
process at all — has not been addressed as of yet.

In this work, we investigate whether inter-organizational business pro-
cesses give participants incentives for achieving the business goals: in
short, whether incentives are aligned within the process. In particular,
fair behavior should pay off and efficient completion of tasks should be
rewarded. We propose a game-theoretic approach that relies on algo-
rithms for solving stochastic games from the machine learning commu-
nity. We describe a method for checking incentive alignment of process
models with utility annotations for tasks, which can be used for a priori
analysis of inter-organizational business processes. Last but not least, we
show that the soundness property is a special case of incentive alignment.

Keywords: Inter-organizational business processes * Incentive
alignment + Collaboration + Choreography

1 Introduction

Many definitions of what a business process is refer to business goals [29] or
value creation [7], but whether process participants are actually incentivized to
contribute to a process has not been addressed as yet. For intra-organizational
processes, this question is less relevant; motivation to contribute is often based
on loyalty, bonuses if the organization performs well, or simply that tasks in a
process are part of one’s job. Instead, economic modeling of intra-organizational
processes often focuses on cost, e.g. in activity-based costing [12], which can be
assessed using model checking tools [9] or simulation [5].

For inter-organizational business processes, such indirect motivation cannot
be assumed. A prime example of misaligned incentives was the $2.5B write-off
in Cisco’s supply chain in April 2001 [20]: success of the overall supply chain
was grossly misaligned with the incentives of individual participants. (This hap-
pened despite the availability of several game theoretic approaches for analyzing
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incentive structures for the case of supply chains [4].) Furthermore, modeling
incentives accurately is actually possible in cross-organizational processes, e.g.,
based on contracts and agreed-upon prices. With the advent of blockchain tech-
nology [30], it is possible to execute cross-organizational business processes or
choreographies as smart contracts [18,28]. The blockchain serves as a neutral,
participant-independent computational infrastructure, and as such enables col-
laboration across organizations even in situations characterized by a lack of trust
between participants [28]. However, as there is no central role for oversight, it is
important that incentives are properly designed in such situations, e.g., to avoid
unintended —possibly devastating— results, like those encountered by Cisco. In
fact, a main goal of the Ethereum blockchain is, according to its founder Vitalik
Buterin, to create “a better world by aligning incentives”!.

In this paper, we present a framework for incentive alignment of inter-
organizational business processes based on game theory. We consider BPMN mod-
els with suitable annotation concerning the utility? of activities, very much in
the spirit of activity-based costing (ABC) [12, Chapter 5]. In short, fair behavior
should pay off and participants should be rewarded for efficient completion of
process instances. In more detail, we shall consider BPMN models as stochastic
games [24] and formalize incentive alignment as “good” equilibria of the result-
ing game. Which equilibria are the desirable ones depends on the business goals
w.r.t. which we want align incentives. In the present paper, we focus on proper
completion and liveness of activities. Interestingly, the soundness property [2]
will be rediscovered as the special case of incentive alignment within a single
organization that rewards completion of every activity.

The overall contribution of the paper is a framework for incentive align-
ment of business process models, particularly in inter-organizational settings.
Our approach is based on game theory and inspired by advances on the solution
of stochastic games from the machine learning community, which has developed
algorithms for the practical computation of Nash [22] and correlated equilib-
ria [16,17]. The framework focuses on checking incentive alignment as an a pri-
ort analysis of business processes specified as BPMN models with activity-based
utility annotations. Specifically, we:

1. describe a principled method for translating BPMN-models with activity-based
costs to stochastic games [24]

2. propose a notion of incentive alignment that we prove to be a conservative
extension of Van der Aalst’s soundness property [2],

3. illustrate the approach with a simplified order-to-cash (02C) process.

We pick up the idea of incentive alignment for supply chains [4] and set
out to apply it in the realm of inter-organizational business processes. From a
technical point of view, we are interested in extending the model checking tools
for cost analysis [9] for BPMN process models to proper collaborations, which
we model as stochastic games [24]. This is analogous to how the model checker

! https://www.ikiguide.com/ethereum/, accessed 8-3-2020.
2 We shall use utility functions in the sense of von Neumann and Morgenstern [19].
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PRISM has been extended from Markov decision processes to games [14]. We keep
the connection with established concepts from the business process management
community by showing that incentive alignment is a conservative extension of
the soundness property (see Theorem 1). Our approach hinges on algorithms
[16,22] for solving the underlying stochastic games of BPMN process models,
which are sufficient for checking incentive alignment.

The remainder of the paper is structured as follows. We introduce concepts
and notations in Sect.2. On this basis, we formulate two versions of incentive
alignment in Sect. 3. Finally, we draw conclusions in Sect.4. The proof of the
main theorem can be found in the extended version [8].

2 Game Theoretic Concepts and the Petri Net Tool Chest

We now introduce the prerequisite concepts for stochastic games [24] and ele-
mentary net systems [23]. The main benefit of using a game theoretic approach
is a short list of candidate definitions of equilibrium, which make precise the
idea of a “good strategy” for rational actors that compete as players of a game.
We shall require the following two properties of an equilibrium: (1) no player
can benefit from unilateral deviation from the “agreed” strategy and (2) players
have the possibility to base their moves on information from a single (trusted)
mediator. The specific instance that we shall use are correlated equilibria [3,10]
as studied by Solan and Vieille [25].> We take ample space to review the latter
two concepts, followed by a short summary of the background on Petri nets.

We use the following basic concepts and notation. The cardinality and the
powerset of a set M are denoted by |M| and pM, respectively. The set of real
numbers is denoted by R and [0,1] € R is the unit interval. A probability
distribution over a finite or countably infinite set M is a function p: M — [0, 1]
whose values are non-negative and sum up to 1, in symbols >, p(m) = 1.
The set of all probability distributions over a set M is denoted by A(M).

2.1 Stochastic Games, Strategies, Equilibria

We proceed by reviewing core concepts and central results for stochastic
games [24], introducing notation alongside; we shall use examples to illustrate
the most important concepts. The presentation is intended to be self-contained
such that no additional references should be necessary. However, the interested
reader might want to consult standard references or additional material, e.g.,
textbooks [15,21], handbook articles [11], and surveys [26]. We start with the
central notion.

Definition 1 (Stochastic game). A stochastic game G is a quintuple G =
(N, S, A, q,u) that consists of

3 Nash equilibria are a special case, which however have drawbacks that motivate
Aumann’s work on the more general correlated equilibria [3,10].
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Fig. 1. A simplified order-to-cash process

— a finite set of players N = {1,...,|N|} (ranged over by i, j,in, etc.);

- a finite set of states S (ranged over by s, s, sy, etc.);

— a finite, non-empty set of action profiles A = HLZ

‘1Ai (ranged over by a, a,,
etc.), which is the Cartesian product of a player-indexed family {A'};ien of
sets A', each of which contains the actions of the respective player (ranged
over by a',al,, etc.);

— a non-empty set of available actions A*(s) C A?, for each state s € S and
player i;

— probability distributions q(- | s,a) € A(S), for each state s € S and every
action profile a € A, which map each state s' € S to q(s' | s,a), the transition
probability from state s to state s’ under the action profile a; and

~ the payoff vectors u(s,a) = (u'(s,a),...,ulN(s,a)), for each state s € S and
every action profile a = (a', ..., alNl) € A.

Note that players always have some action(s) available, possibly just a dedicated
idle action, see e.g. [13].

The BPMN model of Fig. 1 can be understood as a stochastic game played by
a shipper, a customer, and a supplier. Abstracting from data, precise timings,
and similar semantic aspects, a state of the game is a state of an instance of
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the process, which is represented as a token marking of the BPMN model. The
actions of each player are the activities and events in the respective pool, e.g., the
ship task, which Supplier performs after receiving an order from the Customer
and payment of the postage fee to Shipper. Action profiles are combinations
of actions that can (or must) be executed concurrently. For example, sending
the order and receiving the order after the start of the collaboration may be
performed synchronously (e.g., via telephone). The available actions of a player
in a given state are the tasks or events in the respective pool that can be executed
or happen next — plus the idle action. The transition probabilities for available
actions in this BPMN process are all 1, such that if players choose to execute
certain tasks next, they will be able to do so if the chosen activities are actually
available actions. As a consequence, all other transition probabilities are 0.

One important piece of information that we have to add to a BPMN model
via annotations is the utility of tasks and events. In analogy to the ABC method,
which attributes a cost to every task, we shall assume that each task has a certain
utility for every role — and be it just zero. Utility annotations are the basis for the
subsequent analysis of incentive alignment, vastly generalizing cost minimization.
Note that, in general, it is non-trivial to chose utility functions, especially in
competitive situations. However, the 02C process comes with natural candidates
for utilities, e.g., postage fees can be looked up from one’s favorite carrier, the
cost for gas, maintenance, and personnel for shipping is fairly predictable, and
finally there is the profit for selling a good.

A single instance of the 02C process exhibits the phenomenon that Customer
has no incentive to pay. However, we want to stress that — very much for the same
reason — Shipper would not have any good reason to perform delivery, once the
postage fee is paid. Thus, besides the single instance scenario, we shall consider
an unbounded number of repetitions of the process, but only one active process
instance at each point in time.* In the repeating variant, the rational reason
for the shipper to deliver (and return damaged goods) is expected revenue from
future process instances.

One distinguishing feature of the 02¢ collaboration is that participants do not
have to make any joint decisions. Let us illustrate the point with another exam-
ple. Alice and Bob are co-founders of a company, which is running so smoothly
that it suffices when, any day of the week, only one of them is going to work.

Alice suggests that their secretary Mrs. Medina could help them out by rolling
a 10-sided die each morning and notifying them about who is going to go to work
that day, dependent on whether the outcome is smaller or larger than six. This
elaborate process (as shown in Fig. 2), lets Bob work 60% and Alice 40% of the
days, respectively. Alice’s reasoning behind it is the observation that Alice is
50% more efficient than Bob when it comes to generating revenue, as indicated
by the amount of $ signs in the process.

In game theoretic terminology, Mrs. Medina is taking the role of a common
source of randomness that is independent of the state of the game and does not

4 We leave the very interesting situation of interleaved execution of several process
instances for future work.
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Fig. 2. The To work or not to work? collaboration

need to observe the actions of the players. The specific formal notion that we
shall use is that of an autonomous correlation device [25, Definition 2.1].

Definition 2 (Autonomous correlation device). An autonomous correla-
tion device is a family of pairs D = {{({M}}ien,dn)} (that is indexed over
natural numbers n € N) each of which consists of

neN

— a family of finite sets of signals M}, (additionally) indexed over players; and

- a function d, that maps lists of signal vectors (xy,...,z,_1) € HZ;ll M,
to probability distributions dp(zq,...,z,_1) € A(M,) over the Cartesian
product M, = Hlﬁll M} of all signal sets M.

We shall refer to operators of autonomous correlation devices as mediators, which
guide the actions of players during the game.

Each correlation device for a game induces an extended game, which proceeds
in stages. In general, given a game and an autonomous correlation device, the n-
th stage begins with the mediator drawing a signal vector z,, € M,, = Hg‘l ME
according to the device distribution d,, (z4,...,z,_;) — e.g., Mrs. Medina rolling
the die — and sending the components to the respective players — the sending of
messages to Bob and Alice (in one order or the other). Then, each player ¢ chooses
an available action a?,. This choice can be based on the respective component
x!, of the signal vector x,, € M, information about previous states s of the
game G, and moves a), of (other) players from the history.” After all players
made their choice, we obtain an action profile a,, = (al, ..., a|nN .

5 In the present paper, we only consider games of perfect information, which is suitable
for business processes in a single organization or which are monitored on a blockchain.
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While playing the extended game described above, each player makes obser-
vations about the state and the actions of players; the role of the mediator is
special insofar as it does not need and is also not expected to observe the run of
the game. The “local” observations of each player are the basis of their strategies.

Definition 3 (Observation, strategy, strategy profile). An observation at
stage n by player i is a tuple h = (s1,Z],a1,...,8n—1,T0_1,0n-1,5n,T%) with

— one state sy, signal gz, and action profile ay, for each number k < n,
— the current state Sn; also denoted by sy, and
— the current signal z?,.

The set of all observations is denoted by H: (D). The union H'(D) =
Unen H! (D) of observations at any stage is the set of observations of player i.
A strategy is a map o': H'(D) — A(A") from observations to probability dis-
tributions over actions that are available at the current state of histories, i.e.,
o} (a’) = 0 if a* ¢ Al(sy,), for all histories h € H(D). A strategy profile is a
player-indexed family of strategies {o*};en.

Thus, each of the players observes the history of other players, including the
possibility of punishing other players for not heeding the advice of the mediator.
This is possible since signals might give (indirect) information concerning the
(mis-)behavior of players in the past, as remarked by Solan and Vieille [25,
p. 370]: by revealing information about proposed actions of previous rounds,
players can check for themselves whether some player has ignored some signal
of the mediator.

The data of a game, a correlation device, and a strategy profile induce proba-
bilities for finite plays of the game, which in turn determine the expected utility
of playing the strategy. Formally, an autonomous correlation device and a strat-
egy profile with strategies for every player yield a probabilistic trajectory of a
sequence of “global” states, signal vectors of all players, and complete action
profiles, dubbed history. The formal details are as follows.

Definition 4 (History and its probability). A history at stage n is a tuple
h=(81,21,01, ., 8n—1,L,_1,0n—1,Sn,L,) that consists of

— one state sy, signal vector x;,, and action profile ax, for each number k < n,
— the current state s,, often denoted by sy, and
— the current signal vector x,,.

The set of all histories at state n is denoted by H, (D). The union H(D) =
Unen H, (D) of histories at arbitrary stages is the set of finite histories. The
probability of a finite history h = ($1,Z1,01,. .., Sn—1,Zp_1,0n—1, Sn, L, ) in the
context of a correlation device D, an initial state s, and a strategy profile o is
defined as follows, by recursion over the length of histories.

0 if s # 81

di{()(z,) otherwise

n=1: PD,37U(<81,£1>) = {
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n>1: Pps o ((han—1,8n,2,)) = pny(an—1) q(sn | $Sn—1,an-1) pa, _,(x,,)
——

——
HiEN Ty (ah 1) dp—1 (T, L, )(Z,)

Again, note that the autonomous correlation device does not “inspect” the states
of a history, in the sense that the distributions over signal vectors d,, are not
parameterized over states from the history, but only over previously drawn signal
vectors — whence the name.

Definition 5 (Mean expected payoff). The mean expected payoff of player i
for stage n is 7} (D,s,0) = > ,cn (D) L’L”(h)zzzl u®(sy,ar) where h =

n+41 7
<517£17a17 o Qp, 5n+1’£n+1>-

At this point, we can address the question of what a good strategy profile
is and fill in all the details of the idea that an equilibrium is a strategy profile
that does not give players any good reason to deviate unilaterally. We shall tip
our hats to game theory and use the notation (7¢,0~%) for the strategy profile
which is obtained by “overwriting” the single strategy o of player i with a
strategy 7 (which might, but does not have to be different); thus, the expression
(7', 0~%)” denotes the unique strategy subject to equations (7?,0~%)" = 7% and
(7l,07%) = o7 (for i # 7).

Definition 6 (Autonomous correlated e-equilibrium). Given a positive
real € > 0, an autonomous correlated e-equilibrium is a pair (D,c*), which
consists of an autonomous correlation device D and a strategy profile o* for which
there exists a natural number ng € N such that for any alternative strategy o® of
any player i, the following inequality holds, for all n > ng and all states s € S.

(D, s5,0%) =%, (D, s, (0", 0" ")) —¢ (1)

Thus, a strategy is an autonomous correlated e-equilibrium if the benefits that
one might reap in the long run by unilateral deviation from the strategy are
negligible as € can be arbitrarily small. In fact, other players will have ways to
punish deviation from the equilibrium [25, § 3.2].

2.2 Petri Nets and Their Operational Semantics

We shall use the definitions concerning Petri nets that have become established
in the area of business processes management [2].

Definition 7 (Petri net, marking, and marked Petri net). A Petri net is
a triple N = (P, T, F) that consists of

- a finite set of places P;
- a finite set of transitions T that is disjoint from places, i.e., TN P = &; and
- a finite set of arcs F C (PxT)U (T x P) (a.k.a. the flow relation).
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An input place (resp. output place) of a transition t € T is a place p € P s.t.
(p,t) € F (resp. (t,p) € F). The pre-set *t (resp. post-set t*) of a transitiont € T
is the set of all input places (resp. output places), i.e.,

*t ={p € P|pis an input place of t} t* = {p € P|p is an output place of t}.

A marking of a Petri net N is a multiset of places m, i.e., a function m: P — N
that assigns to each place p € P a non-negative integer m(p) > 0. A marked
Petri net is a tuple N = (P,T,F,mg) whose first three components (P, T, F)
are a Petri net and whose last component mq is the initial marking, which is a
marking of the latter Petri net.

One essential feature of Petri nets is the ability to execute several transitions con-
currently — possibly several occurrences of one and the same transition. However,
we shall only encounter situations in which a set of transitions fires. To avoid
proliferation of terminology, we shall use the general term step. We fix a Petri
net N' = (P, T, F) for the remainder of the section.

Definition 8 (Step, step transition, reachable marking). A step in the
net N is a set of transitions t C T. The transition relation of a step t C T relates
a marking m to another marking m’, in symbols m [ty m/, if the following two
conditions are satisfied, for every place p € P.

1.om(p) = [{t et|p et}
2. m'(p) =m(p) - {tet[pe t}f+[{tet|pet}

We write m [) m' if m [t) m’ holds for some step t and denote the reflexive
transitive closure of the relation [) by [)*. A marking m’ is reachable in a marked
Petri net N' = (P, T, F,my) if mo [)* m’ holds, in the net (P, T, F).

For a transition ¢ € T, we write m [t) m’ instead of m [{¢t}) m’. Thus the empty
step is always fireable, i.e., for each marking m, we have an “idle” step m [&) m.

Recall that a marked Petri net N' = (P, T, F,mg) is safe if all reachable
markings m’ have at most one token in any place, i.e., if they satisfy m/(p) < 1,
for all p € P. Thus, a marking m corresponds to a set m C P satisfying p € m
iff m(p) > 0; for convenience, we shall identity a safe marking m with its set of
places m. The main focus will be on Petri nets that are safe and extended free
choice, i.e., if the pre-sets of two transitions have a place in common, the pre-
sets coincide. Also, recall that the conflict relation, denoted by #, relates two
transitions if their pre-sets intersect, i.e., t # t' if *t N *t' # &, for t,¢ € T; for
extended free choice nets, the conflict relation is an equivalence relation. We call
a marked Petri net an elementary net system [23] if all pre-sets and post-sets of
transitions are non-empty and every place is input or output to some transition.
The latter encompass the following class of Petri nets that is highly relevant to
formal methods research of business processes.

Definition 9 (Workflow net (WF-net)). A Peiri net N = (P,T,F) is a
Workflow net or WF-net, for short, if
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1. there are unique places i,0 € P such that i is not an output place of any
transition and o is not an input place of any transition and

2. if we add a new transition t* and the two arcs (0,t*), (t*,1), the resulting
directed graph (PUTU{t*}, FU {(o,t*), (t*,4)}) is strongly connected.

Finally, let us recall the soundness property [1]. A Workflow net is

sound if and only if the following three requirements are satisfied:
(1) option to complete: for each case it is always still possible to reach
the state which just marks place end, (2) proper completion: if place end is
marked all other places are empty for a given case, and (3) no dead tran-
sitions: it should be possible to execute an arbitrary activity by following
the appropriate route

where end is place o, each case means every marking reachable from the initial
marking {i}, state means marking, marked means marked by a reachable mark-
ing, activity means transition, and following the appropriate route means after
executing the appropriate firing sequence.

3 Incentive Alignment

Soundness of business processes in the sense of Van der Aalst [2] implies termi-
nation if transitions are governed by a strongly fair scheduler [1]; indeed, such a
scheduler fits the intra-organizational setting. However, as discussed for the 02¢C
process model, unfair scheduling practices could arise in the inter-organizational
setting if undesired behavior yields higher profits. We consider incentive align-
ment to rule out scenarios that lure actors into counterproductive behavior. We
even can check whether all activities in a given BPMN model with utility anno-
tations are relevant and profitable.

As BPMN models have established Petri net semantics [6], it suffices to con-
sider the latter for the game theoretic aspects of incentive alignment. As a
preparatory step, we extend Petri nets with utility functions as pioneered by
von Neumann and Morgenstern [19]. Then we describe two ways to associate
a stochastic game to a Petri net with transition-based utilities: the first game
retains the state space and the principal design choice concerns transition prob-
abilities; the second game is the restarting version of the first game. Finally, we
define incentive alignment in formally based on stochastic games and show that
the soundness property for Workflows nets [2] can be “rediscovered” as a special
case of incentive alignment; in other words, the original meaning of soundness
is conserved, and thus we extend soundness conservatively in our framework for
incentive alignment.

3.1 Petri Nets with Utility and Role Annotations

We assume that costs (respectively profits) are incurred (resp. gained) per task
and that, in particular, utility functions do not depend on the state. Note that the
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game theoretic results do not require this assumption; however, this assumption
does not only avoid clutter, but also retains the spirit of the ABC method [12]
and is in line with the work of Herbert and Sharp [9)].

Definition 10 (Petri net with transition payoffs and roles). For a set of
roles R, a Petri net with transition payoffs and roles is a triple (N, u, p) where

- N = (P, T, F,mg) is a marked Petri net with initial marking mq,
- u: R —=T — R is a utility function, and
- p: T — R is a partial function, assigning at most one role to each transition.

The utility u®(t) of a step t C T is the sum of the utilities of its elements, i.e.,
u'(t) =3, cp u'(t), for each rolei € R.

As a consequence of the definition, the idle step has zero utility. We have included
the possibility that some of the transitions are .not controlled by any of the roles
(of a BPMN model) by using a partial function from transitions to roles; we take
a leaf out of the game theorist’s book and attribute the missing role to nature.

N

@~I~©/ /©~I»o OB

a1 p1
Cl+1]

Fig. 3. Extending Petri nets with role and utility annotations

Figure 3 displays a Petri net on the left. The names of the places p1, ..., pg will
be convenient later. In the same figure on the right, we have added annotations
that carry information concerning roles, costs, and profits in the form of lists of
role-utility pairs next to transitions. E.g., the transition ¢( is assigned to role a
and firing t¢ results in utility —1 for a, i.e., one unit of cost. The first role in
each list denotes responsibility for the transition and we have omitted entries
with zero utility. We also have colored transitions with the same color as the
role assigned to it. If we play the token game for Petri nets as usual, each firing
sequence gives cumulative utilities for each one of the roles; each transition gives
an immediate reward. These rewards will influence the choice between actions
that are performed by roles as made precise in the next subsection.

There are natural translations from BPMN models with payoff annotations for
activities to Petri nets with payoffs and roles (relative to any of the established
Petri net semantics for models in BPMN [6]). If pools are used, we take one role
per pool and each task is assigned to its enclosing pool; for pairs of sending and
receiving tasks or events, the sender is responsible for the transition to be taken.
The only subtle point concerns the role of nature. When should we blame nature
for the data on which choices are based? The answer depends on the application
at hand. For instance, let us consider the 02C model of Fig. 1: whether or not
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the goods will be damaged during shipment is only partially within the control
of the shipper; thus, we shall blame nature for any damage or praise her if
everything went well against all odds. In a first approximation, we simply let
nature determine whether goods will arrive unscathed.

3.2 Single Process Instances and the Base Game with Fair Conflicts

We now describe how each Petri net with transition payoffs and roles gives rise
to a stochastic game, based on two design choices: each role can execute only
one (enabled) transition at a time and conflicts are resolved in a probabilistically
fair manner. For example, for the net on the right in Fig. 3, we take four states
Do, P1, P2, P3, one for each reachable marking. The Petri net does not prescribe
what should happen if roles a and ¢ both try to fire transitions ¢; and ¢’ simul-
taneously if the game is in state ps. The simplest probabilistically fair solution
consists of flipping a coin; depending on the outcome, the game continues in
state p; or in state p3. For the general case, let us fix a safe, extended free-
choice net (N, u, p) with payoffs and roles whose initial marking is mg where the
marked net N is an elementary net system (e.g., a WF-net).

Definition 11 (The base game with fair conflicts). Let X C T be the
partitioning of the set of transitions into equivalence classes of the conflict rela-
tion on the set of transitions, i.e., X = {{t’ € T'| ¢ # t} |t € T}; its members
are called conflict sets. Given a safe markingm C P and a stept C T, a maximal
m-enabled sub-step is a step t’ that is enabled at the marking m, is contained
in the step t, and contains one transition of each conflict set that has a non-
empty intersection with the step, i.e., such that all three of m [t'), ' C t and
'] ={X € X |tNX # @} hold. We write t’ C,, ¢ if the step t’ is a mazimal
m-enabled sub-step of the step t.

The base game with fair conflicts (N, S, A, q,u) of the net (N, u, p) is defined
as follows.

— The set of players N := RU{L} is the set of roles and nature, 1 ¢ R.

— The state space S is the set of reachable markings, i.e., S = {m’ | mo [)* m'}.

— The action set of an individual player i is A* == {@}U{{t} |t € T, p(t) =i},
which consists of the empty set and possibly singletons of transitions, where
p(t) = L if p(t) is not defined. We identify an action profilea € A = Hlﬁ‘l Al
with the union of its components a = J,; oy at.

— In a given state m, the available actions of player i are the enabled transitions,
i.e., At(m) = {{t} € A" |m [t)}.

o q(ml | m7£) = Et’;mﬁ s.t. m[t"ym/ HXEX s.t. INX#2 m

—ul(m,t) =3, ui(t) ifi € R and ut(m,t) =0, for allt C T, and m C P.

Let us summarize the stochastic game of a given Petri net with transition pay-
offs and roles. The stochastic game has the same state space as the Petri net,
i.e., the set of reachable markings. The available actions for each player at a
given marking are the enabled transitions that are assigned to the player, plus



Incentive Alignment of Business Processes 105

the “idle” step. Each step comes with a state-independent payoff, which sums up
the utilities of each single transition, for each player i. In particular, if all players
chose to idle, the corresponding action profile is the empty step &, which gives
0 payoff. The transition probabilities implement the idea that all transitions of
an action profile get a fair chance to fire, even if the step contains conflicting
transitions. Let us highlight the following two points for a fixed marking and
step: (1) given a maximal enabled sub-step, we roll a fair “die” for each conflict
set where the “die” has one “side” for each transition in the conflict set that also
belongs to the sub-step (unless the “die” has zero sides); (2) there might be sev-
eral choices of maximal enabled sub-steps that lead to the same marking. In the
definition of transition probabilities, the second point is captured by summation
over maximal enabled sub-steps of the step and the first point corresponds to a
product of probabilities for each outcome of “rolling” one of the “dice”.

We want to emphasize that if additional information about transition proba-
bilities are known, it should be incorporated. In a similar vein, one can adapt the
approach of Herbert and Sharp [9], which extends the BPMN language with prob-
ability annotations for choices. However, as we are mainly interested in a priori
analysis, our approach might be preferable since it avoids arbitrary parameter
guessing. The most important design choice that we have made concerns the role
of nature, which we consider as absolutely neutral; it is not even concerned with
progress of the system as it does not benefit from transitions being fired.

Now, let us consider once more the 02C process. If the process reaches the
state in which customer’s next step is payment, there is no incentive for paying.
Instead, customer can choose to idle, ad infinitum. In fact, this strategy yields
maximum payoff for the customer. The BPMN-model does not give any means for
punishing customer’s payment inertia. However, even earlier there is no incentive
for shipper to pick up the goods. Incentives in the single instance scenario can
be fixed, e.g., by adding escrow. However, in the present paper, we shall give yet
a different perspective: we repeat the process indefinitely.

3.3 Restarting the Game for Multiple Process Instances

The single instance game from Definition 11 has one major drawback. It allows
to analyze only a single instance of a business process. We shall now consider a
variation of the stochastic game, which addresses the case of multiple instances
in the simplest form. The idea is the same as the one for looping versions of
Workflow nets that have been considered in the literature, e.g., to relate sound-
ness with liveness [1, Lemma 5.1]: we simply restart the game in the initial state
whenever we reach a final marking.

Definition 12 (Restart game). A safe marking m C P is final if it does
not intersect with any pre-set, i.e., if m N *t = &, for all transitions t € T; we
write m | if the marking m is final, and m [ if not. Let (N, S, A,q,u) be the
base game with fair conflicts of the net (N, u,p). The restart game of the net
(N, u, p) is the game (N, S, A, §,u) with
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- S=S\{m" < P|m"|};
m’ ‘ m7£) mel 7& mo

| myt) = .
N8 = gamo [ mat) + T alm” | mt) i m! = mo

for all m,m’ 60,50'; and the available actions restricted to S C S, i.e., AZ(S) =
Ai(s), for s € S.
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Fig. 4. Restarting process example

For WF-nets, the variation amounts to identifying the final place with the
initial place. The passage to the restart game is illustrated in Fig. 4. The restart
game of our example is drastically different from the base game. Player ¢ will
be better off “cooperating” and never choosing the action ¢, but instead idly
reaping benefits by letting players a and b do the work. As a consequence, the
transition ¢ will probably never occur since the responsible role has no interest
in executing it. Thus, if we assume that the process may restart, the net from
Fig. 3 is an example where incentives are aligned w.r.t. completion but not with
full liveness.

3.4 Incentive Alignment w.r.t. Proper Completion and Full Liveness

We now formalize the idea that participants want to expect benefits from tak-
ing part in a collaboration if agents behave rationally — the standard assump-
tion of game theory. The proposed definition of incentive alignment is in prin-
ciple of qualitative nature, but it hinges on quantitative information, namely
the expected utility for each of the business partners of an inter-organizational
process.

Let us consider a Petri net with payoffs (N, u, p), e.g., the Petri net seman-
tics of a BPMN model. Incentive alignment amounts to existence of equilibrium
strategies in the associated restart game (N, S, A, §,u) (as per Definition 12)
that eventually will lead to positive utility for every participating player. The
full details are as follows.

Definition 13 (Incentive alignment w.r.t. completion and full live-
ness). Given an autonomous correlation device D, a correlated strategy profile o
is eventually positive if there exists a natural number n € N such that, for all
larger natural numbers n > n, the expected payoff of every player is positive, i.e.,
for alli € N, 4. (D, mq, o) > 0. Incentives in the net (N, u,p) are aligned with
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— proper completion if, for every positive real € > 0, there exist an autonomous
correlation device D and an eventually positive correlated e-equilibrium strat-
egy profile o of the restart game (N, S A ,q,u) such that, for every natural
number n € N, there exists a history h € H, (D) at stage n > n with current
state sp, = mg that has non-zero probability, i.e., Pp my o(h) > 0;

— full liveness if, for every positive real € > 0, there exist an autonomous correla-
tion device D and an eventually positive correlated e-equilibrium strategy pro-
file o of the restart game (N, S, A, G, u) such that, for every transition t € T,
for every reachable marking m', and for every natural number n € N, there
exists a history h = (m/,2y,a1,...,80-1,Zp_1,0n-1,Sn,L,) € H,(D) at
stage n > n with t € ap—1 and Pp (k) > 0.

Both variations of incentive alignment ensure that all participants can expect
to gain profits on average, eventually; moreover, something “good” will always
be possible in the future where something “good” is either restart of the game
(upon completion) or additional occurrences of every transition.

There are several interesting consequences. First, incentive alignment w.r.t.
full liveness implies incentive alignment w.r.t. proper completion, for the case
of safe, conflict-free elementary net systems where the initial marking is only
reachable via the empty transition sequence; this applies in particular to Work-
flow nets. Next, note that incentive alignment w.r.t. full liveness implies the
soundness property for safe, free-choice Workflow nets. The main insight is that
correlated equilibria cover a very special case of strongly fair schedulers, not only
for the case of a single player. However, we can even obtain a characterization
of soundness in terms of incentive alignment w.r.t. full liveness.

Theorem 1 (Characterization of the soundness property). Let N be a
Workflow net that is safe and extended free-choice; let (N, p: T — {X'},1) be the
net with transition payoffs and roles where X is a unique role, p: T — {X'} is the
unique total role assignment function, and 1 is the constant utility-1 function.
The soundness property holds for the Workflow net N if, and only if, we have
incentive alignment w.r.t. full liveness in (N, p: T — {X},1).

The full proof can be found in the extended version [8, Appendix A]. How-
ever, let us outline the main proof ideas. The first observations is that, w.l.o.g.,
schedulers that witness soundness of a WF-net can be assumed to be stochastic;
in fact, truly random scheduling is strongly fair (with probability 1). Somewhat
more detailed, if a WF-net is sound, the scheduler is the only player and schedul-
ing the next best random transition at every point in time yields maximum payoff
for the single player. Now, the random choice of a transition at each point in
time is the simplest example of an equilibrium strategy (profile); moreover, no
matter what the current reachable state of the net, any transition will occur
again with non-zero probability, by soundness of the net.

Conversely, incentive alignment w.r.t. strong liveness entails that the unique
player — which we might want to think of as the scheduler — will follow a strategy
that will eventually fire a transition of the “next instance” of the “process”. In
particular, we always will have an occurrence of an initial transition by which we
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mean a transition that consumes the unique token from the initial marking. After
firing an initial transition (of which there will be one by the structure of the net)
we are in a state that does not allow us to fire another initial transition. However,
strong liveness entails that it has to occur with non-zero probability again if we
follow a witnessing equilibrium strategy (profile). Thus, with probability 1, the
“current instance” of the “process” will complete such that we will again be able
to fire an initial transition.

Finally, the reader may wonder why we consider the restarting game. First,
let us emphasize that the restart games are merely a means to an end to reason
about incentive alignment of BPMN models with suitable utility annotations
by use of their execution semantics, i.e., Petri nets with transition payoffs and
roles. If these Petri nets do not have any cycles, one could formalize the idea
of incentive alignment using finite extensive form games for which correlated
equilibria have been studied as well [27]. However, this alternative approach is
only natural for BPMN models without cycles. In the present paper we have opted
for a general approach, which does not impose the rather strong restriction on
nets to be acyclic. Notably, while we work with restart games, we derive them
from arbitrary free-choice safe elementary net systems — i.e., without assuming
that the input nets are restarting. The restart game is used to check whether
incentives are aligned in the original Petri net with transition payoffs and roles.

4 Conclusions and Future Work

We have described a game theoretic perspective on incentive alignment of inter-
organizational business processes. It applies to BPMN collaboration models that
have annotations for activity-based utilities for all roles. The main theoretical
result is that incentive alignment is a conservative extension of the soundness
property, which means that we have described a uniform framework that applies
the same principles to intra- and inter-organizational business processes. We have
illustrated incentive alignment for the example of the order-to-cash process and
an additional example that is tailored to illustrate the game theoretic element
of mediators.

The natural next step is the implementation of a tool chain that takes a
BPMN collaboration model with annotations, transforms it into a Petri net with
transition payoffs and roles, which in turn is analyzed concerning incentive align-
ment, e.g., using algorithms for solving stochastic games [17]. A very challenging
venue for future theoretical work is the extension to the analysis of interleaved
execution of several instances of a process.
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Abstract. Event logs capture the execution of business processes in
terms of executed activities and their execution context. Since logs con-
tain potentially sensitive information about the individuals involved in
the process, they should be pre-processed before being published to pre-
serve the individuals’ privacy. However, existing techniques for such pre-
processing are limited to a process’ control-flow and neglect contextual
information, such as attribute values and durations. This thus precludes
any form of process analysis that involves contextual factors. To bridge
this gap, we introduce PRIPEL, a framework for privacy-aware event log
publishing. Compared to existing work, PRIPEL takes a fundamentally
different angle and ensures privacy on the level of individual cases instead
of the complete log. This way, contextual information as well as the long
tail process behaviour are preserved, which enables the application of a
rich set of process analysis techniques. We demonstrate the feasibility of
our framework in a case study with a real-world event log.

Keywords: Process mining - Privacy-preserving data publishing -
Privacy-preserving data mining

1 Introduction

Process Mining [34] enables the analysis of business processes based on event
logs that are recorded by information systems. Events in these logs represent
the executions of activities as part of a case, including contextual information,
as illustrated for the handling of patients in an emergency room in Table 1. Such
rich event logs do not only enable discovery of a model of a process’ control-
flow, see [1], but provide the starting point for multi-dimensional analysis that
incorporates the impact of the context on process execution. An example is the
prediction of the remaining wait time of a patient based on temporal informa-
tion (e.g., arrival in night hours), patient characteristics (e.g., age and sex), and
activity outcomes (e.g., dispensed drugs) [23]. The inclusion of such contextual
information provides a means for a fine-granular separation of classes of cases in
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Table 1. Event log example

Patient ID | Activity Timestamp Payload

2200 Registration |03/03/19 23:40:32 | {Age: 37, Sex: M, Arrival: Ambulance}
2200 Triage 03/05/17 00:47:12 | {HIV-Positive: True}

2200 Surgery 03/05/17 02:22:17 | {Operator: House}

2201 Registration |03/05/17 00:01:02 | {Age: 67, Sex: F, Arrival: Check-In}
2201 Antibiotics |03/05/17 00:15:16 | {Drug: Cephalexin}

the analysis. Since the separation is largely independent of the frequency of the
respective trace variants, analysis is not limited to cases that represent common
behaviour, but includes cases that denote unusual process executions.

Event logs, particularly those that include contextual information, may con-
tain sensitive data related to individuals involved in process execution [26].
Even when explicit pointers to personal information, such as employee names,
are pseudonymised or omitted from event logs, they remain susceptible to re-
identification attacks [13]. Such attacks still allow personal data of specific indi-
viduals to be identified based on the contents of an event log [36]. Consequently,
publishing an event log without respective consent violates regulations such as
the GDPR, given that this regulation prohibits processing of personal data for
such secondary purposes [35]. This calls for the design of methods targeted specif-
ically to protect the privacy of individuals in event logs. Existing approaches
for privacy-preserving process mining [12,25] emphasise the control-flow dimen-
sion, though. They lack the ability to preserve contextual information, such as
timestamps and attribute values, which prevents any fine-granular analysis that
incorporates the specifics of different classes of cases. However, aggregations of
contextual information in the spirit of k-anonymity, see [12], are not suited to
overcome this limitation. Such aggregations lead to a loss of the long tail process
behaviour, i.e., infrequent traces of cases that are uncommon and, hence, of par-
ticular importance for any analysis (e.g., due to exceptional runtime character-
istics). The only existing anonymisation approach that incorporates contextual
information [31] achieves this using homomorphic encryption. As such, it fails
to provide protection based on any well-established privacy guarantee.

To overcome these gaps, this paper introduces PRIPEL, a framework for
privacy-preserving event log publishing that incorporates contextual information.
Our idea is to ensure differential privacy of an event log on the basis of individ-
ual cases rather than on the whole log. To this end, the PRIPEL framework
exploits the maxim of parallel composition of differential privacy. Based on a dif-
ferentially private selection of activity sequences, contextual information from
the original log is integrated through a sequence enrichment step. Subsequently,
the integrated contextual information is anonymised following the principle of
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local differential privacy. Ensuring privacy on the level of individual cases is a
fundamentally different angle, which enables us to overcome the aforementioned
limitations of existing work. PRIPEL is the first approach to ensure differential
privacy not only for the control-flow, but also for contextual information in event
logs, while preserving large parts of the long tail process behaviour.

Since differential privacy ensures that personal data belonging to specific
individuals can not longer be identified, the anonymisation achieved by PRIPEL
is in line with the requirements imposed by the GDPR [10,14].

We demonstrate the feasibility of our approach through a case study in the
healthcare domain. Applying PRIPEL to a real-world event log of Sepsis cases
from a hospital, we show that the anonymisation preserves utility on the level
of event-, trace-, and log-specific characteristics.

The remainder is structured as follows. In Sect. 2, we provide background in
terms of an event log model and privacy guarantees. In Sect.3, we introduce
the PRIPEL framework. We present a proof-of-concept in Sect. 4, including an
implementation and a case study. We discuss our results and reflect on limitations
in Sect. 5, before we review related work in Sect.6 and conclude in Sect. 7.

2 Background

This section presents essential definitions and background information. In partic-
ular, Sect. 2.1 presents the event log model we employ in the paper. Subsequently,
Sect. 2.2 defines the foundations of local differential privacy, followed by an intro-
duction to differential privacy mechanisms in Sect. 2.3.

2.1 Event Log Model

We adopt an event model that builds upon a set of activities A. An event
recorded by an information system, denoted by e, is assumed to be related to the
execution of one of these activities, which is written as e.a € A. By £, we denote
the universe of all events. Each event further carries information on its execution
context, such as the data consumed or produced during the execution of an activ-
ity. This payload is defined by a set of data attributes D = {D;,...,D,} with
dom(D;) as the domain of attribute D;, 1 < i < p. We write e.D for the value
of attribute D of an event e. For example, an event representing the activity
‘Antibiotics” may be associated with the ‘Drug’ attribute that reflects the pre-
scribed medication, see Table 1. Each event e further comes with a timestamp,
denoted by e.ts, that models the time of execution of the respective activity
according to some totally ordered time domain.

A single execution of a process, i.e., a case, is represented by a trace. This is
a sequence & = (eq,...,e,) of events e; € £, 1 < i < n, such that no event occurs
in more than one trace and the events are ordered by their timestamps. We adopt
a standard notation for sequences, i.e., (i) = e; for the i-th element and || = n
for the length. For two distinct traces & = {(e1,...,e,) and & = (e},... e},
their concatenation is £.£' = (e1,...,en, €}, ..., e, ), assuming that the ordering
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is consistent with the events’ timestamps. If £ and £’ indicate the same sequence
of activity executions, i.e., {ej.a,...,e,.a) = (€}|.a,..., el .a), they are of the
same trace variant. An event log is a set of traces, L = {&1,...,&,}, and we
write £ for the universe of event logs. Table1 defines two traces, as indicated
by the ‘patient ID’ attribute. In the remainder, we assume the individuals of
interest to be represented in at most one case. In our example, this means that
only one treatment per patient is recorded in the log.

2.2 Foundations of Local Differential Privacy

Differential privacy is a definition for privacy that ensures that personal data of
individuals is indistinguishable in a data analysis setting. Essentially, differential
privacy aims to allow one to learn nothing about an individual, while learning
useful information from a population [7]. Achieving differential privacy means
that result of a query, performed on an undisclosed dataset, can be published
without allowing an individual’s personal data to be derived from the published
result. On the contrary, methods that achieve local differential privacy anonymise
a dataset itself in such a manner that it can be published while still guaranteeing
the privacy of an individual’s data [18]. This is achieved by applying noise to
the data, contrary to applying it to the result of a function performed on the
undisclosed data. The adoption of local differential privacy in industry is well-
documented, being employed by, e.g., Apple [32], SAP [19], and Google [9].

To apply this notion in the context of event logs, we define a: L — L as an
anonymisation function that takes an event log as input and transforms it into an
anonymised event log. This transformation is non-deterministic and is typically
realised through a stochastic function. Furthermore, we define img(a) C L as
the image of a, i.e., the set of all event logs that may be returned by «. Finally,
we define two event logs L1, Ly € L to be neighbouring, if they differ by exactly
the data of one individual. In our setting, this corresponds to one case and,
hence, one trace, i.e., |L1\La| + |L2\L1| = 1. Based on [18], we then define local
differential privacy as follows:

Definition 1 (Local Differential Privacy). Given an anonymisation func-
tion « and privacy parameter € € R, function a provides e-local differential
privacy, if for all neighbouring pairs of event logs L1, Ly € L, it holds that:

Pria(Ly) € img(a)] < e x Pr[a(Lz2) € img(a))

where the probability is taken over the randomness introduced by the anonymisa-
tion function «.

The intuition behind the guarantee is that it limits the information that
can be disclosed by one individual, i.e., one case. The strength of the guarantee
depends on €, with lower values leading to stronger data protection.
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2.3 Ensuring Local Differential Privacy

Mechanisms that ensure local differential privacy strive to provide privacy guar-
antees while keeping as much useful information as possible, i.e., they aim to
maintain maximum utility of the dataset. The mechanisms typically do not
delete or generalize (parts of the) data, as is done to obtain other privacy guar-
antees [20]. Rather, they define an anonymisation function that inserts noise into
data, in order to obscure information about individuals, while retaining as many
characteristics about the general population as possible. Several such mecha-
nisms have been developed to anonymise various data types, including ones that
ensure differential privacy for numerical, categorical, and boolean data:

Numerical Data — Laplace Mechanism. The Laplace mechanism [5] is an
additive noise mechanism for numerical values. It draws noise from a Laplacian
distribution, that is calibrated based on the privacy parameter € and the sensi-
tivity of the data distribution. The latter is defined as the maximum difference
one individual can cause.

Boolean Data - Randomized Response. To ensure differential privacy of
boolean data, one can use randomized response [37]. The algorithm is based on
the following idea: A fair coin toss determines if the true value of an individual
is revealed or if a randomized value is chosen instead. Here, the randomization
depends on the strength € of the differential privacy guarantee. In this paper, we
will use a so-called binary mechanism [16].

Categorical Data - Exponential Mechanism. To handle categorical data,
it is possible to use the exponential mechanism [27]. It enables the definition of
a utility difference between the different potential values of the domain of the
categorical value. The probability of a value being exchanged by another value
depends on the introduced probability loss.
Parallel Composition of Differential Privacy. Given such mechanisms that
are able to provide differential privacy for various data types, a crucial property
of (local) differential privacy is that it is compositional. Intuitively, this means
that when the results of multiple e-differential-private mechanisms, performed
on disjoint datasets, are merged, the merged result also provides e-differential
privacy [28]. Adapted to our notion of attributes and timestamps of events,
this is formalized as follows: Let M;(e.d;), 1 < i < p, and My(e.ts) be the
values obtained by some mechanisms My, Mi,... M, for the attribute values
and the timestamp of an event e. Then, if all mechanisms provide e-differential
privacy and under the assumption of all attributes (and the timestamp) being
independent, the result of their joint application to e also provides e-differential
privacy.

This property forms a crucial foundation for our proposed framework to
privacy-aware event log publishing, as introduced next.

3 The PRIPEL Framework

The Privacy-Preserving event log publishing (PRIPEL) framework takes an
event log as input and transforms it into an anonymised one that includes
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Fig. 1. Overview of PRIPEL Framework

contextual information and guarantees e-differential privacy. As depicted in
Fig. 1, the PRIPEL framework consists of three main steps. Given an event
log L, PRIPEL first applies a trace-variant query @ on L. The query returns
a bag of activity sequences that ensures differential privacy from a control-flow
perspective. Second, the framework constructs new traces by enriching the activ-
ity sequences obtained by ) with contextual information, i.e., timestamps and
attribute values, from the original log L. This is achieved in a sequence enrich-
ment step, which results in a matched event log L,,. Finally, PRIPEL anonymises
the timestamps and attribute values of L,,, individually by exploiting the maxim
of parallel composition of differential privacy. The resulting event log L’ then
guarantees e-differential privacy, while largely retaining the information of the
original log L.

Sections 3.1 through 3.3 outline instantiations of each of these three steps.
However, we note that the framework’s steps can also be instantiated in a differ-
ent manner, for instance by using alternative trace-variant queries or matching
techniques. It is therefore possible to tailor PRIPEL to specific use cases, such
as a setting in which traces become available in batches.

3.1 Trace Variant Query

The first step of our framework targets the anonymisation of an event log from
a control-flow perspective. In particular, the framework applies a trace variant
query, which returns a bag of activity sequences that captures trace variants and
their frequencies in a differentially private manner. Such a step is essential, given
that even the publication of activity sequences from an event log, i.e., with all
attribute values and timestamps removed, can be sufficient to link the identity
of individuals to infrequent activity sequences [12,25]. For example, uncommon
treatment paths may suffice to resolve the identity of a specific patient.

In PRIPEL, we adopt a state-of-the-art realisation of a privacy-preserving
trace variant query [25]. It employs a Laplace mechanism (see Sect. 2.3) to add
noise to the result of a trace variant query. As shown for an exemplary query
result in Table2, this mechanism may alter the frequency of trace variants,
remove variants entirely, and introduce new ones. Note that the size of a trace
variant query typically differs from the number of traces in the original log.

The employed trace variant query is configured with two parameters, n and k,
which influence the prefix-tree that the mechanism uses to generate a query
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result. Here, n sets the maximum depth of the prefix-tree, which determines the
maximum length of an activity sequence returned by the query. Parameter k is
used to bound the mechanism’s state space in terms of the number of potential
activity sequences that are explored. A higher k means that only more com-
monly occurring prefixes are considered, which reduces the runtime, but may
negatively affect the resulting log’s utility. The runtime complexity of the query
depends on the maximal number of explored prefixes: O(|.4|™). Yet, in practice,
the exponential runtime is mitigated by the pruning parameter k.

Below, we adopt a flattened representation of the result of the trace variant
query. By Q(L) C (A*)*, we denote a sequence of activity sequences derived by
duplicating each activity sequence returned by the trace variant query according
to its frequency, in some arbitrary order. For example, if the query returns the bag
[(Registration, Triage)?, ( Registration, Triage, Antibiotics)], Q(L) is defined as
{(Registration, Triage), (Registration, Triage, Antibiotics), (Registration, Triage) }.

Table 2. Illustration of a privacy-aware trace variant query

Trace variant Count | Privatized count
(Registration, Triage, Surgery) 5 6
(Regtstration, Triage, Antibiotics) 7 5
(Registration, Triage, Surgery, Antibiotics) 2 3
(Registration, Triage, Antibiotics, Surgery, Antibiotics) | 0 1

So far, no other designs for trace variant queries have been introduced in the
literature. However, we assume that alternative query formulations suited for
specific use cases will be developed in the future.

3.2 Sequence Enrichment

The second step of the framework enriches the activity sequences obtained by
the trace variant query with contextual information, i.e., with timestamps and
attribute values. This is achieved by establishing a trace matching between each
activity sequence from Q(L) and a trace of the original log L. The latter trace
determines how the activity sequence is enriched with contextual information
to construct a trace of the matched log L,,. Here, L,, should resemble the
original log: Distributions of attribute values and timestamps, along with their
correlation with trace variants in the original L shall be mirrored in the matched
log L,.

To link the activity sequences in Q(L) and traces in log L, we define a match-
ing function f,, : Q(L) - L. It is potentially partial and injective, i.e., it matches
each activity sequence (again, note that activity sequences obtained from the
trace variant query are duplicated according to their frequency) to a separate
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trace in L, such that f,,(c1) = fin(o2) implies that o1 = o5 for all o1, 09 that
are part of Q(L). However, constructing such a mapping function requires to
address two challenges:

(i) Since the trace variant query introduces noise, some sequences from Q(L)
cannot be paired with traces in L that are of the exact same sequence of
activity executions. Given a sequence o = (Registration, Triage, Release) of
Q(L) and a trace £ with its activity executions being (Registration, Release),
for example, the trace does not provide attribute values to be assigned to a
‘Triage’ event. To preserve their order, the insertion of an additional event
may require the timestamps of other events to be changed as well.

(i) Since Q(L) may contain more sequences than the original log L has traces,
some sequences in (L) might not be matched to any trace in L, i.e., fp, is
partial. Since all sequences in Q(L) must be retained in the construction of
traces for the matched log to ensure differential privacy, also such unmatched
sequences must be enriched with contextual information.

Given these challenges, PRIPEL incorporates three functions: (1) a matching
function f,,,; (2) a mechanism f, to enrich a matched sequence o with contextual
information from trace f,,(o) to construct a trace for the matched log L,,; and
(3) a mechanism f,, to enrich an unmatched sequence to construct a trace for L,.
In this paper, we propose to instantiate these functions as follows:

Matching Function. The matching function f,, shall establish a mapping from
Q(L) to L such that the activity sequences and traces are as similar as possible.
This similarity can be quantified using a distance function. Here, we propose to
use the Levenshtein distance [21] to quantify the edit distance of some sequence
o that is part of Q(L) and the sequence of activity executions derived from a
trace £ € L, denoted as ed(o, £). Using assignment optimization techniques, the
matching function is instantiated, such that the total edit distance is minimized,
ie., with Q(L) = (o1,...,0,), we minimize Y, ., ed(cd;, fm(03)).

Matched Sequence Enrichment. Given a matched sequence o of Q(L), the
sequence o is enriched based on the context information of trace & = f,(0)
to create a new trace £,. The proposed procedure for this is described by
Algorithm 1. To create the events for the new trace £, derived from o, we iterate
over all activities in o, create a new event, and check if there is a corresponding
event ¢’ of £. Using k, as the number of times we have observed activity a in
the sequence o (line 4), e’ shall be the k,-th occurrence of an event in & with
e.a = a (line 7). If such an event e’ exists, we assign all its attribute values to the
new event e (line 9). Subsequently, we check if the timestamp of e’ occurs after
the timestamp of the last event of &, (line 10). If this is the case, we assign the
timestamp €’.ts of the original event to event e. Otherwise, we generate a new
timestamp based on the following equation, assuming that the current event is
the n-th event to be added to &, = {e1,...,en_1):

ents=en_1.ts+ Ac, aen.a (1)

Here, A¢, . .a,c,.a denotes a timestamp difference randomly drawn from the dis-
tribution of these differences in the original log. That is, the distribution is
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Algorithm 1. Matched Sequence Enrichment

INPUT: An event log L; an activity sequence o; the matched trace & = fm (o).
OUTPUT: A trace &, derived by enriching o based on &.

1: for 1 <i<|o| do

2: e «+— create new event

3: e.a — o(i).a > Assign activity to new event
4: ke — {1 <j<|&|]&(j).a =e.a}| > Count a-events in new trace &,
5: ke — {1 <5 <€ 1€(j).a =e.a}] > Count a-events in original trace &
6: if k; < ke then > Get corresponding occurrence of a
7: e — &(j) with £(j).a=eaand {1 <1< j|€&().a =e.a}| = ko

8: for all D € D do

9: e.D «—¢€'.D > Assign attribute values of €’ to e
10: if €'.ts > &, (|¢5]).ts then

11: e.ts «— ¢e'.ts

12: else

13: e.ts < derive timestamp based on Equation 1

14: else > No corresponding event in &
15: for all D € D do e.D « draw random attribute value

16: e.ts « draw random timestamp for activity e.a

17: o — &s.(€)

18: return &, > Return new trace

obtained by considering all pairs of subsequent events in the original traces that
indicate the execution of the respective activities. If no such pairs of events
appeared in the original log, we resort to the distribution of all timestamp dif-
ferences of all pairs of subsequent activities of the original log.

If no corresponding event ¢’ can be found for the newly created event e, we
assign randomly drawn attribute values and a timestamp to this event (lines 15—
16). We draw the attributes values from the overall distribution of each attribute
D in the original log L, while timestamps are calculated according to Eq. 1.

Unmatched Sequence Enrichment. For sequences in (L) without a match-
ing, we assign the attribute values randomly. To handle the timestamps, we
randomly draw a timestamp ts:,+ for the event created for the first activity in
o, from the overall distribution of all timestamps of the first events of all traces
¢ in the original log L. We generate the remaining timestamps based on Eq. 1.

The runtime complexity of the whole sequence enrichment step is dominated
by the assignment optimization problem, which requires O(|Q(L)|?) time.

3.3 Applying Local Differential Privacy

Next, starting with the matched log derived in the previous step, we turn to the
anonymisation of contextual information using local differential privacy. While
the treatment of attribute values follows rather directly from existing approaches,
we propose a tailored approach to handle timestamps. The runtime complexity
of this step is linear in the size of the matched log L,,, i.e., we arrive at O(|L,,|).
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Fig. 2. Illustration of timestamp anonymisation

Anonymising Attribute Values. We differentiate between attributes of three
data types: numerical, categorical, and boolean. For each type, we employ the
mechanism discussed in Sect.2.3. Under the aforementioned assumptions for
parallel composition of differential privacy, the resulting values are e-differentially
private. Note that for each attribute, a different privacy parameter ¢ may be
chosen. This way, the level of protection may be adapted to the sensitivity of
the respective attribute values.

Anonymising Timestamps. To anonymise timestamps, we introduce random
timestamp shifts, which is inspired by the treatment of network logs [38]. That
is, we initially alter all timestamps based on some randomly drawn noise value,
Ashife, which is drawn, for instance, from a Laplacian distribution. The result
is illustrated in the middle sequence of Fig.2. After this initial shift, we subse-
quently introduce noise to the time intervals between events, depicted as Ay, Ag,
and As in the figure. To this end, we add random noise to the length of each
interval, denoted by A1, A2, and A3. To retain the order of events, we bound the
random timestamp shift to the size of the interval between two events. Since the
event order was already anonymised in the first step of the framework (Sect. 3.1),
introducing additional noise by re-ordering events here would just reduce the
event log’s utility.

After this final step, all aspects of the original log, i.e., control-flow and
contextual information, have been anonymised. Based on the maxim of parallel
composition, the resulting log provides e-differential privacy.

4 Proof-of-Concept

This section presents a proof-of-concept of the PRIPEL framework. We first
report on a prototypical implementation (Sect.4.1), which we apply in a case
study using a real-world event log (Sects.4.2—4.3). In this manner, we aim to
show the feasibility of the framework in a realistic setting and investigate its
ability to preserve the utility of an event log while providing privacy guarantees.
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4.1 Prototypical Implementation

We implemented PRIPEL in Python and published our implementation under
the MIT licence on Github.! The implementation uses the PM4Py library [2] to
parse and process event logs. To instantiate the framework, we implemented a
Python version of the trace-variant query by Mannhardt et al. [25]. The anonymi-
sation of contextual information is based on IBM’s diffprivlib library [15].

4.2 Case Study Setup

We show the feasibility of PRIPEL by applying our implementation to the Sepsis
event log [24]. We selected this event log given its widespread adoption as a basis
for case studies, as well as due to the relevance of its characteristics in the context
of our work. As shown in our earlier work [12], anonymisation techniques that
perform aggregations over the whole Sepsis log have a considerable impact on
the anonymised log’s utility. The reason being the long tail process behaviour
in terms of a relatively low number of re-occurring trace variants: 1,050 traces
spread over 846 trace variants. As such, the log’s challenging characteristics make
it particularly suitable for a proof-of-concept with our framework.

To parametrise our implementation, we test different values of the privacy
parameter ¢, ranging from 0.1 to 2.0. Given that this parameter defines the
strictness of the desired privacy guarantees (lower being stricter), varying e shall
show its impact on utility of the resulting anonymised log.

We select the maximal prefix length n = 30, to cover the length of over 95%
of the traces in the Sepsis event log. To cover all potential prefixes of the original
log, we would need to set n = 185. However, this would add a lot of noise and
increase the runtime significantly. Therefore, we opt for only looking into shorter
traces. For each event log, we opted for the lowest value for k£ that still computes
the query within a reasonable time, as will be detailed in the remainder.

4.3 Case Study Results

In this section, we first focus on the runtime of the PRIPEL framework. Sub-
sequently, we explore its ability to preserve event log utility while guaranteeing
e-differential privacy.
Runtime. We measured the runtime of our PRIPEL implementation for various
parameter configurations, obtained on a MacBook Pro (2018) with an i5 Intel
Core CPU and 8 GB memory. As shown in Table 3, we were typically able to
obtain an anonymised event log in a manner of minutes, which we deem feasible
in most application scenarios. However, the runtime varies considerably across
the chosen configurations and the framework’s three main steps.

All besides one of the anonymised logs have far more traces than the original
log, due to the added noise as part of the trace variant query. However, this is
not true for the log with a € = 1.5 differential privacy guarantee, which contains

! https://github.com/samadeusfp/PRIPEL.
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only one third of the number of traces of the original log. This is due to the low
noise level and the fact that k& = 2 cuts out all variants that appear only once.
This applies to nearly all the variants in the original log. Since only a few noisy
traces are added, the resulting log is significantly smaller than the original log.

Table 3. Runtime of PRIPEL for the Sepsis log

e |k ||Q(L)||Query | Enrichment | Anonymisation | Total
0.1/20| 5,175 |1s 35s 3m 24s 4m 07s
05| 4| 6,683 |1s 3m 52s 4m 08s 8m 12s
1.0 2| 7,002|2s 8m 37s 4m 27s 13m 18s
1.5] 2 340 | 1s 8s 13s 23s

2.0| 1]13,152|9s 33m 05s |8m 30s 42m 06

The trace variant query (Step 1 in PRIPEL), is executed in a manner of sec-
onds, ranging from one to nine seconds, depending on the configuration. However,
this runtime could be greatly exceeded for configurations with a higher n. While
a trace variant query with ¢ = 1.5 and £ = 2 is answered in one second, a
configuration of e = 1.5 and k£ = 1 does not lead to any result within an hour.

Sequence enrichment (Step 2) is the step with the largest runtime variance,
from 35s to 33 min. In most configurations, this step also represents the largest
contribution to the total runtime. This is due to the polynomial runtime com-
plexity of the enrichment step, see Sect.3.2. To reduce this runtime, a greedy
strategy may instead be used to match activity sequences and traces.

Anonymisation based on local differential privacy (Step 3) has a reasonable
runtime that increases linearly with the number of traces in the resulting log.

Based on these observations and the non-repetitive character of the anonymi-
sation task, we argue that it is feasible to apply our PRIPEL framework in
real-world settings. However, if runtime plays a crucial factor in an application
scenario, it should be clear that a suitable parameter configuration must be
carefully selected.

Event Log Utility. To illustrate the efficacy of PRIPEL, we analyse the utility
of anonymised event logs. In particular, we explore measures for three scopes:
(1) the event level, in terms of attribute value quality, (2) the trace level, in terms
of case durations, and (3) the log level, in terms of overall process workload.

Data Attribute Values: At the event level, we compare the value distribution of
data attributes in anonymised logs to the original distribution. The Sepsis log
primarily has attributes with boolean values. The quality of their value distribu-
tions is straightforward to quantify, i.e., by comparing the fraction of true values
in an anonymised log L’ to the fraction in L. To illustrate the impact of the
differential privacy parameter € on attribute value quality, we assess the value
distribution for the boolean attribute InfectionSuspected. As depicted in Table 4,
the truth value of this attribute is true for 81% of the cases in the original log.



Privacy-Preserving Event Log Publishing 123

Table 4. Sensitivity of attribute values to parameter e

Attribute Original |e =2.0 e =1.5e=1.0|e=0.5e¢=0.1
Infection suspected (fraction) | 0.81 0.75 1 0.69 0.67 0.58 0.51
Avg. case duration (days) 28.47 36.93 | 7.95 3777 |37.16 342
Median case duration (days) | 5.34 11.23 ]0.12 11.92 | 10.95 9.57

The anonymised distribution is reasonably preserved for the highest e value,
i.e., the least strict privacy guarantee. There, the distribution has 75% true val-
ues. However, the accuracy of the distribution drops for stronger privacy guar-
antees, reaching almost full randomness for ¢ = 0.1. This illustrates that the
quality of attribute values can be preserved for certain privacy levels, but that
it may be impacted for stricter settings. Note that, given that these results are
obtained by anonymising individual values, the reduced quality for stronger pri-
vacy guarantees is inherently tied to the notion of differential privacy and is,
therefore, independent of the specifics of the PRIPEL framework.

Case Duration. Next, we investigate the accuracy of the case durations in the
anonymised logs. Unlike the previously discussed quality of individual event
attributes, the quality of case durations is influenced by all three steps of the
framework. Therefore, when interpreting the results depicted in Table4, it is
important to consider that the maximal length of a trace is bound to 30 events
in anonymised logs (due to the selection of parameter n), whereas the original
log contains traces with up to 370 events. However, we can still observe longer
case durations in the anonymised logs due to the added noise. Additionally, in
all scenarios, the average case duration is far higher than the median case dura-
tion. This indicates that the log contains several outliers in terms of longer case
durations. All anonymised logs reveal this insight. We conclude that PRIPEL
preserves insights on the trace level, such as the duration of cases.

Process Workload. Finally, at the log level, we consider the total workload of a
process in terms of the number of cases that are active at any particular time.
Given that anonymised event logs can have a considerably higher number of
traces than the original log, we consider the progress of the relative number of
active cases over time, as visualized in Fig. 3. The red dots denote the original
event log, while blue triangles represent the anonymised event log with e = 1.0.

The figure clearly shows that the general trend over time is sustained. How-
ever, the anonymised log shows a consistently higher workload than the original
log. Furthermore, the variance over time is less extreme for the anonymised log.
This shows that the necessary noise insertion smooths out some of the variability.
Nevertheless, the results illustrate PRIPEL’s ability to preserve utility for such
a log-level process analysis.
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Fig. 3. Active cases over time in original log (red) vs. anonymised log (blue) (Color
figure online)

5 Discussion

With PRIPEL, we introduced a framework that enables publishing of event logs
that retain contextual information while guaranteeing differential privacy. As
such, the anonymised event log can be used for rich process mining techniques
that incorporate a fine-granular separation of classes of cases, without violating
recent privacy regulations, such as the GDPR or CCPA.

While our general framework is generally applicable, the specific instanti-
ations introduced earlier impose two assumptions on the event logs taken as
input.

First, the employed notion for differential privacy assumes that any individ-
ual, such as a patient, is only represented in one case. To be able to guarantee
differential privacy in contexts where this assumption may not hold, one can
ensure that a single case exists per individual during the log extraction step, e.g.,
by limiting the selection of cases for which traces are derived or by constrain-
ing the time interval considered in the analysis. Alternatively, if the maximum
number of cases per individual is known, the degree of noise introduced in the
first step of the framework can be adjusted accordingly, by selecting the param-
eter e. Finally, one may incorporate strategies that explicitly aim at adjusting
differential privacy to handle multiple occurrences of individuals, such as [17].

Second, we assume that all attributes can be anonymised independently.
Hence, the usefulness of anonymised values or the degree of privacy may
be reduced for strongly correlated attributes. For instance, the independent
anonymisation of the height and age of a child may result in improbable combi-
nations.

Also, an attribute may represent a measurement that appears repeatedly in
the trace, e.g., capturing the trend of a person’s weight. Since the measurements
are inter-related, the values to be anonymised are not independent, so that the
parallel composition of differential privacy is not applicable. In that case, one
can employ notions of differential privacy as developed for streaming settings [6].

Aside from these assumptions, we also acknowledge certain limitations
related to our instantiation of the framework’s steps. For instance, the approach
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chosen to determine the sensitivity of numerical attributes and timestamps is
prone to outliers. Therefore, it might be necessary to reduce the number of out-
liers in an event log during pre-processing, in order to maintain the utility of
the anonymised log. Yet, such limitations are inherent to any data anonymisa-
tion approach, since it has been shown that anonymisation reduces the utility of
data [3]. Another limitation relates to the applied trace variant query. For this
query mechanism, the size of the anonymised log can differ drastically from the
original log. This may diminish the utility of the log for certain analysis tasks,
such as the identification of performance bottlenecks.

Finally, we highlight that the PRIPEL framework, and the notion of differen-
tial privacy in general, is particularly suited for analysis techniques that aim to
aggregate or generalize over the traces in an (anonymised) event log. This means
that the resulting event logs are suitable for, e.g., process discovery (e.g., by a
directly-follows relation over all traces), log-level conformance checking (e.g., by
a frequency distribution of deviations observed in all traces), process enhance-
ment (e.g., by aggregate performance measures for activities), and predictive
monitoring (e.g., by models that generalize the correlations observed between
trace features and outcomes). However, the insertion of noise can lead to the
inclusion of process behaviour that never occurred in the original log, which
may lead to incorrect results when performing trace-level analysis, such as the
establishment of alignments for a single case. If it is important to avoid such
false positives, other anonymisation approaches, such as PRETSA [12], may be
more suitable.

6 Related Work

Privacy in process mining recently received a lot of attention [11,29]. The prob-
lem was raised in [26], noticing that most individuals might agree with the usage
of their data for process improvement. However, the analysis of personal data
for such a goal represents so-called secondary use, which is in violation of regu-
lations such as the GDPR and CCPA. Furthermore, in [36], it was shown that
even projections of event logs can lead to serious re-identification risks.

Several approaches have been proposed to address these privacy issues. In [12],
we proposed an algorithm to sanitize event logs for process discovery, which
ensures k-anonymity and t-closeness. Alternative approaches [4,31] use cryp-
tography to hide the confidential data in event logs. Other work focused on
ensuring privacy for specific process mining tasks, by directly adapting analysis
techniques. For instance, in [30] a technique to ensure confidentiality in role min-
ing was proposed, while [25] introduced privacy-preserving queries to retrieve
a directly-follows graph and the trace variants of a log. The work in [33] uses
encryption to calculate the output of the alpha miner in a privacy-preserving
manner. Other work considers process mining performed by multiple parties
on an inter-organizational business process. In [22], an approach to generate a
combined process model for such a business process was proposed. Similarly,
[8] introduces an approach based on secure multi-party computation to answer
queries relating the business process, such as the directly-follows query.
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7 Conclusion

In this paper, we introduced PRIPEL, a framework to publish anonymised event
logs that incorporates contextual information while guaranteeing differential pri-
vacy. In particular, PRIPEL ensures differential privacy on the basis of individ-
ual cases, rather than on an entire event log. We achieved this by exploiting the
maxim of parallel composition. By applying a prototypical implementation on
a real-world event log, we illustrate that the utility of anonymised event logs is
preserved for various types of analysis involving contextual information.

By incorporating contextual information, for the first time, PRIPEL offers
the use of rich process mining techniques in a privacy-preserving manner. In
particular, anonymised event logs are now suitable for analysis techniques that
incorporate a fine-granular separation of cases based on contextual information.
In future work, we intend to further explore the impact that strongly corre-
lated attributes have on the provided privacy guarantees. In addition, we aim to
incorporate the handling of ongoing cases in the PRIPEL framework.

Acknowledgements. This work was partly supported by the Alexander von
Humboldt Foundation.
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Abstract. A plethora of algorithms for automatically discovering pro-
cess models from event logs has emerged. The discovered models are used
for analysis and come with a graphical flowchart-like representation that
supports their comprehension by analysts. According to the Occam’s
Razor principle, a model should encode the process behavior with as few
constructs as possible, that is, it should not be overcomplicated with-
out necessity. The simpler the graphical representation, the easier the
described behavior can be understood by a stakeholder. Conversely, and
intuitively, a complex representation should be harder to understand.
Although various conformance checking techniques that relate the behav-
ior of discovered models to the behavior recorded in event logs have been
proposed, there are no methods for evaluating whether this behavior is
represented in the simplest possible way. Existing techniques for mea-
suring the simplicity of discovered models focus on their structural char-
acteristics such as size or density, and ignore the behavior these models
encoded. In this paper, we present a conceptual framework that can be
instantiated into a concrete approach for estimating the simplicity of
a model, considering the behavior the model describes, thus allowing a
more holistic analysis. The reported evaluation over real-life event logs
for several instantiations of the framework demonstrates its feasibility in
practice.

1 Introduction

Information systems keep records of the business processes they support in the
form of event logs. An event log is a collection of traces encoding timestamped
actions undertook to execute the corresponding process. Thus, such logs con-
tain valuable information on how business processes are carried out in the real
world. Process mining [1] aims to exploit this historical information to under-
stand, analyze, and ultimately improve business processes. A core problem in
process mining is that of automatically discovering a process model from an
event log. Such a model should faithfully encode the process behavior captured
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in the log and, hence, meet a range of criteria. Specifically, a discovered model
should describe the traces recorded in the log (have good fitness), not encode
traces not present in the log (have good precision), capture possible traces that
may stem from the same process but are not present in the log (have good
generalization), and be “simple”. These quality measures for discovered process
models are studied within the conformance checking area of process mining. A
good discovered model is thus supposed to achieve a good balance between these
criteria [3].

In [1], Van der Aalst suggests that process discovery should be guided by
the Occam’s Razor principle [8,10], a problem-solving principle attributed to
William of Ockham. Accordingly, “one should not increase, beyond what is nec-
essary, the number of entities required to explain anything” [1]. Specifically to
process mining, a discovered process model should only contain the necessary
constructs. Various measures for assessing whether a discovered model is simple
have been proposed in the literature [9,15], such as the number of nodes and
arcs, density, and diameter. However, these measures address the number of con-
structs, i.e., the structure of the discovered models, while ignoring what these
constructs describe, i.e., the process behavior.

In this paper, we present a framework that considers the model’s structure
and behavior to operationalize Occam’s Razor principle for measuring the sim-
plicity of a process model discovered from an event log. The framework comprises
three components that can selectively be configured: (i) a notion for measuring
the structural complexity of a process model, e.g., size or diameter; (ii) a notion
for assessing the behavioral similarity, or equivalence, of process models, e.g.,
trace equivalence, bisimulation, or entropy; and (iii) the representation bias, i.e.,
a modeling language for describing models. A configured framework results in an
approach for estimating the simplicity of process models. The obtained simplic-
ity score establishes whether the behavior captured by the model can be encoded
in a structurally simpler model. To this end, the structure of the model is related
to the structures of other behaviorally similar process models.

To demonstrate these ideas, we instantiate the framework with the number of
nodes [9] and control flow complexity (cfc) [4] measures of structural complexity,
topological entropy [20] measure of behavioral similarity, and uniquely labeled
block-structured [19] process models captured in the Business Process Model and
Notation (BPMN) [18] as the representation bias. We then apply these frame-
work instantiations to assess the simplicity of the process models automatically
discovered from event logs by the Inductive miner algorithm [16]. This algorithm
constructs process trees, which can then be converted into uniquely labeled block-
structured BPMN models [14].

Once the framework is configured, the next challenge is to obtain models of
various structures that specify behaviors similar to that captured by the given
model, as these are then used to establish and quantify the amount of unnec-
essary structural information in the given model. To achieve completeness, one
should aim to obtain all the similar models, including the simplest ones. As
an exhaustive approach for synthesizing all such models is often unfeasible in
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practice, in this paper, we take an empirical approach and synthesize random
models that approximate those models with similar behavior. To implement
such approximations, we developed a tool that generates uniquely labeled block-
structured BPMN models randomly, or exhaustively for some restricted cases,
and measures their structural complexity and behavioral similarity.

The remainder of this paper is organized as follows. Section 2 discusses an
example that motivates the problem of ignoring the behavior when measuring
the simplicity of process models. Section 3 presents our framework for estimating
the simplicity of the discovered models. In Sect. 4, we instantiate the framework
with concrete components. Section 5 presents the results of an analysis of process
models discovered from real-life event logs using our framework instantiations.
Section 6 concludes the paper.

2 DMotivating Example

In this section, we show that the existing simplicity measures do not always
follow the Occam’s Razor principle. Consider event log L = {{(load page,
fill name, fill passport, fill expire date), (load page, fill name, fill expire date,
fill passport), (load page, fill passport, fill expire date), (load page, fill name,
fill expire date), (load page, fill name, fill passport), (load page, fill name,
fill passport, fill expire date, load page), (load page, fill name, fill expire date,
fill passport,load page),(load page, fill name,load page), {fill name, fill expire date,
fill passport), (fill passport, fill expire date)} generated by a passport renewal
information system.! The log contains ten traces, each encoded as a sequence
of events, or steps, taken by the users of the system. Usually, the user loads
the Web page and fills out relevant forms with details such as name, previous
passport number, and expiry date. Some steps in the traces may be skipped or
repeated, as this is common for the real world event data [13], Fig. 1 and Fig. 2
present BPMN models discovered from L using, respectively, the Split miner [2]
and Inductive miner (with the noise threshold set to 0.2) [16] process discovery

algorithm.
fill
passport

fill expire
date

load page

Fig. 1. A BPMN model discovered by Split miner from event log L.

It is evident from the figures that the models are different. First, they have
different structures. Figure 1 shows an acyclic model with exclusive and paral-
lel branches. In contrast, the model in Fig.2 only contains exclusive branches
enclosed in a loop and allowing to skip any of the steps. Second, the models

! This simple example is inspired by a real world event log analyzed in [13].
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describe different collections of traces. While the model in Fig. 1 describes three
traces (viz. (load page), (load page, fill name, fill passport, fill expire date), and
(load page, fill name, fill expire date, fill passport)), the model in Fig. 2 describes
all the possible traces over the given steps, i.e., all the possible sequences of the
steps, including repetitions.

fill name fill fill expire
passport date

load page

Fig. 2. A BPMN model discovered by Inductive miner from event log L.

The latter fact is also evident in the precision and recall values between the
models and log. The precision and recall values of the model in Fig. 1 are 0.852
and 0.672, respectively, while the precision and recall values of the model in Fig. 2
are 0.342 and 1.0, respectively; the values were obtained using the entropy-based
measures presented in [20]. The values indicate, for instance, that the model in
Fig. 2 is more permissive (has lower precision), i.e., encodes more behavior not
seen in the log than the model in Fig. 1, and describes all the traces in the log
(has perfect fitness of 1.0); the measures take values on the interval [0, 1] with
larger values showing better precision and fitness.

To assess the simplicity of discovered process ‘CE—
models, measures of their structural complexity [4, (¥ load page
9,15,17], such as the number of nodes and/or edges, p—
density, depth, coefficients of network connectivity, fill name

and control flow complexity, can be employed. If M
one relies on the number of nodes to establish the

-/

fill

simplicity of the two example models, then they passport
will derive at the conclusion that they are equally —
simple, as both contain ten nodes. This conclusion ot fll expire

is, however, naive for at least two reasons: (i) the —

two models use ten nodes to encode different behav-
iors, and (ii) it may be unnecessary to use ten nodes
to encode the corresponding behaviors.

The model in Fig. 3 describes the same behavior as the model in Fig. 2 using
eight nodes. One can use different notions to establish similarity of the behav-
iors, including exact (e.g., trace equivalence) or approximate (e.g., topological
entropy). The models in Figs. 2 and 3 are trace equivalent and specify the behav-
iors that have the (short-circuit) topological entropy of 1.0 [20]. Intuitively, the
entropy measures the “variety” of traces of different lengths specified by the

Fig. 3. A “flower” model.
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(a) An equivalence class. (b) Similar equivalence classes.

Fig. 4. Behavioral classes of model equivalence.

model. The more distinct traces of different lengths the model describes, the
closer the entropy is to 1.0. The entropy of the model in Fig.1 is 0.185. There
is no block-structured BPMN model with unique task labels that describes the
behavior with the entropy of 0.185 and uses less than ten nodes. Thus, we argue
that the model in Fig.1 should be accepted as such that is simpler than the
model in Fig. 2.

3 A Framework for Estimating Simplicity of Process
Models

In this section, we present our framework for estimating the simplicity of process
models. The framework describes standard components that can be configured
to result in a concrete measure of simplicity. The simplicity framework is a tuple
F = (M,C,B), where M is a collection of process models, C : M — Rg is a
measure of structural complexity, and B C (M x M) is a behavioral equivalence
relation over M.

The process models are captured using some process modeling language (rep-
resentation bias), e.g., finite state machines [11], Petri nets [21], or BPMN [18].
The measure of structural complexity is a function that maps the models onto
non-negative real numbers, with smaller assigned numbers indicating simpler
models. For graph-based models, this can be the number of nodes and edges,
density, diameter, or some other existing measure of simplicity used in process
mining [17]. The behavioral equivalence relation B must define an equivalence
relation over M, i.e., be reflexive, symmetric, and transitive. For instance, B can
be given by (weak or strong) bisimulation [12] or trace equivalence [11] relation
over models. Alternatively, equivalence classes of B can be defined by models
with the same or similar measure of behavioral complexity, e.g., (short-circuit)
topological entropy [20].

Given a model m; € M, its behavioral equivalence class per relation B is the
set M = {m € M| (m,my) € B}, cf. Fig. 4a. If one knows a model m, € M with
the lowest structural complexity in M, i.e., Vm € M : C(m,) < C(m), then they
can put the simplicity of models in M into the perspective of the simplicity of
m,. For instance, one can use function sim(m) = (€(m<)+1)/(c(m)+1) to establish
such a perspective.

Suppose that M is the set of all block-structured BPMN models with four
uniquely labeled tasks, B is the trace equivalence relation, and C is the measure
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of the number of nodes in the models. Then, it holds that sim(m;) = 1.0 and
sim(mg) = 9/11 = 0.818, where m; and mq are the models from Fig. 1 and Fig. 2,
respectively, indicating that m; is simpler than ms. To obtain these simplicity
values, we used our tool and generated all the block-structured BPMN models
over four uniquely labeled tasks, computed all the behavioral equivalence classes
over the generated models, and collected statistics on the numbers of nodes in
the models.

For some configurations of the framework, however, such exhaustive analysis
may yield intractable. For instance, the collection of models of interest may be
infinite, or finite but immense. Note that the number of block-structured BPMN
models with four uniquely labeled tasks is 2,211,840, and is 297,271,296 if one
considers models with five uniquely labeled tasks (the number of models grows
exponentially with the number of allowed labels). In such cases, we suggest
grounding the analysis in a representative subset M’ C M of the models.

Suppose that one analyzes model m € M that has no other (or only a
few) models in its equivalence class M, refer to Fig.4b. Then, model m can be
compared to models of lowest structural complexities m/, and m! from some
other equivalence classes M’ and M" which contain models that describe the
behaviors “similar” to the one captured by m. To this end, one needs to establish
a measure of “similarity” between the behavioral equivalence classes of models.

In the next section, we exemplify the discussed concepts by presenting exam-
ple instantiations of the framework.

4 Framework Instantiations

In this section, we instantiate our framework F = (M,C,B) for assessing the
simplicity of process models discovered from event logs and define the set of
models (M), structural complexity (C), and the behavioral equivalence relation
(B) as follows:

— M is a set of block-structured BPMN models with a fixed number of uniquely
labeled tasks. BPMN is one of the most popular process modeling languages.
Besides, block-structured uniquely labeled process models are discovered by
Inductive miner—a widely used process discovery algorithm;

— C is either the number of nodes or the control flow complexity measure. These
measures were selected among other simplicity measures, because, as shown
empirically in Sect.5, there is a relation between these measures and the
behavioral characteristics of process models; and

— B is the behavioral equivalence relation induced by the notion of (short-
circuit) topological entropy [20]. The entropy measure is selected because it
maps process models onto non-negative real numbers that reflect the com-
plexity of the behaviors they describe; the greater the entropy, the more
variability is present in the underlying behavior. Consequently, models from
an equivalence class of B describe behaviors with the same (or very similar)
entropy values.



A Framework for Estimating Simplicity of Process Models 135

For BPMN models the problem of minimization is still open and only some
rules for local BPMN models simplification exist [14,22]. Although, NP-complete
techniques [5] synthesizing Petri nets with minimal regions (corresponding to
BPMN models [14] with minimal number of routing contracts) from the sets
traces can be applied, there is no general algorithm for finding a block-structured
BPMN model that contains a minimal possible number of nodes or has a mini-
mal control flow complexity for a given process behavior. In this case, it may be
feasible to generate the set of all possible process models for the given behavioral
class (see the general description of this approach within our framework Sect. 3,
Fig. 4a). However, due to the combinatorial explosion, the possible number of
block-structured BPMN models grows exponentially with the number of tasks.
While it is still possible to generate all block-structured BPMN models contain-
ing 4 or less tasks, for larger number of tasks this problem is computationally
expensive and cannot be solved in any reasonable amount of time. In this work,
we propose an approach that approximates the exact solutions by comparing
analyzed models with only some randomly generated models that behave simi-
larly. This approach implements a general approximation idea proposed within
our framework (Sect.3, Fig.4b). Section4.1 introduces basic notions used to
describe this approach. Section4.2 describes the proposed approach, discusses
its parameters and analyzes dependencies between structural and behavioral
characteristics of block-structured BPMN models.

4.1 Basic Notions

In this subsection, we define basic notions that are used later in this section.

Let X be a finite set of elements. By (x1,xa,...,x), where x1,29,...,2% €
X, k € Ny, we denote a finite sequence of elements over X of length k. X* stands
for the set of all finite sequences over X including the empty sequence of zero
length.

Given two sequences = (x1,Ta,...,Tk) and ¥ = (Y1,Y2,. -, Ym), Dy T -y
we denote concatenation of x and y, i.e., the sequence obtained by appending y
to the end of z, i.e., x -y = (X1, %9, ..., Tk, Y1,Y2, - - -y Y )-

An alphabet is a nonempty finite set. The elements of an alphabet are its
labels. A (formal) language L over an alphabet X' is a (not necessarily finite) set
of sequences, over X, i.e., L. C X*. Let L1 and Ly be two languages. Then, Lo Lo
is their concatenation defined by {ly - I3 |l; € L1 A ls € Lo}. The language L*
is defined as L* = |J;—, L™, where L° = {()}, L" = L" ' o L.

Structural Representation. The class of process models considered in this
work are block-structured BPMN models that are often used for the representa-
tion of processes discovered from event logs, e.g., these models are discovered by
the Inductive mining algorithm [16].

Block-structured BPMN models are constructed from the following basic set
of elements: start and end events represented by circles with thin and thick
borders respectively and denoting beginning and termination of the process;
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(a) Initial pattern. (b) Sequence pattern. (c) Choice pattern.
(d) Parallel pattern. (e) Loop pattern. (f) Skip pattern.

Fig. 5. Patterns of block-structured BPMN models.

tasks modeling atomic process steps and depicted by rounded rectangles with
labels; routing exclusive and parallel gateways modeling exclusive and parallel
executions and presented by diamonds; and control flow arcs that define the
order in which elements are executed.

The investigated class of block-structured BPMN models consists of all and
only BPMN models that:

1) can be constructed starting from the initial model presented in Fig.5a and
inductively replacing tasks with the patterns presented in Figs. 5b to 5f;

2) have uniquely labeled tasks, i.e., any two tasks have different labels;

3) when constructing a model, only patterns other than loop can be applied to
the nested task of the loop pattern; only patterns other than skip and loop
can be applied to the nested task of the skip pattern;

When constructing a model, the number of tasks increases if the patterns
from Figs. 5b to 5d are applied, the patterns Figs.5e to 5f can be applied no
more than twice in a row, and the pattern Fig. 5a is applied only once. Hence, if
we fix the number tasks (labels) in the investigated models, the the overall set
of these models is finite.

After constructing the collection of models, local minimization rules are
applied [14]. These rules merge gateways without changing the model seman-
tics. An example of local reduction of gateways is presented in Fig.6a, Fig. 6b
illustrates merging of loop and skip constructs. For the detailed description of
local minimization rules refer to [14].

We focus on the following complexity measures of block-structured BPMN
models: (1) C,, — the number of nodes (including start and end events, tasks,
and gateways); (2) Cefe - the control flow complexity measure, which is defined
as a sum of two numbers: the number of all splitting parallel gateways and
the total number of all outgoing control flows of all splitting exclusive (choice)
gateways [4].
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(a) Merging parallel gateways. (b) Merging loop and skip constructs.

Fig. 6. Examples of applying local minimization rules.

Sequences of labels are used to encode executions of business processes. The
ordering of tasks being executed defines the ordering of labels in a sequence.
We say that a process model encodes or accepts a formal language if and only
if this language contains all possible sequences of labels corresponding to the
orderings of tasks being executed within the model and only them. Figure 7a
presents an example of a block-structured model m; that accepts language L, =
{{a,b,¢), (a,c, by, (b,a,c), (b,c,a),(c,a,b),{c,b,a)}. A block-structured BPMN
model mso accepting an infinite language of all sequences starting with a in
alphabet {a,b, c} is presented in Fig. 7b.

Behavioral Representation. Next, we recall the notion of entropy which is
used for the behavioral analysis of process models and event logs [20]. Let X
be an alphabet and let L C X* be a language over this alphabet. We say that
language L is irreducible regular language if and only if it is accepted by a
strongly-connected automata model (for details refer to [6]). Let C,, (L), n € Ny,
be the set of all sequences in L of length n. Then, the topological entropy that
estimates the cardinality of L by measuring the ratio of the number of distinct
sequences in the language to the length of these sequences is defined as [6]:

ent(L) = lim sup

n—oo

(1)

The languages accepted by block-structured BPMN models are regular,
because they are also accepted by corresponding automata models [11]. But
not all of them are irreducible, so the standard topological entropy (Eq.1) can-
not be always calculated. To that end, in [20], it was proposed to construct an
irreducible language (L o {(x)})* o L, where x ¢ X, for each language L, and
use so-called short-circuit entropy ente(L) = ent((L o {(x)})* o L). Monotonic-
ity of the short-circuit measure follows immediately from the definition of the
short-circuit topological entropy and Lemma 4.7 in [20]:

log |Cy (L)
—,

Corollary 4.1 (Topological entropy). Let Ly and Ly be two regular lan-
guages.

1. If Ly = Lo, then ente(Ly) = ente(Ls);
2. If Ly C Lo, then ente(Ly) < ente(Ls).
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(a) Block-structured BPMN model m; . (b) Block-structured BPMN model ma.

Fig. 7. Examples of block-structured BPMN models.

Note that the opposite is not always true, i.e., different languages can be rep-
resented by the same entropy value. Although the language (trace) equivalence
is stricter than the entropy-based equivalence, in the next section, we show that
entropy is still useful for classifying the process behavior.

In this paper, we use the notion of normalized entropy. Suppose that L is
a language over alphabet Y, then the normalized entropy of L is defined as:
ent(L) = %((EL*)), where X* is the language containing all words over alphabet
X.. The normalized entropy value is bounded, because, for any language L it holds
that L C X*, and hence, by Corollary 4.1 ente(L) < ente(X™*), consequently
ent(L) € [0,1]. Obviously, Corollary 4.1 can be formulated and applied to the
normalized entropy measure, i.e., for two languages L, and Lo over alphabet X,
if Ly = Lo, then ent(Ly) = ent(Ls), and if Ly C Lo, it holds that ent(L;) <
ent(Lsg).

We define the relation of behavioral equivalence B using the normalized
entropy. Let X be an alphabet and let L1, Lo C X* be languages accepted by
models my and ms respectively, (m1,ms) € B if and only if ent(L1) = ent(Ls).

Normalized entropy not only allows to define the notion of behavioral equiv-
alence, but also to formalize the notion of behavioral similarity. For a given
parameter A, we say that two models m; and mo are behaviorally similar if and
only if [ent(Lq) — ent(L2)| < A, where Ly and Lo are the languages these models
accept.

4.2 Estimating Simplicity of Block-Structured BPMN Models

In this subsection, we devise a method for assessing the simplicity of uniquely
labeled block-structured BPMN models. As no analytical method for synthetiz-
ing a “minimal” block-structured BPMN model in terms of number of nodes
or control flow complexity for a given behavior is known, and no computation-
ally feasible approach for generating all possible models with a given behav-
ior exists, we propose an approach that investigates the dependencies between
the structural and behavioral model characteristics empirically, and reuse these
dependencies to measure the simplicity of models.

As the set of all models M cannot be exhaustively constructed, we generate
its subset M’ C M and relate analyzed models from M with behaviorally
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Fig. 8. Structural (C) and behavioral (£) characteristics of process models: (a) for all
models in M’ and (b) filtered models with upper and lower envelops for A = 0.05.

similar models from M’, producing an approximate solution. We then estimate
the simplicity of the given model by comparing its structural complexity with
that of the simplest behaviorally similar models, with the complexity of these
models being in a certain interval from “the best case” to “the worst case”
complexity. In order to define this interval and relate it to entropy values, we
construct envelope functions f~ and fT that approximate “the best case” and
“the worst case” structural complexity of the simplest process models for a
given entropy value. Below we give an approach for constructing these envelope
functions and define the simplicity measure that relates the model complexity
to an interval defined by these functions.

Let £ : M’ — [0,1] be a function that maps process models in M’ onto
the corresponding normalized entropy values. Figure 8a presents an example plot
relating structural characteristics C(m) and entropy £(m) values for each process
model m € M’; the example is artificial and does not correspond to any concrete
structural and behavioral measures of process models. Once such data points are
obtained, we filter out all the models m € M’ such that I