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Preface

The year 2020 will be remembered as the time when many business processes were
turned upside down as a result of the COVID-19 pandemic. The process of organizing
and hosting conferences was one of them. The 18th International Conference on
Business Process Management (BPM 2020) was no exception. Under the leadership
of the general chairs, Manuel Resinas and Antonio Ruiz Cortés, from University of
Seville, Spain, BPM 2020 became the first edition in the BPM conference series to be
held online.

The World Health Organization declared COVID-19 a global pandemic on March
12, 2020, just four days before the deadline for paper submissions. As many countries
entered into lock-down, the BPM research community displayed an exemplary level of
resilience and flexibility. Despite the disruptions caused by the lock-down, the con-
ference received 138 full paper submissions, which is comparable to the number of
submissions on a regular year.

As in previous editions, the BPM 2020 conference was structured into three tracks,
corresponding to the three traditional communities of the conference series: the
foundations track (computer science), the engineering track (information systems
engineering), and the management track (information systems management). Out of the
138 submissions, 32 came into the foundations track, 50 into the engineering track, and
56 into the management track. Following initial verification of each paper leading to
some desk-rejections, 125 submissions made it to the review process (respectively 28,
45, and 52 across the three tracks).

The tracks cover not only different phenomena of interest and research methods, but
also apply different evaluation criteria. Accordingly, each track had a dedicated track
chair and Program Committee. The foundations track was chaired by Dirk Fahland, the
engineering track by Chiara Ghidini, and the management track by Jörg Becker.
Marlon Dumas acted as consolidation chair. Each paper was reviewed by at least three
Program Committee members and a Senior Program Committee member who triggered
and moderated scientific discussions that were summarized in a meta-review. In the
end, we accepted 27 papers to the main conference (acceptance rate 19.5%). Moreover,
19 submissions appeared in the BPM Forum, published in a separate volume of the
Springer LNBIP series.

The accepted papers cover a wide range of topics, from multiple perspectives.
Alongside already well-established topics such as business process modeling, process
mining, process redesign, BPM maturity, and stakeholder management, we witnessed a
notable increase in submissions related to predictive process monitoring and robotic
process automation, in line with ongoing industry developments.

The topics of the conference are also reflected by the keynote speakers. Avigdor
Gal, from Technion, Israel, spoke about process mining, specifically reflecting on the



ongoing move in this field from small data to big data. Rama Akkiraju from IBM,
USA, exposed her vision of how AI techniques will transform the DNA of business
processes and the challenges that this transformation raises for researchers and prac-
titioners. Finally, Jan vom Brocke led a reflection into the meaning of process science
and how the BPM research community needs to take the next step in embracing its
multidisciplinary nature by conceptualizing processes in a way that is independent from
a single discipline’s perspective.

This year, the conference made a step towards embracing the principles of Open
Science, including reproducibility and replicability. The evaluation form for research
papers included an item asking reviewers if the artifacts (prototypes, interview proto-
cols, questionnaires) and the datasets used in or produced by the empirical evaluation
reported in the paper, are available in a suitable form. Authors were asked to include in
their paper a link to one or more repositories where reviewers could find the research
artifacts associated with the paper. We are thankful to the authors for embracing these
principles as reflected by the large proportion of papers that have permanent links to
artifacts.

Organizing a scientific conference is a complex process involving many roles and
countless interactions. The pivot from a physical conference to an online conference
added to this complexity. We thank all our colleagues involved for their exemplary
work. The workshop chairs attracted seven workshops, the tutorial chairs attracted five
tutorials, the industry chairs organized an exciting industry forum, the doctoral con-
sortium chairs allowed PhD students to benefit from the advice of experienced
researchers, and the demo chairs expanded the scope of the demonstrations track in
order to host not only tool demonstrations, but also presentations of resources of
interest to the community, such as datasets and benchmarks. Weaving across all these
tracks, the publicity chairs energetically mobilized the BPM research community
despite the challenging times, while the proceedings chair, Bedilia Estrada, profes-
sionally interacted with Springer and with the authors to seamlessly prepare the con-
ference and forum proceedings, as well as the other proceedings associated with the
conference.

The members of the tracks’ Program Committees and Senior Program Committees
deserve particular acknowledgment for their dedication and commitment. We are
grateful for the help and expertise of sub-reviewers, who provided valuable feedback
during the reviewing process and engaged in deep discussions at times. BPM 2020 had
a dedicated process to consolidate paper acceptance across tracks. During the very
intensive weeks of this phase, many Senior Program Committee members evaluated
additional papers and were engaged in additional discussions. Special thanks go to
these colleagues, who were instrumental during this crucial phase of the reviewing
process. We also thank our sponsors: Signavio (Platinum), Celonis (Platinum),
AuraPortal (Gold), DCR Solutions (Gold), Papyrus (Silver), Springer, and University
of Seville.

Finally, we applaud the Organizing Committee, including Adela del Río Ortega,
Amador Durán, Alfonso Márquez, Bedilia Estrada, and Beatriz Bernárdez who,
together with the general chairs, sacrificed a tremendous amount of time to overcome
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the challenges of switching from a physical to an online conference. The BPM research
community is forever grateful for their effort.

September 2020 Dirk Fahland
Chiara Ghidini

Jörg Becker
Marlon Dumas
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In Memoriam of Florian Daniel

Fabio Casati1, Stefano Ceri2, and Marco Montali3

1 Servicenow, Inc., USA
2 Politecnico di Milano, Italy

3 Free University of Bozen-Bolzano, Italy

Florian Daniel recently passed away, at the age of 42. He was not only a passionate,
frank, enthusiastic person, but also a brilliant, sharp, thoughtful colleague. He was a
multifaceted, talented researcher who contributed to advance the state of the art in
several areas of research, including that of Business Process Management. In this In
Memoriam we briefly recall the scientific career of Florian, as well as his impact and
service to the BPM community. We then include some memories from colleagues who
had the chance, and the pleasure, to work with him. Those who loved or knew him will
for sure find some of his most distinctive traits. Those who did not will learn about a
role model who inspired, and will inspire, many of us.

1 Academic Life and Impact in BPM

Florian’s career as a student was at Politecnico di Milano, where he obtained his master
degree cum laude in 2003 and his PhD in 2007; then, after a short period as post doc,
he moved to Trento. During his PhD, advised by Stefano Ceri, Florian was extremely
prolific: by 2008, Florian had produced 11 journal papers and 22 conference papers,
setting an outstanding record of productivity. What is most impressive, Florian man-
aged to collaborate with over 50 scholars – besides Stefano Ceri and Fabio Casati who
had been mentoring him in Milano and Trento, he started working with scholars who
have been work companions throughout his life, including Maristella Matera, Boualem
Benatallah, and Sven Casteleyn; in 2008 he produced the first of many works with
Cinzia Cappiello, much loved partner in life.

In his early years, Florian’s interests covered several aspects, but with a very
coherent approach. Topics included web applications, web services, process modeling,
and mashups; the research contribution made them well founded and sound, but also
simple, clear, and easy to use and compose. Throughout his very productive career,
thanks to his acute and brilliant mindset, Florian’s work has been able to mix formal
elegance and abstraction with pragmatics and engineering. He left Milano for Trento,

We are deeply thankful to Chiara Ghidini and Marlon Dumas for having supported this initiative, and
to the many colleagues who contributed to this In Memoriam by sharing their experiences, thoughts,
and feelings.



but he continuously collaborated within an international network rooted in Milano and
Trento but encompassing a huge number of collaborators worldwide. In Trento, he
worked with Fabio to advise dozens of PhD students, lead EU and industrial projects,
and write grants. In summary, as a post doc, he was already doing the kind of work
expected from a professor, and was doing so brilliantly. He was always incredibly
helpful and supportive with the students as well as brilliant and prolific in research.
Besides Milano and Trento, his affiliations included HP in Palo Alto, the University of
Alicante, UNSW in Sydney, PUCRS in Porto Alegre, TPU in Tomsk, UNIST in Korea,
and USI in Lugano – a sign of his ability to create collaborations around the world.

Florian was active in the BPM conference and community since the time he joined
the University of Trento, both as author and organizer. As for service to the commu-
nity, he acted as program chair of the BPM 2013 conference, held in Beijing. He was
workshop chair twice: at BPM 2011 in Clermont-Ferrand and at BPM 2018 in Sydney.
He also served as Program Committee (PC) member and Senior PC member in several
editions of the conference. Research wise, he contributed to advancing the state of the
art in BPM along several research directions, all oriented towards enriching process
models and systems with computational and human intelligence. Particularly inter-
esting is how Florian was able to intertwine processes with mashups and crowd-
sourcing. In this respect, we like to remember his work on distributed orchestration of
user interfaces [1], on crowd-based mining of process patterns [2], and on micro-task
crowdsourcing [3].

The approach in [1] brings forward the notion of distributed orchestration for user
interfaces. Specifically, the paper presents a novel component-based model, language,
and system for orchestrating complex processes that include human tasks, which in turn
require dedicated, end user-tailored interfaces. Well-known research challenges related
to process and service orchestration, and composition is consequently lifted to the
much more challenging case where humans are part of the picture.

In [2] a complementary perspective is adopted: instead of studying how to better
support humans during the execution of processes, the paper investigates how humans
can be effective when mining specifications, a task that is usually ascribed to machines.
The type of specification considered in the paper is that of model patterns, to be
extracted from a repository of mashup (or process) models. Notably, an extensive
experimental evaluation leads to the conclusion that a complex task such as that of
model pattern mining can be effectively crowdsourced, obtaining patterns that are rich
in domain knowledge especially in the case where the input repository is small.

Finally, [3] proposes an extension of BPMN to properly account for crowdsourcing
processes where different tasks and multiple actors (machines, individual humans, and
the crowd) are integrated. The notion of multi-instance task in BPMN is conceptually
extended towards that of crowd task. But the paper does not limit itself to modeling: it
also shows how to enrich standard BPMN engines with crowdsourcing platforms,
resolving the impedance mismatch between the process orchestration flow and the flow
of information produced by the crowd.
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All in all, the three papers are exemplar witnesses of Florian’s passion in research:
the intersection between processes, user interfaces, and people.

2 Memories from Colleagues

We have collected some memories, impressions, thoughts, anecdotes about Florian
from various colleagues active in the BPM community, and who had the chance to
know Florian and to work with him.

Barbara Pernici. I met Florian many years ago during his PhD at Politecnico di
Milano where he attended a PhD course. At that time, I came to know about his
brilliant mind and, on the side, how passionate he was about brewing beer. Many years
later he talked to me about possible student projects, about supporting recipes, and beer
production with very sophisticated workflows. He was so passionate about it and
several groups of students enjoyed working on those projects enjoying his very rig-
orous technical approach in research. He was a special and dedicated teacher and he
was able to transmit his passion to all his students who loved him a lot. I will always
remember how brilliant, gentle, and original he was.

Gigi Plebani. Florian was first of all a friend then a colleague. Literally. We started
spending time together when we were PhD students and then postdocs at Politecnico.
After his period in Trento, when he was came back to Milan, I was really happy for him
and for Cinzia to really start living together and also to have more opportunities to talk
with him about everything: life, running, beers, and eventually work. Yep, even though
I knew Florian for 15 years, it was only last year that we had the chance to work
together when we started to investigate on the relationship between business processes
and blockchains. Thus, I had the possibility to see how the same kindness, determi-
nation, and method he used to face any type of issues in life, he also used to apply to
his research works. It was great to work together with the students of Alta Scuola
Politecnica, to share ideas with him, and together, make those ideas grow. In many
situations, we did not have the same opinion, but he was always open to understand the
others’ standpoint and we had the opportunity to make our positions more aligned.
Thanks Florian, it was a pleasure to know you. I learned a lot from you, as a man and as
a researcher. Everyone can appreciate your contribution to research, but only I can
appreciate your contribution to my life.

Wil van der Aalst. Florian was an amazing person: smart, funny, and social. He was
an active and highly respected member of the BPM community for many years. Next to
his seminal contribution to the Business Process Management (BPM) field, he worked
on web engineering, service-oriented computing, blockchain, and crowdsourcing.
Florian is well-known for his work on mashup development, context-aware web
applications, service composition, and crowdsourcing. He was also active in organizing
various events within our community. He was able to connect different fields and
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communities. He was also one of the program chairs of the International Business
Process Management conference in Beijing in 2013 and workshop chair of BPM 2011
and 2018. I vividly remember a trip to Rifugio Maranza (a mountain hut close to
Povo).1 He was always able to create a positive atmosphere where people matter most.
In his last email to me he wrote: “Sure… mountains in Milano… not good. But with
good weather I can see them in the distance :-) … There is beer too in Milano :-).” This
is the way that I would like to remember him.

Fig. 1. Florian was one of the PC chairs of the successful BMP 2013 conference in Beijing.

Fig. 2. There as always time to socialize with fellow BPM-ers.

1 A note from Marco: I was also there. We organized a visit to Florian and Fabio in Povo. Florian had
the idea to meet in the woods instead of the department. This transformed what could have been a
standard research meeting into one of the most striking memories I have, not just about Florian, but
about my research life in general.
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Frank Leymann. I met Florian the first time more than a decade ago in 2008 in context
of the EU project COMPAS. This project was about compliance by design, and one
of the focus areas was compliance of business processes. My team worked on the
modeling side, how to specify corresponding compliance rules as process fragments,
while Florian (part of Fabio’s group) worked on how to assess compliance during
runtime and present it properly on a dashboard. Very soon it became clear to me that
Florian was exceptional, both, as a scientist as well as a human. We soon became
friends: besides joint cooperations, we had several joint dinners and drank “one or two”
beers (well, it’s mandatory to mention “beer” when remembering Florian). He was very
passionate about his work, and he was able to explain his ideas very clearly and
vividly. Because of this, I was always very pleased when he accepted invitations to my
institute to discuss and present his ideas to a broader community. But also via mail, we
were exchanging ideas and joint publications resulted. For example, in the area of
blockchains, a language to describe smart contracts and a mechanism to actually locate
them has been designed. In our last work, we were focusing on function as a service –
which we are finishing in his spirit. We wanted to meet in Milano in September to
begin an exchange on quantum computing to see what we could jointly contribute to
this area. Then, we planned to finally realize a long delayed idea: a joint hiking tour in
Tuscany, having “one or two” glasses of – well not beer – wine together. It turned out
that we delayed this event for too long …

Boualem Benatallah. I have known Florian since 2006. Florian was both a friend and
a colleague. We have collaborated intensively in the area of web services and mashups,
quality control in crowdsourcing, and more recently on conversational bots. Multiple
times, Florian visited UNSW for one or two months joint research periods. I also
visited him in Politecnico di Milano. We planned to meet in Milano this September to
continue working on our recent collaborative work. We co-authored several research
papers and jointly supervised students. I will always remember his positive, collabo-
rative, and constructive attitude. I also enjoyed our social meetings and friend-
ship. Florian was a highly respected member of the research community and a
wonderful colleague and friend. He will be remembered by his outstanding scholarly
achievements and research contributions to the research community and also services
to the university and community.

Fig. 3. During presentations in one of the main tracks and demo session at BPM 2012, Tallinn,
Estonia.
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Carlos Rodriguez. Florian was a wonderful person, academic and professional. I was
very lucky to have him not only as a co-advisor during my PhD studies at the
University of Trento, but also as a colleague and friend. As an advisor he taught our
cohort the best professionalism and guided us in navigating the research world in a
rigorous and systematic manner. In the area of BPM, we explored research problems in
the context of business process compliance, crowdsourcing for BPM, and extraction of
process progression information from transactional databases. As a colleague and
friend, he was always happy to collaborate in projects, discuss ideas, and talk about
life, where he would always bring in not only smart ideas and wisdom, but also passion
and fun. On the latter, I just cannot emphasize enough how much fun it was to work
and share time together with Florian. Even during the toughest deadlines and research
challenges, Florian would always crack a joke or tell an anecdote that made us laugh
and brought fun to our meetings. And, of course, outside work, we would always find
some time to enjoy his amazing craft beers. I will always remember him as a true
mentor and wonderful colleague and friend.

Stefano Ceri. Florian was one of my PhD students, he has always been appreciated by
colleagues and friends for his frank character, his kindness and humanity, and also his
ironic style, he was always able to surprise us with his keen observations. Activity with
Florian went beyond the end of his PhD, we communicated perhaps more after
graduation. I remember long conversations while attending a conference in Shanghai,
we discussed a lot about research and what is important in life. During those days, he
questioned some of my beliefs, and these dialogues started meditations that were
important to me. He appericated scientific merit and independent thinking, thanks to
these he was always able to live and work outside the box. When he won a researcher
(RTB) position in Milan, he had publications warranting a full professorship; what’s
more important, he was a mature and independent thinker, as is clear from his pro-
duction and overwhelming number of collaborations. Florian leaves our department
with an immense void.

Fabio Casati. Florian has been, and is, a close friend, a colleague, and an inspiration to
me for many years. I will never forget the many lessons that he gave by example –

never with the intent to teach. Many of them had to do with how you approach any
problem with the care and passion it deserves, without hidden goals but only with the
objective of doing the best he could in solving a problem and being as helpful as
possible for those affected, be it the occasional lecture, the work on a project deliv-
erable, a small research effort with a bachelor student, and on and on. As I said many
times for the last 10 years, he would have been my choice for full professorship since
three years into his post doc tenure. Everywhere he went, in whatever environment, he
would just make that place a better one. He was the friend and colleague anybody
would want to have, and when he left Trento, although he moved only two hours away,
it felt like losing a part of me. To this day, I still think about how he would behave in a
given situation, and this helps me figure out the right course of action. Florian, I am
sure you are happy and drinking (and probably a bit drunk) wherever you are. We miss
you.
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Process Minding: Closing the Big Data Gap

Avigdor Gal1(&) and Arik Senderovich2

1 Technion – Israel Institute of Technology, Technion City, 82000 Haifa, Israel
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2 University of Toronto, Toronto, Canada
arik.senderovich@utoronto.ca

http://ie.technion.ac.il/~avigal
https://ischool.utoronto.ca/profile/arik-senderovich/

Abstract. The discipline of process mining was inaugurated in the BPM
community. It flourished in a world of small(er) data, with roots in the com-
munities of software engineering and databases and applications mainly in
organizational and management settings. The introduction of big data, with its
volume, velocity, variety, and veracity, and the big strides in data science
research and practice pose new challenges to this research field. The paper
positions process mining along modern data life cycle, highlighting the chal-
lenges and suggesting directions in which data science disciplines (e.g., machine
learning) may interact with a renewed process mining agenda.



Characterizing Machine Learning Processes:
A Maturity Framework

Rama Akkiraju(&), Vibha Sinha, Anbang Xu, Jalal Mahmud,
Pritam Gundecha, Zhe Liu, Xiaotong Liu, and John Schumacher

IBM Watson, IBM Almaden Research Center, San Jose, CA, USA
{akkiraju,vibha.sinha,anbangxu,jumahmud,psgundec,

liuzh,Xiaotong.Liu,jfs}@us.ibm.com

Abstract. Academic literature on machine learning modeling fails to address
how to make machine learning models work for enterprises. For example,
existing machine learning processes cannot address how to define business use
cases for an AI application, how to convert business requirements from product
managers into data requirements for data scientists, and how to continuously
improve AI applications in term of accuracy and fairness, how to customize
general purpose machine learning models with industry, domain, and use case
specific data to make them more accurate for specific situations etc. Making AI
work for enterprises requires special considerations, tools, methods and pro-
cesses. In this paper we present a maturity framework for machine learning
model lifecycle management for enterprises. Our framework is a
re-interpretation of the software Capability Maturity Model (CMM) for machine
learning model development process. We present a set of best practices from
authors’ personal experience of building large scale real-world machine learning
models to help organizations achieve higher levels of maturity independent
of their starting point.

Keywords: Machine learning models � Maturity model � Maturity framework �
AI model life cycle management



Towards Process Science: Embracing
Interdisciplinary Research Opportunities

in the Digital Age

Jan vom Brocke

Hilti Chair of Business Process Management, University of Liechtenstein,
Vaduz, Liechtenstein

jan.vom.brocke@uni.li

As process researchers, we live in exciting times. Processes are deeply interwoven with
digital technologies, such as the Internet of Things, machine learning, distributed ledger
technology combined with data analytics, among many others. Processes move beyond
organizational boundaries and become independent entities of their own. Processes
deliver and connect various services, such as health care, mobility, investments, edu-
cation, and other important economic and societal services, while organizations such as
hospitals, public transport, banks, and universities, only contribute specific shares in
form of services to such processes. In essence, we see that processes (not organizations
or applications) are becoming the prime phenomena of interest in the digital age. While
the growing importance of process is fascinating, we need to ask: Are we prepared to
fully embrace the new role of process within our research field? We see a central
challenge ahead. We need to conceptualize processes independent of a single disci-
pline’s perspective but integrate contributions from various disciplinary fields. This is
because processes are socio-technical by nature and, thus, they entail numerous aspects
of different kinds. This is evident through contributions by well-established research
disciplines, such as computer science, management science, and information systems
research, which have developed distinct views on processes. With processes growing
outside organizations and application systems, a plethora of additional disciplines will
gain increasing importance, too, such as psychology, engineering, architecture, law,
ethics, and others. This is exciting because such contributions – when brought together
– will greatly advance our understanding of processes. However, we need a platform to
integrate and synthesize those various contributions, and given the joint focus is pro-
cess, we shall call this effort “process science”. We envision process science as a new
scientific field, which is based on three key pillars.

1. Interdisciplinary at its core. Process science is an inter disciplinary field that uses
various scientific methods to generate knowledge about the development, imple-
mentation, and management of processes. Thereby, it draws on insights from var-
ious fields and aims to advance our understanding of how processes create value in
diverse contexts and settings. These fields include organization science, information
systems research, organizational design, computer science, psychology and neu-
roscience, ethics, among many others.



2. Continuous engagement in and between research and practice. The field of process
science aims to develop a shared language among these disciplines in order to direct
their attention towards shared phenomena. In order to think about processes in truly
novel ways, we need to acknowledge and synthesize assumptions of individual
fields. In our view, the term “process science” marks a new beginning for process
research, where we develop common assumptions, a core terminology, joint
research questions, as well as innovative ways to engage with practice to contin-
uously update and further develop an emerging research agenda.

3. Creating impact by design. By integrating and synthesizing insights from various
disciplines, process science aims to develop a prescriptive understanding of how
processes can be designed and managed in context. Certainly, the competences we
have developed in the field of BPM will play a key role to translate interdisciplinary
perspectives into a prescriptive science about processes. The challenge is now how
these different assumptions can be brought together under a unified vision of pro-
cess science, design, and management.

To give an example, one big contribution process science can make is to advance
our understanding of change and the adaptability of processes. In times, when change is
the “new normal”, the adaptability of processes becomes a crucial skill of the future.
How can we organize for a spectrum of emerging changes where desired future states
can hardly be anticipated? What are appropriate approaches when pre-defined to-be
processes cannot be an option? How can we conceptualize, measure, and predict
change? How can we allow for sufficient adaptability in the design and management of
processes? Clearly, such solutions need contributions from various different perspec-
tives, including technological infrastructures but also governance structures, skill sets,
and cultural values to increase the adaptation capabilities of processes. The BPM
community has the theories, methods, and tools to make such contributions. However,
to get at the core of these phenomena, we need to equally embrace views and theories
from other fields. This is what a joint effort in process science can deliver. This talk will
sketch out the field of process science. The aim is to conceptualize essential elements of
process science, provide examples for research projects, and stimulate a discourse on
the establishment of process science as an interdisciplinary field both for research and
practice. I invite all people with an interest in processes to be part of establishing
process science to advance both theory and practice. It will be great to – on occasion
of the BPM Conference 2020 – jointly bring process science to life and to decide on a
few important operational next steps.

xxx J. vom Brocke
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Queue Mining: Process Mining Meets
Queueing Theory

Avigdor Gal1, Arik Senderovich2, and Matthias Weidlich3

1 Technion – Israel Institute of Technology
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2 University of Toronto
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3 Humboldt-Universität zu Berlin
matthias.weidlich@hu-berlin.de

Abstract. The tutorial will expose the audience to queue mining, which is a set
of novel data-driven techniques used for modeling and analyzing complex
resource-driven environments. Queue mining was born from the synergy
between process mining [1] and queueing theory [2]. From automated discovery
[3], through conformance checking [4], to predictive monitoring [5], process
mining plays a key role in modern process-oriented data analysis. Historically,
process mining has mainly focused on the single-case perspective, while in
reality, performance of processes is highly influenced from correlations between
running cases. Queueing theory, in turn, is a well-established paradigm in
operations research that addresses this gap. It revolves around processes that
exhibit scarce resources and highly correlated cases that compete for these
resources.
In the first part of the tutorial, we shall present a high-level overview of queue
mining methodologies. Specifically, we will discuss a range of queue mining
methods that involve predictive monitoring in various queueing settings, con-
formance checking in queue-driven systems, and a generalized
congestion-driven approach for predicting remaining times and analyzing bot-
tlenecks. Subsequently, we shall demonstrate the usefulness of queue mining in
real-life applications coming from three service domains: call centers, public
transportation, and healthcare. We will conclude the tutorial with a discussion of
novel research directions that involve queue mining and its extensions into other
evolving fields.
We believe that the tutorial will attract both researchers and practitioners in the
area of process management and mining, who are interested in performance
analysis, predictive monitoring, and operations management.
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Driving Digitalization on the Shopfloor
Through Flexible Process Technology

Stefanie Rinderle-Ma

Faculty of Computer Science, University of Vienna, Austria
stefanie.rinderle-ma@univie.ac.at

Abstract. The current crisis shows that digitalization has become more crucial
than ever. We believe that process technology constitutes the vehicle to drive
digital transformation throughout all application domains. In this tutorial, we
reflect on the opportunities of process technology in more “physical” environ-
ments such as industrial manufacturing with machines, sensors, and manual
work.
For this, the tutorial discusses and combines questions in the areas of flexible

process technology, Internet of Things (IoT), and industrial manufacturing
processes. Specifically, the goals of the tutorial are to

– Show how process technology can be used to foster the digital transforma-
tion in industrial manufacturing.

– Discuss challenges and possible solutions at the interface of BPM and IoT.
– Explain challenges and requirements on process flexibility.
– Outline how process flexibility can be provided from the system side.
– Outline prospects of the contextualized collection of manufacturing data.

The tutorial is outlined as follows: a) introduction into flexible process
technology, b) introduction to a real-world industrial manufacturing case, c)
solution based on the secure manufacturing orchestration platform centurio.work
[1, 2] which is already applied in several real-world industrial settings, and d)
benefits of a process-oriented solution such as vertical and horizontal integration
as well as contextualized data collection and integration of the activities of the
employees. The tutorial features a mix of presentation and interactive parts,
including a demonstration of centurio.work and exercises with the Cloud Process
Execution Engine CPEE (http://www.cpee.org/).

Keywords: Digital transformation • Process technology • Shopfloor • Process
flexibility • Internet of Things
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Predictive Process Monitoring: From Theory
to Practice

Chiara Di Francescomarino1 , Chiara Ghidini1 ,
Fabrizio Maria Maggi1 , and Williams Rizzi2
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Abstract. Predictive process monitoring is a branch of process mining that aims
at predicting, at runtime, the future development of ongoing cases of a process
[1]. Predictions related to the future of an ongoing process execution can pertain
to numeric measures of interest (e.g., the completion time), to categorical out-
comes (e.g., whether a given predicate will be fulfilled or violated), or to the
sequence of future activities (and related payloads). Recently, different
approaches have been proposed in the literature in order to provide predictions
on the outcome, the remaining time, the required resources as well as the
remaining activities of an ongoing execution, by leveraging information related
to control flow and data contained in event logs recording information about
process executions. The approaches can be of a different nature and some
of them also provide users with support in tasks such as parameter tuning. The
interested reader can refer to recent surveys such as [2–4]. This tutorial aims at
(i) providing an introduction on predictive process monitoring, including an
overview on how to move within the large number of approaches and techniques
available; (ii) introducing the current research challenges and advanced topics;
and (iii) providing an overview on how to use the existing instruments and tools,
with particular emphasis on the Nirdizati tool [5].
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Business Process Analysis Using Scripting
Languages

Gert Janssenswillen1 and Sebastiaan J. van Zelst2,3

1 Hasselt University, Belgium
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3 RWTH Aachen University, Germany

Abstract. During the recent decade, various (commercial) software solutions
have been developed that support the semi-automated analysis of business
processes, i.e., known as process mining solutions. Examples include, and are
not limited to, Celonis, Disco, ProcessGold, and myInvenio on the commercial
side, and ProM, Apromore, and RapidProM on the open-source/academic side.
More recently, several process mining techniques have been developed in the
context of scripting languages, e.g., Python, R, etc. The advantage of using
scripting languages, which are often interpreted, with regards to compiled
programming languages, include flexibility, rapid prototyping, portability, etc.
In this tutorial, we focus on two, recently developed software libraries, i.e.,
PM4Py and bupaR, developed for python and R respectively. We sketch the
main functions of the two libraries and compare their strengths and weaknesses.
For both libraries, importing event data will be discussed. In the context of
PM4Py, we furthermore focus on applying process discovery and conformance
checking. In the context of bupaR, we focus more on visualization of event data
for descriptive and exploratory analysis, as well as declarative conformance
checking. This tutorial is intended for academics, data scientists, software sci-
entists and process (intelligence) consultants, and might additionally be inter-
esting for process owners and department heads/managers. We also aim to
discuss the applicability and limitations of scripting languages for the devel-
opment of novel enterprise-grade process mining technologies.

Keywords: Process mining • Python • R • PM4Py • bupaR



Information Systems Modeling
Playing with the Interplay Between Data and Processes

Artem Polyvyanyy1 and Jan Martijn E. M. van der Werf2
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Abstract. Data and processes go hand-in-hand in information systems but are
often modeled, validated, and verified separately in the systems’ design phases.
Designers of information systems often proceed by ensuring that database tables
satisfy normal forms, and process models capturing the dynamics of the
intended information manipulations are deadlock and livelock free. However,
such an approach is not sufficient, as perfect data and process designs assessed
in isolation can, indeed, induce faults when combined in the end system.
In this tutorial, we demonstrate our recent approach to modeling and verifi-

cation of models of information systems in three parts. Firstly, we present our
Information Systems Modeling Language (ISML) for describing information
and process constraints and the interplay between these two types of constraints
[1, 2]. Secondly, we demonstrate Information Systems Modeling Suite (ISM
Suite) [3], an integrated environment for developing, simulating, and analyzing
models of information systems described in ISML, released under an
open-source license.1 In this part, using our tools, we show several example
pitfalls at the level of information and process interplay. Finally, we discuss
current and future research directions that aim at strengthening the theoretical
foundations and practical aspects of our approach to the design of information
systems.
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Abstract. The discipline of process mining was inaugurated in the BPM
community. It flourished in a world of small(er) data, with roots in
the communities of software engineering and databases and applications
mainly in organizational and management settings. The introduction of
big data, with its volume, velocity, variety, and veracity, and the big
strides in data science research and practice pose new challenges to this
research field. The paper positions process mining along modern data life
cycle, highlighting the challenges and suggesting directions in which data
science disciplines (e.g., machine learning) may interact with a renewed
process mining agenda.

1 Introduction

The rapidly growing research field of process mining [1] offers techniques that
focus on data that is generated from some (possibly unknown) process. Using
process mining, event data is transformed into processes to be observed, ana-
lyzed, and improved. The mining techniques vary from discovery of models
through conformance checking [2] to process enhancement via, e.g. predictive
monitoring [3].

The origins of process mining research is in an organizational setting, with
motivating applications in process-aware information systems [4]. Such systems
use an explicit notion of a process and provide support to run processes whose
footprints are recorded in an information system from which event logs can be
easily created. The data market has seen a major change in the past decade,
challenged by the need to handle large volumes of data, arriving at high velocity
from a variety of sources, which demonstrate varying levels of veracity. This chal-
lenging setting, often referred to as big data, renders many existing techniques,
especially those that are human-intensive, obsolete. As processes are mined from
data, any change in the data market requires re-evaluating the tools that are used
for process mining.

In the challenging arena of data science, the science of dealing with big data,
we offer in this paper an analysis of the role process mining can play and the
c© Springer Nature Switzerland AG 2020
D. Fahland et al. (Eds.): BPM 2020, LNCS 12168, pp. 3–16, 2020.
https://doi.org/10.1007/978-3-030-58666-9_1
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directions to be taken by researchers to affect and be affected by research in
the affiliated fields of data science, such as databases and machine learning.
We observe that the discipline of process mining was inaugurated in a world
of small(er) data and its sample set of applications was very different from the
set of applications that drive other data oriented research disciplines. We also
observe that these differences, and the fact that the process mining community
has evolved in relative isolation from other data science communities offer both
challenges and opportunities that will be discussed in the remainder of the paper.

We first introduce, as a background, a common framework for data science,
detailing the characteristics of big data and the data life cycle (Sect. 2). We then
offer views on discovery (Sect. 3), conformance checking (Sect. 4), and enhance-
ment via process perspectives (Sect. 5) in light of contemporary data ecosystem.
We conclude in Sect. 6 with a survival guide to the young researcher in the data
science academic jungle.

2 Data Science and Process Mining

In this section, we offer a brief introduction to big data and data science. We start
with characterization of big data (Sect. 2.1), followed by an overview of data life
cycle (Sect. 2.2). An illustration of the coverage of data science is given in Table 1,
using a matrix visualization. Such a visualization can assist in connecting the
terminology of process mining with that of data science yet it is meant to offer a
loose intuition when needed rather than a thorough mapping. We conclude the
section with the positioning of process mining in the context of the data science
matrix (Sect. 2.3), emphasizing the role process mining can play in the field of
explainable AI [5].

2.1 Big Data Characteristics Are Process Mining Challenges

Big data is commonly characterized via a set of “V”s, out of which four became
mostly prominent. Big data is characterized by volumes of data to be gathered,
managed, and analyzed. Velocity involves the rapid arrival of new data items
and also the notion of change in states of artifacts. Big data variety refers to the
availability of multiple heterogeneous data sources. The fourth “V”, veracity,
involves the truthfulness and reliability of the data to be integrated.

Data volume was not an issue for process mining when initiated. The logs that
served for the first works on process discovery were rather small. For example,
the first BPI challenge1 uses “a real-life log, taken from a Dutch Academic
Hospital. This log contains some 150,000 events in over 1100 cases” and it did
not take much to create a “spaghetti” model from an activity log. A few years
later, Senderovich et al. experimented on another medical dataset, with RTLS
data taken from an American hospital, with approximately 240,000 events per
year [6]. In 2014, a smart city dataset, which was used in a task that analyzed
bus routes as processes contained over 1 million events per day for a period of
one month (approximately 30 million events) [7].
1 https://www.win.tue.nl/bpi/doku.php?id=2011:challenge.

https://www.win.tue.nl/bpi/doku.php?id=2011:challenge
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Table 1. Data Science Matrix. The matrix entries identify links of process mining
terminology to the data science ecosystem. Discovery, conformance, and enhancement
are all data science activities and as such, require the full data cycle and may be
challenged by any of the big data characteristics.

Gathering Managing Analyzing Explaining

Volume Sensors Incremental discovery Filtering

Aggregation

Velocity Concept drift

Event stream discovery

Variety Log creation Perspectives

Veracity Log merging

Data velocity has been a main focus of process mining, not due to the speed
of event arrival (after all, registering a new child in a Dutch municipality does
not have to be done in a matter of seconds) but due to the inherent notion of
change, which is common to data velocity and the understanding of the nature
of a process. A recent evidence on the impact data velocity has on process
mining can be seen with a line of research into concept drift where “real-world
processes are subject to continuous change” [8]. The need to deal with concept
drift in process mining can serve as evidence to the changing type of processes
that the community work with, aligned with the change of dynamics in the data
world. The specific use-case that was proposed by Maisenbacher and Weidlich [8]
was that of health insurance claims [9] (rather than Dutch municipalities), yet
keeping loyal to Dutch meticulous recording of events, other works (such as [10])
analyzed concept drifts of Dutch installation services company. Another process
mining challenge, related to both volume and velocity, involves event stream-
based process discovery [11], where a discovery algorithm needs to elicit process
models from streams of events without assuming an existence of an event log
(due to size and frequency of arriving data).

As for data variety, the initial assumption for process mining has been that
data comes from an information system, which implies that it underwent a clean-
ing process. Only later came additional perspectives [12] and with them, natu-
rally, the challenges of data integration.

Finally, modern applications replace the traditional usage of well-curated
information systems with crude raw data that comes from multiple sensors so
variety is high and veracity is low. Veracity depends on many factors, includ-
ing source reliability and the additional processing sensor data undergo along
the way. As an example, consider RTLS data in a hospital that uses the where-
about of patients to understand the inter-relationships between various activities
patients perform as part of a hospital treatment process. The noisy nature of
RTLS devices may provide false or missing indications. In addition, if a pro-
cessing system assumes that patients always stay in their last recorded position,
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additional uncertainty regarding the correctness of the reported locations may
be injected into the log.

2.2 Data Life Cycle... and More Challenges

The process of handling big data can be described using a data life cycle, with
four main steps, namely gathering, managing, analyzing, and explaining. In the
first step, data is gathered from multiple sources. Then, in the management
step it is integrated, stored, and prepared for analysis using multiple database
methods. Analysis is performed using algorithmic solutions, typically machine
learning and data mining. The results of the analysis are then shared with stake
holders, resulting in new questions that require more data to be gathered, and
so the cycle begins anew. Henceforth, we shall refer to disciplines that orbit the
data life cycle as data science disciplines, with examples being process mining
itself, machine learning, data mining, databases, statistics, and visual analytics.

As part of data gathering, process mining uses a log, which requires at least
three elements, namely case identifier (who?), activity name (what?), and a
timestamp (when?). These three elements enable the creation of a trace, con-
structing a sequence (using the timestamp) of related activities (through the
case identifier) that is recorded in the log. Such a log calls for preprocessing
that may be far from trivial when data arrives in a raw form from multiple data
sources. Also, an important aspect of the gathering step is to understand which
additional process perspectives should be added or deduced from the log.

An important component of data management is data integration. Process
mining has mostly enjoyed the privilege of using rather clean logs, such as logs
that arrive from a centralized-managed process aware information systems. Big
data offer multitude of opportunities to combine data from multiple resources
and enrich the logs to allow better discovery, conformance, and enhancement.
However, with such opportunities, comes much uncertainty regarding the correct
way to combine the data in a way that will contribute to process understanding.

The process mining discipline has provided multitude of tools for analyzing
process data from the control-flow perspective. In addition, methods for mining
concrete perspectives, such as the queueing perspective were also introduced [13].
Other communities, such as machine learning and data mining, also offer tools to
generate models from data. The machine learning community, in particular, saw
an amazingly increasing interest in the past few years. From a small community,
focused on designing efficient and effective algorithms that immitate human
learning from evidence, machine learning turned in matter of weeks to be the
center piece of the latest technology evolution with impact on all walks of life.

Finally, explainability (with the latest buzzword explainable AI) encompasses
a set of means to enhance explainability of models, many of which draw on the
research field of high dimension visualization. Processes can naturally be visu-
alized by means of graphs and many of the tools that were developed for pro-
cess mining are accompanied by useful visualization tools [14] and explainability
techniques [15]. New generation of visualization tools that can enhance visual
analytics and highlight appropriate model properties are yet to be developed.
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The cycle of data begins a new once the results of previous analysis were
introduced and duely explained to stakeholders, leading to new questions that
may require gathering more data. In the context of process mining, for example,
once predictive monitoring kicks into place, data should be continuously gathered
to understand the impact of such monitoring on the process.

2.3 I Get Big Data, Now What?

The connection between process mining and data science is obvious and was
discussed before, e.g., [16] and several blogs.2 However, what we see as a com-
munity is not all that obvious for other communities in the data science realm
and this paper focuses on how to get our gospel heard.

There is one element of process mining that positions it at the heart of the
future discussion of other data science disciplines such as databases, data min-
ing, and machine learning. It is not the ability to analyze timestamped data
(although many brilliant algorithms were suggested in the community), nor is
it the ability to utilize state-of-the-art machine learning algorithms when ana-
lyzing such data (although many excellent works did just that). As a discipline
that evolved from the human-rich interaction discipline of BPM, process mining
researchers have always taken as given the human-in-the-loop approach. As a
result, researchers were always seeking better ways to explain discovered pro-
cesses to humans. Also, the community has developed a rich literature to allow
humans to compare between the discovered processes and their own understand-
ing of it. Moreover, researchers of this community know how to make use of
human expertise when performing data analytics. Therefore, we argue that this
community is well positioned to lead the new trends of explainable AI, inter-
pretability of machine learning, and embedding expert knowledge in machine
learning. We shall provide examples of how process mining can influence those
trends.

To become an influential player in the broader field of data science, process
mining must build on the strengths mention above while creating bridges to
other disciplines. In this paper, we show three such bridges. First, we relate
process discovery to explainability of machine learning algorithms. Next, we
suggest directions to position conformance checking in the world of algorithms
evaluation. Lastly, we demonstrate, via a successful direction of queue mining,
how to build on human knowledge as encoded in the academic literature in
embedding process perspectives into supervised machine learning.

3 Process Discovery

Perhaps the most significant avenue of research in the process mining community
aims at automated discovery of process models from data streams emitted by
complex systems for individual cases [17]. One reason for the centrality of the

2 https://tinyurl.com/yadduec4, https://tinyurl.com/ybtxrl53.

https://tinyurl.com/yadduec4
https://tinyurl.com/ybtxrl53
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discovery process in process mining is its tight link with the field of BPM where
a main goal is the “(re-)design of individual business processes” [18]. In this
section we analyze process discovery as a machine learning task (Sect. 3.1). We
then focus on discovery as an algorithmic explainability tool (Sect. 3.2).

3.1 Discovery as a Machine Learning Task

Discovery has all the characteristics of a machine learning task. It uses sample
or training data (log) to create a mathematical model (process, typically a Petri
net). The outcome of a discovery process can be used for classification (is this a
regular loan request or a mortgage?), clustering (are these traces similar?), and
prediction (how long will I stay in the emergency room?)

Viewing process discovery through the lens of machine learning provides us
with some interesting observations. To start with, consider the difference between
supervised and unsupervised learning. In a supervised setting, the algorithm
learns using labeled data, offering a way to evaluate its accuracy on training
data. In an unsupervised setting, data is unlabeled and the algorithm needs
to use some prior knowledge about “good” and “bad” behavior to generate a
model. So, is a process discovery algorithm supervised or unsupervised? it seems
to be a little bit of both. The log that is used for training provides activity
labels and together with the case ID and the timestamp allows an algorithm
to understand which activity proceeds which other activity. This, however, may
be insufficient to understand complex structures such as parallel execution. For
that, the algorithm requires to apply techniques of unsupervised learning, e.g.,
by interpreting certain patterns across cases (samples) as representing parallel
execution [17]. We note here that process mining demonstrates also characteris-
tics of semi-supervised learning. In particular, most process mining algorithms
are driven by the ability of the model to parse positive examples (those examples
that appear in the log).

Challenges may arise when all we have are low level events that cannot be
directly correlated to activity labels. For example, events that provide GPS
locations or mouse movement on a screen. Here, we lose the benefit of know-
ing the what while keeping knowledge about who and when. We can fill the
gap using, well, machine learning. For example, we can cluster low level events
together based on patterns in the raw data and create a log that is ready for
discovery [19–21] or simply develop a new discovery algorithm for exactly such
data [22]. Imagine next that we lose, in turn, the who and the when. Where does
that lead us? to what extent can process discovery help us there?

3.2 Discovery Is the New Explanability

Evaluation of a model that is trained from examples is multi-facet and depends
on the task at hand. In machine learning, evaluation differs between binary
problems (such as classification) and problems with numerical outcomes (such as
regression). For binary problems, evaluation is based on the confusion matrix and
many measures (e.g., accuracy, precision, recall, f-measure) use a combination of
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true positives, true negatives, false positives, and false negatives. For regression-
based models, measures are based on variance computation, with measures such
as Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and Median
Relative Absolute Error (MdRAE).

For process mining, there are four common evaluation measures that quantify
the quality of discovered models:

Fitness indicates how much of the observed behavior is captured by (“fits”) the
process model. Fitness essentially computes the number of true positives out
of the total number of traces (true positives + false negatives) and thus is
equivalent to recall.

Precision measures to what extent a discovered model identifies behaviors
beyond those that are present in the log. Therefore, the number of true pos-
itives is divided by the total number of traces that the discovered model
admits (true positives + false positives).

Generalization measures the ability of a discovered model to generalize beyond
the behaviors the data allows. Similar measures are discussed in the machine
learning literature, when discussing the risks of overfitting.

Simplicity assesses to what extent the discovered model is simple. This mea-
sure does not have a common mathematical definition and is sometimes mea-
sured by the representation spatial properties, e.g., the number of crossing
edges [23].

Clearly, the first two measures are aligned with the evaluation of binary
problems in machine learning and the third is of growing interest, recalling that
many efforts are devoted to prove algorithms’ generalization (including in trans-
fer learning) and that empirical results are to show generalization error. The
fourth measure, that of simplicity, fits nicely with notions of explainability and
interpretability, which became mandatory ingredients in any machine learning-
based solution [5].

Explainability and interpretability are often used interchangeably despite
their varying roles in presenting the outcome of machine learning solutions. Inter-
pretability is about the extent to which a cause and effect can be observed within
a system. Therefore, considering control flow, when the discovered model shows
that activity A is followed by activity B, the user is offered a causal relationship
between the two activities. When adding a time perspective, interpretability may
be added in a form that would allow, for example to understand that at time
14 : 05 the process should execute activity A. Explainability is the extent to
which the internal mechanisms of a system can be explained in human terms.
For example, it can be used to explain that the execution of activity A is time
dependent.

In the context of process discovery, a realization of interpretability is in the
form of decision and constraint annotations. Explainability was recently dis-
cussed when context-aware process trees were introduced [24]. All-in-all, process
discovery has a lot to offer in terms of both interpretability and explainability.
The natural graphical representations of processes (and in particular trees) offer
opportunities to create self-explainable process models.
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Process discovery does not make use of regression measures. Rather, it makes
use of non-binary measures by using data replay and counting the number of
misfit movements in the log and the process for each trace [25]. In this context,
works such as the one proposed by Sagi and Gal [26] offer interesting direc-
tions for extending the non-binary evaluation research of process discovery by
assigning different relative emphasis on commonality vs. differences [27] among
traces.

4 Conformance and the Changing Role of Humans

Machine learning has developed tools for model fitting to test to what extent
the model generalizes from the data on which it was trained. A model that is
well-fitted produces more accurate outcomes, a model that is overfitted matches
the data too closely, and a model that is underfitted does not match closely
enough. The notion of model fitting is captured well in the evaluation measures
discussed in Sect. 3.2.

Conformance checking offers, beyond a fitness evaluation between a model
and a trace, also a more general notion, that of model comparison. While in the
machine learning literature the use of model comparison is mainly in comparing
performance (and hence fitness to the data is sufficient), process mining also
focuses on the differences between models, one of which is human created while
the other is revealed from the data [28]. Identifying the equivalent to confor-
mance checking in main stream machine learning is even harder than that of the
discovery process. There, at least, it is clear what is the parallel mechanism to
discovery that works in machine learning, although the end goal is mostly very
different. With conformance checking, a machine learning researcher is most
likely to wonder why there is a need to compare two models at all if not for
understanding which one yields better results.

Equipped with our understanding that process mining is about human-in-
the-loop, we can gain two main insights on where conformance checking may
contribute best to the machine learning literature. Machine learning, as a dis-
cipline, was thrown into the heart of general audience interest, portrayed as AI
(recall your favorite sci-fi movie, ours is the Matrix trilogy). As such, it offers
a great promise to areas such as medicine, smart cities, and more. However,
algorithms do not just find their way into sensitive systems in hospitals, banks,
and city control rooms. Rather, they need to face an obstacle named the human
decision maker, and to do that they need to show how their outcome fit a mental
model of a human decision maker for solving the same problem.

The first research direction has to do with the way explainability is per-
formed. Machine learning algorithms generate models that are at times func-
tionally black boxes and it is impossible to understand their inner workings. A
question that may be raised is to what extent we trust the model and the data
from which it is created. When embeddings (of words but not only) become a
common method in building learning models, machine learning literature seeks
new methods to interpret the algorithm results, see for example LIME [29]. We
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should not, however, stop there. Once an interpretable model is created, it can be
fine tuned to fit human decision maker’s mental model by creating minor modi-
fications, along the lines of the generalized conformance checking framework of
Rogge-Solti et al. [28].

Another place where humans and machines can interact around models is
when tuning hyper parameters. Consider a very simple case, where a human
expert trains a clustering model using k-means, where k = 2. Setting the k value
follows the expert understanding of the world she aims at modeling. The algo-
rithm may reveal that while for k = 2 the algorithm fitness is poor, revising
the hyper parameter to a larger k value yields better results. Negotiating the
hyper parameters when starting from the expert mental model helps in reaching
a consensus between the human expert and the algorithm on the best tuning.
It is worth noting that tuning hyper parameters lies currently in the realm of
machine learning experts, those that build a model for end users. We argue here
that hyper parameter tuning should be part of a human-in-the-loop approach,
where the human is in face the domain expert, rather than the machine learn-
ing expert. Conformance checking, with its multitude of techniques to interpret
alignments and its multi-dimensional quality assessment, is an entryway to per-
form judicial hyper parameter tuning in machine learning algorithms, especially
when those hyper parameters can be associated with a real-world meaning that
can be interpreted by domain experts.

5 From Model Enhancement Through Perspectives
to Feature Engineering and Model Adaptation

Process enhancement is “the extension or improvement of an existing pro-
cess model using information about the actual process recorded in some event
log” [16]. Process extension, “a form of process enhancement where apriori model
is extended with a new aspect or perspective”, [16] is often brought up when
enhancement is discussed. Big data brought with it an opportunity to integrate
(part of the management stage in the data life cycle) additional data (recall data
variety) to an existing log. The process mining community, which devoted much
effort to mining the control flow of processes from data, focused its enhancement
efforts on identifying contextual data that can identify new process perspectives
(e.g., time, resources, and costs).

With plenty of data from which contextual information can be derived, two
questions come to mind, namely how to choose a perspective? and how to select
data for better enhancement? These questions point to a common practice in
machine learning, that of feature engineering. Feature engineering is commonly
known as “the process of using domain knowledge to extract features from raw
data via data mining techniques. These features can be used to improve the
performance of machine learning algorithms.”3

Domain knowledge brings up again the human-in-the-loop. Clearly, the visu-
alization tools that were developed over the years for process discovery can
3 https://tinyurl.com/y9l6njyh.

https://tinyurl.com/y9l6njyh
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become handy when gathering domain knowledge for additional perspectives.
Moreover, domain knowledge does not have to be gathered directly from human
experts. Rather, seeking domain expertise in the relevant scientific literature
provides a good starting point for developing a feature set for a perspective.

To illustrate a possible approach that combines process enhancement with
expert knowledge for creating a focused set of features to create a perspective,
consider queue mining [12], which enhanced a log with a queueing perspective
to extract congestions from process data.

Congestion 
Graph 
Mining

Event Log Enriched 
Event Log 

Feature 
Extraction

Congestion 
Graph

Fig. 1. Our solution to generate congestion features.

Feature engineering using a model-driven approach to automatically generate
congestion-related features, as illustrated in Fig. 1, was proposed by Senderovich
et al. [30]. Given an event log, the first step mines congestion graphs, graphical
representations of the dynamics observed in a system. These dynamic graphs
represent the flow of entities in terms of events and are labeled with performance
information that is extracted from the event log. Extraction of such performance
information is grounded in some general assumptions on the system dynamics.
For congestion graphs it is a state representation of an underlying queueing
system. Finally, a transformation function is created to encode the labels of a
congestion graph into respective features. This feature creation yields an enriched
event log, which can be used as input for a supervised learning method.
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Fig. 2. Main treatment events and flows; events and flows of important features are
highlighted.

One of the advantages of discovering congestion graphs is the ability to move
from prediction to explainability. Providing insights as to the most important
features and root-causes for delays in the system is a crucial step when optimizing
processes. We demonstrate this by considering the congestion graph in Fig. 2 and
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show how the features obtained from congestion graphs provide insights into the
root-causes of delays.

Feature importance was evaluated by ranking features according to their
role in the prediction task. Specifically, methods like gradient boosting enable
the ranking of features in correspondence to their predictive power [31]. For
example, the most dominant feature for the healthcare process in Fig. 2 based
on the congestion graph are the number of patients who entered reception. This
implies that a greater arrival volume has an impact on time prediction, as it
results in delays. The second feature, corresponds to the elapsed time since lab
results are ready (i.e., blood work). This feature is highly predictive as the next
step after lab is typically the visit to the physician. Hence, an important feature
is the time in queue for the physician.

To summarize, the example illustrates a feasible mechanism to generate fea-
tures for a new perspective using domain knowledge that is extracted from the
scientific literature. Existing approaches in process mining can offer ways to
interpret feature importance and provide insights on the domain. Mined infor-
mation can then serve for explainability analysis and understanding the process
beyond the specific prediction goal.

6 Conclusions

The world is buzzing with new opportunities that were made possible due to
a set of technologies, from cheap sensors and Iot, to cloud computing, to bet-
ter interfaces. Data science finds new applications in healthcare logistics, luggage
handling systems, software analysis, smart maintenance, Web site analytics, cus-
tomer journey, and more.

The surge of interest in machine learning and AI technologies for daily activ-
ities has found those communities unprepared. Almost instantly, a purely aca-
demic discipline, with minimal connection to the commercial world, has found
itself in the eye of a storm, with more and more application domain demand to
be upgraded with the shining new algorithmic solutions.

The process mining community, has always been ready to this wave of
demand. With its tight connection to the BPM community, process mining grew
with the constant need to explain its output to human experts. Methods in
process discovery, conformance checking, and process enhancement, were always
designed with the end user in mind.

The time is ripe for the community of process mining to go out of its com-
fort zone and contribute, not just for what was traditionally promoted in the
community but also become part of the recent trend of explainable AI. To do
so, we provide a quick survival guide to the young (and young in spirit) process
mining researcher when entering the data science academic jungle:

– Know your stuff well: whether you offer the use of a process discovery algo-
rithm, a conformance checking multi-dimensional evaluation measure, or a
new perspective make sure you know it inside out. Going out to the wilder-
ness you will meet many new terms and concepts, some may be mapped
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clearly to your own research but you should be able to see the wood for the
trees.

– Identify the gap in literature when it comes to human-in-the-loop. The wider
the gap the higher are the chances your bag of tricks will fit in nicely. However,
the jungle of data science literature is such that you may have to wedge your
work in. Make sure you prepare well to defend your position when the natives
come running wildly at you.

– Establish an inter-disciplinary team. Join forces with open-minded researchers
in the data science disciplines (AI, ML, DM, or DB). Remember that research
should be seen to be done.

With such a guide at hand and with a little bit of courage, process mining
will become the new explainable AI in no time.

Little friends may prove great friends.
– Aesop

Acknowledgement. We thank Matthias Weidlich and Roee Shraga for fruitful dis-
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Abstract. Academic literature on machine learning modeling fails to address
how to make machine learning models work for enterprises. For example, existing
machine learning processes cannot address how to define business use cases for
an AI application, how to convert business requirements from product managers
into data requirements for data scientists, and how to continuously improve AI
applications in term of accuracy and fairness, how to customize general purpose
machine learningmodels with industry, domain, and use case specific data tomake
them more accurate for specific situations etc. Making AI work for enterprises
requires special considerations, tools, methods and processes. In this paper we
present a maturity framework for machine learning model lifecycle management
for enterprises. Our framework is a re-interpretation of the software Capability
Maturity Model (CMM) for machine learning model development process. We
present a set of best practices from authors’ personal experience of building large
scale real-world machine learning models to help organizations achieve higher
levels of maturity independent of their starting point.

Keywords: Machine learning models ·Maturity model ·Maturity framework ·
AI model life cycle management

1 Introduction

Software and Services development has gone through various phases of maturity in the
past few decades. The community has evolved lifecycle management theories and prac-
tices to disseminate best practices to developers, companies and consultants alike. For
example, in software field, Software Development Life Cycle (SDLC) Management,
capability maturity models (CMM) Application Life Cycle Management (ALM), Prod-
uct Life Cycle Management (PLM) models prescribe systematic theories and practical
guidance for developing products in general, and software products in particular. Infor-
mation Technology Infrastructure Library (ITIL) organization presents a set of detailed
practices for IT Services management (ITSM) by aligning IT services with business
objectives. All these practices provide useful guidance for developers in systematically
building software and services assets. However, these methods fall short in managing
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a new breed of software services being developed rapidly in the industry. These are
software services built with machine learnt models.

We are well into the era of Artificial Intelligence (AI), spurred by algorithmic, and
computational advances, the availability of the latest algorithms in various software
libraries, Cloud technologies, and the desire of companies to unleash insights from the
vast amounts of untapped unstructured data lying in their enterprises. Companies are
actively exploring and deploying trial versions of AI-enabled applications such as chat
bots, personal digital assistants, doctors’ assistants, radiology assistants, legal assistants,
health and wellness coaches in their enterprises. Powering these applications are the
AI building block services such as conversation enabling service, speech-to-text and
text to speech, image recognition service, language translation and natural language
understanding services that detect entities, relations, keywords, concepts, sentiments and
emotions in text. Several of these services aremachine learnt, if not all. Asmore andmore
machine learnt services make their way into software applications, which themselves
are part of business processes, robust life cycle management of these machine learnt
models becomes critical for ensuring the integrity of business processes that rely on
them. We argue that two reasons necessitate a new maturity framework for machine
learning models. First, the lifecycle of machine learning models is significantly different
from that of the traditional software and therefore a reinterpretation of the software
capability maturity model (CMM) maturity framework for building and managing the
lifecycle of machine learning models is called for. Second, building machine learning
models that work for enterprises requires solutions to a very different set of problems
than the academic literature on machine learning typically focuses on. We explain these
two reasons below a bit more in detail.

1.1 Traditional Software Development vs.Machine LearningModel Development

While traditional software applications are deterministic, machine learning models are
probabilistic. Machine learning models learn from data. They need to be trained while
traditional software applications are programmed to behave as per the requirements and
specifications. As a result, traditional software applications are always accurate barring
defects, whereas machine learning models typically need multiple iterations of improve-
ments to achieve acceptable levels of accuracy, and it may or may not be possible to
achieve 100% accuracy. Data in traditional software applications tends to be transac-
tional in nature and mostly of structured type whereas data for machine learning models
can be structured, or unstructured. Unstructured data can further come in multiple forms
such as text, audio, video and images. In addition, data management in machine learning
pipeline has multiple stages, namely data acquisition, data annotation, data preparation,
data quality checking, data sampling, data augmentation steps – each involving their own
life cycles thereby necessitating a whole new set of processes and tools. Machine learn-
ing models have to deal with fairness, trust, transparency, explainability that traditional
software doesn’t have to deal with. Machine learning pipeline has a whole new set of
roles such as data managers, data annotators, data scientists, fairness testers etc. in addi-
tion to traditional software engineering roles.While one has to deal with code versioning
and code diff functions in traditional software application development, machine learn-
ing models bring interesting twists with training data and testing data diffs and model
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diffs. A full version of compare and contrast is the sole subject of a different paper under
preparation.

All these new aspects in machine learning model lifecycle need explication, disci-
plinedmanagement and optimization lest organizations end upwith chaotic, poor quality
models thereby leaving a trail of dissatisfied customers.

1.2 Making Machine Learning and AI Work for Enterprises

Making AI work for enterprises requires special considerations, tools, methods and
processes. This necessitates a new maturity framework for machine learning models.

To address these problems, based on our own experience of building practical, large-
scale, real-world, machine learning models, we present a new interpretation of CMM
maturity framework for managing the lifecycle of machine learnt models. To the best of
our knowledge, this is the first of its kind.

In this paper we use machine learning model and AI model synonymously, although
we understand that machine learning models are only a type of AI models.

2 Related Work

Our work is related to software maturity model [1], Big data maturity models [3, 4, 6,
7], and knowledge discovery process.

Humphrey proposed capability maturity model (CMM) for Software [1]. He
described five levels of process maturity for Software: initial, repeatable, defined, man-
aged, optimizing.Anorganization’smaturity is considered initialwhen there is no control
of the process and no orderly progress of process improvement is possible. An organi-
zation can reach repeatable level when it has achieved a stable process with repeatable
level of statistical control by initiating rigid project management of commitments, cost,
schedule and changes. Defined level can be attained when the organization has defined
the process to ensure consistent implementation and provide a basis for better under-
standing of the process. An organization attains a managed level when it has initiated
comprehensive process measurements beyond those of cost and schedule performance.
An organization reaches optimizing level when the organization has a foundation for
continuous improvement and optimization of the process. Our work is inspired by such
process maturity definitions. In our work, we propose a set of required processes for
organizations building machine learning models.

3 Machine Learning Model Lifecycle

In this section we describe the AI Service development lifecycle, along with roles
involved in each. AI lifecycle include: data pipeline, feature pipeline, train pipeline,
test pipeline, deployment pipeline, and continuous improvement pipeline. Each step is
an iterative and requires continuous improvements in itself. This iterative process is illus-
trated in Fig. 1. A brief introduction to each step is given in this section. The sections
that follow provide deep-dives and maturity assessment questionnaire.
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Fig. 1. AI model lifecycle

3.1 Model Goal Setting and Product Management

A product manager kicks off the AI model development process by setting goals for the
AImodel i.e., whatmust it be good at, creates test cases andminimum required thresholds
upon which the models’ quality and runtime performance targets are to be measured.
This person also defines thresholds for model competitiveness and the associated levels.
A product manager must set goals for an AI model considering the current state as well
as achievable levels with stretch targets. The goals must apply not only the model quality
and runtime metrics but also to the process by which the models are built so that the
outcomes are predictable, consistent and repeatable.

3.2 Content Management Strategy

A content manager is responsible for proactively identifying suitable training data
sources from public and private legal sources, checking the legality of data, establishing
governance process around data, data vendor contract negotiations, pricing, data budget
management and data lineage management.

3.3 Data Pipeline

Data collection and preparation is a key step in training an AI model. In this step, an AI
Service Data Lead leads the efforts around data collection and labeled data preparation.
Themodel needs to see enough instances of each kind that you are trying to detect/predict.
For example, a Sentiment Analyzer service needs to see enough instances of positive,
negative and neutral sentiment samples in order to learn to classify them correctly. This
stage of data collection and ground truth preparation involves many activities such as
identifying right type of data in right distributions, sampling the data so as to guide
the model performance, enriching the data via labeling, storing the lineage of the data,
checking the quality of the labeled and prepared data, establishing specific metrics for
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measuring the quality of the data, storing and analyzing the data. This step may also
involve augmenting the training data via data synthesis techniques or with adversarial
examples to enhance the robustness of models. Each step is iterative in itself and goes
through multiple iterations before the data is readied for training.

3.4 Feature Preparation

This step involves preparing the features from the collected data to initiate the training
models. The actual preparation steps depend on the type of AI service being developed.
Figure 1 shows the preparatory steps involved in text processing and audio signal pro-
cessing for building natural language understanding (NLU) and speech-to-text type of
services. Typically, these include, developing tokenizers, sentence segmentation capa-
bilities, part-of-speech taggers, lemmatization, syntactic parsing capabilities etc. In the
case of audio data, these things include developing phonetic dictionaries, text normal-
izers etc. These assets and services once prepared are then used in training algorithms.
Typically, a Training Lead works closely with the Data Lead to prepare these assets.

3.5 Model Training

A Training Lead leads this activity. A Training Lead makes decisions about what algo-
rithms to experiment with the prepared data and the feature assets that are prepared. This
includes making decisions about what frameworks to use (TensorFlow/Pytorch/Keras
etc.), if neural nets are involved, how many hidden layers and the specific activa-
tion functions at each layer etc. A Training Lead then trains the models, after mak-
ing the train/dev/test set splits on labeled data and runs multiple experiments before
finally making the model selection. Throughout the training process, Training Lead
makes many decisions on the various hyper parameters and strives to optimize the net-
work/architecture of the training algorithm to achieve best results. A Training Lead also
conducts error analysis on failed training and dev/cross-validation cases and optimizes
the model to reduce those errors. A Training Lead does not have access to the test cases.

3.6 Testing and Benchmarking

ATest Lead leads the testing and benchmarking activity. Finalizedmodel is tested against
multiple datasets that are collected. The model is also tested against various competitor
services, if accessible, and applicable. Comparing the quality and run-time performance
of the model with competitor’s services and all known competing AI models to establish
its quality for each model version is a critical aspect of testing phase. As noted earlier, a
test lead is also responsible for conducting detailed and thorough error analysis on the
failed test cases and sharing the observations and patterns with the Training Lead so as
to help improve the AI model in future iterations.

3.7 Model Deployment

This is the step where critical decisions are made by the Deployment Lead on the
deployment configuration of the model. In Software-as-a-Service (SaaS) services, this
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often involves, infrastructure components, memory, disk, CPUs/GPUs, and number of
pods needed based on the expected demand. Very often as part of deployment, significant
engineering might be required to make the feature extraction steps production-grade
and wrap the trained model into a software package that can be invoked from the larger
business application.

3.8 AI Operations Management

Any AI Service’s lifecycle hardly ends when the first model is deployed for the first time
by following the steps described above. Each AI model has to continuously improve
overtime by learning from themistakes it makes.With each iteration, with each feedback
loop, with each new model version, the model continuously evolves. Managing these
iterations that lead to continuous learning ofAI services is what we call as AIOperations,
and is a joint activity between the operations, data and training team.

Deployment team is responsible for logging the payloads ofAImodels, andmanaging
the governance of payload data with help of Data Lead. During continuous improvement
cycle, the new incoming data is included by Train Lead to re-do training process and
prepare a model that is more accurate for the data it is being used for. The payload data is
also used to detect and address aspects such as biases, errors, model drifts, misalignments
and explainability.

In the following sections we elaborate on each of these pipeline stages. In Appendix
A we present a small snippet of our maturity framework. A more detailed maturity
framework could not be attached due to space limitations but will be made available via
company website.

4 Data Pipeline

Given input data X, A machine learning model approximates a mapping function f to
predict an output value y such that f(X) = y. Training machine learning models is a
data intensive effort. Training data must have enough representation of the world that
the model wants to approximate. Real-world data is often messy and must be cleaned
and prepared to make it usable for training AI models. Since data plays a pivotal role
in AI, managing the data pipeline effectively, and aligning data curation efforts with the
business goals and requirements can be key differentiators for organizations. Below, we
describe some strategies for managing one’s data pipelines effectively.

4.1 Define Data Requirements According to Business Needs

Mature organizations aspiring to produce high quality AI models start with defining
goals for their AI models. A model product manager must first define the scope, purpose
and expected minimum quality thresholds for an AI model. In organizations just starting
with machine learning, this strategic job is left to data scientists responsible for training.
While data scientists do their best to build a good model, it is not their job or role to
define what it must be good at. For example, asking data scientists to ‘build a world-
class face recognition AI model’ is too broad and vague. A more specific and focused
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goal would look like this: ‘build a face recognition service that can detect male, female
genders, these specified age groups, and these specified subset of races, and ethnicities,
which are defined in the requirements document (the requirements document may point
to a more specific taxonomy of races and ethnicities to be detected from a neutral entity
such as the United Nations Race and Ethnicity taxonomy) with at least 90% accuracy
on ‘these’ given specific test datasets where ‘these’ test datasets were carefully crafted
by the product management team to have an even distribution of all the genders, age
groups, specific races, and ethnicities for which the model is supposed do well. That
is a specific, focused and measurable goal that a data scientist can build a model for.
Such a focused goal is also non-disputable. If the business purpose and goal is not clear,
organizations have to deal with poor performance and unfairness claims once the model
goes into production where users may complain that the face recognition is biased and
doesn’t recognize faces of certain races and ethnicities. Such a specific goal also sets
specific objectives for data and training leads in collecting the right kind of data and
setting right type of train, and dev splits respectively while building the model. This
way, instead of shooting in the dark, an organization managing a mature data pipeline
can convert high-level business goals (e.g. target industries, domains, scenario and etc.)
into specific data requirements.

4.2 Define a Data Acquisition Strategy

A mature data pipeline should be able to consider the time and cost of data curation and
correlate and quantify the performance gains of AI models with the curated data. This
way, an organization can justify the data curation efforts while maximizing performance
gains for their AI solutions.

4.3 Apply Data Selection to Select Suitable Training Data

The goal of data selection is to select representative, unbiased and diverse data. This
is a funneling process. Data cleansing and data selection both reduce data as the result
of processing. Therefore, in order to achieve desired quantities of representative data,
organizations may have to be prepared to collect more data than they may end up using.
If data selection is not done, on the other hand, i) models may end up with undesirable
biases as proper representation may not be achieved ii) organizations may have to pay
for labeling data that may or may not be useful, adding to the costs and iii) too much
unselected datamayunnecessarily add to the processing time and computational capacity
requirements of themachine learning process. Therefore, it is critical to apply appropriate
sampling techniques in order to generate quality training data sets in reasonable sizes.

4.4 Create Data Annotation Guidelines to Achieve Consistency with Data
Labeling

In general, themore the available annotated data, the better themodel performs.However,
labeling data can be difficult and expensive. To deliver high-quality annotated data in
an efficient way, an organization should consider the following three aspects: (i) create
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unambiguous definitions for terms, prepare clear annotation guidelines and continuously
refine the guidelines anddefinitionswith user feedback.Amature pipeline should support
a rapid feedback loop between data scientists and data annotators, (ii) use a combination
of internal team of annotators and external crowd workers to get data annotated at scale,
(iii) use machine learning to pre-annotate data that human annotators can validate. This
can greatly speed up the human annotation process.

4.5 Augment Data Using Synthetic Techniques as Applicable

In machine learning algorithms, there is often a need to synthetically augment data,
to increase the amount of training data to cover scenarios where real data might be
difficult to get by. For example, in the case of audio data for training a Speech-to-Text
model, a given set of audio files can be augmented by superposition of noise tracks,
echoes, reverberations etc. Also, rate, pitch modulation can be performed on audio files
to synthesize additional data. In the case of image recognition modeling, an image can
be tilted, rotated, and colors changed to generate additional training data. As a best
practice, we recommend organizations to have a strategy and develop a pipeline for data
augmentation and align the augmented data

5 Feature Pipeline

The success or failure of the machine learning algorithms is intimately tied to how the
data is represented. In this section, we present some best practices for managing the
feature pipeline:

5.1 Keep Your Options Open During Feature Selection

Researchers have explored different types of training algorithms that aim to exploit dif-
ferent types of feature representations. These feature representations can be grouped into
3 types, (1) raw-features (2) expert-designed features and (3) latent-features. Characters,
pixels or audio waves are prime example of raw features. Raw features require minimal
pre-processing and transformations to data before being fed to the training algorithms.
From engineering point-of-view, it has resulted in much simpler training and testing
pipelines. However, this comes at the cost of need for large amounts of data for training.
Other extreme to using raw features is using expert-designed features. Experts often
bring domain knowledge to create these features. However, applying learning from one
domain to other is often the Achilles heel for such algorithms. The over-dependence on
expert users is often seen as a limitation in terms of time and cost. In the last decade, in
particular with image and speech applications, state-of-the-art models have often used
lower-level features than expert-level features. Recent advancement of deep-learning
algorithms made a consistent case for third type of features known as latent-features.
These features typically come from unsupervised pre-trained models. Intuitively, these
features compress the high-quality information that goes beyond explicitly created fea-
tures. Success ofWord embeddings is a primary example of usefulness of latent features.
Recent advancement in GPU technologies fueled the possibility of training complex
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unsupervised models at a much faster-rate. Hence, unsupervised deep-learning based
techniques are consistently providing much better latent features in varieties of appli-
cations that deal with texts, audios, images, and videos. The main drawback of these
features is that it’s very hard to explain them. Hence, building the explainable model
using latent features is an open research problem. A mature organization implementing
machine learning pipeline should always keep the option of using all types of features
and be aware of which features make more sense for a given task.

5.2 Understand Performance Tradeoffs with Feature Processing

If feature-pipeline has to support real-world applications, then often response time of the
model in production environment becomes a bottleneck in addition to the effectiveness
of features. Hence, understanding the trade-offs between response times andmodel qual-
ity is necessary. Since most of these trade-offs are influenced by the available training
datasets at the time, these trade-offs need be revisited when underlying datasets, training
algorithms or requirements change significantly. To better generalize a machine learn-
ing service, organizations often collect datasets from various sources. Features are key
to understanding the differences between these sources. Since collecting high-quality
datasets is costly, powerful feature analysis provide clues on when to collect and how to
diversify data for the training algorithms.

5.3 Master the Art of Feature Representation

Preparing features for a given task often requires creativity. Many-a-times organization
needs task-specific features to build the best model. For example, in text analysis, it’s
important to pay attention to how sentences are getting tokenized. Successful tokenizer
segments emoticons, slangs, abbreviations to improve the overall perception of the senti-
ment analysis system. Organizations often need to be flexible to modify or even re-write
the tokenizer to keep the task specific features. Similarly, for effective speech recognition
system, creating language or even dialect specific phonetic dictionaries have shown to
have better generalization with less amount of labeled data.

6 Train Pipeline

We present some best practices from our own experience of training large scale AI
models deployed to production.

6.1 From Experimentation to Production: Design Your Compute Strategy

The train step in an AI project often starts with a single data scientist working on
developing a model that learns the input and output relationship from the training data.
In quest of implementing the best model, the data scientist experiments with multiple
algorithms, frameworks, and configurations. While, initially, it might be sufficient to
run these experiments on a local machine or couple of servers, very soon the number of
experiments that need to be executed starts getting constrained by available compute.
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Furthermore, often special compute is required for running specific machine learning
algorithms e.g. for deep learning GPUs are preferred. Speech training requires large
amount of storage when compared to storage required for running training on text data.
Hence, a scalable infrastructure strategy is needed to support training needs. It is better
to plan for such compute needs as soon as the initial experiments and approach shows
promise.

6.2 Data and Model Versioning for Efficient Collaboration and Experimentation

As the initial train experiments start showing promise, the data science team also grows.
In order to support collaboration, coordination and reuse in a growing team version
management of models become imperative. However, it is no longer just train and fea-
ture extraction code that needs to be versioned, but also the training data, along with
experiment settings so any of the train experiments can be reproduced.

6.3 Modularizing Train Code and Plan for Train to Serve Handoff Management

Modularizing train code, so it becomes easy to plug in different components, is another
productivity booster. A data scientist might have started off with a monolithic piece of
code where data pre-processing, feature engineering, training code are all inter-twined.
However, this soon becomes a problem as data science team would need to experi-
ment with different machine learning approaches, different features, different data pre-
processing steps, with different teammembers focusing on different pieces, and different
frameworks being used for each.

While data scientists focus on building themost accuratemodel, the engineering team
focuses on the nonfunctional aspects such as run-time performance, capacity planning,
and scaling approach. Often at this step, the serve and train pipelines start differing
as train is an offline process, and test is an online one. Long times to productize an
AI model is a big challenge many AI projects face. As organizations mature there is
increased demand for experimentation-production parity because of use of standardized
frameworks, development of common pre-processing, feature engineering packages and
so on. Therefore, closer collaboration between data scientists and engineers to arrive
at shared understanding of nonfunctional serve requirements also helps close the gap
between train and serve code.

6.4 AI Models Are Rarely Perfect on Day-One. Plan for Continuous
Improvements

AI models are not static, they need to improve or adjust to data over time. In order to
improve the model, it is important to have access to data that is representative of real data
the model is getting used on. In traditional software projects, limited exception and error
logging is done in production. The main reason for logging is to help developers debug
any production issues that might arise. However, in AI implementations it is important
to have a strategy to collect payloads, as they are the real examples of data the model is
being used for. Payload data needs to be brought back into the train pipeline to improve
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the model. Once more training data is available data scientists are again required to
go through the data through train pipeline to arrive at improved model, followed by
engineering team who needs to optimize for performance and deploy. This makes model
improvement a recurring and continuous process.

6.5 Automate the Train Pipeline

Having automated training pipelines can help significantly reduce the time a data scientist
has to spend in improving model. When new training data comes in, the train pipeline
would be executed, and as part of this, multiple experiments are auto executed. Data
scientists can then select the best model and push it for deployment. Best practices and
tooling for continuous integration and delivery from traditional software development
life cycle (SDLC) can help reduce engineering time spent in deploying a new model.

Organizations that rely on AI models as part of their daily operations have made
significant progress in maturing their train pipelines. New tools to manage train and
serve pipeline are regularly being released in market, e.g. version manage AI projects,
integrated environments to build and run AI models.

7 Test Pipeline

Testing is an investigation process conducted to derive insights about the quality of the
machine learning models under test. Here, we share some of the best practices in testing
based on our experience.

7.1 Be Prepared to Iterate Between Train and Test

While we often have lots of choices to learn and apply various machine learning algo-
rithms on our data sets, selecting the final best model out of many good working models
is a challenging and time-consuming task. In practice, train data scientists and testers
often work together to compare the performance of models generated with different
algorithm parameters before deciding which parameters to use; they may also compare
performance of the models using different feature-based representations to ensure the
selected features are improving the models as expected.

7.2 Testing Is not just a One-Time Build Activity. It Is Continuous Throughout
an AI Model’s Lifecycle. Keep the Test Datasets Updated

In AI services, there is a notion of continuously improving the accuracy of the models
as more data becomes available either via continuous data acquisition process or from
payload data. While each iteration of the machine learning model can be tested on the
same set of standard datasets it can be unfair to test systems on only one set when the
newer models have ‘seen more of the world’ via more training data. As more and more
training data is added from different sources, testing should be an iterative and dynamic
process wherein test cases are continuously updated to improve the test coverage to
represent the new world they live in. This makes comparing models from one version to
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another difficult. There is no perfect solution for this. We have noted that maintaining
old and new test cases and testing model versions on all test cases each time gives a
comprehensive view of the quality of the current and past models.

7.3 Whose Side Is the Real ‘Truth’? Sometimes Machine Learning Models Are
Both Right and Wrong!

The ‘ground-truth’ can be different for different people in certain domains. For exam-
ple, what appears as a complaint to some may appear as a neutral statement to others.
Therefore, user acceptance testing of AI-based services may depend on individual user
perceptions. Special user perception testing needs to be instituted in addition to con-
ventional performance testing in cases where ground truth can be ambiguous. As the
predictions of models from one version to another can often be different, such user
perception testing has to be done continuously to allow testers to select the best user
perceived model in some cases.

7.4 Adversarial and Long Tail Testing for Robustness

A mature organization needs to do proactive testing for understanding and guiding
effective AI model testing to ensure their robustness. Proactive testing differs from
conventional testing metrics in two aspects. First, it extends the coverage of the testing
dataset by dynamically collecting supplementary data. Second, AI developers can collect
additional data belonging to certain categories to target corner cases. To create failed
cases at scale, adversarial sample has attracted attention inmachine learning communities
in recent years. For example, different perturbation strategies (e.g., insertion, deletion,
and replacement) have been proposed to evade DNN-based text classifiers.

8 Model Fairness, Trust, Transparency, Error Analysis
and Monitoring

8.1 Set Proper Goals for AI Models to Mitigate Undesirable Biases and Start
with Test Cases

Statistical machine learning models rely on biases in data to learn patterns. Therefore,
the concept of data bias by itself is not bad. What people mean, when they say biases
is ‘undesirable biases’. We argue that undesirable biases creep in because of lack of
discipline in setting proper goals for theAImodels. Proper goals can be set for AImodels
by preparing test cases upfront and setting specific objectives on what is expected of
the model. As noted in the data requirements section, asking data scientists to ‘build a
world-class face recognition AI model’ is too broad, vague and leads to unanticipated
biases. A more specific and focused goal such as: ‘build a face recognition service that
can detect male/female genders, with pre-defind specific age groups, and these specific
subset of races, and ethnicities in the requirements document (which is grounded in a
standard taxonomy from a neutral organization such as the United Nations Race and
Ethnicity taxonomy)) with at least 90% accuracy on ‘these’ given specific test datasets’
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where ‘these’ test datasets were carefully crafted by the product management ream to
have an even distribution of all the genders, age groups, specific races, and ethnicities
for which the model is supposed do well. That is a specific, focused and measurable goal
that a data scientist can build a model for. Such a focused goal is also non-disputable,
measurable and tested for biases. It is this lack of specificity that leads to undesirable
biases.

8.2 Declare Your Biases to Establish Trust

Rarely do organization have unlimited budgets and time to collect representative samples
to prepare most comprehensive datasets that can avoid undesirable biases completely.
One can, at best, mitigate biases with careful planning. Therefore, we’d argue that it is
more practical for a machine learning model to declare its biases than to pretend that it
is unbiased or that it can ever be fully unbiased. That is, product managers must declare
what the model is trained on. That way, the consumers of the model know exactly what
they are getting. This establishes trust inAImodels. This is akin to having nutrition labels
on processed and packaged foods. People can judge based on the contents, whether a
particular snack item is right for them or not. While not all machine learning model
builders may have the incentive to declare the secrets of their ingredients, it may be
required in some regulated industries.

8.3 Do We Always Need Full Explainability? Let the Use Case Drive the Needs
and Select Machine Learning Algorithms Accordingly

We still don’t knowwhy and how certainmedicines work in human body and yet patients
rarely question when a doctor prescribes a medicine. They inherently the trust the doctor
to give them the best treatment and trust their choice of medicine. Citing such analogies,
some argue whether full explainability may not be always needed. Whether or not the
medical analogy is appropriate for a business domain, one thing is clear. Some use cases
demand full transparency while others are more forgiving. For example, a sentiment
prediction model which aims to predict consumer sentiments against products from
social media data may not need the same level of transparency as a loan approval AI
model which is subject to auditability. Therefore, based on the use case and need, AI
model development team must set transparency goals ahead of time. A data scientist
training an AI model can use these requirements in making the right kind of AI model
that might offer more explainability or not.

8.4 Diagnose Errors at Scale

Traditionally, error analysis is often manually performed on fixed datasets at a small
scale. This cannot capture errors made by AI models in practice. A mature error analysis
process should enable data scientists to systemically analyze a large number of “unseen”
errors and develop an in-depth understanding of the types of errors, distribution of errors,
and sources of errors in the model.
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8.5 Error Validation and Categorization

A mature error analysis process should be able to validate and correct mislabeled data
during testing. Compared with traditional methods such as Confusion Matrix, a mature
process for an organization should provide deeper insights into when an AI model fails,
how it fails and why. Creating a user-defined taxonomy of errors and prioritizing them
based not only on the severity of errors but also on the business value of fixing those
errors is critical to maximizing time and resources spent in improving AI models.

8.6 Version Models and Manage Their Lineage to Better Understand Model
Behavior Over Time

An organization may have multiple versions of a machine learning model. A mature
organization needs to maintain different versions in a data-store. They should also keep
the lineage of training data used to building such models. In addition, they should be
able to run automated tests to understand the difference between such models using
well defined metrics, and test sets. With each version, they should track whether model
quality is improving for such test sets.

In conclusion, we have presented a set of best practices applicable to building and
managing the life cycle ofmachine learningmodels. AppendixA contains snippets of our
framework for select stages of the pipeline. We are unable to publish the full framework
in this paper due to space limitations. However, we intend to make it available on our
company website for reference.

9 Conclusions and Discussion

In this paper we argued that traditional software development lifecycle methodologies
fall short when managing AI models as AI lifecycle management has many differences
from traditional software development lifecycle. We presented a re-interpretation of
software capability maturity model (CMM) for AI mode lifecycle management.

We argued that AI models need to be robust (R), accurate (A), continuously improv-
ing (C), explainable (E), fair (F), accountable (A), transparent (T), and secure (S). When
put together, they form a pneumonic ‘RACE your FACTS’ – as an easy way to remem-
ber. We have presented various best practices and a maturity assessment framework
(Appendix A) for addressing these topics.

Implementing these best practices requires many innovations, tools and techniques.
SomuchAI is needed throughout the AI lifecycle management to build andmanagement
AI models. We are excited about the research and innovation possibilities and frontiers
that this offers. A journey informed by best practices and maturity awareness is the best
way to get there.

Appendix A

A snippet of our Machine Learning Maturity Framework is attached below. A more
detailed one could not be attached due to space limitations but will be made available
upon request or posted on the company website shortly.
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Abstract. Temporal business constraints have been extensively
adopted to declaratively capture the acceptable courses of execution in a
business process. However, traditionally, constraints are interpreted logi-
cally in a crisp way: a process execution trace conforms with a constraint
model if all the constraints therein are satisfied. This is too restrictive
when one wants to capture best practices, constraints involving uncon-
trollable activities, and exceptional but still conforming behaviors. This
calls for the extension of business constraints with uncertainty. In this
paper, we tackle this timely and important challenge, relying on recent
results on probabilistic temporal logics over finite traces. Specifically, our
contribution is threefold. First, we delve into the conceptual meaning
of probabilistic constraints and their semantics. Second, we argue that
probabilistic constraints can be discovered from event data using exist-
ing techniques for declarative process discovery. Third, we study how to
monitor probabilistic constraints, where constraints and their combina-
tions may be in multiple monitoring states at the same time, though
with different probabilities.

Keywords: Declarative process models · Temporal logics · Process
mining · Probabilistic process monitoring · Probabilistic conformance
checking

1 Introduction

A key functionality that any process-aware information system should support
is that of monitoring [12]. Monitoring concerns the ability to verify at runtime
whether an actual process execution conforms to a prescriptive business process
model. This runtime form of conformance checking is instrumental to detect, and
then suitably handle, deviations appearing in ongoing process instances [14].

A common way of representing monitoring requirements that capture the
expected behavior prescribed by a process model is by using declarative, busi-
ness constraints. Many studies demonstrated that, in several settings, business
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constraints can be formalized in terms of temporal logic rules [19]. Within this
paradigm, the Declare constraint-based process modeling language [21] has been
introduced as a front-end language to specify business constraints based on Lin-
ear Temporal Logic over finite traces (LTLf ) [2]. The advantage of this approach
is that the automata-theoretic characterization of LTLf is based on standard,
finite-state automata. These can be exploited to provide advanced monitoring
facilities where the state of constraints is determined in a sophisticated way by
combining the events collected at runtime with the possible, future continuations
[1,16], in turn enabling the early detection of conflicting constraints [17].

In a variety of application domains, business constraints are inherently uncer-
tain. This is clearly the case for constraints which: (i) capture best practices that
have to be followed by default, that is, in most, but not necessarily all, cases;
(ii) link controllable activities to activities that are under the responsibility of
uncontrollable, external stakeholders; (iii) should hold in exceptional but still
conforming courses of execution. Uncertainty is intrinsically present also when
business constraints are discovered from event data. It is then very surprising
that only very few approaches incorporate uncertainty as a first-class citizen.
This is the case not just when the prescriptive behavior to be monitored is
expressed as a set of business constraints, but also when a more conventional
imperative approach is adopted [11].

It is well known that combining uncertainty with temporal logics is extremely
challenging. This is due to the interplay of temporal operators and uncertainty,
which becomes especially tricky considering that, usually, temporal logics are
interpreted over infinite traces. The resulting, combined logics then come with
semantic or syntactic restrictions (see, e.g., [8,20]). To tackle these issues, the
probabilistic temporal logic over finite traces PLTLf , and its fragment PLTL0

f ,
have been recently proposed in [15]. Since these logics are defined over finite
traces, they are the natural candidate to enrich existing constraint-based process
modeling approaches with uncertainty.

In this paper, we indeed employ PLTL0
f to achieve this goal. Specifically,

we exploit the fact that PLTL0
f handles time and probabilities in a way that

naturally matches with the notion of conformance: a constraint ϕ holds with
probability p if, by considering all the traces contained in a log, ϕ is satisfied
by a fraction p of all the traces contained therein. Based on this observation, we
provide a threefold contribution.

First, we exploit PLTL0
f to introduce probabilistic constraints and delve into

their semantics and conceptual meaning; notably, our semantics is based on the
already established notion of stochastic language [11]. We then show how prob-
abilistic constraints can be used to naturally lift the Declare language to its
probabilistic version ProbDeclare. Second, we observe that probabilistic Declare
constraints can be discovered off-the-shelf using already existing techniques for
declarative process discovery [7,9,13,22], with strong guarantees on the con-
sistency of the generated models. In fact, the discovered constraints are for
sure (probabilistically) consistent, without incurring in the notorious consis-
tency issues experienced when the discovered constraints are interpreted in a
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crisp way [4,5]. Third, we study how to monitor probabilistic constraints, where
constraints and their combinations may be in multiple monitoring states at the
same time, though with different associated probabilities. This is based on the
fact that a single ProbDeclare model gives raise to multiple scenarios, each with
its own distinct probability, where some of the constraints are expected to be
satisfied, and the others to be violated. Specifically, we show how to lift existing
automata-theoretic monitoring techniques to this more sophisticated probabilis-
tic setting, and report on a proof-of-concept implementation of the resulting
framework.

The paper is structured as follows. After preliminary notions introduced in
Sect. 2, we introduce the syntax and semantics of probabilistic constraints in
Sect. 3. In Sect. 4, we discuss how ProbDeclare constraints can be discovered
from event data using existing techniques. In Sect. 5, we show how to monitor
probabilistic constraints, and report on the corresponding implementation. In
Sect. 6, we conclude the paper and spell out directions for future work.

2 Preliminaries

We consider a finite alphabet Σ of atomic activities. A trace τ over Σ is a finite
sequence a1 . . . an of activities, where ai ∈ Σ for i ∈ {1, . . . , n}. The length of
trace τ is denoted by length(τ). We use notation τ(i) to select the activity ai

present in position (also called instant) i of τ , and Σ∗ for the (infinite) set of all
possible traces over Σ. A log over Σ is a finite multiset of traces over Σ.

We recall next syntax and semantics of LTLf [1,2], and its application in the
context of Declare [18,21]. Consistently with the BPM literature, we make the
simplifying assumption that formulae are evaluated on sequences where, at each
point in time, only one proposition is true, matching the notion of trace defined
above.

LTL Over Finite Traces. LTLf has exactly the same syntax of standard LTL,
but, differently from LTL, it interprets formulae over finite traces, as defined
above. An LTLf formula ϕ over Σ is built by extending propositional logic with
temporal operators:

ϕ ::= a | ¬ϕ | ϕ1 ∨ ϕ2 | ©ϕ | ϕ1 U ϕ2 where a ∈ Σ.

A formula ϕ is evaluated over a trace τ in a valid instant i of τ , such that
1 ≤ i ≤ length(τ). Specifically, we inductively define that ϕ holds at instant i of
τ , written τ, i |= ϕ, as:

– τ, i |= a for a ∈ Σ iff τ(i) = a;
– τ, i |= ¬ϕ iff τ, i �|= ϕ;
– τ, i |= ϕ1 ∨ ϕ2 iff τ, i |= ϕ1 or τ, i |= ϕ2;
– τ, i |= ©ϕ iff i < length(τ) and τ, i + 1 |= ϕ;
– τ, i |= ϕ1 U ϕ2 iff for some j such that i ≤ j ≤ length(τ), we have τ, j |= ϕ2

and for every k such that i ≤ k < j, we have τ, k |= ϕ1.
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Table 1. Some Declare templates, with their LTLf and graphical representations.

Intuitively, © denotes the next state operator, and ©ϕ holds if there exists a next
instant (i.e., the current instant does not correspond to the end of the trace),
and, in the next instant, ϕ holds. Operator U instead is the until operator, and
ϕ1 U ϕ2 holds if ϕ1 holds now and continues to hold until eventually, in a future
instant, ϕ2 holds.

From these operators, we can derive the usual boolean operators ∧ and →,
the two formulae true and false, as well as additional temporal operators. We
consider, in particular, the following three: (i) (eventually) ♦ϕ = trueU ϕ is true,
if there is a future state where ϕ holds; (ii) (globally) �ϕ = ¬♦¬ϕ is true, if
now and in all future states ϕ holds; (iii) (weak until) ϕ1 W ϕ2 = ϕ1 U ϕ2 ∨�ϕ1

relaxes the until operator by admitting the possibility that ϕ2 never becomes
true, in this case by requiring that ϕ1 holds now and in all future states. We
write τ |= ϕ as a shortcut notation for τ, 0 |= ϕ, and say that formula ϕ is
satisfiable, if there exists a trace τ such that τ |= ϕ.

Example 1. The LTLf formula �(close → ©♦accept) (called response in
Declare) models that, whenever an order is closed, then it is eventually accepted.
�

Every LTLf formula ϕ can be translated into a corresponding standard finite-
state automaton Aϕ that accepts all and only those finite traces that satisfy ϕ
[1,2]. Although the complexity of reasoning with LTLf is the same as that of
LTL, finite-state automata are much easier to manipulate in comparison with the
Büchi automata used when formulae are interpreted over infinite traces. This is
the main reason why LTLf has been extensively and successfully adopted within
BPM to capture constraint-based, declarative processes, in particular providing
the formal basis of Declare.
Declare is a constraint-based process modeling language based on LTLf .
Declare models a process by fixing a set of activities, and defining a set of
temporal constraints over them, accepting every execution trace that satisfies
all constraints. Constraints are specified via pre-defined LTLf templates, which
come with a corresponding graphical representation (see Table 1 for the Declare
templates we use in this paper). For the sake of generality, in this paper, we
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consider arbitrary LTLf formulae as constraints. However, in the examples, we
consider formulae whose templates can be represented graphically in Declare.
Automata-based techniques for LTLf have been adopted in Declare to tackle
fundamental tasks within the lifecycle of Declare processes, such as consistency
checking [19,21], enactment and monitoring [1,16,21], and discovery support
[13].

3 Probabilistic Constraints and ProbDeclare

We now lift LTLf constraints to their probabilistic version. As done in Sect. 2,
we assume a fixed finite set Σ of activities.

Definition 1. A probabilistic constraint over Σ is a triple 〈ϕ, ��, p〉, where: (i)
ϕ, the constraint formula, is an LTLf formula over Σ; (ii) �� ∈ {=, �=,≤,≥, <
,>} is the probability operator; (iii) p, the constraint probability, is a rational
value in [0, 1]. �

We use the compact notation 〈ϕ, p〉 for the probabilistic constraint 〈ϕ,=, p〉.
A probabilistic constraint is interpreted over an event log, where traces have
probabilities attached. Formally, we borrow the notion of stochastic language
from [11].

Definition 2. A stochastic language over Σ is a function ρ : Σ∗ → [0, 1] that
maps every trace over Σ onto a corresponding probability, so that

∑
τ∈Σ∗ ρ(τ) =

1. �

An event log can be easily turned into a corresponding stochastic language
through normalization of the trace quantities, in particular by dividing the num-
ber of occurrences of each trace by the total number of traces in the log [11].
Similarly, a stochastic language can be turned into a corresponding event log by
considering only the traces with non-zero probabilities.

Example 2. Consider the following traces over Σ = {close, accept, nop}: (i)
τ1 = 〈close, accept〉; (ii) τ2 = 〈close, accept, close, nop, accept〉; (iii) τ3 =
〈close, accept, close, nop〉; (iv) τ4 = 〈close, nop〉. Log L = {τ50

1 , τ30
2 , τ10

3 , τ10
4 }

corresponds to the stochastic language ρ defined as follows: (i) ρ(τ1) = 0.5; (ii)
ρ(τ2) = 0.3; (iii) ρ(τ3) = 0.1; (iv) ρ(τ4) = 0.1; (v)ρ is 0 for any other trace in
Σ∗. �

We say that a stochastic language ρ satisfies a probabilistic constraint C =
〈ϕ, ��, p〉, written ρ |= C, iff

∑
τ∈Σ∗,τ |=ϕ ρ(τ) �� p. In other words, we first obtain

all the traces that satisfy ϕ in the classical LTLf sense. We then use ρ to sum
up the overall probability associated to such traces. We finally check whether
the so-obtained number n is so that the comparison expression n �� p is true.
Constraint C = 〈ϕ, ��, p〉 is plausible if p �= 0 and it is logically plausible, that
is, ρ |= C for some stochastic language ρ. This latter requirements simply means
that ϕ is satisfiable in the classical LTLf sense.
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Thanks to the correspondence between stochastic languages and event logs,
we can define an analogous notion of satisfaction for event logs. With a slight
abuse of notation, we use the same notation L |= C to indicate that event
log L satisfies C. The resulting semantics naturally leads to interpret the con-
straint probability as a frequency, that is, as the fraction of conforming vs non-
conforming traces contained in a log.

Example 3. The log L from Example 2 satisfies the probabilistic constraint
Cca = 〈�(close → ©♦accept), 0.8〉. In fact, �(close → ©♦accept) is satis-
fied1 by traces τ1 and τ2, whose overall probability is 0.5 + 0.3 = 0.8. �

This statistical interpretation of probabilities is central in the context of this
paper, and leads to the following key observation: ρ satisfies C = 〈ϕ, p〉 iff it
satisfies C = 〈¬ϕ, 1 − p〉. This reflects the intuition that, whenever ϕ holds in a
fraction p of traces from an event log, then ¬ϕ must hold in the complementary
fraction 1 − p of traces from that log. Conversely, an unknown execution trace
τ will satisfy ϕ with probability p, and will violate ϕ (i.e., satisfy ¬ϕ) with
probability 1 − p. This can be extended to the other probability operators in
the natural way, taking into account that ≤ should be replaced by its dual ≥
(and vice-versa). Hence, we can interpret ϕ and ¬ϕ as two alternative, possible
scenarios, each coming with its own probability (respectively, p and 1 − p).
Whether such possible scenarios are indeed plausible depends, in turn, on their
logical consistency (a plausible scenario must be logically satisfiable, that is, have
at least one conforming trace) and associated probability (a plausible scenario
must have a non-zero probability). A probabilistic constraint of the form 〈ϕ, 1〉
with ϕ satisfiable gives raise to a single possible world, where all traces in the
log satisfy ϕ.

Example 4. Consider constraint Cca from Example 3, modeling that, in 80%
of the process traces, it is true that, whenever an order is closed, then it is
eventually accepted. This is equivalent to assert that, in 20% of the traces, the
response is violated, i.e., there exists an instant where the order is closed and
not accepted afterward. Given an unknown trace τ , there is then 0.8 chance that
τ will satisfy the response formula �(close → ©♦accept), and 0.2 that τ will
violate such a formula (i.e., satisfy its negation ♦(close ∧ ¬©♦accept)). �

3.1 Probabilistic Declare

We now consider probabilistic declarative process models including multiple
probabilistic constraints at once. We lift Declare to its probabilistic version Prob-
Declare.

Definition 3. A ProbDeclare model is a pair 〈Σ, C〉, where Σ is a set of activ-
ities and C is a set of probabilistic constraints. �

1 Recall that a response constraint is satisfied if every execution of the source is fol-
lowed by the execution of the target.
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A stochastic language ρ over Σ satisfies a ProbDeclare model 〈Σ, C〉 if it sat-
isfies every probabilistic constraint C ∈ C. It is interesting to note that, since
C = 〈ϕ, p〉 and C = 〈¬ϕ, 1 − p〉 are equivalent, in ProbDeclare the distinc-
tion between existence and absence templates (cf. the first two lines of Table 1)
gets blurred. In fact, 〈existence(a), p〉 corresponds to 〈♦a, p〉. In turn, 〈♦a, p〉 is
semantically equivalent to 〈¬♦a, 1−p〉, which corresponds to 〈absence(a), 1−p〉.
The same line of reasoning applies to the existence2 and absence2 templates. All
such constraints have in fact to be interpreted as the probability of (repeated)
occurrence for a given activity.

Example 5. A small ProbDeclare model is shown on the left-hand side of Fig. 1,
where only the equality operator is used for the various probabilities. Crisp
constraints with probability 1 are shown in dark blue, and genuine probabilistic
constraints are shown in light blue, with probability values attached. The model
expresses that each order is at some point closed, and, whenever this happens,
there is probability 0.8 that it will be eventually accepted, and probability 0.3
that it will be eventually refused. Note that the sum of these probabilities exceeds
1, and, consequently, in a small fraction of traces, there will be an acceptance
and also a rejection (capturing the fact that a previous decision on a closed
order was subverted later on). On the other hand, there is a sensible amount of
traces where the order will be eventually accepted, but not refused, given the
fact that the probability of the response constraint connecting close order to
refuse order is only of 0.3. In 90% of the cases, it is asserted that acceptance
and rejection are mutually exclusive. Finally, accepting/rejecting an order can
only occur if the order was closed. �

We remark that ProbDeclare models and stochastic languages have a direct
correspondence to the PLTL0

f logic and its interpretations (as defined in [15]).
Specifically, a constraint of the form 〈ϕ, ��, p〉 corresponds to the PLTL0

f formula
���pϕ. PLTL0

f is a fragment of PLTLf , also defined in [15]. Models of PLTLf

formulae are finite trees where nodes are propositional assignments, and edges
carry probabilities, with the condition that the sum of the probabilities on the
edges that depart from the same node add up to 1. A stochastic language ρ can
then be easily represented as a PLTLf model. This can be done by creating
a tree where the root has as many outgoing edges as the number of traces in
ρ. Each edge gets the probability that ρ associates to the corresponding trace.
Then each edge continues into a single branch where nodes sequentially encode
the events of the trace, and where edges all have probability 1. Due to this
direct correspondence, we get that reasoning on ProbDeclare models (e.g., to
check for satisfiability) can be carried out in PSpace, thus yielding the same
complexity of LTLf . This does not yet give a concrete technique to actually
carry out reasoning and, more in general, understand how different probabilistic
constraints and their probabilities interact with each other. This is answered
in the next section, again taking advantage from the fact that, thanks to the
correspondence with the PLTLf framework in [15], all the techniques presented
next are formally correct.
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Fig. 1. A ProbDeclare model, with 8 constraint scenarios, out of which only 4 are
logically plausible. Recall that each scenario implicitly contains also the three constraint
formulae derived from the three constraints with probability 1.

3.2 Constraints Scenarios and Their Probabilities

Since a ProbDeclare model contains multiple probabilistic constraints, we have
to consider that, probabilistically, a trace may satisfy or violate each of the
constraints contained in the model, thus yielding multiple possible worlds, each
one defining which constraints are satisfied, and which violated. E.g., in Fig. 1, we
may have a trace containing close order followed by accept order and refuse
order, thus violating the not − coexistence constraint relating acceptance and
refusal. This is indeed possible in 10% of the traces. More in general, consider a
ProbDeclare model M = 〈Σ, {〈ϕ1, p1〉, . . . , 〈ϕn, pn〉}〉. Each constraint formula
ϕi is satisfied by a trace with probability pi, and violated with probability 1−pi.
Hence, a model of this form implicitly yields, potentially, 2n possible worlds
resulting from all possible choices of which constraints formulae are satisfied, and
which are violated (recall that violating a formula means satisfying its negation).
We call such possible worlds constraint scenarios. The key point is to understand
which scenarios are plausible, and with which overall probability, starting from
the “local” probabilities attached to each single constraint. Overall, a set of
constraint scenarios with their corresponding probabilities can be seen as a sort
of canonical stochastic language that provides a uniform representation of all
stochastic languages that satisfy the ProbDeclare model under study.

Example 6. If a constraint has probability 1, we do not need to consider the
two alternatives, since every trace will need to satisfy its formula. An alternative
way of reading this is to notice that the negated constraint would, in this case,
have probability 0. Hence, to identify a scenario, we proceed as follows. We
consider the m ≤ n constrains with probability different than 1, and fix an
order over them. Then, a scenario is defined by a number between 0 and 2m−1,
whose corresponding binary representation defines which constraint formulae are
satisfied, and which violated: specifically, for constraint formula ϕi of index i, if
the bit in position i−1 is 1, then the scenario contains ϕi, if instead that bit is 0,
then the scenario contains ¬ϕi. The overall formula describing a scenario is then
simply the conjunction of all such formulae, together with all the formulae of
constraints with probability 1. Clearly, each execution trace belongs to one and
only one constraint scenario: it does so when it satisfies the conjunctive formula
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associated to that scenario. We say that a scenario is logically plausible, if such
a conjunctive LTLf formula is satisfiable in the LTLf sense: if it is not, then the
scenario has to be discarded, since no trace will ever belong to it.

Figure 1 shows a ProbDeclare model with 6 constraints, three of which
are crisp constraints with probability 1, while the other three are gen-
uinely probabilistic. Circled numbers represent the ordering of such con-
straints. 8 possible constraint scenarios are induced, each enforcing the sat-
isfaction of the three crisp constraints, while picking the satisfaction or vio-
lation of the three constraints response(close, acc), response(close, ref), and
not − coexistence(acc, ref). Logically speaking, we have to consider 6 different
formulae: �(close → ©♦acc) and its negation ♦(close ∧ ¬©♦acc) (simi-
larly for response(close,ref)), as well as ¬(♦acc ∧ ♦refuse) and its negation
♦acc ∧ ♦refuse. The resulting scenarios are reported in the same figure, using
the naming conventions introduced before. E.g., scenario S101 is the scenario
that satisfies response(close, acc) and not − coexistence(acc, ref), but violates
response(close, ref).

By checking the LTLf satisfiability of the conjunction of the formulae entailed
by a given scenario, we can see whether the scenario is logically plausible. In
Fig. 1, only 4 scenarios are actually logically plausible. For example, S111 is not
logically plausible. In fact, it requires that the order is closed (due to the crisp
1..∗ constraint on close order) and, consequently, that the order is eventually
accepted and refused (due to the two response constraints attached to close
order, which in this scenario must be both satisfied); however, the presence of
both an acceptance and a refusal violates the not − coexistence constraint linking
such two activities, contradicting the requirement that also this constraint must
be satisfied in this scenario. S101 is logically plausible: it is satisfied by the
trace where an order is closed and then accepted. All in all, we have 4 logically
plausible scenarios: (i) S001, where an order is closed and later not accepted nor
refused; (ii) S011, where an order is closed and later refused (and not accepted);
(iii) S101, where an order is closed and later accepted (and not refused); (iv)
S110, where an order is closed and later accepted and refused. �

While it is clear that a logically implausible scenario should correspond to prob-
ability 0, are all logically plausible scenarios really plausible when the actual
probabilities are taken into account? By looking at Fig. 1, one can notice that
scenario S001 is logically plausible: it describes traces where an order is closed
but not accepted nor refused. As we will see, however, this cannot happen
given the probabilities of 0.8 and 0.3 attached to response(close, acc) and
response(close, ref). More in general, what is the probability of a constraint sce-
nario, i.e., the fraction of traces in a log that belong to that scenario? Is it possible
to assign probabilities to scenarios, while respecting the probabilities attached to
the constraints? The latter question points out that a ProbDeclare model may be
unsatisfiable (in a probabilistic sense), if there is no way to properly lift the prob-
abilities attached to constraints to corresponding probabilities of the scenarios
induced by those constraints. To answer these questions, we resort to the tech-
nique in [15]. We associate each scenario to a probability variable, keeping the
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same naming convention. E.g., scenario S001 corresponds to variable x001. More
in general, for a ProbDeclare model M = 〈Σ, {〈ϕ1, ��1, p1〉, . . . , 〈ϕn, ��n, pn〉}〉,
we construct the system LM of inequalities using probability variables xi, with
i ranging from 0 to 2n (in boolean):

xi ≥ 0 0 ≤ i < 2n

∑2n−1
i=0 xi = 1∑

jth position is 1 xi ��j pj 0 ≤ j < n

xi = 0 if scenario Si is logically implausible

The first two lines guarantee that we assign a non-negative value to each variable,
and that their sum is 1. We can see these assignments as probabilities, having
the guarantee that all scenarios together cover the full probability spectrum. The
third line verifies the probability associated to each constraint in M . In particu-
lar, it constructs one (in)equality per constraint 〈ϕj , ��j , pj〉 in M , ensuring that
all the variables that correspond to scenarios making ϕj true should all together
yield a probability that is ��j pi. The last line enforces that logically implausible
scenarios get assigned probability 0. This shows how logical and probabilistic
reasoning come together in LM .

We can use this system of inequalities to check whether a given ProbDeclare
model is satisfiable: M is satisfiable if and only if LM admits a solution. In fact,
solving LM corresponds to verifying whether the class of all possible traces can
be divided in such a way that the proportions required by the probabilistic con-
straints in the different scenarios are satisfied. This, in turn, witnesses that there
must be at least one logically plausible scenario that gets a non-zero probability.
Checking whether LM admits a solution can be done in PSpace in the size of
M , if we calculate the size as the length of the LTLf formulae appearing therein
[15].

Example 7. Consider the ProbDeclare model M containing two constraints:

1. existence(close)=♦close with probability = 0.1;
2. response(close,accept)=�(close → ©♦acc) with probability = 0.8.

M indicates that only 10% of the traces contain that the order is closed, and
that 80% of the traces are so that, whenever an order is closed, it is eventually
accepted. This model is inconsistent. Intuitively, the fact that, in 80% of the
traces, whenever an order is closed, it is eventually accepted, is equivalent to say
that, in 20% of the traces, we violate such a response constraint, i.e., we have
that an order is closed but then not accepted. All such traces satisfy the existence
constraint over the close order activity, and, consequently, the probability of
such a constraint must be at least 0.2. However, this is contradicted by the first
constraint of M , which imposes that such a probability is 0.1.

We now show how this is detected formally. M yields 4 constraint scenarios:

S00 = {¬♦close,♦(close ∧ ¬©♦acc)} S01 = {¬♦close,�(close → ©♦acc)}
S10 = {♦close,♦(close ∧ ¬©♦acc)} S11 = {♦close,�(close → ©♦acc)}
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Fig. 2. A ProbDeclare model and its 4 constraint scenarios.

Scenario S00 is logically implausible: it requires and forbids that the order is
closed; the other scenarios are instead all logically plausible. Hence, the equations
of LM are:

x00 + x01 + x10 + x11 = 1
x10 + x11 = 0.1

x01 + x11 = 0.8
x00 = 0

The equations yield x10 = 0.2, x01 = 0.9, and x11 = −0.1. This is an inconsistent
probability assignment, and witnesses that it is not possible to properly assign
suitable fractions of traces to the various constraint scenarios. �

When LM is solvable, M is satisfiable. In addition, the solutions of LM

tell us what is the probability (or range of probabilities) for each constraint
scenario. If a logically plausible scenario admits a probability that is strictly > 0,
then it is actually plausible also in probabilistic terms. Contrariwise, a logically
plausible scenario that gets assigned a probability that is forcefully 0 is actually
implausible. This witnesses in fact that, due to the probabilities attached to the
various constraints in M , the fraction of traces belonging to it must be 0.

Example 8. Consider the ProbDeclare model in Fig. 1. Its system of inequal-
ities is so that x000 = x010 = x100 = x111 = 0, since the corresponding con-
straint scenarios are logically implausible. For the logically plausible scenarios,
we instead get the following equalities, once the variables above are removed
(being them all equal to 0):

x001 + x011 + x101 + x110 = 1
x101 + x110 = 0.8

x011 + x110 = 0.3
x001 + x011 + x101 = 0.9

It is easy to see that this system of equations admits only one solution: x001 = 0,
x011 = 0.2, x101 = 0.7, x110 = 0.1. This solution witnesses that scenario S001

is implausible, and that the most plausible scenario, holding in 70% of cases, is
actually S101, namely the one where after the order is closed, it is eventually
accepted, and not refused. In addition, the solution tells us that there are other
two outlier scenarios: the first, holding in 20% of cases, is the one where, after the
order is closed, it is eventually refused (and not accepted); the second, holding
in 10% of cases, is the one where a closed order is accepted and refused. �



46 F. M. Maggi et al.

In general, the system LM of inequalities for a ProbDeclare model M may have
more than one solution. If this is the case, we can attach to each constraint
scenario a probability interval, whose extreme values are calculated by minimiz-
ing and maximizing its corresponding variable over LM . Since these intervals
are computed by analyzing each variable in isolation, not all the combinations
of values residing in such intervals are actually consistent (which would entail
yielding an overall probability of 1). Still, for sure these intervals contain prob-
ability values that are overall consistent, and, in addition, they provide a good
indicator of which are the most (and less) plausible scenarios. We illustrate this
in the next example.

Example 9. Consider the ProbDeclare model in Fig. 2. It comes with 4 con-
straint scenarios, obtained by considering the two constraint formulae precedence
(sign,close) = ¬close W sign and response(close,sign) =�(close →
©♦sign), as well as their respective negated formulae ¬sign U close and
♦(close ∧ ¬©♦sign). All such scenarios are logically plausible, and hence the
equations of the system are:

x00 + x01 + x10 + x11 = 1
x10 + x11 = 0.8

x01 + x11 = 0.1

This system admits multiple solutions. In fact, by calculating the minimum and
maximum values for the 4 variables, we get that: (i) scenario S00, where the
order is closed but consent is not signed, comes with probability interval [0, 0.1];
(ii) scenario S01, where the order is closed and consent is signed afterward,
comes with probability interval [0, 0.1]; (iii) scenario S10, where the order is
closed after having signed consent, comes with probability interval [0.7, 0.8]; (iv)
scenario S11, where the order is closed and consent is signed at least twice (once
before, and once afterward), comes with probability interval [0.1, 0.2]. �

4 Discovering ProbDeclare Models from Event Logs

We now show that ProbDeclare models can be discovered from event data using,
off-the-shelf, already existing techniques, with a quite interesting guarantee: that
the discovered model is always consistent. We use the standard notation [·] for
multisets, and use superscript numbers to identify the multiplicity of an element
in the multiset.

A plethora of different algorithms have been devised to discover Declare mod-
els from event data [7,9,13,22]. In general, the vast majority of these algorithms
adopt the following approach to discovery: (1) Candidate constraints are gen-
erated by analyzing the activities contained in the log. (2) For each constraint,
its support is computed as the fraction of traces in the log where the constraint
holds. (3) Candidate constraints are filtered, retaining only those whose support
exceeds a given threshold. (4) Further filters (e.g., considering the “relevance” of
a constraint [6]) are applied. (5) The overall model is checked for satisfiability,
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operating with different strategies if it is not; this is necessary since constraints
with high support, but less than 1, may actually conflict with each other [4,5].
In this procedure, the notion of support is formalized as follows.

Definition 4. The support of an LTLf constraint ϕ in an event log L =
[τ1, . . . , τn] is suppL(ϕ) = |Lϕ|

|L| , where Lϕ = [τ ∈ L | τ |= ϕ]. �

We can adopt this approach off-the-shelf to discover ProbDeclare constraints:
we just use the constraint support as its associated probability, with operator =.
In other words, if ϕ is discovered with support p, we turn it into the probabilis-
tic constraint 〈ϕ, p〉. When doing so, we can also relax step (3), e.g., to retain
constraints with a very low support, implying that their negated versions have
a very high support.

Example 10. Consider L = [〈close, acc〉7, 〈close, ref〉2, 〈close, acc, ref〉1],
capturing the evolution of 10 orders, 7 of which have been closed and then
accepted, 2 of which have been closed and then refused, and 1 of which
has been closed, then accepted, then refused. The support of constraint
response(close,acc) is 8/10 = 0.8, witnessing that 8 traces satisfy such a con-
straint, whereas 2 violate it. This corresponds exactly to the interpretation of
probability 0.8 for the probabilistic response(close,acc) constraint in Fig. 1.
More in general, the entire ProbDeclare model of Fig. 1 can be discovered from
L. �

A second key observation is that once this procedure is used to discover
ProbDeclare constraints, step (5) is unnecessary: the overall discovered model is
in fact guaranteed to be satisfiable (in our probabilistic sense).

Theorem 1. Let Σ be a set of activities, L an event log over Σ, and C =
{〈ϕ1, p1〉, . . . , 〈ϕn, pn〉} a set of probabilistic constraints, such that for each i ∈
{1, . . . , n}, pi = suppL(ϕi). The ProbDeclare model 〈Σ, C〉 is satisfiable. �

Proof. Technically, 〈Σ, C〉 is satisfiable if its corresponding PLTL0
f formula Φ :=

{�p1ϕ1, . . . ,�pn
ϕn} is satisfiable. To show this, we simply use L to build a

model of Φ. For every set I ⊆ {1, . . . , n}, let ϕI be the LTLf formula ϕI :=∧
i∈I ϕi ∧ ∧

i/∈I ¬ϕi, and let LI be the sublog of L containing all the traces that
satisfy ϕI . Note that the sublogs LI form a partition of L; that is, every trace
appears in exactly one such LI . For each I such that LI is not empty, choose a
representative tI ∈ LI and let pI := |LI |

|L| be the fraction of traces that belong
to LI . We build a stochastic language ρ by setting ρ(tI) = pI for each I such
that LI �= ∅ and ρ(τ) = 0 for all other traces. We need to show that ρ satisfies
C. Consider a constraint 〈ϕ, p〉 ∈ C; we need to show that

∑
τ |=ϕ ρ(τ) = p. Note

that by construction,
∑

τ |=ϕ ρ(τ) =
∑

tI |=ϕ pI and since LI form a partition, the
latter is, in fact, the fraction of traces that satisfy ϕ. On the other hand, p is
also the support of ϕ; that is, the proportion of traces satisfying ϕ. Hence, both
values are equal, and ρ satisfies the ProbDeclare model. �
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Fig. 3. Result computed by monitoring the ProbDeclare model on the top left against
the trace 〈close, acc, ref〉, which conforms to the outlier constraint scenario where the
two response constraints are satisfied, while the not − coexistence one is violated.

Fig. 4. Output of the implemented tool on the example in Fig.2.

By this theorem, probabilistic constraints can be discovered in a purely local way,
having the guarantee that they will never conflict with each other. Obviously,
non-local filters can still prove useful to prune implied constraints and select the
most relevant ones. Also, note that the probabilities of the discovered constraints
can be easily adjusted when new traces are added to the log, by incrementally
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recomputing the support values after checking how many new traces satisfy the
various constraints.

There are many open questions that deserve a dedicated investigation, such
as: when do we stop the discovery procedure, now that every constraint can
be retained, irrespectively of its support? What is the impact of retaining con-
straints with various degrees of support in terms of over/under-fitting? How to
learn constraints with probability operators different from just equality? And
how does this impact generalization?

5 Monitoring Probabilistic Constraints

In Sect. 3.2, we have shown how we can take a ProbDeclare model and generate
its constraint scenarios, together with their corresponding probability intervals.
We now describe how this technique can be directly turned into an operational
probabilistic monitoring and conformance checking framework.

Let M = 〈Σ, C〉 be a ProbDeclare model with n probabilistic constraints. For
simplicity, we do not distinguish between crisp and genuinely probabilistic con-
straints, nor prune away implausible scenarios: the produced monitoring results
do not change, but obviously our implementation, presented at the end of this
section, takes into account these aspects for optimization reasons. M generates
2n constraint scenarios. As discussed in Sect. 3.2, each scenario S comes with a
corresponding characteristic LTLf formula, which amounts to the conjunction
of positive and negated constraints in C, where the decision of which ones are
taken positive and which negative is defined by the scenario itself. We denote
such a formula by formula(S). For example, if C = {〈ϕ1, p1〉, 〈ϕ2, p2〉, 〈ϕ3, p3〉},
then formula(S101) = ϕ1 ∧ ¬ϕ2 ∧ ϕ3. In addition, if M is satisfiable, and hence
LM is solvable, each scenario S comes with its own probability. More specifically,
we have to consider the case where multiple (possibly infinite) solutions exist for
LM . There are various possibilities to handle this case. We tackle it by resorting
to a quite direct approach: for each scenario S, we solve LM twice by respectively
imposing, as an additional constraint, that the probability variable for S has to
be minimized/maximized. This, in turn, yields a probability interval for S, which
we denote by prob(S). From Example 9, we have, e.g., that prob(S10) = [0.7, 0.8].
More sophisticated ways to extract probabilities from LM can be investigated.

5.1 Prefix Monitoring

A very direct form of monitoring consists in checking whether a partial trace,
that is, the prefix of a full trace whose continuation is yet to be determined, con-
forms to a given ProbDeclare model M . This amounts to a probabilistic version
of conformance checking that can be tackled as follows. We fix an order over
the constraints in M , and precompute the probability intervals of the scenar-
ios induced by M . At runtime, we consider the current prefix τ and, for every
formula ϕ of each probabilistic constraint 〈ϕ, ��, p〉 ∈ M considered in isolation,
we output 1 if τ |= ϕ, and 0 otherwise. One effective way to do this check is
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to precompute the finite-state automaton that recognizes all and only the finite
traces accepted by ϕ [1], then checking at runtime whether τ is recognized by
that automaton. The automaton can be determinized upfront, making in turn
possible to perform this check incrementally. The overall, so-produced output,
interpreted as an array of bits, matches exactly one and only one scenario of
M . If the scenario has probability 0, then τ is not conforming to M , whereas
if the scenario has a proper probability (interval), then τ conforms to M , and
the actual probability value can be used to understand whether τ represents a
common or an outlier behavior - that is, coupling “conformance” with an estima-
tion of the degree of “conformism”. This approach comes with a main limitation
though: it does not reason on the possible future continuations of the current
prefix. This is particularly limiting in a probabilistic setting: monitoring a prefix
makes it impossible to understand if and how its matching scenario will change
as new events are acquired.

5.2 Full Monitoring

We now show how prefix monitoring can be further developed into full monitor-
ing of prefixes and their possible continuations in our probabilistic setting. In
this case, we cannot consider anymore the constraints in isolation, but we have to
reason at the level of scenarios. Notice that most of the computational burden is
at design time, whereas, at runtime, we incur simply in the cost of incrementally
recognizing a growing prefix on a fixed set of deterministic finite-state automata,
which is computationally lightweight.

To handle full monitoring, first notice that the characteristic formula of a
scenario is in standard LTLf , and so we can construct a scenario monitor by
recasting well-known automata-theoretic techniques [1,16]. Specifically, given an
LTLf formula ϕ over a set Σ of activities, and a partial trace τ representing an
ongoing process execution, a monitor outputs one of the four following truth
values:

• τ (permanently) satisfies ϕ, if ϕ is currently satisfied (τ |= ϕ), and ϕ stays
satisfied no matter how the execution continues, that is, for every possible
continuation trace τ ′ over Σ, we have τ · τ ′ |= ϕ (the · operator denotes the
concatenation of two traces);

• τ possibly satisfies ϕ, if ϕ is currently satisfied (τ |= ϕ), but ϕ may become
violated in the future, that is, there exists a continuation trace τ ′ over Σ such
that τ · τ ′ �|= ϕ;

• τ possibly violates ϕ, if ϕ is currently violated (τ �|= ϕ), but ϕ may become
satisfied in the future, that is, there exists a continuation trace τ ′ over Σ such
that τ · τ ′ |= ϕ;

• τ (permanently) violates ϕ, if ϕ is currently violated (τ �|= ϕ), and ϕ stays
violated no matter how the execution continues, that is, for every possible
continuation trace τ ′ over Σ, we have τ · τ ′ �|= ϕ.
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This is used as follows. For each plausible scenario S over M , we construct the
monitor for S.2 We then track the evolution of a running trace by delivering its
events to all such monitors in parallel, returning the truth values they produce.
As pointed out in Sect. 5.1, at runtime we do not always know to which scenario
the trace will belong to once completed. However, we can again combine logical
and probabilistic reasoning to obtain a meaningful feedback.

A first key observation is that, for every partial trace, at most one scenario
can turn out to be permanently or temporarily satisfied. Call this scenario S. In
the first case, this verdict is irrevocable, and also implies that all other scenarios
are permanently violated. This witnesses that no matter how the execution con-
tinues, the resulting trace will for sure belong to S. We then return immediately
that the trace is conforming, and also return prob(S) to give an indication about
the degree of conformism of the trace (see above). In the second case, the verdict
may instead change as the execution unfolds, but would collapse to the previous
case if the execution terminates, which is communicated to the monitors by a
special complete event.

A second key observation is that multiple scenarios may be at the same
time temporarily or permanently violated. For this reason, we need to aggregate
in some way the probabilities of the scenarios that produce the same truth
value to have an indication of the overall probability associated with that value.
Having this aggregated probability is useful to have sophisticated feedback about
the monitored trace. For example, the aggregated probability for permanently
violated scenarios is useful as it can never decrease over time: it is possible
that new scenarios become permanently violated, but those that already are will
never switch to a different truth value. So a high value associated to permanent
violation can be interpreted as a clear indication that the monitored trace will
turn out to be either a conforming outlier or not conforming at all. At the same
time, the aggregated value of permanent violation can be used as a conditional
probability, when one is interested in understanding what is the probability that
a trace will end up in a given scenario. The extreme values of the aggregated
probability interval for temporary/permanent violations are computed using the
system of inequalities LM . In particular, this is done by adding a constraint
that minimizes/maximizes the sum of the probability variables associated to the
scenarios that produce that truth value.

Example 11. Consider the ProbDeclare model in Fig. 1 with its three plausible
scenarios (recall that four scenarios are logically plausible there, but one of those
has probability 0, so only three remains to be monitored). Figure 3 shows the
result produced when monitoring a trace that at some point appears to belong
to the most plausible scenario, but in the end turns out to conform to the least
plausible one. From the image, we can also clearly see that the trace consisting
only of a close order activity would be judged as non-conforming, as it would
violate all scenarios. �

2 Implausible scenarios are irrelevant: they produce an output that is associated to
probability 0.
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This probabilistic monitoring technique has been fully implemented.3 For
solving systems of inequalities, we use the LP solver4. The implementation comes
with various optimizations. First, scenarios are computed by directly imposing
that crisp constraints with probability 1 must hold in their positive form in all
scenarios. Second, only plausible scenarios are retained for monitoring. Third,
the results obtained by minimizing and maximizing for aggregate probability
variables are cached, to avoid solving multiple times the same problem. Figure 4
shows the output of the implemented monitoring tool on the example in Fig. 2
and for two different traces.5 Here, the aggregated probability intervals are shown
with a dark gray or light gray background depending on whether their midpoint
is closer to 1 or to 0, respectively. The first trace (on the left) is classified as
belonging to scenario S01 and is an outlier because this scenario has low probabil-
ity (corresponding to a probability interval of prob(S01) = [0.0, 0.1]). The second
trace (on the right) is classified as belonging to the highly plausible scenario S10

(corresponding to a probability interval of prob(S10) = [0.7, 0.8]).

6 Conclusion

In this paper, we have introduced the notion of probabilistic business constraint
and demonstrated how this notion affects the outcomes of standard process
monitoring (and mining) approaches based on Declare, when standard Declare
is replaced by its probabilistic counterpart. We have introduced a framework for
monitoring a trace with respect to a set of probabilistic constraints. The frame-
work classifies completed traces as violating a given probabilistic model or as
belonging to a certain constraint scenario (i.e., satisfying a certain combination
of probabilistic constraints). Technically, our approach seamlessly handles more
sophisticated logics for specifying constraints, only requiring that they have a
corresponding automata-theoretic characterization. Thus, for example, regular
expressions or LDLf [1] can be used in place of LTLf , as well as FO-LTLf [3].

For future work, we plan to better investigate the influence of probabilistic
constraints on the state-of-the-art techniques for declarative process mining.
In addition, as it has been shown in the paper, very sophisticated monitoring
feedbacks can be extracted, but their interpretation is not at all straightforward.
A dedicated study focused on end user-tailored feedbacks is needed. Last but
not least, we plan to relate, and possibly integrate, the declarative approach
presented in this paper with recent advancements in stochastic conformance
checking on imperative process models [10]. Note that, if we extend our approach
with probabilities within constraints (ending up in the full logic studied in [15]),
we have to manipulate more sophisticated automata that are reminiscent of the
stochastic automata used in [10]. At the same time, the entropy-based approach
brought forward in [10] could be used in our setting to measure the “distance”
3 https://bitbucket.org/fmmaggi/probabilisticmonitor/src/master/.
4 http://lpsolve.sourceforge.net/5.5/.
5 In the screenshots, 1 and 2 represent the probabilistic constraints labeled with 1 and

2 in Fig. 2, whereas 3 represents the crisp constraint in the same example.

https://bitbucket.org/fmmaggi/probabilisticmonitor/src/master/
http://lpsolve.sourceforge.net/5.5/
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between a set of probabilistic constraints and an event log whose trace frequencies
are not fully aligned to what prescribed by the probabilistic constraints.

Acknowledgments. This work has been supported by the Estonian Research Council
(project PRG887).
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8. Kovtunova, A., Peñaloza, R.: Cutting diamonds: a temporal logic with probabilis-
tic distributions. In: Principles of Knowledge Representation and Reasoning: Pro-
ceedings of the Sixteenth International Conference, KR 2018, Tempe, Arizona, 30
October–2 November 2018, pp. 561–570 (2018). https://aaai.org/ocs/index.php/
KR/KR18/paper/view/18037

9. Lamma, E., Mello, P., Montali, M., Riguzzi, F., Storari, S.: Inducing declarative
logic-based models from labeled traces. In: Alonso, G., Dadam, P., Rosemann,
M. (eds.) BPM 2007. LNCS, vol. 4714, pp. 344–359. Springer, Heidelberg (2007).
https://doi.org/10.1007/978-3-540-75183-0 25

10. Leemans, S.J.J., Polyvyanyy, A.: Stochastic-aware conformance checking: an
entropy-based approach. In: Dustdar, S., Yu, E., Salinesi, C., Rieu, D., Pant,
V. (eds.) CAiSE 2020. LNCS, vol. 12127, pp. 217–233. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-49435-3 14

11. Leemans, S.J.J., Syring, A.F., van der Aalst, W.M.P.: Earth movers’ stochas-
tic conformance checking. In: Hildebrandt, T., van Dongen, B.F., Röglinger, M.,
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15. Maggi, F.M., Montali, M., Peñaloza, R.: Temporal logics over finite traces with
uncertainty. In: The Thirty-Fourth AAAI Conference on Artificial Intelligence,
AAAI 2020, The Thirty-Second Innovative Applications of Artificial Intelligence
Conference, IAAI 2020, The Tenth AAAI Symposium on Educational Advances in
Artificial Intelligence, EAAI 2020, New York, NY, USA, 7–12 February 2020, pp.
10218–10225 (2020). https://aaai.org/ojs/index.php/AAAI/article/view/6583

16. Maggi, F.M., Montali, M., Westergaard, M., van der Aalst, W.M.P.: Monitor-
ing business constraints with linear temporal logic: an approach based on colored
automata. In: Rinderle-Ma, S., Toumani, F., Wolf, K. (eds.) BPM 2011. LNCS,
vol. 6896, pp. 132–147. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-23059-2 13

17. Maggi, F.M., Westergaard, M., Montali, M., van der Aalst, W.M.P.: Runtime ver-
ification of LTL-based declarative process models. In: Khurshid, S., Sen, K. (eds.)
RV 2011. LNCS, vol. 7186, pp. 131–146. Springer, Heidelberg (2012). https://doi.
org/10.1007/978-3-642-29860-8 11

18. Montali, M.: Specification and Verification of Declarative Open Interaction Models:
a Logic-Based Approach. LNBIP, vol. 56. Springer, Heidelberg (2010). https://doi.
org/10.1007/978-3-642-14538-4

19. Montali, M., Pesic, M., van der Aalst, W.M.P., Chesani, F., Mello, P., Storari, S.:
Declarative specification and verification of service choreographies. ACM Trans.
Web 4(1), 3:1–3:62 (2010). https://doi.org/10.1145/1658373.1658376

20. Ognjanovic, Z.: Discrete linear-time probabilistic logics: completeness, decidability
and complexity. J. Log. Comput. 16(2), 257–285 (2006). https://doi.org/10.1093/
logcom/exi077

21. Pesic, M., Schonenberg, H., van der Aalst, W.M.P.: Declare: full support for
loosely-structured processes. In: 11th IEEE International Enterprise Distributed
Object Computing Conference (EDOC 2007), 15–19 October 2007, Annapolis,
Maryland, USA, pp. 287–300. IEEE Computer Society (2007). https://doi.org/
10.1109/EDOC.2007.14

22. Schönig, S., Rogge-Solti, A., Cabanillas, C., Jablonski, S., Mendling, J.: Efficient
and customisable declarative process mining with SQL. In: Nurcan, S., Soffer, P.,
Bajec, M., Eder, J. (eds.) CAiSE 2016. LNCS, vol. 9694, pp. 290–305. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-39696-5 18

https://doi.org/10.1016/j.is.2015.02.007
https://doi.org/10.1007/978-3-642-31095-9_18
https://doi.org/10.1007/978-3-642-28872-2_11
https://doi.org/10.1007/978-3-642-28872-2_11
https://aaai.org/ojs/index.php/AAAI/article/view/6583
https://doi.org/10.1007/978-3-642-23059-2_13
https://doi.org/10.1007/978-3-642-23059-2_13
https://doi.org/10.1007/978-3-642-29860-8_11
https://doi.org/10.1007/978-3-642-29860-8_11
https://doi.org/10.1007/978-3-642-14538-4
https://doi.org/10.1007/978-3-642-14538-4
https://doi.org/10.1145/1658373.1658376
https://doi.org/10.1093/logcom/exi077
https://doi.org/10.1093/logcom/exi077
https://doi.org/10.1109/EDOC.2007.14
https://doi.org/10.1109/EDOC.2007.14
https://doi.org/10.1007/978-3-319-39696-5_18


Petri Nets with Parameterised Data
Modelling and Verification

Silvio Ghilardi1, Alessandro Gianola2,3, Marco Montali2,
and Andrey Rivkin2(B)

1 Dipartimento di Matematica, Università degli Studi di Milano, Milan, Italy
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Abstract. During the last decade, various approaches have been put
forward to integrate business processes with different types of data. Each
of these approaches reflects specific demands in the whole process-data
integration spectrum. One particularly important point is the capabil-
ity of these approaches to flexibly accommodate processes with multiple
cases that need to co-evolve. In this work, we introduce and study an
extension of coloured Petri nets, called catalog-nets, providing two key
features to capture this type of processes. On the one hand, net transi-
tions are equipped with guards that simultaneously inspect the content
of tokens and query facts stored in a read-only, persistent database. On
the other hand, such transitions can inject data into tokens by extracting
relevant values from the database or by generating genuinely fresh ones.
We systematically encode catalog-nets into one of the reference frame-
works for the (parameterised) verification of data and processes. We show
that fresh-value injection is a particularly complex feature to handle, and
discuss strategies to tame it. Finally, we discuss how catalog-nets relate
to well-known formalisms in this area.

1 Introduction

The integration of control flow and data has become one of the most promi-
nently investigated topics in BPM [25]. Taking into account data when working
with processes is crucial to properly understand which courses of execution are
allowed [11], to account for decisions [5], and to explicitly accommodate busi-
ness policies and constraints [13]. Hence, considering how a process manipulates
underlying volatile and persistent data, and how such data influence the possible
courses of execution within the process, is central to understand and improve
how organisations, and their underlying information systems, operate through-
out the entire BPM lifecycle: from modelling and verification [10,18] to enact-
ment [19,21] and mining [2]. Each of such approaches reflects specific demands
in the whole process-data integration spectrum. One key point is the capability
c© Springer Nature Switzerland AG 2020
D. Fahland et al. (Eds.): BPM 2020, LNCS 12168, pp. 55–74, 2020.
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of these approaches to accommodate processes with multiple co-evolving case
objects [4,14]. Several modelling paradigms have adopted to tackle this and
other important features: data-/artifact-centric approaches [10,18], declarative
languages based on temporal constraints [4], and imperative, Petri net-based
notations [14,22,24].

With an interest in (formal) modelling and verification, in this paper we con-
centrate on the latter stream, taking advantage from the long-standing tradition
of adopting Petri nets as the main backbone to formalise processes expressed
in front-end notations such as BPMN, EPCs, and UML activity diagrams. In
particular, we investigate for the first time the combination of two different, key
requirements in the modelling and analysis of data-aware processes. On the one
hand, we support the creation of fresh (case) objects during the execution of the
process, and the ability to model their (co-)evolution using guards and updates.
Examples of such objects are orders and their orderlines in an order-to-cash
process. On the other hand, we handle read-only, persistent data that can be
accessed and injected in the objects manipulated by the process. Examples of
read-only data are the catalog of product types and the list of customers in an
order-to-cash process. Importantly, read-only data have to be considered in a
parameterised way. This means that the overall process is expected to operate
as desired in a robust way, irrespectively of the actual configuration of such data.

While the first requirement is commonly tackled by the most recent and
sophisticated approaches for integrating data within Petri nets [14,22,24], the
latter has been extensively investigated in the data-centric spectrum [9,12], but
only recently ported to more conventional, imperative processes with the sim-
plifying assumptions that the process control-flow is block-structured (and thus
1-bounded in the Petri net sense) [7].

In this work, we reconcile these two themes in an extension of coloured Petri
nets (CPNs) called catalog-nets (CLog-nets). On the one hand, in CLog-net
transitions are equipped with guards that simultaneously inspect the content of
tokens and query facts stored in a read-only, persistent database. On the other
hand, such transitions can inject data into tokens by extracting relevant val-
ues from the database or by generating genuinely fresh ones. We systematically
encode CLog-nets into the most recent version of mcmt [1,16], one of the few
model checkers natively supporting the (parameterised) verification of data and
processes [6,8,9]. We show that fresh-value injection is a particularly complex
feature to handle, and discuss strategies to tame it. We then stress that, thanks
to this encoding, a relevant fragment of the model can be readily verified using
mcmt, and that verification of the whole model is within reach with a minor
implementation effort. Finally, we discuss how catalog nets provide a unifying
approach for some of the most sophisticated formalisms in this area, highlighting
differences and commonalities.

2 The CLog-net Formal Model

Conceptually, a CLog-net integrates two key components. The first is a read-only
persistent data storage, called catalog, to account for read-only, parameterised
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data. The second is a variant of CPN, called ν-CPN [23], to model the process
backbone. Places carry tuples of data objects and can be used to represent:
(i) states of (interrelated) case objects, (ii) read-write relations, (iii) read-only
relations whose extension is fixed (and consequently not subject to parameterisa-
tion), (iv) resources. As in [14,23,24], the net employs ν-variables (first studied
in the context of ν-PNs [26]) to inject fresh data (such as object identifiers).
A distinguishing feature of CLog-nets is that transitions can have guards that
inspect and retrieve data objects from the read-only, catalog.

Catalog. We consider a type domain D as a finite set of pairwise disjoint data
types accounting for the different types of objects in the domain. Each type
D ∈ D comes with its own (possibly infinite) value domain ΔD, and with an
equality operator =D. When clear from the context, we simplify the notation and
use = in place of =D. R(a1 : D1, . . . , an : Dn) is a D-typed relation schema, where
R is a relation name and ai : Di indicates the i-th attribute of R together with
its data type. When no ambiguity arises, we omit relation attributes and/or
their data types. A D-typed catalog (schema) RD is a finite set of D-typed
relation schemas. A D-typed catalog instance Cat over RD is a finite set of facts
R(o1, . . . , on), where R ∈ RD and oi ∈ ΔDi

, for i ∈ {1, . . . , n}.
We adopt two types of constraints in the catalog relations. First, we assume

the first attribute of every relation R ∈ RD to be its primary key, denoted as
pk(R). Also, a type of such attribute should be different from the types of other
primary key attributes. Then, for any R,S ∈ RD, R.a → S .id defines that the
projection R.a is a foreign key referencing S .id, where pk(S ) = id, pk(R) �= a
and type(id) = type(a). While the given setting with constraints may seem a
bit restrictive, it is the one adopted in the most sophisticated settings where
parameterisation of read-only data is tackled [9,12].

Example 1. Consider a simple catalog of an order-to-delivery scenario, con-
taining two relation schemas. Relation schema ProdCat(p : ProdType) indicates
the product types (e.g., vegetables, furniture) available in the organisation cat-
alogue of products. Relation schema Comp(c : CId, p : ProdType, t : TruckType)
captures the compatibility between products and truck types used to deliver
orders; e.g. one may specify that vegetables are compatible only with types of
trucks that have a refrigerator. �

Catalog Queries. We fix a countably infinite set VD of typed variables with a
variable typing function type : VD → D. Such function can be easily extended to
account for sets, tuples and multisets of variables as well as constants. As query
language we opt for the union of conjunctive queries with inequalities and atomic
negations that can be specified in terms of first-order (FO) logic extended with
types. This corresponds to widely investigated SQL select-project-join queries
with filters, and unions thereof.

A conjunctive query (CQ) with atomic negation Q over RD has the form

Q ::=ϕ |R(x1, . . . , xn) | ¬R(x1, . . . , xn) |Q1 ∧ Q2 | ∃x.Q,
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where (i) R(D1, . . . ,Dn) ∈ RD, x ∈ VD and each xi is either a variable of type
Di or a constant from ΔDi

; (ii) ϕ ::= y1 = y2 | ¬ϕ |ϕ ∧ ϕ | � is a condition, s.t.
yi is either a variable of type D or a constant from ΔD. CQ¬

D denotes the set
of all such conjunctive queries, and Free(Q) the set of all free variables (i.e.,
those not occurring in the scope of quantifiers) of query Q. CD denotes the set
of all possible conditions, Vars(Q) the set of all variables in Q, and Const(Q)
the set of all constants in Q. Finally, UCQ¬

D denotes the set off all unions of
conjunctive queries over RD. Each query Q ∈ UCQ¬

D has the form Q =
∧n

i=1 Qi,
with Qi ∈ CQ¬

D.
A substitution for a set X = {x1, . . . , xn} of typed variables is a function

θ : X → ΔD, such that θ(x) ∈ Δtype(x) for every x ∈ X. An empty substitution
is denoted as 〈〉. A substitution θ for a query Q, denoted as Qθ, is a substitution
for variables in Free(Q). An answer to a query Q in a catalog instance Cat is
a set of substitutions ans(Q,Cat) = {θ : Free(Q) → Val(Cat) | Cat , |= θ Q},
where Val(Cat) denotes the set of all constants occurring in Cat and |= denotes
standard FO entailment.

Example 2. Consider the catalog of Example 1. Query ProdCat(p) retrieves the
product types p present in the catalog, whereas given a product type value veg,
query ∃c.Comp(c, veg, t) returns the truck types t compatible with veg. �

CLog-nets. We first fix some standard notions related to multisets. Given a set
A, the set of multisets over A, written A⊕, is the set of mappings of the form
m : A → N. Given a multiset S ∈ A⊕ and an element a ∈ A, S(a) ∈ N denotes
the number of times a appears in S. We write an ∈ S if S(a) = n. The support of
S is the set of elements that appear in S at least once: supp(S) = {a ∈ A | S(a) >
0}. We also consider the usual operations on multisets. Given S1, S2 ∈ A⊕: (i)
S1 ⊆ S2 (resp., S1 ⊂ S2) if S1(a) ≤ S2(a) (resp., S1(a) < S2(a)) for each
a ∈ A; (ii) S1 + S2 = {an | a ∈ A and n = S1(a) + S2(a)}; (iii) if S1 ⊆ S2,
S2 − S1 = {an | a ∈ A and n = S2(a) − S1(a)}; (iv) given a number k ∈ N,
k · S1 = {akn | an ∈ S1}; (v) |m| =

∑
a∈A m(a). A multiset over A is called

empty (denoted as ∅⊕) iff ∅⊕(a) = 0 for every a ∈ A.
We now define CLog-nets, extending ν-CPNs [23] with the ability of querying

a read-only catalog. As in CPNs, each CLog-net place has a color type, which
corresponds to a data type or to the cartesian product of multiple data types
from D. Tokens in places are referenced via inscriptions – tuples of variables
and constants. We denote by ΩA the set of all possible inscriptions over a set
A and, with slight abuse of notation, use Vars(ω) (resp., Const(ω)) to denote
the set of variables (resp., constants) of ω ∈ ΩA. To account for fresh external
inputs, we employ the well-known mechanism of ν-Petri nets [26] and introduce
a countably infinite set ΥD of D-typed fresh variables, where for every ν ∈ ΥD,
we have that Δtype(ν) is countably infinite (this provides an unlimited supply of
fresh values). We fix a countably infinite set of D-typed variable XD = VD � ΥD

as the disjoint union of “normal” (VD) and fresh (ΥD) variables.

Definition 1. A D-typed CLog-net N over a catalog schema RD is a tuple
(D,RD, P, T, Fin, Fout, color, guard), where:
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1. P and T are finite sets of places and transitions, s.t. P ∩ T = ∅;
2. color : P → ℘(D) is a place typing function;
3. Fin : P ×T → Ω⊕

VD
is an input flow, s.t. type(Fin(p, t)) = color(p) for every

(p, t) ∈ P × T ;
4. Fout : T × P → Ω⊕

XD∪ΔD
is an output flow, s.t. type(Fout(t, p)) = color(p)

for every (t, p) ∈ T × P ;
5. guard : T → {Q ∧ ϕ | Q ∈ UCQ¬

D, ϕ ∈ CD} is a partial guard assignment
function, s.t., for every guard(t) = Q ∧ ϕ and t ∈ T , the following holds:
(a) Vars(ϕ) ⊆ InVars(t), where InVars(t) = ∪p∈PVars(Fin(p, t));
(b) OutVars(t) \ (InVars(t) ∪ ΥD) ⊆ Free(Q) and Free(Q) ∩ Vars(t) = ∅,

where OutVars(t) = ∪p∈PVars(Fout(t, p)) and Vars(t) = InVars(t) ∪
OutVars(t). �

Here, the role of guards is twofold. On the one hand, similarly, for example, to
CPNs, guards are used to impose conditions (using ϕ) on tokens flowing through
the net. On the other hand, a guard of transition t may also query (using Q)
the catalog in order to propagate some data into the net. The acquired data
may be still filtered by using InVars(t). Note that in condition (b) of the guard
definition we specify that there are some variables (excluding the fresh ones)
in the outgoing arc inscriptions that do not appear in InVars(t) and that are
used by Q to insert data from the catalog. Moreover, it is required that all free
variables of Q must coincide with the variables of inscriptions on outgoing and
incoming arcs of a transition it is assigned to. In what follows, we shall define
arc inscriptions as k · ω, where k ∈ N and ω ∈ ΩA (for some set A).

Semantics. The execution semantics of a CLog-net is similar to the one of
CPNs. Thus, as a first step we introduce the standard notion of net marking.
Formally, a marking of a CLog-net N = (D,RD, P, T, Fin, Fout, color, guard)
is a function m : P → Ω⊕

D, so that m(p) ∈ Δ⊕
color(p) for every p ∈ P . We

write 〈N,m,Cat〉 to denote CLog-net N marked with m, and equipped with a
read-only catalog instance Cat over RD.

The firing of a transition t in a marking is defined w.r.t. a so-called binding
for t defined as σ : Vars(t) → ΔD. Note that, when applied to (multisets of)
tuples, σ is applied to every variable singularly. For example, given σ = {x �→
1, y �→ a}, its application to a multiset of tuples ω = {〈x, y〉2, 〈x, b〉} results in
σ(ω) = {〈1, a〉2, 〈x, b〉}.

Definition 2. A transition t ∈ T is enabled in a marking m and a fixed catalog
instance Cat, written m[t〉Cat, if there exists binding σ satisfying the follow-
ing: (i) σ(Fin(p, t)) ⊆ m(p), for every p ∈ P ; σ(guard(t)) is true; (ii) σ(x) �∈
Val(m) ∪ Val(Cat), for every x ∈ ΥD ∩ OutVars(t);1 (iii) σ(x) ∈ ans(Q,Cat)
for x ∈ OutVars(t) \ (ΥD ∪ InVars(t)) ∩Vars(Q) and query Q from guard(t). �

1 Here, with slight abuse of notation, we define by Val(m) the set of all values appear-
ing in m.
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Essentially, a transition is enabled with a binding σ if the binding selects
data objects carried by tokens from the input places and the read-only catalog
instance, so that the data they carry make the guard attached to the transition
true.

When a transition t is enabled, it may fire. Next we define what are the
effects of firing a transition with some binding σ.

Definition 3. Let 〈N,m,Cat〉 be a marked CLog-net, and t ∈ T a transition
enabled in m and Cat with some binding σ. Then, t may fire producing a new
marking m′, with m′(p) = m(p)−σ(Fin(p, t))+σ(Fout(t, p)) for every p ∈ P . We
denote this as m[t〉Catm

′ and assume that the definition is inductively extended
to sequences τ ∈ T ∗. �

For 〈N,m0, Cat〉 we use M(N) = {m | ∃τ ∈ T.m0[τ〉Catm} to denote the set of
all markings of N reachable from its initial marking m0.

We close with an example that illustrates all the main features of CLog-nets.
Given b ∈ N, a marked CLog-net 〈N,m0, Cat〉 is called bounded with bound b

if |m(p)| ≤ b, for every marking m ∈ M(N) and every place p ∈ Pc. Unbounded-
ness in CLog-nets can arise due to various reasons: classical unbounded genera-
tion of tokens, but also uncontrollable emission of fresh values with ν-variables or
replication of data values from the catalog via queries in transition guards. Notice
that Definition 3 does not involve the catalog, which is in fact fixed throughout
the execution.

Execution Semantics. The execution semantics of a marked CLog-net
〈N,m0, Cat〉 is defined in terms of a possibly infinite-state transition system
in which states are labeled by reachable markings and each arc (or transition)
corresponds to the firing of a transition in N with a given binding. The transition
system captures all possible executions of the net, by interpreting concurrency as
interleaving. Due to space limitations, the formal definition of how this transition
system is induced can be found in [15].

As pointed out before, we are interested in analysing a CLog-net irrespec-
tively of the actual content of the catalog. Hence, in the following when we
mention a (catalog-parameterised) marked net 〈N,m0〉 without specifying how
the catalog is instantiated, we actually implicitly mean the infinite set of marked
nets 〈N,m0, Cat〉 for every possible instance Cat defined over the catalog schema
of N .

Example 3. Starting from the catalog in Example 1, Fig. 1 shows a simple,
yet sophisticated example of CLog-net capturing the following order-to-delivery
process. Orders can be created by executing the new order transition, which uses
a ν-variable to generate a fresh order identifier. A so-created, working order
can be populated with items, whose type is selected from those available in the
catalog relation ProdCat . Each item then carries its product type and owning
order. When an order contains at least one item, it can be paid. Items added to
an order can be removed or loaded in a compatible truck. The set of available
trucks, indicating their plate numbers and types, is contained in a dedicated pool
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Fig. 1. A CLog-net (its catalog is in Example 1). In the picture, Item and Truck are
compact representations for ProdType × Order and Plate × TruckType respectively.
The top blue part refers to orders, the central orange part to items, and the bottom
violet part to delivery trucks.

place. Trucks can be borrowed from the pool and placed in house. An item can
be loaded into a truck if its owning order has been paid, the truck is in house,
and the truck type and product type of the item are compatible according to
the Comp relation in the catalog. Items (possibly from different orders) can be
loaded in a truck, and while the truck is in house, they can be dropped, which
makes them ready to be loaded again. A truck can be driven for delivery if it
contains at least one loaded item. Once the truck is at its destination, some items
may be delivered (this is simply modelled non-deterministically). The truck can
then either move, or go back in house. �

Example 3 shows various key aspects related to modelling data-aware pro-
cesses with multiple case objects using CLog-nets. First of all, whenever an object
is involved in a many-to-one relation from the “many” side, it then becomes
responsible of carrying the object to which it is related. This can be clearly seen
in the example, where each item carries a reference to its owning order and, once
loaded into a truck, a reference to the truck plate number. Secondly, the three
object types involved in the example show three different modelling patterns for
their creation. Unboundedly many orders can be genuinely created using a ν-
variable to generate their (fresh) identifiers. The (finite) set of trucks available in
the domain is instead fixed in the initial marking, by populating the pool place.
The CLog-net shows that such trucks are used as resources that can change
state but are never destroyed nor created. Finally, the case of items is particu-
larly interesting. Items in fact can be arbitrarily created and destroyed. However,
their creation is not modelled using an explicit ν-variable, but is instead simply
obtained by the add item transition with the usual token-creation mechanism, in
which the product type is taken from the catalog using the query assigned to add
item. Thanks to the multiset semantics of Petri nets, it is still possible to create
multiple items having the same product type and owning order. However, it is
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not possible to track the evolution of a specific item, since there is no explicit
identifier carried by item tokens. This is not a limitation in this example, since
items are not referenced by other objects present in the net (which is instead
the case for orders and trucks). All in all, this shows that ν-variables are only
necessary when the CLog-net needs to handle the arbitrary creation of objects
that are referenced by other objects.

3 From CLog-nets to MCMT

We now report on the encoding of CLog-nets into the verification language sup-
ported by the mcmt model checker, showing that the various modelling con-
structs of CLog-nets have a direct counterpart in mcmt, and in turn enabling
formal analysis.

mcmt is founded on the theory of array-based systems [1,16], an umbrella
term used to refer to infinite-state transition systems specified using a declara-
tive, logic-based formalism by which arrays are manipulated via logical updates.
An array-based system is represented using a multi-sorted theory with two kinds
of sorts: one for the indexes of arrays, and the other for the elements stored
therein. Since the content of an array changes over time, it is referred to by a
function variable, whose interpretation in a state is that of a total function map-
ping indexes to elements (applying the function to an index denotes the classical
read array operation). We adopt here the module of mcmt called “database-
driven mode”, which supports the representation of read-only databases.

Specifically, we show how to encode a CLog-net 〈N,m0〉, where N =
(D,RD, P, T, Fin, Fout, color, guard) into (data-driven) mcmt specification.
The translation is split into two phases. First, we tackle the type domain and
catalog. Then, we present a step-wise encoding of the CLog-net places and tran-
sitions into arrays.

Data and Schema Translation. We start by describing how to translate static
data-related components. Let D = {D1, . . . ,Dnd

}. Each data type Di is encoded
in mcmt with declaration :smt (define-type Di). For each declared type D
mcmt implicitly generates a special NULL constant indicating an empty/unde-
fined value of D.

To represent the catalog relations of RD = {R1, . . . , Rnr
} in mcmt, we pro-

ceed as follows. Recall that in catalog every relation schema has n + 1 typed
attributes among which some may be foreign keys referencing other relations,
its first attribute is a primary key, and, finally, primary keys of different rela-
tion schemas have different types. With these conditions at hand, we adopt the
functional characterisation of read-only databases studied in [9]. For every rela-
tion Ri(id, A1, . . . , An) with pk(R) = {id}, we introduce unary functions that
correctly reference each attribute of Ri using its primary key. More specifically,
for every Aj (j = 1, . . . , n) we create a function fRi,Aj

: Δtype(id) → ΔtypeAj
. If

Aj is referencing an identifier of some other relation S (i.e., Ri .Aj → S .id), then
fRi,Aj

represents the foreign key referencing to S. Note that in this case the types
of Aj and S.id should coincide. In mcmt, assuming that D Ri.id = type(id)
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and D Aj = type(Aj), this is captured using statement :smt (define Ri Aj
::(-> D Ri.id D Aj)).

All the constants appearing in the net specification must be properly defined.
Let C = {v1, . . . , vnc

} be the set of all constants appearing in N . C is defined
as

⋃
t∈T Const(guard(t)) ∪ supp(m0) ∪ ⋃

t∈T,p∈P Const(Fout(t, p)). Then, every
constant vi ∈ C of type D is declared in mcmt as :smt (define vi ::D).

The code section needed to make mcmt aware of the fact that these ele-
ments have been declared to describe a read-only database schema is depicted
in Listing 1.1 (notice that the last declaration is required when using mcmt in
the database-driven mode).

Listing 1.1.

:db_driven

:db_sorts D1 ,...,Dnd

:db_functions

R1_A1 ,..., Rnr_Ak

:db_constants v1 ,...,vnc

:db_relations // l e a v e empty

Listing 1.2.

:initial

:var x

:cnj init p1
...

init pn

Places. Given that, during the net execution, every place may store unbound-
edly many tokens, we need to ensure a potentially infinite provision of val-
ues to places p using unbounded arrays. To this end, every place p ∈ P with
color(p) = D1 × . . . × Dk is going to be represented as a combination of arrays
p1, . . . , pk, where a special index type Pind (disjoint from all other types) with
domain ΔPind

is used as the array index sort and D1, . . . ,Dk account for the
respective target sorts of the arrays.2 In mcmt, this is declared as :local
p 1 D1 ... :local p k Dk. Then, intuitively, we associate to the j-th token
(v1, . . . , vk) ∈ m(p) an element j ∈ ΔPind

and a tuple (j, p1[j], . . . , pk[j]), where
p1[j] = v1, . . . , pk[j] = vk. Here, j is an “implicit identifier” of this tuple in m(p).
Using this intuition and assuming that there are in total n control places, we
represent the initial marking m0 in two steps (a direct declaration is not possible
due to the language restrictions of mcmt). First, we symbolically declare that all
places are by default empty using the mcmt initialisation statement from List-
ing 1.2. There, cnj represents a conjunction of atomic equations that, for ease
of reading, we organized in blocks, where each init pi specifies for place pi ∈ P
with color(pi) = D1×. . .×Dk that it contains no tokens. This is done by explic-
itly “nullifying” all component of each possible token in pi, written in mcmt as
(= pi 1[x] NULL D1)(= pi 2[x] NULL D2)...(= pi k[x] NULL DK). The ini-
tial marking is then injected with a dedicated mcmt code that populates the
place arrays, initialised as empty, with records representing tokens therein. Due
to the lack of space, this code is provided in [15].

Transition Enablement and Firing. We now show how to check for transi-
tion enablement and compute the effect of a transition firing in mcmt. To this
2 mcmt has only one index sort, but, as shown in [15], there is no loss of generality in

doing that.
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t

[Q ∧ ϕ]
pin1

pink

• • •

pout1

poutn

• • •

ri
1 · �in1

rik · �ink

ro1
· �out1

ron · �outn

Fig. 2. A generic CLog-net transition (rij and roj are natural numbers)

end, we consider the generic, prototypical CLog-net transition t ∈ T depicted in
Fig. 2. The enablement of this transition is subject to the following conditions:
(FC1) there is a binding σ that correctly matches tokens in the places to the cor-
responding inscriptions on the input arcs (i.e., each place pini provides enough
tokens required by a corresponding inscription F (pini, t) = �ini), and that com-
putes new and possibly fresh values that are pairwise distinct from each other
as well as from all other values in the marking; (FC2) the guard guard(t) is
satisfied under the selected binding. In mcmt, t is captured with a transition
statement consisting of a guard G and an update U as in Listing 1.3.

Listing 1.3.

:transition

:var x,x1 ,...,xK,y1 ,...,yN

:var j

:guard G
... U ...

Listing 1.4.

:numcases NC

...

:case (= j i)
:val v1,i
...

:val vk,i
...

Here every x (resp., y) represents an existentially quantified index variable corre-
sponding to variables in the incoming inscriptions (resp., outgoing inscriptions),
K =

∑
j∈{1,...,k} rij , N =

∑
j∈{1,...,n} roj and j is a universally quantified vari-

able, that will be used for computing bindings of ν-variables and updates. In the
following we are going to elaborate on the construction of the mcmt transition
statement. We start by discussing the structure of G which in mcmt is repre-
sented as a conjunction of atoms or negated atoms and, intuitively, addresses all
the conditions stated above.

First, to construct a binding that meets condition (FC1), we need to make
sure that every place contains enough of tokens that match a corresponding
arc inscription. Using the array-based representation, for every place pini with
Fin(pini, t) = rii · �ini and |color(pini)| = k, we can check this with a formula

ψpini
:= ∃x1, . . . , xrii .

∧

j1,j2∈{x1,...,xrij},j1 �=j2,

l∈{1,...,k}

pini,l[j1] = pini,l[j2] ∧
∧

l∈{1,...,k}
pini,l[x1] �= NULL Dl
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Given that variables representing existentially quantified index variables are
already defined, in mcmt this is encoded as conjunctions of atoms (= pini l[j1]
pini l[j2]) and atoms not(= pini l[x1] NULL Dl), where NULL Dl is a special
null constant of type of elements stored in pini l. All such conjunctions, for all
input places of t, should be appended to G.

We now define the condition that selects proper indexes in the output places
so as to fill them with the tokens generated upon transition firing. To this end,
we need to make sure that all the q declared arrays aw of the system3 (including
the arrays pouti corresponding to the output places of t) contain no values in
the slots marked by y index variables. This is represented using a formula

ψpouti
:= ∃y1, . . . , yrii .

∧

j∈{y1,...,yrij},w∈{1,...q}
aw[j] = NULL Dw,

which is encoded in mcmt similarly to the case of ψpini
.

Moreover, when constructing a binding, we have to take into account the case
of arc inscriptions causing implicit “joins” between the net marking and data
retrieved from the catalog. This happens when there are some variables in the
input flow that coincide with variables of Q, i.e., Vars(Fin(pinj , t))∩Vars(Q) �=
∅. For ease of presentation, denote the set of such variables as s = {s1, . . . , sr}
and introduce a function π that returns the position of a variable in a tuple or
relation. E.g., π(〈x, y, z〉, y) = 2, and π(R,B) = 3 in R(id, A,B,E). Then, for
every relation R in Q we generate a formula

ψR :=
∧

j∈{1,...,k},s∈
(
s∩Vars(R)

)
pinj,π( �inj ,s)[x] = fR,Aπ(R,s)(id)

This formula guarantees that values provided by a constructed binding respect
the aforementioned case for some index x (that has to coincide with one of
the index variables from ψpinj

) and identifier id. In mcmt this is encoded as
a conjunction of atoms (= (R Ai id) pinj l[x]), where i = π(R, s) and l =
π( �inj , s). As in the previous case, all such formulas are appended to G.

We now incorporate the encoding of condition (FC2). Every variable z of
Q with type(z) = D has to be declared in mcmt as :eevar z D. We call an
extended guard a guard Qe ∧ ϕe in which every relation R has been substituted
with its functional counterpart and every variable z in ϕ has been substituted
with a “reference” to a corresponding array pinj that z uses as a value provider
for its bindings. More specifically, every relation R/n + 1 that appears in Q
as R(id, z1, . . . , zn) is be replaced by conjunction id �= NULL D ∧ fR,A1(id) =
z1 ∧ . . . ∧ fR,An

(id) = zn, where D = type(id). In mcmt, this is written as (not
(= id NULL D)) expr1 ... exprn (id should be declared using :eevar as well).
Here, every expri corresponds to an atomic equality from above and is specified in
mcmt in three different ways based on the nature of zi. Let us assume that zi has

3 This is a technicality of mcmt, as explained in [15], since mcmt has only one index
sort.
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been declared before as :eevar z i D. If zi appears in a corresponding incom-
ing transition inscription, then expri is defined as (= (R Ai id) pin j[x])
(= z i pin j[x]), where i-th attribute of R coincides with the j-th variable in
the inscription Fin(pin, t). If zi is a variable bound by an existential quantifier
in Q, then expri in mcmt is going to look as (= (R Ai id) zi). Finally, if zi is
a variable in an outgoing inscription used for propagating data from the catalog
(as discussed in condition (1)), then expri is simply defined with the following
statement: (= (R Ai id) z i), where Di is the type of zi.

Variables in ϕ are substituted with their array counterparts. In particular,
every variable z ∈ Vars(ϕ) is substituted with pinj i[x], where i = π( �inj , z).
Given that ϕ is represented as a conjunction of variables, its representation in
mcmt together with the aforementioned substitution is trivial. To finish the
construction of G, we append to it the mcmt version of Qe ∧ ϕe.

We come back to condition (FC1) and show how bindings are generated for
ν-variables of the output flow of t. In mcmt we use a special universal guard
:uguard (to be inserted right after the :guard entry) that, for every variable
ν ∈ ΥD ∩ (OutVars(t) \ Vars( �outj)) previously declared using :eevar nu D,
and for arrays p1, . . . , pk with target sort D, consists of expression (not(=nu
p 1[j]))...(not(=nu p k[j])) for all p. This encodes “local” freshness for
ν-variables, which suffice for our goal.

After a binding has been generated and the guard of t has been checked,
a new marking is generated by assigning corresponding tokens to the outgoing
places and by removing tokens from the incoming ones. Note that, while the
tokens are populated by assigning their values to respective arrays, the token
deletion happens by nullifying (i.e., assigning special NULL constants) entries in
the arrays of the input places. All these operations are specified in the special
update part of the transition statement U and are captured in mcmt as depicted
in Listing 1.4. There, the transition runs through NC cases. All the following cases
go over the indexes y1,. . . , yN that correspond to tokens that have to be added to
places. More specifically, for every place pout ∈ P such that |color(pout)| = k,
we add an i-th token to it by putting a value vr,i in i-th place of every r-
th component array of pout. This vr,i can either be a ν-variable nu from the
universal guard, or a value coming from a place pin specified as pin[xm] (from
some x input index variable) or a value from some of the relations specified as
(R Ai id). Note that id should be also declared as :eevar id D Ri.id, where
type(id) = D Ri.id. Every :val v statement follows the order in which all the
local and global variables have been defined, and, for array variables a and every
every case (= j i), such statement stands for a simple assignment a[i] := v.

Implementation Status. The provided translation is fully compliant with the
concrete specification language mcmt. The current implementation has however
a limitation on the number of supported index variables in each mcmt transition
statement. Specifically, two existentially quantified and one universally quanti-
fied variables are currently supported. This has to be taken into account if one
wants to run the model checker on the result produced by translating a CLog-
net, and possibly requires to rewrite the net (if possible) into one that does not
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exceed the supported number of index variables. What can be actually rewritten
(and how) is beyond the scope of this paper.

In addition, notice that this limitation is not dictated by algorithmic nor the-
oretical limitations, but is a mere characteristic of the current implementation,
and comes from the fact that the wide range of systems verified so far with mcmt
never required to simultaneously quantify on many array indexes. There is an
ongoing implementation effort for a new version of mcmt that supports arbitrar-
ily many quantified index variables, and consequently concrete model checking
of the full CLog-net model is within reach. Currently, we do not have a software
prototype that encodes the translation, but this section indicates exactly how
this should be implemented.

4 Parameterised Verification

Thanks to the encoding of CLog-nets into (the database-driven module of)
mcmt, we can handle the parameterised verification of safety properties over
CLog-nets, and study crucial properties such as soundness, completeness, and
termination by relating CLog-nets with the foundational framework underlying
such an mcmt module [8,9].

This amounts to verifying whether it is true that all the reachable states of
a marked CLog-net satisfy a desired condition, independently from the content
of the catalog. As customary in this setting, this form of verification is tackled
in a converse way, by formulating an unsafe condition, and by checking whether
there exists an instance of the catalog such that the CLog-net can evolve the
initial marking to a state where the unsafe condition holds. Technically, given
a property ψ capturing an unsafe condition and a marked CLog-net 〈N,m0〉,
we say that 〈N,m0〉 is unsafe w.r.t. ψ if there exists a catalog instance Cat for
N such that the marked CLog-net with fixed catalog 〈N,m0, Cat〉 can reach a
configuration where ψ holds.

With a slight abuse of notation, we interchangeably use the term CLog-net
to denote the input net or its mcmt encoding. We start by defining (unsafety)
properties, in a way that again guarantees a direct encoding into the mcmt
model checker. For space limitations, we refer to the translation of properties
over CLog-nets in [15].

Definition 4. A property over CLog-net N is a formula of the form ∃�y.ψ(�y),
where ψ(�y) is a quantifier-free query that additionally contains atomic predi-
cates [p ≥ c] and [p(x1, . . . , xn) ≥ c], where p is a place name from N , c ∈ N,
and Vars(ψ) = YP , with YP being the set of variables appearing in the atomic
predicates [p(x1, . . . , xn) ≥ c]. �

Here, [p ≥ c] specifies that in place p there are at least c tokens. Similarly,
[p(x1, . . . , xn) ≥ c] indicates that in place p there are at least c tokens carrying
the tuple 〈x1, . . . , xn〉 of data objects. A property may also mention relations
from the catalog, provided that all variables used therein also appear in atoms
that inspect places.
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This can be seen as a language to express data-aware coverability properties of
a CLog-net, possibly relating tokens with the content of the catalog. Focusing on
covered markings as opposed as fully-specified reachable markings is customary
in data-aware Petri nets or, more in general, well-structured transition systems
(such as ν-PNs [26]).

Example 4. Consider the CLog-net of Example 3, with an initial marking that
populates the pool place with available trucks. Property ∃p, o.[delivered(p, o) ≥
1] ∧ [working(o) ≥ 1] captures the undesired situation where a delivery occurs
for an item that belongs to a working (i.e., not yet paid) order. This can never
happen, irrespectively of the content of the net catalog: items can be delivered
only if they have been loaded in a compatible truck, which is possible only if the
order of the loaded item is paid . �

In the remainder of the section, we focus on the key properties of soundness
and completeness of the backward reachability procedure encoded in mcmt,
which can be used to handle the parameterised verification problem for CLog-
nets defined above.4 We call this procedure BReach, and in our context we
assume it takes as input a marked CLog-net and an (undesired) property ψ,
returning UNSAFE if there exists an instance of the catalog so that the net can
evolve from the initial marking to a configuration that satisfies ψ, and SAFE
otherwise. For details on the procedure itself, refer to [9,16]. We characterise the
(meta-)properties of this procedure as follows.

Definition 5. Given a marked CLog-net 〈N,m0〉 and a property ψ, BReach is:
(i) sound if, whenever it terminates, it produces a correct answer; (ii) partially
sound if a SAFE result it returns is always correct; (iii) complete (w.r.t. unsafety)
if, whenever 〈N,m0〉 is UNSAFE with respect to ψ, then BReach detects it and
returns UNSAFE. �

In general, BReach is not guaranteed to terminate (which is not surprising given
the expressiveness of the framework and the type of parameterised verification
tackled).

As we have seen in Sect. 3, the encoding of fresh variables requires to employ
a limited form of universal quantification. This feature goes beyond the founda-
tional framework for (data-driven) mcmt [9], which in fact does not explicitly
consider fresh data injection. It is known from previous works (see, e.g., [3]) that
when universal quantification over the indexes of an array is employed, BReach

cannot guarantee that all the indexes are considered, leading to potentially spu-
rious situations in which some indexes are simply “disregarded” when exploring
the state space. This may wrongly classify a SAFE case as being UNSAFE, due
to spurious exploration of the state space, similarly to what happens in lossy
systems. By combining [9] and [3], we then obtain:

Theorem 1. BReach is partially sound and complete for marked CLog-nets.
�

4 Backward reachability is not marking reachability. We consider reachability of a con-
figuration satisfying a property that captures the covering of a data-aware marking.
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Fortunately, mcmt is equipped with techniques [3] for debugging the returned
result, and tame partial soundness. In fact, mcmt warns when the produced
result is provably correct, or may have been produced due to a spurious state-
space exploration.

A key point is then how to tame partial soundness towards recovering full
soundness and completeness We obtain this by either assuming that the CLog-
net of interest does not employ at all fresh variables, or is bounded.
Conservative CLog-nets are CLog-nets that do not employ ν-variables in arc
inscriptions. It turns out that such nets are fully compatible with the founda-
tional framework in [9], and consequently inherit all the properties established
there. In particular, we obtain that BReach is a semi-decision procedure.

Theorem 2. BReach is sound and complete for marked, conservative CLog-
nets. �

One may wonder whether studying conservative nets is meaningful. We argue
in favour of this by considering modelling techniques to “remove” fresh variables
present in the net. The first technique is to ensure that ν-variables are used only
when necessary. As we have extensively discussed at the end of Sect. 2, this is the
case only for objects that are referenced by other objects. This happens when
an object type participates on the “one” side of a many-to-one relationship, or
for one of the two end points of a one-to-one relationship. The second technique
is to limit the scope of verification by singling out only one (or a bunch of) “pro-
totypical” object(s) of a given type. This is, e.g., what happens when checking
soundness of workflow nets, where only the evolution of a single case from the
input to the output place is studied.

Example 5. We can turn the CLog-net of Example 3 into a conservative one
by removing the new order transition, and by ensuring that in the initial marking
one or more order tokens are inserted into the working place. This allows one
to verify how these orders co-evolve in the net. A detected issue carries over the
general setting where orders can be arbitrarily created. �

A third technique is to remove the part of the CLog-net with the fresh objects
creation, assuming instead that such objects are all “pre-created” and then listed
in a read-only, catalog relation. This is more powerful than the first technique
from above: now verification considers all possible configurations of such objects
as described by the catalog schema. In fact, using this technique on Example 3
we can turn the CLog-net into a conservative CLog-net that mimics exactly the
behaviour of the original one.

Example 6. We make the CLog-net from Example 3 conservative in a way
that reconstructs the original, arbitrary order creation. To do so we extend
the catalog with a unary relation schema CrOrder accounting for (pre-)created
orders. Then, we modify the new order transition: we substitute the ν-variable
νo with a normal variable o, and we link this variable to the catalog, by adding
as a guard a query CrOrder(o). This modified new order transition extracts an
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order from the catalog and making it working. Since in the original CLog-net
the creation of orders is unconstrained, it is irrelevant for verification if all the
orders involved in an execution are created on-the-fly, or all created at the very
beginning. Paired with the fact that the modified CLog-net is analysed for all
possible catalog instances, i.e., all possible sets of pre-created orders, this tells
us that the original and modified nets capture the same relevant behaviours. �

Bounded CLog-nets. An orthogonal approach is to study what happens if the
CLog-net of interest is bounded (for a given bound). In this case, we can “compile
away” fresh-object creation by introducing a place that contains, in the initial
marking, enough provision of pre-defined objects. This effectively transforms the
CLog-net into a conservative one, and so Theorem 2 applies. If we consider a
boudned CLog-net and its catalog is acyclic (i.e., its foreign keys cannot form
referential cycles where a table directly or indirectly refers to itself), then it is
possible to show using the results from [9] that verifying safety of conservative
CLog-nets becomes decidable.

Several modelling strategies can be adopted to turn an unbounded CLog-net
into a bounded one. We illustrate two strategies in the context of our running
example.

Example 7. Consider again the CLog-net of Example 3. It has two sources of
unboundedness: the creation of orders, and the addition of items to working
orders. The first can be tackled by introducing suitable resource places. E.g., we
can impose that each order is controlled by a manager and can be created only
when there is an idle manager not working on any other order. This makes the
overall amount of orders unbounded over time, but bounded in each marking by
the number of resources. Items creation can be bounded by imposing, concep-
tually, that each order cannot contain more than a maximum number of items.
This amounts to impose a maximum multiplicity on the “many” side of each
one-to-many relation implicitly present in the CLog-net. �

5 Comparison to Other Models

We comment on how the CLog-nets relate to the most recent data-aware Petri
net-based models, arguing that they provide an interesting mix of their main
features.
DB-nets. CLog-nets in their full generality match with an expressive fragment
of the DB-net model [22]. DB-nets combine a control-flow component based
on CPNs with fresh value injection a là ν-PNs with an underlying read-write
persistent storage consisting of a relational database with full-fledged constraints.
Special “view” places in the net are used to inspect the content of the underlying
database, while transitions are equipped with database update operations.

In CLog-nets, the catalog accounts for a persistent storage solely used in a
“read-only” modality, thus making the concept of view places rather unnecessary.
More specifically, given that the persistent storage can never be changed but only
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queried for extracting data relevant for running cases, the queries from view
places in DB-nets have been relocated to transition guards of CLog-nets. While
CLog-nets do not come with an explicit, updatable persistent storage, they can
still employ places and suitably defined subnets to capture read-write relations and
their manipulation. In particular, as shown in [23], read-write relations queried
using UCQ¬

D queries can be directly encoded with special places and transitions
at the net level. The same applies to CLog-nets.

While verification of DB-nets has only been studied in the bounded case,
CLog-nets are formally analysed here without imposing boundedness, and para-
metrically w.r.t. read-only relations. In addition, the mcmt encoding provided
here constitutes the first attempt to make this type of nets practically verifiable.
PNIDs. The net component of our CLog-nets model is equivalent to the for-
malism of Petri nets with identifiers (PNIDs [17]) without inhibitor arcs. Inter-
estingly, PNIDs without inhibitor arcs form the formal basis of the Information
Systems Modelling Language (ISML) defined in [24]. In ISML, PNIDs are paired
with special CRUD operations to define how relevant facts are manipulated.
Such relevant facts are structured according to a conceptual data model spec-
ified in ORM, which imposes structural, first-order constraints over such facts.
This sophistication only permits to formally analyse the resulting formalism by
bounding the PNID markings and the number of objects and facts relating them.
The main focus of ISML is in fact more on modelling and enactment. CLog-nets
can be hence seen as a natural “verification” counterpart of ISML, where the
data component is structured relationally and does not come with the sophis-
ticated constraints of ORM, but where parameterised verification is practically
possible.
Proclets. CLog-nets can be seen as a sort of explicit data version of (a relevant
fragment of) Proclets [14]. Proclets handle multiple objects by separating their
respective subnets, and by implicitly retaining their mutual one-to-one and one-
to-many relations through the notion of correlation set. In Fig. 1, that would
require to separate the subnets of orders, items, and trucks, relating them with
two special one-to-many channels indicating that multiple items belong to the
same order and loaded in the same truck.

A correlation set is established when one or multiple objects o1, . . . , on are co-
created, all being related to the same object o of a different type (cf. the creation
of multiple items for the same order in our running example). In Proclets, this
correlation set is implicitly reconstructed by inspecting the concurrent histories
of such different objects. Correlation sets are then used to formalise two sophis-
ticated forms of synchronisation. In the equal synchronisation, o flows through
a transition t1 while, simultaneously, all objects o1, . . . , on flow through another
transition t2. In the subset synchronisation, the same happens but only requiring
a subset of o1, . . . , on to synchronise.

Interestingly, CLog-nets can encode correlation sets and the subset synchroni-
sation semantics. A correlation set is explicitly maintained in the net by imposing
that the tokens carrying o1, . . . , on also carry a reference to o. This is what hap-
pens for items in our running example: they explicitly carry a reference to the
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order they belong to. Subset synchronisation is encoded via a properly crafted
subnet. Intuitively, this subnet works as follows. First, a lock place is inserted in
the CLog-net so as to indicate when the net is operating in a normal mode or is
instead executing a synchronisation phase. When the lock is taken, some objects
in o1, . . . , on are nondeterministically picked and moved through their transition
t2. The lock is then released, simultaneously moving o through its transition t1.
Thanks to this approach, a Proclet with subset synchronisation points can be
encoded into a corresponding CLog-net, providing for the first time a practical
approach to verification. This does not carry over Proclets with equal synchroni-
sation, which would allow us to capture, in our running example, sophisticated
mechanisms like ensuring that when a truck moves to its destination, all items
contained therein are delivered. Equal synchronisation can only be captured in
CLog-nets by introducing a data-aware variant of wholeplace operation, which
we aim to study in the future.

6 Conclusions

We have brought forward an integrated model of processes and data founded
on CPN that balances between modelling power and the possibility of carry-
ing sophisticated forms of verification parameterised on read-only, immutable
relational data. We have approached the problem of verification not only foun-
dationally, but also showing a direct encoding into mcmt, one of the most well-
established model checkers for the verification of infinite-state dynamic systems.
We have also shown that this model directly relates to some of the most sophis-
ticate models studied in this spectrum, attempting at unifying their features in
a single approach. Given that mcmt is based on Satisfiability Modulo Theories
(SMT), our approach naturally lends itself to be extended with numerical data
types and arithmetics. We also want to study the impact of introducing whole-
place operations, essential to capture the most sophisticated syhncronization
semantics defined for Proclets [14]. At the same time, we are currently defining
a benchmark for data-aware processes, systematically translating the artifact
systems benchmark defined in [20] into corresponding imperative data-aware
formalisms, including CLog-nets.
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vergence in event data. In: Ölveczky, P.C., Salaün, G. (eds.) SEFM 2019. LNCS,
vol. 11724, pp. 3–25. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
30446-1 1

http://users.mat.unimi.it/users/ghilardi/mcmt/
http://users.mat.unimi.it/users/ghilardi/mcmt/
https://doi.org/10.1007/978-3-030-30446-1_1
https://doi.org/10.1007/978-3-030-30446-1_1


Petri Nets with Parameterised Data 73

3. Alberti, F., Ghilardi, S., Pagani, E., Ranise, S., Rossi, G.P.: Universal guards,
relativization of quantifiers, and failure models in model checking modulo theories.
J. Satisf. Boolean Model. Comput. 8(1/2), 29–61 (2012)

4. Artale, A., Kovtunova, A., Montali, M., van der Aalst, W.M.P.: Modeling and rea-
soning over declarative data-aware processes with object-centric behavioral con-
straints. In: Hildebrandt, T., van Dongen, B.F., Röglinger, M., Mendling, J. (eds.)
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Abstract. Existing techniques for the redesign of business processes are mostly
concerned with optimizing efficiency and productivity, but do not take social
considerations into account. In this paper, we represent social business process
redesign (SBPR) as a constrained optimization problem (COP). Assuming a
workforce of human and computer resources, SBPR considers two types of deci-
sions: (1) how to allocate tasks among this workforce and (2) which skills it
should acquire. The latter decision can be used to control for the amount of
automation (by setting an upper bound), which may ensure, for example, that
disadvantaged workers are included. We discuss scenarios inspired by real-world
considerations where the COP representation of SBPR can be used as a deci-
sion support tool. Furthermore, we present an extensive computational analysis
that demonstrates the applicability of our COP-based solution to large SBPR
instances, as well as a detailed analysis of the factors that influence the perfor-
mance of the approach. Our work shows that it is feasible to incorporate mul-
tiple considerations into redesign decision making, while providing meaningful
insights into the trade-offs involved.

1 Introduction

Socially responsible organizations look beyond shareholder interests to shape their busi-
ness practices. By taking into account the interests of a broader group of stakeholders
(or even society as a whole), they could become even more successful in attracting and
retaining highly skilled, quality employees [1] and may enjoy a higher corporate per-
formance than their traditional competitors [2]. The adoption of social responsibility
principles in itself can also be seen as a sign of moral development of humanity, which
accelerates as societies climb the stages of human empowerment [3].

In this paper, we aim to contribute to widening the conventional focus of Business
Process Management (BPM) such that it can also guide and inspire socially responsible
organizations. As such, it is congruent with other attempts to look beyond the tradi-
tional scope of the BPM discipline. Notably, Green BPM calls for a consideration of
the environmental consequences of business process endeavors [4], while Social BPM
emphasizes a better user engagement to overcome adoption issues [5].
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Our particular focus is on the development of a technique that supports process
redesign, one of the prime phases of the BPM life-cycle. This phase is eminently
concerned with achieving economic benefits through its focus on efficiency and cost
reduction. We introduce a novel dimension to include in redesign initiatives, namely
social responsibility. That is, the process of decision making and process change will
not only be driven by economic motives, but will also comprise social considerations.
We shall refer to socially responsible redesign initiatives as Socially-aware Business
Process Redesign (SBPR).

Our motivation for SBPR is rooted in a number of dilemmas that executives today
face when redesigning business processes. First of all, numerous automation opportu-
nities may exist that could be pursued to improve the efficiency of a business process.
But how can automation be balanced with the social objectives of providing meaning-
ful jobs to society and job security to employees? Secondly, executives may realize that
a diverse representation of employees is righteous, social, and ethical. What is more
difficult to establish is whether they can afford to train such a new workforce and how
the inclusion of disadvantaged employees may affect business performance. While the
management of a process-centered organization will know its processes, the activities
that those processes are composed of, and the skills that are required to execute those
activities, it lacks the tools to decide on how to redesign its processes while balancing
productivity and social objectives.

In this work, we set to develop a decision support tool that facilitates SBPR. To
this end, we formulate an SBPR problem as a constrained optimization problem (COP).
The COP considers two types of decisions: (1) decisions that allocate activities to roles
(classical redesign decisions) and (2) decisions on training existing or new roles to
acquire new skills. The objective of our COP is to maximize efficiency, while limiting a
pre-defined social budget. A social budget can be seen as a compensation sum, which is
for example agreed upon with labor unions when a reorganization happens. The social
budget is spent whenever an ‘unsocial’ decision is made, e.g., automating a task by
moving it away from a human resource to a machine-based role.

Against this background, the main contribution of our work is threefold:

1. Formulating the social business process redesign (SBPR) problem as a constrained
optimization problem and proving its computational complexity (Sect. 3).

2. Presenting an extensive computational analysis of the COP that shows its relevance
to large SBPR instances and provides insights into problem characteristics (Sect. 4).

3. Demonstrating how decision-making with SBPR could take place in real-life set-
tings by exploring the impact of various social policies on the associated COP
(Sect. 5).

We will now first provide the background for the redesign dilemmas that we mentioned.

2 Background

In this section, we describe how recent technological developments fundamentally
change the workplace. In addition, companies become increasingly aware of their social
responsibilities. These elements create dilemmas for executives, which we will describe
in more detail here. This section is a stepping stone towards the formulation of the opti-
mization problem in Sect. 3.
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2.1 Automation

In the past 15 years, the opinion on what human tasks can be automated has radically
changed.1 Since computers excel at following exact procedures designed by program-
mers, this was believed to mean that computers can only be made to perform tasks that
humans have thoroughly understood and meticulously codified (see e.g. [6]).

Advances in digital technology, in particular in machine learning, are such that a
much wider range of tasks are now susceptible to automation [7]. The self-driving car
has become a threat to the drivers of taxis, buses, and trucks. Language translation is
available to anyone with internet access. Algorithmic approaches have proved more
accurate than medical specialists for a range of diagnosis tasks. Journalistic text writing
can now be automated to some extent, as can personal financial advice [8]. Robotic Pro-
cess Automation (RPA) is a technology that can be applied to perform some activities
better and faster than human employees can [9]. So, more than ever before, compa-
nies can improve their productivity by automating tasks hitherto performed by human
workers.

2.2 Training

Automation is, however, not the only approach to performance improvement. By invest-
ing in human capital, notably on-the-job training, workers can become more produc-
tive [10]. Training can also be used to let employees handle new technologies, e.g. AI.
A third type of training is concerned with increasing the employability of people. For
example, a recent analysis of German data suggests that training can be effective to
move people to jobs at lower risk of automation (i.e., requalification) [11].

The majority of modern studies of developed economies indicate that automation
and computerisation are at this point the main factors shaping the task composition of
jobs. In addition, a recent study shows that the growth of non-routine cognitive tasks
in Central and Eastern Europe is mostly driven by workforce up-skilling [12]. In the
United States, companies like Amazon, Walmart, and AT&T just announced massive
training programs for their own workers [13]. These developments show that companies
are actively looking into training as an additional way to improve their productivity.

2.3 Inclusion

The motives of companies to invest in requalifying their existing workforce can also be
explained by other than economic interests. A recent McKinsey report states that thirty-
eight percent of the responding executives in a survey, coming from all world regions,
cited the desire to “align with our organization’s mission and values” as a key reason
for initiating training programs [14]. In a similar vein, at the 2017 World Economic
Forum in Davos, 80% of CEOs who were investing heavily in artificial intelligence
also publicly pledged to retain and retrain existing employees (ibid). This shows that
companies do realize that taking care of their workforce is a “social good”.

1 Automating a task is not the same as completely automating an occupation or job. Most human
jobs involve a range of tasks.



78 A. Senderovich et al.

One aspect of being a socially responsible employer is to extend hiring practices
towards “nontraditional talent pools” [14]. The insight is growing that company prac-
tices to attain new employees might be biased against anyone on such bases as race,
gender, sexual orientation, disability and other physical, cultural, and social attributes.
An overarching concern among employers has been that the costs associated with hir-
ing disadvantaged people, notably the disabled, will outweigh the benefits [15]. These
perceived concerns with costs include the provision of expensive accommodations,
decreased employee productivity, and increased supervisory time. While these are often
exaggerated and a full cost-benefit analysis might also want to take into account work-
ers’ long time loyalty to the firm and the positive effects on the company’s public image,
an empirical study that compared a range of factors did find that the productivity (speed
and accuracy) of employees with a disability are significantly lower than that of non-
disabled employees [16]. In other words, companies who want to hire responsibly, may
need to account for some performance loss.

In summary, we discussed in this section (1) that automation has become a ubiq-
uitous instrument for productivity enhancement; (2) that training of the workforce is a
further approach to productivity enhancement, with additional social benefits; (3) that
other socially responsible practices, in particular the hiring of disadvantaged employees,
may be costly or even negatively affect performance. This characterizes the dilemma of
interest for us: how can organizations that wish to redesign their business processes
balance automation, training, and hiring practices when they pursue productivity objec-
tives as well as socially responsible outcomes? To address these questions, we need to
formulate the decision problem in more precise terms, which is the focus of the next
section.

3 The Problem of Social Business Process Redesign

In this section we formulate the social business process redesign (SBPR) problem as
a constrained optimization problem (COP). The COP can then be used as a decision
support tool for social redesign. As a running example, we shall consider the automation
of the outpatient clinic process described in Fig. 1. Patients arrive at the front desk and
register with the clerk. Next, their vital signs and basic lab tests are collected by the
nurse. The nurse then sequences the patients according to their level of urgency and
sends them to the medical doctor, who examines and treats each patient. After treatment,
patients continue for a check-out with the clerk. We aim at redesigning the process such
that several activities will be allocated to an automated resource.

In what follows, we start by presenting the input parameters of the SBPR problem,
followed by a definition of the decision variables and the COP formulation. Subse-
quently, we apply the approach to our running example and conclude the section with a
discussion on setting SBPR parameters.

3.1 Input Parameters

We start by describing the input parameters to the SBPR problem. Let A be the set
of activities to be (re-)allocated to a set of resource types R. In the as-is model pre-
sented in Fig. 1 there are 7 activities performed by 3 resource types, which we denote
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Fig. 1. An outpatient hospital treatment process.

by C,N,M ∈ R for Clerk, Nurse, and Medical Doctor, respectively. In our model, a
resource type r ∈ R can execute an activity a ∈ A if and only if the resource type
possesses the skill required to execute the activity. Returning to the process in Fig. 1,
resource type ‘Clerk’ must possess the relevant skill ‘Clerkship’, which is required for
executing ‘Register’ and ‘Check-out’. Formally, we denote by S the set of skills that
resource types are required to learn in order to perform the various activities. In our
running example, we consider 6 skills, namely ‘Clerkship’, ‘Vital Signs’, ‘Lab Tests’,
‘Patient Sequencing’, ‘Examine’, and ‘Treat’, which we denote by s1, . . . , s6, respec-
tively (e.g., s1 denotes ‘Clerkship’). We assume that an activity a requires exactly one
skill, which we denote by s(a) ∈ S. For example, activity ‘Take Vital Signs’ requires
s2, which is the ‘Vital Signs’ skills.

We model skill acquisition using a directed acyclic skill graph G(S, E) with its
vertices being skills and its edges E ⊆ S × S corresponding to precedence relation
between skills. For example, an edge (s1, s2) ∈ E implies that one must acquire skill s1
prior to acquiring skill s2. By definition, a skill may have more than a single predecessor.
Furthermore, we assume that a single universal skill graph exists, meaning that the clerk
can learn skills that are currently possessed by nurses. We assume that the skill graph
is given to us as an input. Note that our definition of a skill graph is inspired by career
paths graphs defined in [17]. In practice, one can elicit a skill graph using existing
documentation and other types of organisational data.

Figure 2 demonstrates a possible skill graph that corresponds to our running exam-
ple. Note that the graph in all three figures remains the same, while the skills possessed
by the different resource types are different. The as-is set of skills possessed by the
resource types is defined using a coloring function σ : R → 2S that maps resource
types to their current sets of skills. The three different coloring functions presented in
Fig. 2 correspond to the current skills of the three resource types in our running exam-
ple. Note that since (s1, s2) ∈ E we get that s1 ∈ σ(N), which means that a nurse can



80 A. Senderovich et al.

s1

s2

s3

s6

s5

s4

(a) Clerk’s coloring function

s1

s2

s3

s6

s5

s4

(b) Nurse’s coloring function

s1

s2

s3

s6

s5

s4

(c) Medical Doctor’s coloring
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Fig. 2. Skills graph with 3 different coloring functions of the three resource types

also perform clerkship-related activities. The as-is coloring function of every resource
is assumed to be known.

3.2 Decision Variables

Having defined the inputs to the problem, we are now ready to introduce the decision
variables of SBPR. The first decision that we must make in order to solve the redesign
problem is allocating activities to resource types. We denote by xa,r ∈ {0, 1} the deci-
sion variable that equals to 1 if activity a is assigned to resource type r. This is a ‘clas-
sical’ redesign decision, which must be considered in any BPR initiative. In this work,
we assume that an activity must be allocated to exactly one resource type. The cost of
allocating activity a to resource type r is denoted by wa,r. In practice, these costs may
correspond to full-time equivalent (FTE) number of resource type r (per year) that we
require to perform activity a. The quantity can be scaled by the wages of the different
resource types.

Another decision that we allow in SBPR is for resource types to learn new skills.
Formally, we denote by ys,r ∈ {0, 1} the decision variable of whether resource type
r acquires skill s. Skill acquisition is associated with a learning cost ls,r, which cor-
responds to various expenses related to training, hiring, and programming (in case the
new resource type is a computer). In the running example, we may decide that nurses
should be up-skilled to perform examinations and treatments. This skill acquisition may
be expensive, yet it may pay off overall due to savings in activity allocation costs. The
learning costs can also be used to specify that not all skills can be acquired by each
resource type. Note that one of the strengths of our SBPR formulation is the symmetric
treatment of human resources and computers. Both are treated as resource types that
can be allocated to activities and trained to acquire new skills.

3.3 Objective Function and Constraints

To represent the aforementioned trade-offs between the two types of costs (activity allo-
cation and learning), the objective function of our redesign problem minimizes the fol-
lowing expression:
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min
x,y

∑

a∈A

∑

r∈R
wa,rxa,r +

∑

r∈R

∑

s∈S
ls,rys,r. (1)

The first term represents the total costs of assigning activities to resource types. The
second term corresponds to the total cost of resource type r learning skill s. We assume
that each activity must be assigned to exactly one resource type. This corresponds to
a set of constraints,

∑
r∈R xa,r = 1,∀a ∈ A. Since we aim at social redesign, we

define the social cost that we incur when assigning activity a to resource type r as ca,r
and assume that a social budget br is set by the organization for every resource type
r. The budget is an upper bound on the total cost of ‘unsocial’ decisions made with
respect to resource type r. For example, if resource A is an RPA tool, allocating many
activities to A will result in high usage of the social budget. In practice, the social costs
and budgets are based on a company’s social policy. Companies that aim at limiting the
scale of automation would assign higher costs to automating certain activities, while set-
ting lower social budgets for computerised resources. Furthermore, organizations that
target inclusion would assign higher social costs and lower social budgets to advan-
taged resources, compared to their disadvantaged colleagues. To represent the relation
between social costs and social budgets, we add the following set of constraints to our
redesign problem: ∑

a∈A
ca,rxa,r ≤ br,∀r ∈ R. (2)

In addition, for each activity a and resource type r for which xa,r = 1, either s(a) is
already in the existing skills of the resource type, i.e., s(a) ∈ σ(r), or we train r to
obtain skill s(a). Formally, we add the constraints:

(xa,r = 1 ∧ s(a) /∈ σ(r)) → (ys(a),r = 1),∀a ∈ A, r ∈ R. (3)

Lastly, a skill s can be obtained only if all its predecessor skills s′ : (s′, s) ∈ E were
obtained. This yields the following constraints:

ys,r = 1 → ∀(s′, s) ∈ E(ys′,r = 1 ∨ s′ ∈ σ(r)),∀s ∈ S, r ∈ R. (4)

Given the above objective function and the set of constraints, the SBPR problem can be
written as the following constrained optimization problem (COP):

min
x,y

∑

a∈A

∑

r∈R
wa,rxa,r +

∑

r∈R

∑

s∈S
ls,rys,r

s.t.
∑

a∈A
ca,rxa,r ≤ br, ∀r ∈ R

∑

r∈R
xa,r = 1 ∀a ∈ A

(xa,r = 1 ∧ s(a) /∈ σ(r)) → (ys(a),r = 1) ∀a ∈ A, r ∈ R,

ys,r = 1 → ∀(s′, s) ∈ E (ys′,r = 1 ∨ s′ ∈ σ(r)) ∀s ∈ S, r ∈ R,

xa,r ∈ {0, 1}, ys,r ∈ {0, 1} ∀s ∈ S,∀r ∈ R,∀a ∈ A.
(5)
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The COP in Eq. (5) can be solved using standard constraint solvers. The following result
states the computational complexity of the SBPR.

Theorem 1. The SBPR problem defined in Eq. (5) is NP-complete.

Proof. We show by reduction into the generalized assignment problem (GAP), which
is known to be NP-hard [18]. For a special case of the problem when ∀s, r(ls,r =
0∧ s ∈ σ(r)), i.e., each learning cost is zero and each resource type has all skills, we get
that the objective function comprises only the first expression and the two implication
constraints are satisfied. The latter stems from the fact that the first implication

(xa,r = 1 ∧ s(a) /∈ σ(r)) → (ys(a),r = 1)

always holds, since s(a) ∈ σ(r) for any activity. The second implication has a true
right-hand side regardless whether ys,r = 1 or not. Removing the two implication
constraints and the second objective term turns the problem into an instance of the
GAP [18]. Hence, we get that the GAP is a special case of SBPR, which makes SBPR
at least as hard as the GAP, namely at leastNP-hard. Since the SBPR can be formulated
as a mixed-integer programming using the constraint reformulation in [19], we get that
SBPR’s computational complexity is at most NP-hard. Therefore, the complexity of
SBPR is NP-complete. 	


This appears to be a discouraging result for the general formulation of the SBPR.
However, our experiments show that for some variants of large problems (1000 activ-
ities, 500 resource types, 100 skills) the run time is a matter of seconds when using
a constrained solver. In our computational analysis of SBPR (Sect. 4) we pinpoint the
conditions that make the problem intractable.

3.4 Applying SBPR to the Running Example

To show how SBPR can be applied in practice, we instantiate the running example in
Fig. 1. We use the activities and resources as depicted in the BPMN diagram. Moreover,
we consider the skill graph in Fig. 2. Next, we add a new resource type, which is an
RPA tool that can be trained to perform clerkship (acquire skill s1). Therefore, the new
resource set is now R = {C,N,M,A} with C,N,M being Clerk, Nurse, and Medical
Doctor, as before, and A being the RPA solution. The activities that must be allocated
remain as before. We set the parameters of the model as follows:

– The weights wa,r are set such that the RPA tool receives wa,A = 0 for each activity
(assuming that once the tool is trained and deployed, its costs are 0). The other
weights are set according to the yearly salary that the human resources receive. We
assume that weights are dependent only on resources (and not the activities) and set
wa,C = 1, wa,N = 3, wa,M = 9,∀a ∈ A. Note that we do not assume that some of
the activities cannot be automated.

– The social cost ca,r is set to be 0 for human resource types and ca,A = 1 for the
proposed RPA solution.



Socially-Aware Business Process Redesign 83

Fig. 3. SBPR result for the outpatient hospital treatment process.

– The social budget is set to be equal to the number of activities for human resources
(br = 7), since we do not wish to limit the number of activities that they can per-
form. On the other hand, we set br = 2 for our RPA tool, implying that we allow
computerisation of at most two activities.

– The learning costs ls,r are set to be high for human resource types (ls,r = 10000),
except for the clerk who is allowed to up-skill and learn the sequencing of patients
(lC,s4 = 1). In alternative scenarios, one may wish to up-skill nurses to perform
some of the medical doctor’s activities. For the RPA tool, A, we set the learning
cost of clerkship and sequencing to be low, lA,s1 , lA,s4 = 1, while setting the costs
to learn other skills (e.g., ‘Treat’ and ‘Examine’) to be high (lA,s = 10000,∀s �=
s1, s4).

Figure 3 presents the resulting redesigned process model that stems from a solution of
the COP. Note that the acquired skills are embedded into the name of the corresponding
resource types for each lane. We observe that the clerk resource type was trained to per-
form the ‘Sequence Patient’ activity, while the RPA tool was trained for the ‘Register’
and ‘Check-out’ activities. The ‘Sequence Patient’ activity was not chosen to be com-
puterised, since performing 3 activities is outside the social budget of the RPA. Without
a social element in the re-design initiative, the clerks would remain without any activity
assignments and their role would become obsolete.

Lastly, note that the as-is solution is also a feasible solution to the problem. However,
it is suboptimal, since it yields an objective value of 29, while the optimal value is 27.
The difference of 2 units may well be substantial if we consider a unit to be the wage of
a full-time equivalent position. Without the social consideration, we could achieve an
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objective value of 26, which stems from the infeasible solution of automating patient
sequencing.

3.5 Setting SBPR Inputs

In this part, we generalize from a specific application of our approach to setting SBPR
input parameters in realistic settings. We start by an observation that a key distinction
in how we set the various input parameters comes from their origin.

The set of weights, wa,r, the learning costs lr,s, and the skill graph (including the
as-is coloring functions) are exogenous to the SBPR problem. These exogenous param-
eters can be estimated using organizational data. For example, the weights wa,r can be
computed as the number of FTEs of resource type r ∈ R that were historically required
to perform activity a ∈ A. Similarly, one can assess past costs of training using the
total manpower required to acquire a skill s for resource type r. The skill graph and
the coloring functions can be derived from employee training guidelines, professional
curricula, and other organisational documents.

Conversely, social costs and resource budgets are endogenous, since they represent
organisational policies concerning social responsibility. Clearly, by setting all social
costs ca,r to be 0, an organization would be stating that they do not wish to be socially
responsible for the distribution of work. The SBPR would then collapse into a simple
task to resource allocation problem. We shall demonstrate the implications of setting
different social policies on the corresponding SBPR implementations in Sect. 5, but
will perform a computation analysis of the SBPR first.

4 Computational Analysis of SBPR

In this part, we describe a thorough computational analysis, which we conducted using
synthetically generated instances of SBPR. To demonstrate the applicability of the COP,
wemeasure the run-time of solving SBPR to optimality as function of various controlled
variables (e.g., number of activities, number of skills, and ratio between activities and
resources). We shall first describe our experimental design, followed by the main results
and insights gathered from the evaluation.

4.1 Experimental Design

In this part, we discuss the experimental setting that we used for our empirical analy-
sis. Below, we provide the methods we used to generate input parameters, control for
the computational complexity of the SBPR problem, the controlled and uncontrolled
variables, and details on the implementation of our approach.

Generating Input Parameters. In Theorem 1, we proved that the GAP is a special case
of SBPR. Hence, for our experiment we used well-established GAP problem instances
to create instances of SBPR. Specifically, we generated sets of parameters from previous
work that analyzed the GAP’s computational complexity [20]:

– Allocation coefficients wa,r were sampled from a discrete uniform distribution
U [15, 25],
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– Social cost coefficients ca,r were sampled from U [0, 25], thus allowing for some
activities to have 0 social cost (i.e., they can be fully automated).

In addition, we created skills sets of sizes 10, 50, 100, randomly assigning the skills
required to perform the activities by setting s(a),∀a ∈ A. We created random skill
graphs with random initial coloring functions (σ) and sampled learning coefficients
(ls,r) from uniform distribution U [5, 25].

Controlling for Computational Complexity. In order to control for the hardness of the
SBPR (as it depends on the hardness of the GAP), we have used a well-known result
that the computational complexity of the GAP depends mainly on the ratio between the
left-hand side (LHS) and the right-hand side (RHS) of the constraints in Eq. (2) [20].
Specifically, the LHS expression,

∑
a∈A ca,rxa,r, corresponds to the demand for the

budget expressed in the RHS. We shall refer to the LHS as the social pressure on a
resource. One can show that the GAP becomes hard when the mean total social pressure
approaches the total social budget [20], i.e., 1

|R|
∑

r∈R
∑

a∈A ca,r ≈ ∑
r∈R br. In

GAP experiments, one typically sets the budget br using a parameter ρ by setting:

br =
ρ

|R|
∑

a∈A
ca,r. (6)

When ρ decreases, the social pressure per resource increases (and with it the computa-
tional complexity of the GAP), and vice versa. Therefore, ρ can be thought of as the
inverse social pressure. In the literature, ρ is often set to be 0.8, which is a value known
to be generating hard instances. Similarly, to control for the hardness of the SBPR prob-
lem, we vary the values of ρ between 0.5 and 0.99. SBPR problems with ρ < 0.5 were
often found to be infeasible. So, in the final experiments we used 0.5 as the lowest value
for ρ.

Controlled and Uncontrolled Variables. Below, we summarize the values of the con-
trolled variables in the randomly generated SBPR instances:

– The number of activities |A| varied in {100, 250, 500, 750, 1000},
– Activity to resource type ratio |A|

|R| was set to be 2, 5, 10 (with 2 meaning that there
are 2 times more activities than resource types),

– The number of skills |S| was set to be in {10, 50, 100},
– Social pressure per resource, ρ, received values in {0.5, 0.8, 0.9, 0.95, 0.99}.
The uncontrolled variable was the run-time (in seconds), which is defined as the time
until a feasible solution was proven to be optimal. The experimental setting led to 675
randomly generated SBPR instances, which served as the data points for the statistical
analysis provided in Sect. 4.2.

Implementation Details. We implemented the SBPR problem using Minizinc [21], a
constraint modeling language that works with a plethora of solvers. The batch optimiza-
tion of all instances was conducted using the pymznMinizinc wrapper for Python2. The
experiments were conducted on a Dell Inspiron Intel machine with i7-8565U CPU @

2 http://paolodragone.com/pymzn/.

http://paolodragone.com/pymzn/
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(a) Number of activities (b) Activity-to-Resource Ratio

(c) Number of skills (d) Social Pressure

Fig. 4. Run-time as function of the main effects.

1.80 GHZ, 16 GB of RAM, and 512 GB of SSD external memory. The problem defini-
tion in Minizinc and the code that generates instances and solves them to optimality are
available online3.

4.2 Main Results and Empirical Insights

We treat the controlled variables as categorical factors that influence the run-time. We
performed an analysis of variance (ANOVA) for the run-time across the four controlled
factors, namely the number of activities, the activity-to-resource ratio, the number of
skills, and the inverse social pressure. The main effects of the controlled variables and
the interactions between those variables were found to have a statistically significant
influence on the run-time. Below, we provide a graphical exploration of both the main
effects and significant three-way interactions.

The four box plots in Fig. 4 present the run-time as function of the main effects. The
lines crossing the box plots correspond to the median run-time per level and box limits
correspond to the 5th and the 95th percentiles, respectively. According to the main
effects, the run-time grows with the number of activities and the number of skills; it
decreases as the activity-to-resource ratio increases and as the social pressure becomes
smaller (ρ increases).

We turn to present two significant interactions between our controlled variables. We
first examine the three-way interaction between social pressure, activities, and ratios.
Figure 5 presents an interaction plot. The points represent the median values, while the

3 https://bit.ly/2Q2H18R.

https://bit.ly/2Q2H18R
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Fig. 5. Three-way interaction: activities, social pressure and ratio.

Fig. 6. Three-way interaction: activities, social pressure and skills.

intervals correspond to the upper and lower 5% quantiles, as in Fig. 4. Surprisingly,
we observe that the run-time does not increase significantly as function of the number
of activities nor the social pressure, as long as the activity-to-resource ratio is 2 or 5.
When the ratio becomes 10, we have scarce resources and run-time increases exponen-
tially. Therefore, unlike what we see in the main effect of activity-to-resource ratio, the
computational complexity increases exponentially with the ratio when the social pres-
sure is kept high (ρ = 0.5).

This phenomenon can be explained by reduced flexibility when assigning jobs to a
scarce amount of resource types with limited social budgets. For example, if an RPA
tool has met its budget due to high social pressure, having less alternative human
resources leaves less options to distribute the remaining social pressure. Conversely,
having more resource types available (per activity), turns the problem of finding a dif-
ferent allocation for the activities into an easy one, regardless of the absolute number of
activities.
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Next, we continue by presenting the three-way interaction between the number of
skills, the number of activities, and the social pressure (Fig. 6). We observe that as
the numbers of activities grow and with the increase of social pressure, having less
skills increases the run-time exponentially. In other words, when less skills are present,
resources are limited in learning and re-qualifying. Therefore, when the social pressure
and the number of activities per resource increase, we cannot use learning as an alter-
native solution to allocating activities. This leads to a higher computational complexity,
essentially turning the SBPR problem into a GAP.

These observations imply that in settings where the social pressure is high compared
to the social budget, the approach is efficient only in with high number of skills and low
activity-to-resource ratios. Otherwise, using the COP to find optimal allocation and re-
qualification decisions can become impractical for large instances. This may be partly
countered by choosing a different level of granularity of skills and resource types when
using the COP.

5 SBPR-Based Decision Making

In this part, we present considerations related to social policies of organisations that
wish to apply our approach. Specifically, we discuss the question how different social
policies would influence SBPR-based decision making? To answer the question, we
provide three settings in which we demonstrate how different organizational policies
impact the resulting SBPR problems and their corresponding redesign solutions.

Across all settings, we shall assume the existence of two special resource types,
m, d ∈ R, that correspond to a computerised resource type m (e.g., an RPA tool) and
a disadvantaged employee group d 4. We shall denote the set of all other resource types
by R−, i.e., R− = R \ {m, d}. We shall assume that |R−| > 0, which implies that
there is at least a single advantaged human resource type. For the analysis, we shall
assume that the weights are ordered as follows:

wa,m < wa,r < wa,d,∀r ∈ R−,∀a ∈ A,

which implies that computerisation is always more economic to implement than to hire
humans, and that inclusion is always less beneficial (from a strictly short-term, eco-
nomic perspective) than hiring advantaged humans.

Setting 1: Limiting Automation. Learning Costs are Negligible. In this setting, we
assume that the learning costs are negligible compared to the operational weights wa,r,
i.e., ls,r = 0,∀s, r. Furthermore, we assume that the decision makers only strive to
limit automation. Therefore, they set ca,m = 1 and ca,r = 0,∀r �= m. The automation
budget is set to be |A| > bm > 0while the budget for human resource types br,∀r �= m
is set large enough to be considered infinite. Since the learning costs are negligible, we
can train any resource type to perform any activity. Hence, there is always a feasible
solution, regardless of the initial coloring functions (we can always train one of the

4 One can easily generalize the applicability analysis that follows to sets ofM automation types
and D disadvantaged employee types.
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human resource types to perform all activities). Since wa,m < wa,r,∀r �= m, an opti-
mal solution will always allocate exactly bm of the activities to resourcem. Moreover, it
will allocate to m the first bm activities with respect to an order by wa,r − wa,m. Lastly,
the solution will assign the rest of the activities to advantaged human resources (r �= d),
since wa,d > wa,r, r �= d.

In this setting, the social policy neglects inclusion, because the social cost of assign-
ing an activity to any human resource is set to 0.

Setting 2: Still Limiting Only Automation. Learning Costs are Non-negligible. As
a policy, the organization is only limiting automation by setting the social costs and
budgets as described in Setting 1. Since learning costs are non-zero, it may be beneficial
to train disadvantaged resources and assign them to newly learned tasks, compared to
learning new skills and assigning activities to advantaged human resource types (e.g.,
due to a government program)5. In this setting, we may achieve inclusion indirectly,
depending on the values of exogenous parameters.

Setting 3: Automation and Inclusion via Training. In the last setting, we assume
that policy makers aim at both inclusion and automation. By setting social costs and
budgets properly, it can be guaranteed that for any values of exogenous parameters
that allow training of disadvantaged employees, at least some portion of the activities
in A will be allocated to resource type d. We demonstrate this point by setting the
social costs such that ca,d = 0, ca,r = 1 and ca,m > ca,r,∀r ∈ R−. This means that
assigning disadvantaged resources does not consume any social budget, while assigning
advantaged humans and computers to tasks will result in non-negative consumption
of the social budget (clearly, higher social costs are assigned to computerized tasks).
Furthermore, the social budgets are set to satisfy,

bm +
∑

r∈R−
br <

∑

a∈A
ca,m +

∑

r∈R−
ca,r,

implying that at least a single activity must be assigned to d. This shows that the COP
can be effectively used to guarantee inclusion via training, while limiting automation.

By providing the three special cases of setting social policies, we have shown that
one can gain insights into the types of choices that the user of our approach must
take before applying it in a real-life setting. Furthermore, we demonstrated how the
COP representation of SBPR can be useful in supporting decisions in a model-based
fashion, thus replacing the need of speculating regarding potential outcomes of setting
social policies. Having said the above, configuring parameter values for the underlying
redesign problem (setting costs, budgets and weights) is problem-specific. It will also
require additional information that must be based on data coming from the application.
Therefore, parameter configuration is out of scope for the current work.

6 Conclusion

This work is the first attempt to methodologically include socially responsible prac-
tices into the redesign of business processes. Specifically, we provided three main
5 Counter-intuitively, some automation procedures can be extremely costly, while training dis-
advantaged employees could be sponsored by the government and thus have negligible costs.
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motivations for socially-aware redesign, namely automation, training, and inclusion. To
support decision making we formulated social business process redesign (SBPR) as a
constrained optimization problem (COP). The resulting COP allows managers to make
efficient and socially responsible decisions in complex organisational settings. We have
proven that the computational complexity of the SBPR problem is NP-complete and
conducted a computational study of our approach to show that it is applicable to large
redesign problems. Moreover, we provided a detailed factor analysis of variables that
influence the computational complexity of SBPR. Lastly, we demonstrated the impact
of organisational policies on the COP and the resulting redesign solutions in real-life
scenarios.

Our work paves the way for follow-up research, but has already some practical
implications. To start with the latter, we can imagine that our formulation of SBPR
can help organizations to make it explicit for themselves what the objective function
of their redesign initiative is. We demonstrated that both traditional, efficiency-oriented
objectives and less traditional objectives, including social or sustainable goals, can be
integrated into one and the same redesign initiative. Furthermore, our discussion of the
effect of different social policies on SBPR-based decision making (see Sect. 5) shows
how tangible support for redesign decisions can be generated. In more concrete terms,
we have shown how a range of policies can be mapped onto the characteristics of SBPR
to reveal the nature of the feasible redesign actions. While the insights that we generated
in this way may appear straightforward to the reader, it is our impression that this should
be attributed to hindsight bias – it is very difficult to foresee these without conducting
a quantitative analysis, such as presented in this work.

In future work, we aim at expanding our SBPR model to take into account
second-order effects. Specifically, over-qualification may sometimes lead to productiv-
ity loss [22], which the current model does not account for. Similarly, the effects of
learning decisions may pan out differently for human resources compared to computer
resources; productivity growth through AI, for example, may cover multiple years. This
would require reformulating SBPR as a dynamic program, taking into account decisions
made over a finite time horizon. These decisions must be jointly optimal for every time
point, since resource-to-activity and learning decisions at time t influence the corre-
sponding decisions at times t + 1, t + 2, . . ..

Our model also assumes that an activity may be carried out by a single resource,
which is rather strict. It is quite likely that hybrid man-machine teams will become
more attractive over time to allocate activities to. The immediate influence of multi-
resource activities on our model is at least two-fold. Firstly, we would need to relax
the single-activity per resource constraint and consider sets of resources as indices of
the decision variable. Secondly, the speedup or slowdown effect of having multiple
resources performing a task (compared to a single resource) must be taken into account
via the objective function by increasing or decreasing the weights of the allocations.
While this may incur more ‘unsocial decisions’, this development may also benefit indi-
vidual employees who will be freed of heavy, unhealthy, or dangerous parts of their jobs.
This multi-faceted impact also underlines how important it is to advance tools that will
help managers to make difficult redesign decisions.
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Changing the model to accommodate for additional considerations, such as
employee safety and time-dependent redesign, is possible given the expressiveness of
constrained optimization problems. However, such changes will require encoding addi-
tional features into the model, which may result in a further increase of the computa-
tional complexity of SBPR.
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Abstract. Many definitions of business processes refer to business goals,
value creation, profits, etc. Nevertheless, the focus of formal methods
research on business processes lies on the correctness of the execution
semantics of models w.r.t. properties like deadlock freedom, liveness, or
completion guarantees. However, the question of whether participants
are interested in working towards completion – or in participating in the
process at all – has not been addressed as of yet.

In this work, we investigate whether inter-organizational business pro-
cesses give participants incentives for achieving the business goals: in
short, whether incentives are aligned within the process. In particular,
fair behavior should pay off and efficient completion of tasks should be
rewarded. We propose a game-theoretic approach that relies on algo-
rithms for solving stochastic games from the machine learning commu-
nity. We describe a method for checking incentive alignment of process
models with utility annotations for tasks, which can be used for a priori
analysis of inter-organizational business processes. Last but not least, we
show that the soundness property is a special case of incentive alignment.

Keywords: Inter-organizational business processes · Incentive
alignment · Collaboration · Choreography

1 Introduction

Many definitions of what a business process is refer to business goals [29] or
value creation [7], but whether process participants are actually incentivized to
contribute to a process has not been addressed as yet. For intra-organizational
processes, this question is less relevant; motivation to contribute is often based
on loyalty, bonuses if the organization performs well, or simply that tasks in a
process are part of one’s job. Instead, economic modeling of intra-organizational
processes often focuses on cost, e.g. in activity-based costing [12], which can be
assessed using model checking tools [9] or simulation [5].

For inter-organizational business processes, such indirect motivation cannot
be assumed. A prime example of misaligned incentives was the $2.5B write-off
in Cisco’s supply chain in April 2001 [20]: success of the overall supply chain
was grossly misaligned with the incentives of individual participants. (This hap-
pened despite the availability of several game theoretic approaches for analyzing
c© Springer Nature Switzerland AG 2020
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incentive structures for the case of supply chains [4].) Furthermore, modeling
incentives accurately is actually possible in cross-organizational processes, e.g.,
based on contracts and agreed-upon prices. With the advent of blockchain tech-
nology [30], it is possible to execute cross-organizational business processes or
choreographies as smart contracts [18,28]. The blockchain serves as a neutral,
participant-independent computational infrastructure, and as such enables col-
laboration across organizations even in situations characterized by a lack of trust
between participants [28]. However, as there is no central role for oversight, it is
important that incentives are properly designed in such situations, e.g., to avoid
unintended –possibly devastating– results, like those encountered by Cisco. In
fact, a main goal of the Ethereum blockchain is, according to its founder Vitalik
Buterin, to create “a better world by aligning incentives”1.

In this paper, we present a framework for incentive alignment of inter-
organizational business processes based on game theory. We consider bpmn mod-
els with suitable annotation concerning the utility2 of activities, very much in
the spirit of activity-based costing (abc) [12, Chapter 5]. In short, fair behavior
should pay off and participants should be rewarded for efficient completion of
process instances. In more detail, we shall consider bpmn models as stochastic
games [24] and formalize incentive alignment as “good” equilibria of the result-
ing game. Which equilibria are the desirable ones depends on the business goals
w.r.t. which we want align incentives. In the present paper, we focus on proper
completion and liveness of activities. Interestingly, the soundness property [2]
will be rediscovered as the special case of incentive alignment within a single
organization that rewards completion of every activity.

The overall contribution of the paper is a framework for incentive align-
ment of business process models, particularly in inter-organizational settings.
Our approach is based on game theory and inspired by advances on the solution
of stochastic games from the machine learning community, which has developed
algorithms for the practical computation of Nash [22] and correlated equilib-
ria [16,17]. The framework focuses on checking incentive alignment as an a pri-
ori analysis of business processes specified as bpmn models with activity-based
utility annotations. Specifically, we:

1. describe a principled method for translating bpmn-models with activity-based
costs to stochastic games [24]

2. propose a notion of incentive alignment that we prove to be a conservative
extension of Van der Aalst’s soundness property [2],

3. illustrate the approach with a simplified order-to-cash (o2c) process.

We pick up the idea of incentive alignment for supply chains [4] and set
out to apply it in the realm of inter-organizational business processes. From a
technical point of view, we are interested in extending the model checking tools
for cost analysis [9] for bpmn process models to proper collaborations, which
we model as stochastic games [24]. This is analogous to how the model checker
1 https://www.ikiguide.com/ethereum/, accessed 8-3-2020.
2 We shall use utility functions in the sense of von Neumann and Morgenstern [19].

https://www.ikiguide.com/ethereum/


Incentive Alignment of Business Processes 95

prism has been extended from Markov decision processes to games [14]. We keep
the connection with established concepts from the business process management
community by showing that incentive alignment is a conservative extension of
the soundness property (see Theorem 1). Our approach hinges on algorithms
[16,22] for solving the underlying stochastic games of bpmn process models,
which are sufficient for checking incentive alignment.

The remainder of the paper is structured as follows. We introduce concepts
and notations in Sect. 2. On this basis, we formulate two versions of incentive
alignment in Sect. 3. Finally, we draw conclusions in Sect. 4. The proof of the
main theorem can be found in the extended version [8].

2 Game Theoretic Concepts and the Petri Net Tool Chest

We now introduce the prerequisite concepts for stochastic games [24] and ele-
mentary net systems [23]. The main benefit of using a game theoretic approach
is a short list of candidate definitions of equilibrium, which make precise the
idea of a “good strategy” for rational actors that compete as players of a game.
We shall require the following two properties of an equilibrium: (1) no player
can benefit from unilateral deviation from the “agreed” strategy and (2) players
have the possibility to base their moves on information from a single (trusted)
mediator. The specific instance that we shall use are correlated equilibria [3,10]
as studied by Solan and Vieille [25].3 We take ample space to review the latter
two concepts, followed by a short summary of the background on Petri nets.

We use the following basic concepts and notation. The cardinality and the
powerset of a set M are denoted by |M | and ℘M , respectively. The set of real
numbers is denoted by R and [0, 1] ⊆ R is the unit interval. A probability
distribution over a finite or countably infinite set M is a function p : M → [0, 1]
whose values are non-negative and sum up to 1, in symbols

∑
m∈M p(m) = 1.

The set of all probability distributions over a set M is denoted by Δ(M).

2.1 Stochastic Games, Strategies, Equilibria

We proceed by reviewing core concepts and central results for stochastic
games [24], introducing notation alongside; we shall use examples to illustrate
the most important concepts. The presentation is intended to be self-contained
such that no additional references should be necessary. However, the interested
reader might want to consult standard references or additional material, e.g.,
textbooks [15,21], handbook articles [11], and surveys [26]. We start with the
central notion.

Definition 1 (Stochastic game). A stochastic game G is a quintuple G =
〈N, S, A, q, u〉 that consists of

3 Nash equilibria are a special case, which however have drawbacks that motivate
Aumann’s work on the more general correlated equilibria [3,10].
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Fig. 1. A simplified order-to-cash process

– a finite set of players N = {1, . . . , |N |} (ranged over by i, j, in, etc.);
– a finite set of states S (ranged over by s, s′, sn, etc.);
– a finite, non-empty set of action profiles A =

∏|N |
i=1 Ai (ranged over by a, an,

etc.), which is the Cartesian product of a player-indexed family {Ai}i∈N of
sets Ai , each of which contains the actions of the respective player (ranged
over by ai , ai

n, etc.);
– a non-empty set of available actions Ai(s) ⊆ Ai , for each state s ∈ S and

player i;
– probability distributions q(· | s, a) ∈ Δ(S), for each state s ∈ S and every

action profile a ∈ A, which map each state s′ ∈ S to q(s′ | s, a), the transition
probability from state s to state s′ under the action profile a; and

– the payoff vectors u(s, a) = 〈u1(s, a), . . . , u|N |(s, a)〉, for each state s ∈ S and
every action profile a = 〈a1, . . . , a|N |〉 ∈ A.

Note that players always have some action(s) available, possibly just a dedicated
idle action, see e.g. [13].

The bpmn model of Fig. 1 can be understood as a stochastic game played by
a shipper, a customer, and a supplier. Abstracting from data, precise timings,
and similar semantic aspects, a state of the game is a state of an instance of
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the process, which is represented as a token marking of the bpmn model. The
actions of each player are the activities and events in the respective pool, e.g., the
ship task, which Supplier performs after receiving an order from the Customer
and payment of the postage fee to Shipper. Action profiles are combinations
of actions that can (or must) be executed concurrently. For example, sending
the order and receiving the order after the start of the collaboration may be
performed synchronously (e.g., via telephone). The available actions of a player
in a given state are the tasks or events in the respective pool that can be executed
or happen next – plus the idle action. The transition probabilities for available
actions in this bpmn process are all 1, such that if players choose to execute
certain tasks next, they will be able to do so if the chosen activities are actually
available actions. As a consequence, all other transition probabilities are 0.

One important piece of information that we have to add to a bpmn model
via annotations is the utility of tasks and events. In analogy to the abc method,
which attributes a cost to every task, we shall assume that each task has a certain
utility for every role – and be it just zero. Utility annotations are the basis for the
subsequent analysis of incentive alignment, vastly generalizing cost minimization.
Note that, in general, it is non-trivial to chose utility functions, especially in
competitive situations. However, the o2c process comes with natural candidates
for utilities, e.g., postage fees can be looked up from one’s favorite carrier, the
cost for gas, maintenance, and personnel for shipping is fairly predictable, and
finally there is the profit for selling a good.

A single instance of the o2c process exhibits the phenomenon that Customer
has no incentive to pay. However, we want to stress that – very much for the same
reason – Shipper would not have any good reason to perform delivery, once the
postage fee is paid. Thus, besides the single instance scenario, we shall consider
an unbounded number of repetitions of the process, but only one active process
instance at each point in time.4 In the repeating variant, the rational reason
for the shipper to deliver (and return damaged goods) is expected revenue from
future process instances.

One distinguishing feature of the o2c collaboration is that participants do not
have to make any joint decisions. Let us illustrate the point with another exam-
ple. Alice and Bob are co-founders of a company, which is running so smoothly
that it suffices when, any day of the week, only one of them is going to work.

Alice suggests that their secretary Mrs. Medina could help them out by rolling
a 10-sided die each morning and notifying them about who is going to go to work
that day, dependent on whether the outcome is smaller or larger than six. This
elaborate process (as shown in Fig. 2), lets Bob work 60% and Alice 40% of the
days, respectively. Alice’s reasoning behind it is the observation that Alice is
50% more efficient than Bob when it comes to generating revenue, as indicated
by the amount of $ signs in the process.

In game theoretic terminology, Mrs. Medina is taking the role of a common
source of randomness that is independent of the state of the game and does not

4 We leave the very interesting situation of interleaved execution of several process
instances for future work.
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Fig. 2. The To work or not to work? collaboration

need to observe the actions of the players. The specific formal notion that we
shall use is that of an autonomous correlation device [25, Definition 2.1].

Definition 2 (Autonomous correlation device). An autonomous correla-
tion device is a family of pairs D =

{〈{M i
n}i∈N , dn〉}

n∈N
(that is indexed over

natural numbers n ∈ N) each of which consists of

– a family of finite sets of signals M i
n, (additionally) indexed over players; and

– a function dn that maps lists of signal vectors 〈x1, . . . , xn−1〉 ∈ ∏n−1
k=1 Mk

to probability distributions dn〈x1, . . . , xn−1〉 ∈ Δ(Mn) over the Cartesian
product Mn =

∏|N |
i=1 M i

n of all signal sets M i
n.

We shall refer to operators of autonomous correlation devices as mediators, which
guide the actions of players during the game.

Each correlation device for a game induces an extended game, which proceeds
in stages. In general, given a game and an autonomous correlation device, the n-
th stage begins with the mediator drawing a signal vector xn ∈ Mn =

∏|N |
i=1 M i

n

according to the device distribution dn〈x1, . . . , xn−1〉 – e.g., Mrs. Medina rolling
the die – and sending the components to the respective players – the sending of
messages to Bob and Alice (in one order or the other). Then, each player i chooses
an available action ai

n. This choice can be based on the respective component
xi

n of the signal vector xn ∈ Mn, information about previous states sk of the
game G, and moves aj

k of (other) players from the history.5 After all players
made their choice, we obtain an action profile an = 〈a1

n, . . . , a|N |
n 〉.

5 In the present paper, we only consider games of perfect information, which is suitable
for business processes in a single organization or which are monitored on a blockchain.
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While playing the extended game described above, each player makes obser-
vations about the state and the actions of players; the role of the mediator is
special insofar as it does not need and is also not expected to observe the run of
the game. The “local” observations of each player are the basis of their strategies.

Definition 3 (Observation, strategy, strategy profile). An observation at
stage n by player i is a tuple h = 〈s1, xi

1, a1, . . . , sn−1, xi
n−1, an−1, sn, xi

n〉 with

– one state sk, signal xi
k, and action profile ak, for each number k < n,

– the current state sn, also denoted by sh, and
– the current signal xi

n.

The set of all observations is denoted by Hi
n(D). The union Hi(D) =⋃

n∈N
Hi

n(D) of observations at any stage is the set of observations of player i.
A strategy is a map σi : Hi(D) → Δ(Ai) from observations to probability dis-
tributions over actions that are available at the current state of histories, i.e.,
σi

h(ai) = 0 if ai /∈ Ai(sh), for all histories h ∈ Hi(D). A strategy profile is a
player-indexed family of strategies {σi}i∈N .

Thus, each of the players observes the history of other players, including the
possibility of punishing other players for not heeding the advice of the mediator.
This is possible since signals might give (indirect) information concerning the
(mis-)behavior of players in the past, as remarked by Solan and Vieille [25,
p. 370]: by revealing information about proposed actions of previous rounds,
players can check for themselves whether some player has ignored some signal
of the mediator.

The data of a game, a correlation device, and a strategy profile induce proba-
bilities for finite plays of the game, which in turn determine the expected utility
of playing the strategy. Formally, an autonomous correlation device and a strat-
egy profile with strategies for every player yield a probabilistic trajectory of a
sequence of “global” states, signal vectors of all players, and complete action
profiles, dubbed history. The formal details are as follows.

Definition 4 (History and its probability). A history at stage n is a tuple
h = 〈s1, x1, a1, . . . , sn−1, xn−1, an−1, sn, xn〉 that consists of

– one state sk, signal vector xk, and action profile ak, for each number k < n,
– the current state sn, often denoted by sh, and
– the current signal vector xn.

The set of all histories at state n is denoted by Hn(D). The union H (D) =⋃
n∈N

Hn(D) of histories at arbitrary stages is the set of finite histories. The
probability of a finite history h = 〈s1, x1, a1, . . . , sn−1, xn−1, an−1, sn, xn〉 in the
context of a correlation device D, an initial state s, and a strategy profile σ is
defined as follows, by recursion over the length of histories.

n = 1: PD,s,σ(〈s1, x1〉) =
{

0 if s �= s1

d1〈〉(x1) otherwise
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n > 1: PD,s,σ(〈�, an−1, sn, xn〉) = p〈�〉(an−1)
︸ ︷︷ ︸∏
i∈N

σi

〈�〉(a
i
n−1)

q(sn | sn−1, an−1) pdn−1(xn)
︸ ︷︷ ︸

dn−1〈x1,...,x
n−1〉(x

n
)

Again, note that the autonomous correlation device does not “inspect” the states
of a history, in the sense that the distributions over signal vectors dn are not
parameterized over states from the history, but only over previously drawn signal
vectors – whence the name.

Definition 5 (Mean expected payoff). The mean expected payoff of player i

for stage n is γ̄i
n(D, s, σ) =

∑
h∈Hn+1(D)

PD,s,σ(h)
n

∑n
k=1 ui(sk, ak) where h =

〈s1, x1, a1, . . . an, sn+1, xn+1〉.
At this point, we can address the question of what a good strategy profile

is and fill in all the details of the idea that an equilibrium is a strategy profile
that does not give players any good reason to deviate unilaterally. We shall tip
our hats to game theory and use the notation (πi , σ−i) for the strategy profile
which is obtained by “overwriting” the single strategy σi of player i with a
strategy πi (which might, but does not have to be different); thus, the expression
‘(πi , σ−i)’ denotes the unique strategy subject to equations (πi , σ−i)i = πi and
(πi , σ−i)j = σj (for i �= j).

Definition 6 (Autonomous correlated ε-equilibrium). Given a positive
real ε > 0, an autonomous correlated ε-equilibrium is a pair 〈D, σ∗〉, which
consists of an autonomous correlation device D and a strategy profile σ∗ for which
there exists a natural number n0 ∈ N such that for any alternative strategy σi of
any player i, the following inequality holds, for all n ≥ n0 and all states s ∈ S.

γ̄i
n(D, s, σ∗) ≥ γ̄i

n

(D, s, (σi , σ∗−i)
) − ε (1)

Thus, a strategy is an autonomous correlated ε-equilibrium if the benefits that
one might reap in the long run by unilateral deviation from the strategy are
negligible as ε can be arbitrarily small. In fact, other players will have ways to
punish deviation from the equilibrium [25, § 3.2].

2.2 Petri Nets and Their Operational Semantics

We shall use the definitions concerning Petri nets that have become established
in the area of business processes management [2].

Definition 7 (Petri net, marking, and marked Petri net). A Petri net is
a triple N = (P, T, F) that consists of

– a finite set of places P;
– a finite set of transitions T that is disjoint from places, i.e., T ∩ P = ∅; and
– a finite set of arcs F ⊆ (P × T) ∪ (T × P) (a.k.a. the flow relation).
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An input place (resp. output place) of a transition t ∈ T is a place p ∈ P s.t.
(p, t) ∈ F (resp. (t, p) ∈ F). The pre-set •t (resp. post-set t•) of a transition t ∈ T
is the set of all input places (resp. output places), i.e.,

•t = {p ∈ P | p is an input place of t} t• = {p ∈ P | p is an output place of t}.

A marking of a Petri net N is a multiset of places m, i.e., a function m : P → N

that assigns to each place p ∈ P a non-negative integer m(p) ≥ 0. A marked
Petri net is a tuple N = (P, T, F, m0) whose first three components (P, T, F)
are a Petri net and whose last component m0 is the initial marking, which is a
marking of the latter Petri net.

One essential feature of Petri nets is the ability to execute several transitions con-
currently – possibly several occurrences of one and the same transition. However,
we shall only encounter situations in which a set of transitions fires. To avoid
proliferation of terminology, we shall use the general term step. We fix a Petri
net N = (P, T, F) for the remainder of the section.

Definition 8 (Step, step transition, reachable marking). A step in the
net N is a set of transitions t ⊆ T. The transition relation of a step t ⊆ T relates
a marking m to another marking m′, in symbols m [t〉 m′, if the following two
conditions are satisfied, for every place p ∈ P.

1. m(p) ≥ |{t ∈ t | p ∈ •t}|
2. m′(p) = m(p) − |{t ∈ t | p ∈ •t}| + |{t ∈ t | p ∈ t•}|
We write m [〉 m′ if m [t〉 m′ holds for some step t and denote the reflexive
transitive closure of the relation [〉 by [〉∗. A marking m′ is reachable in a marked
Petri net N = (P, T, F, m0) if m0 [〉∗

m′ holds, in the net (P, T, F).

For a transition t ∈ T, we write m [t〉 m′ instead of m [{t}〉 m′. Thus the empty
step is always fireable, i.e., for each marking m, we have an “idle” step m [∅〉 m.

Recall that a marked Petri net N = (P, T, F, m0) is safe if all reachable
markings m′ have at most one token in any place, i.e., if they satisfy m′(p) ≤ 1,
for all p ∈ P. Thus, a marking m corresponds to a set m̂ ⊆ P satisfying p ∈ m̂
iff m(p) > 0; for convenience, we shall identity a safe marking m with its set of
places m̂. The main focus will be on Petri nets that are safe and extended free
choice, i.e., if the pre-sets of two transitions have a place in common, the pre-
sets coincide. Also, recall that the conflict relation, denoted by #, relates two
transitions if their pre-sets intersect, i.e., t # t′ if •t ∩ •t′ �= ∅, for t, t′ ∈ T; for
extended free choice nets, the conflict relation is an equivalence relation. We call
a marked Petri net an elementary net system [23] if all pre-sets and post-sets of
transitions are non-empty and every place is input or output to some transition.
The latter encompass the following class of Petri nets that is highly relevant to
formal methods research of business processes.

Definition 9 (Workflow net (WF-net)). A Petri net N = (P, T, F) is a
Workflow net or WF-net, for short, if
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1. there are unique places i, o ∈ P such that i is not an output place of any
transition and o is not an input place of any transition and

2. if we add a new transition t∗ and the two arcs (o, t∗), (t∗, i), the resulting
directed graph (P ∪ T ∪ {t∗}, F ∪ {(o, t∗), (t∗, i)}) is strongly connected.

Finally, let us recall the soundness property [1]. A Workflow net is

sound if and only if the following three requirements are satisfied:
(1) option to complete: for each case it is always still possible to reach
the state which just marks place end, (2) proper completion: if place end is
marked all other places are empty for a given case, and (3) no dead tran-
sitions: it should be possible to execute an arbitrary activity by following
the appropriate route

where end is place o, each case means every marking reachable from the initial
marking {i}, state means marking, marked means marked by a reachable mark-
ing, activity means transition, and following the appropriate route means after
executing the appropriate firing sequence.

3 Incentive Alignment

Soundness of business processes in the sense of Van der Aalst [2] implies termi-
nation if transitions are governed by a strongly fair scheduler [1]; indeed, such a
scheduler fits the intra-organizational setting. However, as discussed for the o2c
process model, unfair scheduling practices could arise in the inter-organizational
setting if undesired behavior yields higher profits. We consider incentive align-
ment to rule out scenarios that lure actors into counterproductive behavior. We
even can check whether all activities in a given bpmn model with utility anno-
tations are relevant and profitable.

As bpmn models have established Petri net semantics [6], it suffices to con-
sider the latter for the game theoretic aspects of incentive alignment. As a
preparatory step, we extend Petri nets with utility functions as pioneered by
von Neumann and Morgenstern [19]. Then we describe two ways to associate
a stochastic game to a Petri net with transition-based utilities: the first game
retains the state space and the principal design choice concerns transition prob-
abilities; the second game is the restarting version of the first game. Finally, we
define incentive alignment in formally based on stochastic games and show that
the soundness property for Workflows nets [2] can be “rediscovered” as a special
case of incentive alignment; in other words, the original meaning of soundness
is conserved, and thus we extend soundness conservatively in our framework for
incentive alignment.

3.1 Petri Nets with Utility and Role Annotations

We assume that costs (respectively profits) are incurred (resp. gained) per task
and that, in particular, utility functions do not depend on the state. Note that the



Incentive Alignment of Business Processes 103

game theoretic results do not require this assumption; however, this assumption
does not only avoid clutter, but also retains the spirit of the abc method [12]
and is in line with the work of Herbert and Sharp [9].

Definition 10 (Petri net with transition payoffs and roles). For a set of
roles R, a Petri net with transition payoffs and roles is a triple (N , u, ρ) where

– N = (P, T, F, m0) is a marked Petri net with initial marking m0,
– u : R → T → R is a utility function, and
– ρ : T ⇀ R is a partial function, assigning at most one role to each transition.

The utility ui(t) of a step t ⊆ T is the sum of the utilities of its elements, i.e.,
ui(t) =

∑
t∈t ui(t), for each role i ∈ R.

As a consequence of the definition, the idle step has zero utility. We have included
the possibility that some of the transitions are .not controlled by any of the roles
(of a bpmn model) by using a partial function from transitions to roles; we take
a leaf out of the game theorist’s book and attribute the missing role to nature.

Fig. 3. Extending Petri nets with role and utility annotations

Figure 3 displays a Petri net on the left. The names of the places p1, . . . , p4 will
be convenient later. In the same figure on the right, we have added annotations
that carry information concerning roles, costs, and profits in the form of lists of
role-utility pairs next to transitions. E.g., the transition t0 is assigned to role a
and firing t0 results in utility −1 for a, i.e., one unit of cost. The first role in
each list denotes responsibility for the transition and we have omitted entries
with zero utility. We also have colored transitions with the same color as the
role assigned to it. If we play the token game for Petri nets as usual, each firing
sequence gives cumulative utilities for each one of the roles; each transition gives
an immediate reward. These rewards will influence the choice between actions
that are performed by roles as made precise in the next subsection.

There are natural translations from bpmn models with payoff annotations for
activities to Petri nets with payoffs and roles (relative to any of the established
Petri net semantics for models in bpmn [6]). If pools are used, we take one role
per pool and each task is assigned to its enclosing pool; for pairs of sending and
receiving tasks or events, the sender is responsible for the transition to be taken.
The only subtle point concerns the role of nature. When should we blame nature
for the data on which choices are based? The answer depends on the application
at hand. For instance, let us consider the o2c model of Fig. 1: whether or not
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the goods will be damaged during shipment is only partially within the control
of the shipper; thus, we shall blame nature for any damage or praise her if
everything went well against all odds. In a first approximation, we simply let
nature determine whether goods will arrive unscathed.

3.2 Single Process Instances and the Base Game with Fair Conflicts

We now describe how each Petri net with transition payoffs and roles gives rise
to a stochastic game, based on two design choices: each role can execute only
one (enabled) transition at a time and conflicts are resolved in a probabilistically
fair manner. For example, for the net on the right in Fig. 3, we take four states
p0, p1, p2, p3, one for each reachable marking. The Petri net does not prescribe
what should happen if roles a and c both try to fire transitions t1 and t′ simul-
taneously if the game is in state p2. The simplest probabilistically fair solution
consists of flipping a coin; depending on the outcome, the game continues in
state p1 or in state p3. For the general case, let us fix a safe, extended free-
choice net (N , u, ρ) with payoffs and roles whose initial marking is m0 where the
marked net N is an elementary net system (e.g., a WF-net).

Definition 11 (The base game with fair conflicts). Let X ⊆ ℘T be the
partitioning of the set of transitions into equivalence classes of the conflict rela-
tion on the set of transitions, i.e., X = {{t′ ∈ T | t′ # t} | t ∈ T}; its members
are called conflict sets. Given a safe marking m ⊆ P and a step t ⊆ T, a maximal
m-enabled sub-step is a step t′ that is enabled at the marking m, is contained
in the step t, and contains one transition of each conflict set that has a non-
empty intersection with the step, i.e., such that all three of m [t′〉, t′ ⊆ t and
|t′| = |{X ∈ X | t ∩ X �= ∅}| hold. We write t′ �m t if the step t′ is a maximal
m-enabled sub-step of the step t.

The base game with fair conflicts 〈N, S, A, q, u〉 of the net (N , u, ρ) is defined
as follows.

– The set of players N := R ∪ {⊥} is the set of roles and nature, ⊥ /∈ R.
– The state space S is the set of reachable markings, i.e., S = {m′ | m0 [〉∗

m′}.
– The action set of an individual player i is Ai := {∅} ∪ {{t} | t ∈ T, ρ(t) = i},

which consists of the empty set and possibly singletons of transitions, where
ρ(t) = ⊥ if ρ(t) is not defined. We identify an action profile a ∈ A =

∏|N |
i=1 Ai

with the union of its components a ≡ ⋃
i∈N ai .

– In a given state m, the available actions of player i are the enabled transitions,
i.e., Ai(m) = {{t} ∈ Ai | m [t〉}.

– q(m′ | m, t) =
∑

t′�mt s.t. m[t′〉m′
∏

X∈X s.t. t∩X 
=∅

1
|t∩X|

– ui(m, t) =
∑

t∈t ui(t) if i ∈ R and u⊥(m, t) = 0, for all t ⊆ T, and m ⊆ P.

Let us summarize the stochastic game of a given Petri net with transition pay-
offs and roles. The stochastic game has the same state space as the Petri net,
i.e., the set of reachable markings. The available actions for each player at a
given marking are the enabled transitions that are assigned to the player, plus
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the “idle” step. Each step comes with a state-independent payoff, which sums up
the utilities of each single transition, for each player i. In particular, if all players
chose to idle, the corresponding action profile is the empty step ∅, which gives
0 payoff. The transition probabilities implement the idea that all transitions of
an action profile get a fair chance to fire, even if the step contains conflicting
transitions. Let us highlight the following two points for a fixed marking and
step: (1) given a maximal enabled sub-step, we roll a fair “die” for each conflict
set where the “die” has one “side” for each transition in the conflict set that also
belongs to the sub-step (unless the “die” has zero sides); (2) there might be sev-
eral choices of maximal enabled sub-steps that lead to the same marking. In the
definition of transition probabilities, the second point is captured by summation
over maximal enabled sub-steps of the step and the first point corresponds to a
product of probabilities for each outcome of “rolling” one of the “dice”.

We want to emphasize that if additional information about transition proba-
bilities are known, it should be incorporated. In a similar vein, one can adapt the
approach of Herbert and Sharp [9], which extends the bpmn language with prob-
ability annotations for choices. However, as we are mainly interested in a priori
analysis, our approach might be preferable since it avoids arbitrary parameter
guessing. The most important design choice that we have made concerns the role
of nature, which we consider as absolutely neutral; it is not even concerned with
progress of the system as it does not benefit from transitions being fired.

Now, let us consider once more the o2c process. If the process reaches the
state in which customer’s next step is payment, there is no incentive for paying.
Instead, customer can choose to idle, ad infinitum. In fact, this strategy yields
maximum payoff for the customer. The bpmn-model does not give any means for
punishing customer’s payment inertia. However, even earlier there is no incentive
for shipper to pick up the goods. Incentives in the single instance scenario can
be fixed, e.g., by adding escrow. However, in the present paper, we shall give yet
a different perspective: we repeat the process indefinitely.

3.3 Restarting the Game for Multiple Process Instances

The single instance game from Definition 11 has one major drawback. It allows
to analyze only a single instance of a business process. We shall now consider a
variation of the stochastic game, which addresses the case of multiple instances
in the simplest form. The idea is the same as the one for looping versions of
Workflow nets that have been considered in the literature, e.g., to relate sound-
ness with liveness [1, Lemma 5.1]: we simply restart the game in the initial state
whenever we reach a final marking.

Definition 12 (Restart game). A safe marking m ⊆ P is final if it does
not intersect with any pre-set, i.e., if m ∩ •t = ∅, for all transitions t ∈ T; we
write m ↓ if the marking m is final, and m � ↓ if not. Let 〈N, S, A, q, u〉 be the
base game with fair conflicts of the net (N , u, ρ). The restart game of the net
(N , u, ρ) is the game 〈N, S̊, Å, q̊, u〉 with
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– S̊ = S \ {m′′ ⊆ P | m′′ ↓};

– q̊(m′ | m, t) =
{

q(m′ | m, t) if m′ �= m0

q(m0 | m, t) +
∑

m′′↓ q(m′′ | m, t) if m′ = m0

for all m, m′ ∈ S̊; and the available actions restricted to S̊ ⊆ S, i.e., Åi(s) =
Ai(s), for s ∈ S̊.

Fig. 4. Restarting process example

For WF-nets, the variation amounts to identifying the final place with the
initial place. The passage to the restart game is illustrated in Fig. 4. The restart
game of our example is drastically different from the base game. Player c will
be better off “cooperating” and never choosing the action t′, but instead idly
reaping benefits by letting players a and b do the work. As a consequence, the
transition t′ will probably never occur since the responsible role has no interest
in executing it. Thus, if we assume that the process may restart, the net from
Fig. 3 is an example where incentives are aligned w.r.t. completion but not with
full liveness.

3.4 Incentive Alignment w.r.t. Proper Completion and Full Liveness

We now formalize the idea that participants want to expect benefits from tak-
ing part in a collaboration if agents behave rationally – the standard assump-
tion of game theory. The proposed definition of incentive alignment is in prin-
ciple of qualitative nature, but it hinges on quantitative information, namely
the expected utility for each of the business partners of an inter-organizational
process.

Let us consider a Petri net with payoffs (N , u, ρ), e.g., the Petri net seman-
tics of a bpmn model. Incentive alignment amounts to existence of equilibrium
strategies in the associated restart game 〈N, S̊, Å, q̊, u〉 (as per Definition 12)
that eventually will lead to positive utility for every participating player. The
full details are as follows.

Definition 13 (Incentive alignment w.r.t. completion and full live-
ness). Given an autonomous correlation device D, a correlated strategy profile σ
is eventually positive if there exists a natural number n̄ ∈ N such that, for all
larger natural numbers n > n̄, the expected payoff of every player is positive, i.e.,
for all i ∈ N , γ̄i

n(D, m0, σ) > 0. Incentives in the net (N , u, ρ) are aligned with
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– proper completion if, for every positive real ε > 0, there exist an autonomous
correlation device D and an eventually positive correlated ε-equilibrium strat-
egy profile σ of the restart game 〈N, S̊, Å, q̊, u〉 such that, for every natural
number n̄ ∈ N, there exists a history h ∈ Hn(D) at stage n > n̄ with current
state sh = m0 that has non-zero probability, i.e., PD,m0,σ(h) > 0;

– full liveness if, for every positive real ε > 0, there exist an autonomous correla-
tion device D and an eventually positive correlated ε-equilibrium strategy pro-
file σ of the restart game 〈N, S̊, Å, q̊, u〉 such that, for every transition t ∈ T,
for every reachable marking m′, and for every natural number n̄ ∈ N, there
exists a history h = 〈m′, x1, a1, . . . , sn−1, xn−1, an−1, sn, xn〉 ∈ Hn(D) at
stage n > n̄ with t ∈ an−1 and PD,m′,σ(h) > 0.

Both variations of incentive alignment ensure that all participants can expect
to gain profits on average, eventually; moreover, something “good” will always
be possible in the future where something “good” is either restart of the game
(upon completion) or additional occurrences of every transition.

There are several interesting consequences. First, incentive alignment w.r.t.
full liveness implies incentive alignment w.r.t. proper completion, for the case
of safe, conflict-free elementary net systems where the initial marking is only
reachable via the empty transition sequence; this applies in particular to Work-
flow nets. Next, note that incentive alignment w.r.t. full liveness implies the
soundness property for safe, free-choice Workflow nets. The main insight is that
correlated equilibria cover a very special case of strongly fair schedulers, not only
for the case of a single player. However, we can even obtain a characterization
of soundness in terms of incentive alignment w.r.t. full liveness.

Theorem 1 (Characterization of the soundness property). Let N be a
Workflow net that is safe and extended free-choice; let (N , ρ : T → {Σ}, 1) be the
net with transition payoffs and roles where Σ is a unique role, ρ : T → {Σ} is the
unique total role assignment function, and 1 is the constant utility-1 function.
The soundness property holds for the Workflow net N if, and only if, we have
incentive alignment w.r.t. full liveness in (N , ρ : T → {Σ}, 1).

The full proof can be found in the extended version [8, Appendix A]. How-
ever, let us outline the main proof ideas. The first observations is that, w.l.o.g.,
schedulers that witness soundness of a WF-net can be assumed to be stochastic;
in fact, truly random scheduling is strongly fair (with probability 1). Somewhat
more detailed, if a WF-net is sound, the scheduler is the only player and schedul-
ing the next best random transition at every point in time yields maximum payoff
for the single player. Now, the random choice of a transition at each point in
time is the simplest example of an equilibrium strategy (profile); moreover, no
matter what the current reachable state of the net, any transition will occur
again with non-zero probability, by soundness of the net.

Conversely, incentive alignment w.r.t. strong liveness entails that the unique
player – which we might want to think of as the scheduler – will follow a strategy
that will eventually fire a transition of the “next instance” of the “process”. In
particular, we always will have an occurrence of an initial transition by which we
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mean a transition that consumes the unique token from the initial marking. After
firing an initial transition (of which there will be one by the structure of the net)
we are in a state that does not allow us to fire another initial transition. However,
strong liveness entails that it has to occur with non-zero probability again if we
follow a witnessing equilibrium strategy (profile). Thus, with probability 1, the
“current instance” of the “process” will complete such that we will again be able
to fire an initial transition.

Finally, the reader may wonder why we consider the restarting game. First,
let us emphasize that the restart games are merely a means to an end to reason
about incentive alignment of bpmn models with suitable utility annotations
by use of their execution semantics, i.e., Petri nets with transition payoffs and
roles. If these Petri nets do not have any cycles, one could formalize the idea
of incentive alignment using finite extensive form games for which correlated
equilibria have been studied as well [27]. However, this alternative approach is
only natural for bpmn models without cycles. In the present paper we have opted
for a general approach, which does not impose the rather strong restriction on
nets to be acyclic. Notably, while we work with restart games, we derive them
from arbitrary free-choice safe elementary net systems – i.e., without assuming
that the input nets are restarting. The restart game is used to check whether
incentives are aligned in the original Petri net with transition payoffs and roles.

4 Conclusions and Future Work
We have described a game theoretic perspective on incentive alignment of inter-
organizational business processes. It applies to bpmn collaboration models that
have annotations for activity-based utilities for all roles. The main theoretical
result is that incentive alignment is a conservative extension of the soundness
property, which means that we have described a uniform framework that applies
the same principles to intra- and inter-organizational business processes. We have
illustrated incentive alignment for the example of the order-to-cash process and
an additional example that is tailored to illustrate the game theoretic element
of mediators.

The natural next step is the implementation of a tool chain that takes a
bpmn collaboration model with annotations, transforms it into a Petri net with
transition payoffs and roles, which in turn is analyzed concerning incentive align-
ment, e.g., using algorithms for solving stochastic games [17]. A very challenging
venue for future theoretical work is the extension to the analysis of interleaved
execution of several instances of a process.
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Abstract. Event logs capture the execution of business processes in
terms of executed activities and their execution context. Since logs con-
tain potentially sensitive information about the individuals involved in
the process, they should be pre-processed before being published to pre-
serve the individuals’ privacy. However, existing techniques for such pre-
processing are limited to a process’ control-flow and neglect contextual
information, such as attribute values and durations. This thus precludes
any form of process analysis that involves contextual factors. To bridge
this gap, we introduce PRIPEL, a framework for privacy-aware event log
publishing. Compared to existing work, PRIPEL takes a fundamentally
different angle and ensures privacy on the level of individual cases instead
of the complete log. This way, contextual information as well as the long
tail process behaviour are preserved, which enables the application of a
rich set of process analysis techniques. We demonstrate the feasibility of
our framework in a case study with a real-world event log.

Keywords: Process mining · Privacy-preserving data publishing ·
Privacy-preserving data mining

1 Introduction

Process Mining [34] enables the analysis of business processes based on event
logs that are recorded by information systems. Events in these logs represent
the executions of activities as part of a case, including contextual information,
as illustrated for the handling of patients in an emergency room in Table 1. Such
rich event logs do not only enable discovery of a model of a process’ control-
flow, see [1], but provide the starting point for multi-dimensional analysis that
incorporates the impact of the context on process execution. An example is the
prediction of the remaining wait time of a patient based on temporal informa-
tion (e.g., arrival in night hours), patient characteristics (e.g., age and sex), and
activity outcomes (e.g., dispensed drugs) [23]. The inclusion of such contextual
information provides a means for a fine-granular separation of classes of cases in
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Table 1. Event log example

Patient ID Activity Timestamp Payload

2200 Registration 03/03/19 23:40:32 {Age: 37, Sex: M, Arrival: Ambulance}
2200 Triage 03/05/17 00:47:12 {HIV-Positive: True}
2200 Surgery 03/05/17 02:22:17 {Operator: House}
. . . . . . . . . . . .

2201 Registration 03/05/17 00:01:02 {Age: 67, Sex: F, Arrival: Check-In}
2201 Antibiotics 03/05/17 00:15:16 {Drug: Cephalexin}
. . . . . . . . . . . .

the analysis. Since the separation is largely independent of the frequency of the
respective trace variants, analysis is not limited to cases that represent common
behaviour, but includes cases that denote unusual process executions.

Event logs, particularly those that include contextual information, may con-
tain sensitive data related to individuals involved in process execution [26].
Even when explicit pointers to personal information, such as employee names,
are pseudonymised or omitted from event logs, they remain susceptible to re-
identification attacks [13]. Such attacks still allow personal data of specific indi-
viduals to be identified based on the contents of an event log [36]. Consequently,
publishing an event log without respective consent violates regulations such as
the GDPR, given that this regulation prohibits processing of personal data for
such secondary purposes [35]. This calls for the design of methods targeted specif-
ically to protect the privacy of individuals in event logs. Existing approaches
for privacy-preserving process mining [12,25] emphasise the control-flow dimen-
sion, though. They lack the ability to preserve contextual information, such as
timestamps and attribute values, which prevents any fine-granular analysis that
incorporates the specifics of different classes of cases. However, aggregations of
contextual information in the spirit of k-anonymity, see [12], are not suited to
overcome this limitation. Such aggregations lead to a loss of the long tail process
behaviour, i.e., infrequent traces of cases that are uncommon and, hence, of par-
ticular importance for any analysis (e.g., due to exceptional runtime character-
istics). The only existing anonymisation approach that incorporates contextual
information [31] achieves this using homomorphic encryption. As such, it fails
to provide protection based on any well-established privacy guarantee.

To overcome these gaps, this paper introduces PRIPEL, a framework for
privacy-preserving event log publishing that incorporates contextual information.
Our idea is to ensure differential privacy of an event log on the basis of individ-
ual cases rather than on the whole log. To this end, the PRIPEL framework
exploits the maxim of parallel composition of differential privacy. Based on a dif-
ferentially private selection of activity sequences, contextual information from
the original log is integrated through a sequence enrichment step. Subsequently,
the integrated contextual information is anonymised following the principle of
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local differential privacy. Ensuring privacy on the level of individual cases is a
fundamentally different angle, which enables us to overcome the aforementioned
limitations of existing work. PRIPEL is the first approach to ensure differential
privacy not only for the control-flow, but also for contextual information in event
logs, while preserving large parts of the long tail process behaviour.

Since differential privacy ensures that personal data belonging to specific
individuals can not longer be identified, the anonymisation achieved by PRIPEL
is in line with the requirements imposed by the GDPR [10,14].

We demonstrate the feasibility of our approach through a case study in the
healthcare domain. Applying PRIPEL to a real-world event log of Sepsis cases
from a hospital, we show that the anonymisation preserves utility on the level
of event-, trace-, and log-specific characteristics.

The remainder is structured as follows. In Sect. 2, we provide background in
terms of an event log model and privacy guarantees. In Sect. 3, we introduce
the PRIPEL framework. We present a proof-of-concept in Sect. 4, including an
implementation and a case study. We discuss our results and reflect on limitations
in Sect. 5, before we review related work in Sect. 6 and conclude in Sect. 7.

2 Background

This section presents essential definitions and background information. In partic-
ular, Sect. 2.1 presents the event log model we employ in the paper. Subsequently,
Sect. 2.2 defines the foundations of local differential privacy, followed by an intro-
duction to differential privacy mechanisms in Sect. 2.3.

2.1 Event Log Model

We adopt an event model that builds upon a set of activities A. An event
recorded by an information system, denoted by e, is assumed to be related to the
execution of one of these activities, which is written as e.a ∈ A. By E , we denote
the universe of all events. Each event further carries information on its execution
context, such as the data consumed or produced during the execution of an activ-
ity. This payload is defined by a set of data attributes D = {D1, . . . , Dp} with
dom(Di) as the domain of attribute Di, 1 ≤ i ≤ p. We write e.D for the value
of attribute D of an event e. For example, an event representing the activity
‘Antibiotics’ may be associated with the ‘Drug’ attribute that reflects the pre-
scribed medication, see Table 1. Each event e further comes with a timestamp,
denoted by e.ts, that models the time of execution of the respective activity
according to some totally ordered time domain.

A single execution of a process, i.e., a case, is represented by a trace. This is
a sequence ξ = 〈e1, . . . , en〉 of events ei ∈ E , 1 ≤ i ≤ n, such that no event occurs
in more than one trace and the events are ordered by their timestamps. We adopt
a standard notation for sequences, i.e., ξ(i) = ei for the i-th element and |ξ| = n
for the length. For two distinct traces ξ = 〈e1, . . . , en〉 and ξ′ = 〈e′

1, . . . , e
′
m〉,

their concatenation is ξ.ξ′ = 〈e1, . . . , en, e′
1, . . . , e

′
m〉, assuming that the ordering
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is consistent with the events’ timestamps. If ξ and ξ′ indicate the same sequence
of activity executions, i.e., 〈e1.a, . . . , en.a〉 = 〈e′

1.a, . . . , e′
m.a〉, they are of the

same trace variant. An event log is a set of traces, L = {ξ1, . . . , ξn}, and we
write L for the universe of event logs. Table 1 defines two traces, as indicated
by the ‘patient ID’ attribute. In the remainder, we assume the individuals of
interest to be represented in at most one case. In our example, this means that
only one treatment per patient is recorded in the log.

2.2 Foundations of Local Differential Privacy

Differential privacy is a definition for privacy that ensures that personal data of
individuals is indistinguishable in a data analysis setting. Essentially, differential
privacy aims to allow one to learn nothing about an individual, while learning
useful information from a population [7]. Achieving differential privacy means
that result of a query, performed on an undisclosed dataset, can be published
without allowing an individual’s personal data to be derived from the published
result. On the contrary, methods that achieve local differential privacy anonymise
a dataset itself in such a manner that it can be published while still guaranteeing
the privacy of an individual’s data [18]. This is achieved by applying noise to
the data, contrary to applying it to the result of a function performed on the
undisclosed data. The adoption of local differential privacy in industry is well-
documented, being employed by, e.g., Apple [32], SAP [19], and Google [9].

To apply this notion in the context of event logs, we define α : L → L as an
anonymisation function that takes an event log as input and transforms it into an
anonymised event log. This transformation is non-deterministic and is typically
realised through a stochastic function. Furthermore, we define img(α) ⊆ L as
the image of α, i.e., the set of all event logs that may be returned by α. Finally,
we define two event logs L1, L2 ∈ L to be neighbouring, if they differ by exactly
the data of one individual. In our setting, this corresponds to one case and,
hence, one trace, i.e., |L1\L2| + |L2\L1| = 1. Based on [18], we then define local
differential privacy as follows:

Definition 1 (Local Differential Privacy). Given an anonymisation func-
tion α and privacy parameter ε ∈ R, function α provides ε-local differential
privacy, if for all neighbouring pairs of event logs L1, L2 ∈ L, it holds that:

Pr[α(L1) ∈ img(α)] ≤ eε × Pr[α(L2) ∈ img(α)]

where the probability is taken over the randomness introduced by the anonymisa-
tion function α.

The intuition behind the guarantee is that it limits the information that
can be disclosed by one individual, i.e., one case. The strength of the guarantee
depends on ε, with lower values leading to stronger data protection.



Privacy-Preserving Event Log Publishing 115

2.3 Ensuring Local Differential Privacy

Mechanisms that ensure local differential privacy strive to provide privacy guar-
antees while keeping as much useful information as possible, i.e., they aim to
maintain maximum utility of the dataset. The mechanisms typically do not
delete or generalize (parts of the) data, as is done to obtain other privacy guar-
antees [20]. Rather, they define an anonymisation function that inserts noise into
data, in order to obscure information about individuals, while retaining as many
characteristics about the general population as possible. Several such mecha-
nisms have been developed to anonymise various data types, including ones that
ensure differential privacy for numerical, categorical, and boolean data:
Numerical Data – Laplace Mechanism. The Laplace mechanism [5] is an
additive noise mechanism for numerical values. It draws noise from a Laplacian
distribution, that is calibrated based on the privacy parameter ε and the sensi-
tivity of the data distribution. The latter is defined as the maximum difference
one individual can cause.
Boolean Data - Randomized Response. To ensure differential privacy of
boolean data, one can use randomized response [37]. The algorithm is based on
the following idea: A fair coin toss determines if the true value of an individual
is revealed or if a randomized value is chosen instead. Here, the randomization
depends on the strength ε of the differential privacy guarantee. In this paper, we
will use a so-called binary mechanism [16].
Categorical Data - Exponential Mechanism. To handle categorical data,
it is possible to use the exponential mechanism [27]. It enables the definition of
a utility difference between the different potential values of the domain of the
categorical value. The probability of a value being exchanged by another value
depends on the introduced probability loss.
Parallel Composition of Differential Privacy. Given such mechanisms that
are able to provide differential privacy for various data types, a crucial property
of (local) differential privacy is that it is compositional. Intuitively, this means
that when the results of multiple ε-differential-private mechanisms, performed
on disjoint datasets, are merged, the merged result also provides ε-differential
privacy [28]. Adapted to our notion of attributes and timestamps of events,
this is formalized as follows: Let Mi(e.di), 1 ≤ i ≤ p, and M0(e.ts) be the
values obtained by some mechanisms M0,M1, . . . Mp for the attribute values
and the timestamp of an event e. Then, if all mechanisms provide ε-differential
privacy and under the assumption of all attributes (and the timestamp) being
independent, the result of their joint application to e also provides ε-differential
privacy.

This property forms a crucial foundation for our proposed framework to
privacy-aware event log publishing, as introduced next.

3 The PRIPEL Framework

The Privacy-Preserving event log publishing (PRIPEL) framework takes an
event log as input and transforms it into an anonymised one that includes
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Fig. 1. Overview of PRIPEL Framework

contextual information and guarantees ε-differential privacy. As depicted in
Fig. 1, the PRIPEL framework consists of three main steps. Given an event
log L, PRIPEL first applies a trace-variant query Q on L. The query returns
a bag of activity sequences that ensures differential privacy from a control-flow
perspective. Second, the framework constructs new traces by enriching the activ-
ity sequences obtained by Q with contextual information, i.e., timestamps and
attribute values, from the original log L. This is achieved in a sequence enrich-
ment step, which results in a matched event log Lm. Finally, PRIPEL anonymises
the timestamps and attribute values of Lm individually by exploiting the maxim
of parallel composition of differential privacy. The resulting event log L′ then
guarantees ε-differential privacy, while largely retaining the information of the
original log L.

Sections 3.1 through 3.3 outline instantiations of each of these three steps.
However, we note that the framework’s steps can also be instantiated in a differ-
ent manner, for instance by using alternative trace-variant queries or matching
techniques. It is therefore possible to tailor PRIPEL to specific use cases, such
as a setting in which traces become available in batches.

3.1 Trace Variant Query

The first step of our framework targets the anonymisation of an event log from
a control-flow perspective. In particular, the framework applies a trace variant
query, which returns a bag of activity sequences that captures trace variants and
their frequencies in a differentially private manner. Such a step is essential, given
that even the publication of activity sequences from an event log, i.e., with all
attribute values and timestamps removed, can be sufficient to link the identity
of individuals to infrequent activity sequences [12,25]. For example, uncommon
treatment paths may suffice to resolve the identity of a specific patient.

In PRIPEL, we adopt a state-of-the-art realisation of a privacy-preserving
trace variant query [25]. It employs a Laplace mechanism (see Sect. 2.3) to add
noise to the result of a trace variant query. As shown for an exemplary query
result in Table 2, this mechanism may alter the frequency of trace variants,
remove variants entirely, and introduce new ones. Note that the size of a trace
variant query typically differs from the number of traces in the original log.

The employed trace variant query is configured with two parameters, n and k,
which influence the prefix-tree that the mechanism uses to generate a query
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result. Here, n sets the maximum depth of the prefix-tree, which determines the
maximum length of an activity sequence returned by the query. Parameter k is
used to bound the mechanism’s state space in terms of the number of potential
activity sequences that are explored. A higher k means that only more com-
monly occurring prefixes are considered, which reduces the runtime, but may
negatively affect the resulting log’s utility. The runtime complexity of the query
depends on the maximal number of explored prefixes: O(|A|n). Yet, in practice,
the exponential runtime is mitigated by the pruning parameter k.

Below, we adopt a flattened representation of the result of the trace variant
query. By Q(L) ⊆ (A∗)∗, we denote a sequence of activity sequences derived by
duplicating each activity sequence returned by the trace variant query according
to its frequency, in some arbitrary order. For example, if the query returns the bag
[〈Registration,Triage〉2, 〈Registration,Triage,Antibiotics〉], Q(L) is defined as
{〈Registration,Triage〉, 〈Registration,Triage,Antibiotics〉, 〈Registration,Triage〉}.

Table 2. Illustration of a privacy-aware trace variant query

Trace variant Count Privatized count

〈Registration,Triage,Surgery〉 5 6

〈Registration,Triage,Antibiotics〉 7 5

〈Registration,Triage,Surgery ,Antibiotics〉 2 3

〈Registration,Triage,Antibiotics,Surgery ,Antibiotics〉 0 1

So far, no other designs for trace variant queries have been introduced in the
literature. However, we assume that alternative query formulations suited for
specific use cases will be developed in the future.

3.2 Sequence Enrichment

The second step of the framework enriches the activity sequences obtained by
the trace variant query with contextual information, i.e., with timestamps and
attribute values. This is achieved by establishing a trace matching between each
activity sequence from Q(L) and a trace of the original log L. The latter trace
determines how the activity sequence is enriched with contextual information
to construct a trace of the matched log Lm. Here, Lm should resemble the
original log: Distributions of attribute values and timestamps, along with their
correlation with trace variants in the original L shall be mirrored in the matched
log Lm.

To link the activity sequences in Q(L) and traces in log L, we define a match-
ing function fm : Q(L) � L. It is potentially partial and injective, i.e., it matches
each activity sequence (again, note that activity sequences obtained from the
trace variant query are duplicated according to their frequency) to a separate
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trace in L, such that fm(σ1) = fm(σ2) implies that σ1 = σ2 for all σ1, σ2 that
are part of Q(L). However, constructing such a mapping function requires to
address two challenges:

(i) Since the trace variant query introduces noise, some sequences from Q(L)
cannot be paired with traces in L that are of the exact same sequence of
activity executions. Given a sequence σ = 〈Registration,Triage,Release〉 of
Q(L) and a trace ξ with its activity executions being 〈Registration,Release〉,
for example, the trace does not provide attribute values to be assigned to a
‘Triage’ event. To preserve their order, the insertion of an additional event
may require the timestamps of other events to be changed as well.

(ii) Since Q(L) may contain more sequences than the original log L has traces,
some sequences in Q(L) might not be matched to any trace in L, i.e., fm is
partial. Since all sequences in Q(L) must be retained in the construction of
traces for the matched log to ensure differential privacy, also such unmatched
sequences must be enriched with contextual information.

Given these challenges, PRIPEL incorporates three functions: (1) a matching
function fm; (2) a mechanism fe to enrich a matched sequence σ with contextual
information from trace fm(σ) to construct a trace for the matched log Lm; and
(3) a mechanism fu to enrich an unmatched sequence to construct a trace for Lm.
In this paper, we propose to instantiate these functions as follows:
Matching Function. The matching function fm shall establish a mapping from
Q(L) to L such that the activity sequences and traces are as similar as possible.
This similarity can be quantified using a distance function. Here, we propose to
use the Levenshtein distance [21] to quantify the edit distance of some sequence
σ that is part of Q(L) and the sequence of activity executions derived from a
trace ξ ∈ L, denoted as ed(σ, ξ). Using assignment optimization techniques, the
matching function is instantiated, such that the total edit distance is minimized,
i.e., with Q(L) = 〈σ1, . . . , σn〉, we minimize

∑
1≤i≤n ed(σi, fm(σi)).

Matched Sequence Enrichment. Given a matched sequence σ of Q(L), the
sequence σ is enriched based on the context information of trace ξ = fm(σ)
to create a new trace ξσ. The proposed procedure for this is described by
Algorithm 1. To create the events for the new trace ξσ derived from σ, we iterate
over all activities in σ, create a new event, and check if there is a corresponding
event e′ of ξ. Using kσ as the number of times we have observed activity a in
the sequence σ (line 4), e′ shall be the kσ-th occurrence of an event in ξ with
e.a = a (line 7). If such an event e′ exists, we assign all its attribute values to the
new event e (line 9). Subsequently, we check if the timestamp of e′ occurs after
the timestamp of the last event of ξσ (line 10). If this is the case, we assign the
timestamp e′.ts of the original event to event e. Otherwise, we generate a new
timestamp based on the following equation, assuming that the current event is
the n-th event to be added to ξσ = 〈e1, . . . , en−1〉:

en.ts = en−1.ts + Δen−1.a,en.a (1)

Here, Δen−1.a,en.a denotes a timestamp difference randomly drawn from the dis-
tribution of these differences in the original log. That is, the distribution is
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Algorithm 1. Matched Sequence Enrichment
INPUT: An event log L; an activity sequence σ; the matched trace ξ = fm(σ).
OUTPUT: A trace ξσ derived by enriching σ based on ξ.

1: for 1 ≤ i ≤ |σ| do
2: e ← create new event
3: e.a ← σ(i).a � Assign activity to new event
4: kσ ← |{1 ≤ j ≤ |ξσ| | ξσ(j).a = e.a}| � Count a-events in new trace ξσ

5: kξ ← |{1 ≤ j ≤ |ξ| | ξ(j).a = e.a}| � Count a-events in original trace ξ
6: if kσ < kξ then � Get corresponding occurrence of a
7: e′ ← ξ(j) with ξ(j).a = e.a and |{1 ≤ l < j | ξ(l).a = e.a}| = kσ

8: for all D ∈ D do
9: e.D ← e′.D � Assign attribute values of e′ to e

10: if e′.ts > ξσ(|ξσ|).ts then
11: e.ts ← e′.ts
12: else
13: e.ts ← derive timestamp based on Equation 1

14: else � No corresponding event in ξ
15: for all D ∈ D do e.D ← draw random attribute value

16: e.ts ← draw random timestamp for activity e.a

17: ξσ ← ξσ.〈e〉
18: return ξσ � Return new trace

obtained by considering all pairs of subsequent events in the original traces that
indicate the execution of the respective activities. If no such pairs of events
appeared in the original log, we resort to the distribution of all timestamp dif-
ferences of all pairs of subsequent activities of the original log.

If no corresponding event e′ can be found for the newly created event e, we
assign randomly drawn attribute values and a timestamp to this event (lines 15–
16). We draw the attributes values from the overall distribution of each attribute
D in the original log L, while timestamps are calculated according to Eq. 1.

Unmatched Sequence Enrichment. For sequences in Q(L) without a match-
ing, we assign the attribute values randomly. To handle the timestamps, we
randomly draw a timestamp tstart for the event created for the first activity in
σ, from the overall distribution of all timestamps of the first events of all traces
ξ in the original log L. We generate the remaining timestamps based on Eq. 1.

The runtime complexity of the whole sequence enrichment step is dominated
by the assignment optimization problem, which requires O(|Q(L)|3) time.

3.3 Applying Local Differential Privacy

Next, starting with the matched log derived in the previous step, we turn to the
anonymisation of contextual information using local differential privacy. While
the treatment of attribute values follows rather directly from existing approaches,
we propose a tailored approach to handle timestamps. The runtime complexity
of this step is linear in the size of the matched log Lm, i.e., we arrive at O(|Lm|).
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Fig. 2. Illustration of timestamp anonymisation

Anonymising Attribute Values. We differentiate between attributes of three
data types: numerical, categorical, and boolean. For each type, we employ the
mechanism discussed in Sect. 2.3. Under the aforementioned assumptions for
parallel composition of differential privacy, the resulting values are ε-differentially
private. Note that for each attribute, a different privacy parameter ε may be
chosen. This way, the level of protection may be adapted to the sensitivity of
the respective attribute values.
Anonymising Timestamps. To anonymise timestamps, we introduce random
timestamp shifts, which is inspired by the treatment of network logs [38]. That
is, we initially alter all timestamps based on some randomly drawn noise value,
λshift, which is drawn, for instance, from a Laplacian distribution. The result
is illustrated in the middle sequence of Fig. 2. After this initial shift, we subse-
quently introduce noise to the time intervals between events, depicted as Δ1, Δ2,
and Δ3 in the figure. To this end, we add random noise to the length of each
interval, denoted by λ1, λ2, and λ3. To retain the order of events, we bound the
random timestamp shift to the size of the interval between two events. Since the
event order was already anonymised in the first step of the framework (Sect. 3.1),
introducing additional noise by re-ordering events here would just reduce the
event log’s utility.

After this final step, all aspects of the original log, i.e., control-flow and
contextual information, have been anonymised. Based on the maxim of parallel
composition, the resulting log provides ε-differential privacy.

4 Proof-of-Concept

This section presents a proof-of-concept of the PRIPEL framework. We first
report on a prototypical implementation (Sect. 4.1), which we apply in a case
study using a real-world event log (Sects. 4.2–4.3). In this manner, we aim to
show the feasibility of the framework in a realistic setting and investigate its
ability to preserve the utility of an event log while providing privacy guarantees.
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4.1 Prototypical Implementation

We implemented PRIPEL in Python and published our implementation under
the MIT licence on Github.1 The implementation uses the PM4Py library [2] to
parse and process event logs. To instantiate the framework, we implemented a
Python version of the trace-variant query by Mannhardt et al. [25]. The anonymi-
sation of contextual information is based on IBM’s diffprivlib library [15].

4.2 Case Study Setup

We show the feasibility of PRIPEL by applying our implementation to the Sepsis
event log [24]. We selected this event log given its widespread adoption as a basis
for case studies, as well as due to the relevance of its characteristics in the context
of our work. As shown in our earlier work [12], anonymisation techniques that
perform aggregations over the whole Sepsis log have a considerable impact on
the anonymised log’s utility. The reason being the long tail process behaviour
in terms of a relatively low number of re-occurring trace variants: 1,050 traces
spread over 846 trace variants. As such, the log’s challenging characteristics make
it particularly suitable for a proof-of-concept with our framework.

To parametrise our implementation, we test different values of the privacy
parameter ε, ranging from 0.1 to 2.0. Given that this parameter defines the
strictness of the desired privacy guarantees (lower being stricter), varying ε shall
show its impact on utility of the resulting anonymised log.

We select the maximal prefix length n = 30, to cover the length of over 95%
of the traces in the Sepsis event log. To cover all potential prefixes of the original
log, we would need to set n = 185. However, this would add a lot of noise and
increase the runtime significantly. Therefore, we opt for only looking into shorter
traces. For each event log, we opted for the lowest value for k that still computes
the query within a reasonable time, as will be detailed in the remainder.

4.3 Case Study Results

In this section, we first focus on the runtime of the PRIPEL framework. Sub-
sequently, we explore its ability to preserve event log utility while guaranteeing
ε-differential privacy.
Runtime. We measured the runtime of our PRIPEL implementation for various
parameter configurations, obtained on a MacBook Pro (2018) with an i5 Intel
Core CPU and 8 GB memory. As shown in Table 3, we were typically able to
obtain an anonymised event log in a manner of minutes, which we deem feasible
in most application scenarios. However, the runtime varies considerably across
the chosen configurations and the framework’s three main steps.

All besides one of the anonymised logs have far more traces than the original
log, due to the added noise as part of the trace variant query. However, this is
not true for the log with a ε = 1.5 differential privacy guarantee, which contains

1 https://github.com/samadeusfp/PRIPEL.

https://github.com/samadeusfp/PRIPEL
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only one third of the number of traces of the original log. This is due to the low
noise level and the fact that k = 2 cuts out all variants that appear only once.
This applies to nearly all the variants in the original log. Since only a few noisy
traces are added, the resulting log is significantly smaller than the original log.

Table 3. Runtime of PRIPEL for the Sepsis log

ε k |Q(L)| Query Enrichment Anonymisation Total

0.1 20 5,175 1 s 35 s 3m 24 s 4m 07 s

0.5 4 6,683 1 s 3 m 52 s 4m 08 s 8m 12 s

1.0 2 7,002 2 s 8 m 37 s 4m 27 s 13m 18 s

1.5 2 340 1 s 8 s 13 s 23 s

2.0 1 13,152 9 s 33 m 05 s 8m 30 s 42m 06 s

The trace variant query (Step 1 in PRIPEL), is executed in a manner of sec-
onds, ranging from one to nine seconds, depending on the configuration. However,
this runtime could be greatly exceeded for configurations with a higher n. While
a trace variant query with ε = 1.5 and k = 2 is answered in one second, a
configuration of ε = 1.5 and k = 1 does not lead to any result within an hour.

Sequence enrichment (Step 2) is the step with the largest runtime variance,
from 35 s to 33 min. In most configurations, this step also represents the largest
contribution to the total runtime. This is due to the polynomial runtime com-
plexity of the enrichment step, see Sect. 3.2. To reduce this runtime, a greedy
strategy may instead be used to match activity sequences and traces.

Anonymisation based on local differential privacy (Step 3) has a reasonable
runtime that increases linearly with the number of traces in the resulting log.

Based on these observations and the non-repetitive character of the anonymi-
sation task, we argue that it is feasible to apply our PRIPEL framework in
real-world settings. However, if runtime plays a crucial factor in an application
scenario, it should be clear that a suitable parameter configuration must be
carefully selected.
Event Log Utility. To illustrate the efficacy of PRIPEL, we analyse the utility
of anonymised event logs. In particular, we explore measures for three scopes:
(1) the event level, in terms of attribute value quality, (2) the trace level, in terms
of case durations, and (3) the log level, in terms of overall process workload.

Data Attribute Values: At the event level, we compare the value distribution of
data attributes in anonymised logs to the original distribution. The Sepsis log
primarily has attributes with boolean values. The quality of their value distribu-
tions is straightforward to quantify, i.e., by comparing the fraction of true values
in an anonymised log L′ to the fraction in L. To illustrate the impact of the
differential privacy parameter ε on attribute value quality, we assess the value
distribution for the boolean attribute InfectionSuspected. As depicted in Table 4,
the truth value of this attribute is true for 81% of the cases in the original log.
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Table 4. Sensitivity of attribute values to parameter ε

Attribute Original ε = 2.0 ε = 1.5 ε = 1.0 ε = 0.5 ε = 0.1

Infection suspected (fraction) 0.81 0.75 0.69 0.67 0.58 0.51

Avg. case duration (days) 28.47 36.93 7.95 37.77 37.16 34.2

Median case duration (days) 5.34 11.23 0.12 11.92 10.95 9.57

The anonymised distribution is reasonably preserved for the highest ε value,
i.e., the least strict privacy guarantee. There, the distribution has 75% true val-
ues. However, the accuracy of the distribution drops for stronger privacy guar-
antees, reaching almost full randomness for ε = 0.1. This illustrates that the
quality of attribute values can be preserved for certain privacy levels, but that
it may be impacted for stricter settings. Note that, given that these results are
obtained by anonymising individual values, the reduced quality for stronger pri-
vacy guarantees is inherently tied to the notion of differential privacy and is,
therefore, independent of the specifics of the PRIPEL framework.

Case Duration. Next, we investigate the accuracy of the case durations in the
anonymised logs. Unlike the previously discussed quality of individual event
attributes, the quality of case durations is influenced by all three steps of the
framework. Therefore, when interpreting the results depicted in Table 4, it is
important to consider that the maximal length of a trace is bound to 30 events
in anonymised logs (due to the selection of parameter n), whereas the original
log contains traces with up to 370 events. However, we can still observe longer
case durations in the anonymised logs due to the added noise. Additionally, in
all scenarios, the average case duration is far higher than the median case dura-
tion. This indicates that the log contains several outliers in terms of longer case
durations. All anonymised logs reveal this insight. We conclude that PRIPEL
preserves insights on the trace level, such as the duration of cases.

Process Workload. Finally, at the log level, we consider the total workload of a
process in terms of the number of cases that are active at any particular time.
Given that anonymised event logs can have a considerably higher number of
traces than the original log, we consider the progress of the relative number of
active cases over time, as visualized in Fig. 3. The red dots denote the original
event log, while blue triangles represent the anonymised event log with ε = 1.0.

The figure clearly shows that the general trend over time is sustained. How-
ever, the anonymised log shows a consistently higher workload than the original
log. Furthermore, the variance over time is less extreme for the anonymised log.
This shows that the necessary noise insertion smooths out some of the variability.
Nevertheless, the results illustrate PRIPEL’s ability to preserve utility for such
a log-level process analysis.
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Fig. 3. Active cases over time in original log (red) vs. anonymised log (blue) (Color
figure online)

5 Discussion

With PRIPEL, we introduced a framework that enables publishing of event logs
that retain contextual information while guaranteeing differential privacy. As
such, the anonymised event log can be used for rich process mining techniques
that incorporate a fine-granular separation of classes of cases, without violating
recent privacy regulations, such as the GDPR or CCPA.

While our general framework is generally applicable, the specific instanti-
ations introduced earlier impose two assumptions on the event logs taken as
input.

First, the employed notion for differential privacy assumes that any individ-
ual, such as a patient, is only represented in one case. To be able to guarantee
differential privacy in contexts where this assumption may not hold, one can
ensure that a single case exists per individual during the log extraction step, e.g.,
by limiting the selection of cases for which traces are derived or by constrain-
ing the time interval considered in the analysis. Alternatively, if the maximum
number of cases per individual is known, the degree of noise introduced in the
first step of the framework can be adjusted accordingly, by selecting the param-
eter ε. Finally, one may incorporate strategies that explicitly aim at adjusting
differential privacy to handle multiple occurrences of individuals, such as [17].

Second, we assume that all attributes can be anonymised independently.
Hence, the usefulness of anonymised values or the degree of privacy may
be reduced for strongly correlated attributes. For instance, the independent
anonymisation of the height and age of a child may result in improbable combi-
nations.

Also, an attribute may represent a measurement that appears repeatedly in
the trace, e.g., capturing the trend of a person’s weight. Since the measurements
are inter-related, the values to be anonymised are not independent, so that the
parallel composition of differential privacy is not applicable. In that case, one
can employ notions of differential privacy as developed for streaming settings [6].

Aside from these assumptions, we also acknowledge certain limitations
related to our instantiation of the framework’s steps. For instance, the approach
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chosen to determine the sensitivity of numerical attributes and timestamps is
prone to outliers. Therefore, it might be necessary to reduce the number of out-
liers in an event log during pre-processing, in order to maintain the utility of
the anonymised log. Yet, such limitations are inherent to any data anonymisa-
tion approach, since it has been shown that anonymisation reduces the utility of
data [3]. Another limitation relates to the applied trace variant query. For this
query mechanism, the size of the anonymised log can differ drastically from the
original log. This may diminish the utility of the log for certain analysis tasks,
such as the identification of performance bottlenecks.

Finally, we highlight that the PRIPEL framework, and the notion of differen-
tial privacy in general, is particularly suited for analysis techniques that aim to
aggregate or generalize over the traces in an (anonymised) event log. This means
that the resulting event logs are suitable for, e.g., process discovery (e.g., by a
directly-follows relation over all traces), log-level conformance checking (e.g., by
a frequency distribution of deviations observed in all traces), process enhance-
ment (e.g., by aggregate performance measures for activities), and predictive
monitoring (e.g., by models that generalize the correlations observed between
trace features and outcomes). However, the insertion of noise can lead to the
inclusion of process behaviour that never occurred in the original log, which
may lead to incorrect results when performing trace-level analysis, such as the
establishment of alignments for a single case. If it is important to avoid such
false positives, other anonymisation approaches, such as PRETSA [12], may be
more suitable.

6 Related Work

Privacy in process mining recently received a lot of attention [11,29]. The prob-
lem was raised in [26], noticing that most individuals might agree with the usage
of their data for process improvement. However, the analysis of personal data
for such a goal represents so-called secondary use, which is in violation of regu-
lations such as the GDPR and CCPA. Furthermore, in [36], it was shown that
even projections of event logs can lead to serious re-identification risks.

Several approaches have been proposed to address these privacy issues. In [12],
we proposed an algorithm to sanitize event logs for process discovery, which
ensures k-anonymity and t-closeness. Alternative approaches [4,31] use cryp-
tography to hide the confidential data in event logs. Other work focused on
ensuring privacy for specific process mining tasks, by directly adapting analysis
techniques. For instance, in [30] a technique to ensure confidentiality in role min-
ing was proposed, while [25] introduced privacy-preserving queries to retrieve
a directly-follows graph and the trace variants of a log. The work in [33] uses
encryption to calculate the output of the alpha miner in a privacy-preserving
manner. Other work considers process mining performed by multiple parties
on an inter-organizational business process. In [22], an approach to generate a
combined process model for such a business process was proposed. Similarly,
[8] introduces an approach based on secure multi-party computation to answer
queries relating the business process, such as the directly-follows query.
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7 Conclusion

In this paper, we introduced PRIPEL, a framework to publish anonymised event
logs that incorporates contextual information while guaranteeing differential pri-
vacy. In particular, PRIPEL ensures differential privacy on the basis of individ-
ual cases, rather than on an entire event log. We achieved this by exploiting the
maxim of parallel composition. By applying a prototypical implementation on
a real-world event log, we illustrate that the utility of anonymised event logs is
preserved for various types of analysis involving contextual information.

By incorporating contextual information, for the first time, PRIPEL offers
the use of rich process mining techniques in a privacy-preserving manner. In
particular, anonymised event logs are now suitable for analysis techniques that
incorporate a fine-granular separation of cases based on contextual information.
In future work, we intend to further explore the impact that strongly corre-
lated attributes have on the provided privacy guarantees. In addition, we aim to
incorporate the handling of ongoing cases in the PRIPEL framework.

Acknowledgements. This work was partly supported by the Alexander von
Humboldt Foundation.
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Abstract. A plethora of algorithms for automatically discovering pro-
cess models from event logs has emerged. The discovered models are used
for analysis and come with a graphical flowchart-like representation that
supports their comprehension by analysts. According to the Occam’s
Razor principle, a model should encode the process behavior with as few
constructs as possible, that is, it should not be overcomplicated with-
out necessity. The simpler the graphical representation, the easier the
described behavior can be understood by a stakeholder. Conversely, and
intuitively, a complex representation should be harder to understand.
Although various conformance checking techniques that relate the behav-
ior of discovered models to the behavior recorded in event logs have been
proposed, there are no methods for evaluating whether this behavior is
represented in the simplest possible way. Existing techniques for mea-
suring the simplicity of discovered models focus on their structural char-
acteristics such as size or density, and ignore the behavior these models
encoded. In this paper, we present a conceptual framework that can be
instantiated into a concrete approach for estimating the simplicity of
a model, considering the behavior the model describes, thus allowing a
more holistic analysis. The reported evaluation over real-life event logs
for several instantiations of the framework demonstrates its feasibility in
practice.

1 Introduction

Information systems keep records of the business processes they support in the
form of event logs. An event log is a collection of traces encoding timestamped
actions undertook to execute the corresponding process. Thus, such logs con-
tain valuable information on how business processes are carried out in the real
world. Process mining [1] aims to exploit this historical information to under-
stand, analyze, and ultimately improve business processes. A core problem in
process mining is that of automatically discovering a process model from an
event log. Such a model should faithfully encode the process behavior captured
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in the log and, hence, meet a range of criteria. Specifically, a discovered model
should describe the traces recorded in the log (have good fitness), not encode
traces not present in the log (have good precision), capture possible traces that
may stem from the same process but are not present in the log (have good
generalization), and be “simple”. These quality measures for discovered process
models are studied within the conformance checking area of process mining. A
good discovered model is thus supposed to achieve a good balance between these
criteria [3].

In [1], Van der Aalst suggests that process discovery should be guided by
the Occam’s Razor principle [8,10], a problem-solving principle attributed to
William of Ockham. Accordingly, “one should not increase, beyond what is nec-
essary, the number of entities required to explain anything” [1]. Specifically to
process mining, a discovered process model should only contain the necessary
constructs. Various measures for assessing whether a discovered model is simple
have been proposed in the literature [9,15], such as the number of nodes and
arcs, density, and diameter. However, these measures address the number of con-
structs, i.e., the structure of the discovered models, while ignoring what these
constructs describe, i.e., the process behavior.

In this paper, we present a framework that considers the model’s structure
and behavior to operationalize Occam’s Razor principle for measuring the sim-
plicity of a process model discovered from an event log. The framework comprises
three components that can selectively be configured: (i) a notion for measuring
the structural complexity of a process model, e.g., size or diameter; (ii) a notion
for assessing the behavioral similarity, or equivalence, of process models, e.g.,
trace equivalence, bisimulation, or entropy; and (iii) the representation bias, i.e.,
a modeling language for describing models. A configured framework results in an
approach for estimating the simplicity of process models. The obtained simplic-
ity score establishes whether the behavior captured by the model can be encoded
in a structurally simpler model. To this end, the structure of the model is related
to the structures of other behaviorally similar process models.

To demonstrate these ideas, we instantiate the framework with the number of
nodes [9] and control flow complexity (cfc) [4] measures of structural complexity,
topological entropy [20] measure of behavioral similarity, and uniquely labeled
block-structured [19] process models captured in the Business Process Model and
Notation (BPMN) [18] as the representation bias. We then apply these frame-
work instantiations to assess the simplicity of the process models automatically
discovered from event logs by the Inductive miner algorithm [16]. This algorithm
constructs process trees, which can then be converted into uniquely labeled block-
structured BPMN models [14].

Once the framework is configured, the next challenge is to obtain models of
various structures that specify behaviors similar to that captured by the given
model, as these are then used to establish and quantify the amount of unnec-
essary structural information in the given model. To achieve completeness, one
should aim to obtain all the similar models, including the simplest ones. As
an exhaustive approach for synthesizing all such models is often unfeasible in
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practice, in this paper, we take an empirical approach and synthesize random
models that approximate those models with similar behavior. To implement
such approximations, we developed a tool that generates uniquely labeled block-
structured BPMN models randomly, or exhaustively for some restricted cases,
and measures their structural complexity and behavioral similarity.

The remainder of this paper is organized as follows. Section 2 discusses an
example that motivates the problem of ignoring the behavior when measuring
the simplicity of process models. Section 3 presents our framework for estimating
the simplicity of the discovered models. In Sect. 4, we instantiate the framework
with concrete components. Section 5 presents the results of an analysis of process
models discovered from real-life event logs using our framework instantiations.
Section 6 concludes the paper.

2 Motivating Example

In this section, we show that the existing simplicity measures do not always
follow the Occam’s Razor principle. Consider event log L = {〈load page,
fill name, fill passport , fill expire date〉, 〈load page, fill name, fill expire date,
fill passport〉, 〈load page, fill passport , fill expire date〉, 〈load page, fill name,
fill expire date〉, 〈load page, fill name, fill passport〉, 〈load page, fill name,
fill passport , fill expire date, load page〉, 〈load page, fill name, fill expire date,
fill passport , load page〉,〈load page,fill name, load page〉,〈fill name,fill expire date,
fill passport〉, 〈fill passport , fill expire date〉} generated by a passport renewal
information system.1 The log contains ten traces, each encoded as a sequence
of events, or steps, taken by the users of the system. Usually, the user loads
the Web page and fills out relevant forms with details such as name, previous
passport number, and expiry date. Some steps in the traces may be skipped or
repeated, as this is common for the real world event data [13], Fig. 1 and Fig. 2
present BPMN models discovered from L using, respectively, the Split miner [2]
and Inductive miner (with the noise threshold set to 0.2) [16] process discovery
algorithm.

load page

fill name

fill 
passport

fill expire 
date

Fig. 1. A BPMN model discovered by Split miner from event log L.

It is evident from the figures that the models are different. First, they have
different structures. Figure 1 shows an acyclic model with exclusive and paral-
lel branches. In contrast, the model in Fig. 2 only contains exclusive branches
enclosed in a loop and allowing to skip any of the steps. Second, the models
1 This simple example is inspired by a real world event log analyzed in [13].
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describe different collections of traces. While the model in Fig. 1 describes three
traces (viz. 〈load page〉, 〈load page, fill name, fill passport , fill expire date〉, and
〈load page, fill name, fill expire date, fill passport〉), the model in Fig. 2 describes
all the possible traces over the given steps, i.e., all the possible sequences of the
steps, including repetitions.

fill name fill 
passport

fill expire
date

load page

Fig. 2. A BPMN model discovered by Inductive miner from event log L.

The latter fact is also evident in the precision and recall values between the
models and log. The precision and recall values of the model in Fig. 1 are 0.852
and 0.672, respectively, while the precision and recall values of the model in Fig. 2
are 0.342 and 1.0, respectively; the values were obtained using the entropy-based
measures presented in [20]. The values indicate, for instance, that the model in
Fig. 2 is more permissive (has lower precision), i.e., encodes more behavior not
seen in the log than the model in Fig. 1, and describes all the traces in the log
(has perfect fitness of 1.0); the measures take values on the interval [0, 1] with
larger values showing better precision and fitness.

load page

fill name

fill
passport

fill expire
date

Fig. 3. A “flower” model.

To assess the simplicity of discovered process
models, measures of their structural complexity [4,
9,15,17], such as the number of nodes and/or edges,
density, depth, coefficients of network connectivity,
and control flow complexity, can be employed. If
one relies on the number of nodes to establish the
simplicity of the two example models, then they
will derive at the conclusion that they are equally
simple, as both contain ten nodes. This conclusion
is, however, näıve for at least two reasons: (i) the
two models use ten nodes to encode different behav-
iors, and (ii) it may be unnecessary to use ten nodes
to encode the corresponding behaviors.

The model in Fig. 3 describes the same behavior as the model in Fig. 2 using
eight nodes. One can use different notions to establish similarity of the behav-
iors, including exact (e.g., trace equivalence) or approximate (e.g., topological
entropy). The models in Figs. 2 and 3 are trace equivalent and specify the behav-
iors that have the (short-circuit) topological entropy of 1.0 [20]. Intuitively, the
entropy measures the “variety” of traces of different lengths specified by the
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(a) An equivalence class.
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m''k

(b) Similar equivalence classes.

Fig. 4. Behavioral classes of model equivalence.

model. The more distinct traces of different lengths the model describes, the
closer the entropy is to 1.0. The entropy of the model in Fig. 1 is 0.185. There
is no block-structured BPMN model with unique task labels that describes the
behavior with the entropy of 0.185 and uses less than ten nodes. Thus, we argue
that the model in Fig. 1 should be accepted as such that is simpler than the
model in Fig. 2.

3 A Framework for Estimating Simplicity of Process
Models

In this section, we present our framework for estimating the simplicity of process
models. The framework describes standard components that can be configured
to result in a concrete measure of simplicity. The simplicity framework is a tuple
F = (M, C,B), where M is a collection of process models, C : M → R

+
0 is a

measure of structural complexity, and B ⊆ (M × M) is a behavioral equivalence
relation over M.

The process models are captured using some process modeling language (rep-
resentation bias), e.g., finite state machines [11], Petri nets [21], or BPMN [18].
The measure of structural complexity is a function that maps the models onto
non-negative real numbers, with smaller assigned numbers indicating simpler
models. For graph-based models, this can be the number of nodes and edges,
density, diameter, or some other existing measure of simplicity used in process
mining [17]. The behavioral equivalence relation B must define an equivalence
relation over M, i.e., be reflexive, symmetric, and transitive. For instance, B can
be given by (weak or strong) bisimulation [12] or trace equivalence [11] relation
over models. Alternatively, equivalence classes of B can be defined by models
with the same or similar measure of behavioral complexity, e.g., (short-circuit)
topological entropy [20].

Given a model m1 ∈ M, its behavioral equivalence class per relation B is the
set M = {m ∈ M| (m,m1) ∈ B}, cf. Fig. 4a. If one knows a model m∗ ∈ M with
the lowest structural complexity in M , i.e., ∀m ∈ M : C(m∗) ≤ C(m), then they
can put the simplicity of models in M into the perspective of the simplicity of
m∗. For instance, one can use function sim(m) = (C(m∗)+1)/(C(m)+1) to establish
such a perspective.

Suppose that M is the set of all block-structured BPMN models with four
uniquely labeled tasks, B is the trace equivalence relation, and C is the measure
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of the number of nodes in the models. Then, it holds that sim(m1) = 1.0 and
sim(m2) = 9/11 = 0.818, where m1 and m2 are the models from Fig. 1 and Fig. 2,
respectively, indicating that m1 is simpler than m2. To obtain these simplicity
values, we used our tool and generated all the block-structured BPMN models
over four uniquely labeled tasks, computed all the behavioral equivalence classes
over the generated models, and collected statistics on the numbers of nodes in
the models.

For some configurations of the framework, however, such exhaustive analysis
may yield intractable. For instance, the collection of models of interest may be
infinite, or finite but immense. Note that the number of block-structured BPMN
models with four uniquely labeled tasks is 2,211,840, and is 297,271,296 if one
considers models with five uniquely labeled tasks (the number of models grows
exponentially with the number of allowed labels). In such cases, we suggest
grounding the analysis in a representative subset M′ ⊂ M of the models.

Suppose that one analyzes model m ∈ M that has no other (or only a
few) models in its equivalence class M , refer to Fig. 4b. Then, model m can be
compared to models of lowest structural complexities m′

∗ and m′′
∗ from some

other equivalence classes M ′ and M ′′ which contain models that describe the
behaviors “similar” to the one captured by m. To this end, one needs to establish
a measure of “similarity” between the behavioral equivalence classes of models.

In the next section, we exemplify the discussed concepts by presenting exam-
ple instantiations of the framework.

4 Framework Instantiations

In this section, we instantiate our framework F = (M, C,B) for assessing the
simplicity of process models discovered from event logs and define the set of
models (M), structural complexity (C), and the behavioral equivalence relation
(B) as follows:

– M is a set of block-structured BPMN models with a fixed number of uniquely
labeled tasks. BPMN is one of the most popular process modeling languages.
Besides, block-structured uniquely labeled process models are discovered by
Inductive miner—a widely used process discovery algorithm;

– C is either the number of nodes or the control flow complexity measure. These
measures were selected among other simplicity measures, because, as shown
empirically in Sect. 5, there is a relation between these measures and the
behavioral characteristics of process models; and

– B is the behavioral equivalence relation induced by the notion of (short-
circuit) topological entropy [20]. The entropy measure is selected because it
maps process models onto non-negative real numbers that reflect the com-
plexity of the behaviors they describe; the greater the entropy, the more
variability is present in the underlying behavior. Consequently, models from
an equivalence class of B describe behaviors with the same (or very similar)
entropy values.
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For BPMN models the problem of minimization is still open and only some
rules for local BPMN models simplification exist [14,22]. Although, NP-complete
techniques [5] synthesizing Petri nets with minimal regions (corresponding to
BPMN models [14] with minimal number of routing contracts) from the sets
traces can be applied, there is no general algorithm for finding a block-structured
BPMN model that contains a minimal possible number of nodes or has a mini-
mal control flow complexity for a given process behavior. In this case, it may be
feasible to generate the set of all possible process models for the given behavioral
class (see the general description of this approach within our framework Sect. 3,
Fig. 4a). However, due to the combinatorial explosion, the possible number of
block-structured BPMN models grows exponentially with the number of tasks.
While it is still possible to generate all block-structured BPMN models contain-
ing 4 or less tasks, for larger number of tasks this problem is computationally
expensive and cannot be solved in any reasonable amount of time. In this work,
we propose an approach that approximates the exact solutions by comparing
analyzed models with only some randomly generated models that behave simi-
larly. This approach implements a general approximation idea proposed within
our framework (Sect. 3, Fig. 4b). Section 4.1 introduces basic notions used to
describe this approach. Section 4.2 describes the proposed approach, discusses
its parameters and analyzes dependencies between structural and behavioral
characteristics of block-structured BPMN models.

4.1 Basic Notions

In this subsection, we define basic notions that are used later in this section.
Let X be a finite set of elements. By 〈x1, x2, . . . , xk〉, where x1, x2, . . . , xk ∈

X, k ∈ N0, we denote a finite sequence of elements over X of length k. X∗ stands
for the set of all finite sequences over X including the empty sequence of zero
length.

Given two sequences x = 〈x1, x2, . . . , xk〉 and y = 〈y1, y2, . . . , ym〉, by x · y
we denote concatenation of x and y, i.e., the sequence obtained by appending y
to the end of x, i.e., x · y = 〈x1, x2, . . . , xk, y1, y2, . . . , ym〉.

An alphabet is a nonempty finite set. The elements of an alphabet are its
labels. A (formal) language L over an alphabet Σ is a (not necessarily finite) set
of sequences, over Σ, i.e., L ⊆ Σ∗. Let L1 and L2 be two languages. Then, L1◦L2

is their concatenation defined by {l1 · l2 | l1 ∈ L1 ∧ l2 ∈ L2}. The language L∗

is defined as L∗ =
⋃∞

n=0 Ln, where L0 = {〈〉}, Ln = Ln−1 ◦ L.

Structural Representation. The class of process models considered in this
work are block-structured BPMN models that are often used for the representa-
tion of processes discovered from event logs, e.g., these models are discovered by
the Inductive mining algorithm [16].

Block-structured BPMN models are constructed from the following basic set
of elements: start and end events represented by circles with thin and thick
borders respectively and denoting beginning and termination of the process;
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a

(a) Initial pattern.

a b

(b) Sequence pattern.

a

b

(c) Choice pattern.

a

b

(d) Parallel pattern.

a

(e) Loop pattern.

a

(f) Skip pattern.

Fig. 5. Patterns of block-structured BPMN models.

tasks modeling atomic process steps and depicted by rounded rectangles with
labels; routing exclusive and parallel gateways modeling exclusive and parallel
executions and presented by diamonds; and control flow arcs that define the
order in which elements are executed.

The investigated class of block-structured BPMN models consists of all and
only BPMN models that:

1) can be constructed starting from the initial model presented in Fig. 5a and
inductively replacing tasks with the patterns presented in Figs. 5b to 5f;

2) have uniquely labeled tasks, i.e., any two tasks have different labels;
3) when constructing a model, only patterns other than loop can be applied to

the nested task of the loop pattern; only patterns other than skip and loop
can be applied to the nested task of the skip pattern;

When constructing a model, the number of tasks increases if the patterns
from Figs. 5b to 5d are applied, the patterns Figs. 5e to 5f can be applied no
more than twice in a row, and the pattern Fig. 5a is applied only once. Hence, if
we fix the number tasks (labels) in the investigated models, the the overall set
of these models is finite.

After constructing the collection of models, local minimization rules are
applied [14]. These rules merge gateways without changing the model seman-
tics. An example of local reduction of gateways is presented in Fig. 6a, Fig. 6b
illustrates merging of loop and skip constructs. For the detailed description of
local minimization rules refer to [14].

We focus on the following complexity measures of block-structured BPMN
models: (1) Cn – the number of nodes (including start and end events, tasks,
and gateways); (2) Ccfc - the control flow complexity measure, which is defined
as a sum of two numbers: the number of all splitting parallel gateways and
the total number of all outgoing control flows of all splitting exclusive (choice)
gateways [4].
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c

a

b

a

c

b

a

(a) Merging parallel gateways.

aa

(b) Merging loop and skip constructs.

Fig. 6. Examples of applying local minimization rules.

Sequences of labels are used to encode executions of business processes. The
ordering of tasks being executed defines the ordering of labels in a sequence.
We say that a process model encodes or accepts a formal language if and only
if this language contains all possible sequences of labels corresponding to the
orderings of tasks being executed within the model and only them. Figure 7a
presents an example of a block-structured model m1 that accepts language L1 =
{〈a, b, c〉, 〈a, c, b〉, 〈b, a, c〉, 〈b, c, a〉, 〈c, a, b〉, 〈c, b, a〉}. A block-structured BPMN
model m2 accepting an infinite language of all sequences starting with a in
alphabet {a, b, c} is presented in Fig. 7b.

Behavioral Representation. Next, we recall the notion of entropy which is
used for the behavioral analysis of process models and event logs [20]. Let Σ
be an alphabet and let L ⊆ Σ∗ be a language over this alphabet. We say that
language L is irreducible regular language if and only if it is accepted by a
strongly-connected automata model (for details refer to [6]). Let Cn(L), n ∈ N0,
be the set of all sequences in L of length n. Then, the topological entropy that
estimates the cardinality of L by measuring the ratio of the number of distinct
sequences in the language to the length of these sequences is defined as [6]:

ent(L) = lim sup
n→∞

log |Cn(L)|
n

. (1)

The languages accepted by block-structured BPMN models are regular,
because they are also accepted by corresponding automata models [11]. But
not all of them are irreducible, so the standard topological entropy (Eq. 1) can-
not be always calculated. To that end, in [20], it was proposed to construct an
irreducible language (L ◦ {〈χ〉})∗ ◦ L, where χ /∈ Σ, for each language L, and
use so-called short-circuit entropy ent•(L) = ent((L ◦ {〈χ〉})∗ ◦ L). Monotonic-
ity of the short-circuit measure follows immediately from the definition of the
short-circuit topological entropy and Lemma 4.7 in [20]:

Corollary 4.1 (Topological entropy). Let L1 and L2 be two regular lan-
guages.

1. If L1 = L2, then ent•(L1) = ent•(L2);
2. If L1 ⊂ L2, then ent•(L1) < ent•(L2).
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a

c

b

a

(a) Block-structured BPMN model m1.

c

b
a

(b) Block-structured BPMN model m2.

Fig. 7. Examples of block-structured BPMN models.

Note that the opposite is not always true, i.e., different languages can be rep-
resented by the same entropy value. Although the language (trace) equivalence
is stricter than the entropy-based equivalence, in the next section, we show that
entropy is still useful for classifying the process behavior.

In this paper, we use the notion of normalized entropy. Suppose that L is
a language over alphabet Σ, then the normalized entropy of L is defined as:
ent(L) = ent•(L)

ent•(Σ∗) , where Σ∗ is the language containing all words over alphabet
Σ. The normalized entropy value is bounded, because, for any language L it holds
that L ⊆ Σ∗, and hence, by Corollary 4.1 ent•(L) ≤ ent•(Σ∗), consequently
ent(L) ∈ [0, 1]. Obviously, Corollary 4.1 can be formulated and applied to the
normalized entropy measure, i.e., for two languages L1 and L2 over alphabet Σ,
if L1 = L2, then ent(L1) = ent(L2), and if L1 ⊂ L2, it holds that ent(L1) <
ent(L2).

We define the relation of behavioral equivalence B using the normalized
entropy. Let Σ be an alphabet and let L1, L2 ⊆ Σ∗ be languages accepted by
models m1 and m2 respectively, (m1,m2) ∈ B if and only if ent(L1) = ent(L2).

Normalized entropy not only allows to define the notion of behavioral equiv-
alence, but also to formalize the notion of behavioral similarity. For a given
parameter Δ, we say that two models m1 and m2 are behaviorally similar if and
only if |ent(L1)−ent(L2)| < Δ, where L1 and L2 are the languages these models
accept.

4.2 Estimating Simplicity of Block-Structured BPMN Models

In this subsection, we devise a method for assessing the simplicity of uniquely
labeled block-structured BPMN models. As no analytical method for synthetiz-
ing a “minimal” block-structured BPMN model in terms of number of nodes
or control flow complexity for a given behavior is known, and no computation-
ally feasible approach for generating all possible models with a given behav-
ior exists, we propose an approach that investigates the dependencies between
the structural and behavioral model characteristics empirically, and reuse these
dependencies to measure the simplicity of models.

As the set of all models M cannot be exhaustively constructed, we generate
its subset M′ ⊂ M and relate analyzed models from M with behaviorally
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Fig. 8. Structural (C) and behavioral (E) characteristics of process models: (a) for all
models in M′ and (b) filtered models with upper and lower envelops for Δ = 0.05.

similar models from M′, producing an approximate solution. We then estimate
the simplicity of the given model by comparing its structural complexity with
that of the simplest behaviorally similar models, with the complexity of these
models being in a certain interval from “the best case” to “the worst case”
complexity. In order to define this interval and relate it to entropy values, we
construct envelope functions f− and f+ that approximate “the best case” and
“the worst case” structural complexity of the simplest process models for a
given entropy value. Below we give an approach for constructing these envelope
functions and define the simplicity measure that relates the model complexity
to an interval defined by these functions.

Let E : M′ → [0, 1] be a function that maps process models in M′ onto
the corresponding normalized entropy values. Figure 8a presents an example plot
relating structural characteristics C(m) and entropy E(m) values for each process
model m ∈ M′; the example is artificial and does not correspond to any concrete
structural and behavioral measures of process models. Once such data points are
obtained, we filter out all the models m ∈ M′ such that ∃m′ ∈ M′ : E(m) =
E(m′) and C(m) > C(m′). In other words, we filter out a model, if its underlying
behavior can be described in a structurally simpler model. This means that only
the structurally “simplest” models remain. The process models that were filtered
out are presented by gray dots in Fig. 8a.

Once the set M′′ of the models remaining after filtering the models in M′ is
obtained, it defines the partial function f : [0, 1] → R

+
0 , such that f(e) = c

if and only if exists a model m ∈ M′′, where e = E(m) and c = C(m)
(Fig. 8b). This function relates the behavioral and structural characteristics of
the remaining models. Then, we construct envelop functions that define intervals
of the structural complexities of the remaining “simplest” models. The upper
envelop f+ : [0, 1] → R

+
0 is a function going through the set of data points

D+ = {(e, f(e)) | ∀e′ ∈ dom(f) : (|e − e′| < Δ ⇒ f(e) ≥ f(e′))}, where Δ is a
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parameter that defines classes of behaviorally similar models. Less formally, f+

goes through all the data points that are maximum in a Δ-size window. Simi-
larly, the lower envelop is defined as a function f− : [0, 1] → R

+
0 going through

D− = {(e, f(e)) | ∀e′ ∈ dom(f) : (|e − e′| < Δ ⇒ f(e) ≤ f(e′))}. In general,
the envelope can be any smooth polynomial interpolation or a piecewise linear
function, the only restriction is that it goes through D+ and D− data points.

Parameter Δ defines the measure of similarity between classes of behaviorally
equivalent models. In each case, Δ should be selected empirically, for instance,
too small Δ will lead to local evaluations, that may not be reliable because they
do not take into account global trends, while setting too large Δ results in a
situation when we do not take into account entropy, relating our model with
all other models from the set. In Fig. 8b, the upper and lower envelops were
constructed for Δ = 0.05.

Using the upper and lower envelope functions we can estimate simplicity of
process models from M. The simplicity measure is defined in Eq. (2), where
sim(m) is the simplicity of model m ∈ M with an entropy value e = E(m); α
and β are parameters, such that α, β ∈ [0, 1] and α + β ≤ 1.

sim(m) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

α · f+(e)
C(m)

C(m) ≥ f+(e)

α + (1 − α − β) · (f+(e) − C(m))
(f+(e) − f−(e))

f−(e) ≤ C(m) < f+(e)

1.0 − β · C(m)
f−(e)

C(m) < f−(e)

(2)

According to Eq. (2), sim(m) is in the interval between zero and one. Param-
eters α and β are used to adjust the measure. Parameter α shows the level of
confidence that some complexity values can be above the upper envelope. If the
complexity C(m) of model m is above the upper envelope f+(e), m is more
complex than “the worst case” model, then sim(m) is less than or equal to α
and tends to zero as C(m) grows. If the model complexity C(m) is between the
envelopes f−(e) and f+(e), then sim(m) ∈ (α, 1 − β] and the higher C(m) is
(the closer the model is to “the worst case”), the closer the simplicity value to α.
Parameter β shows the level of confidence that some data points may be below
the lower envelope. If it is guaranteed that there are no models in M with data
points below the lower envelope it is feasible to set β to zero. Otherwise, if C(m)
is lower than the lower envelope f−(e), then sim(m) belongs to the interval
(1 − β, 1] and tends to one as C(m) approaches zero.

Next, we apply the proposed approach to construct upper and lower envelope
functions for the number of nodes and control flow complexity measures of block-
structured BPMN models with a fixed number of uniquely labeled tasks. To
analyze the relations between the structural and behavioral characteristics, we
generated all block-structured BPMN models with three tasks. Figure 9 contains
plots with data points representing the behavioral and structural characteristics
of these process models. These data points, as well as the upper and lower
envelopes, are constructed using the general technique described above with
window parameter Δ = 0.01. Additionally, to make the envelope functions less
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Fig. 9. Dependencies between entropy and structural complexity of block-structured
BPMN models containing three tasks for the (a) number of nodes and (b) control flow
complexity structural complexity measures.

detailed and reflect the main trends, we construct them only through some of
the data points from D+ and D− sets in such a way that the second derivative
of each envelope function is either non-negative or non-positive, i.e., envelope
functions are either convex or concave.

In both cases, the upper envelope functions f+
n and f+

cfc grow monotonically,
starting at the sequential model (a sequence of three tasks) with the entropy of
zero, reach the maximum, and then drop to the “flower” model (see an exam-
ple of a “flower” model in Fig. 3) with the entropy of one. These results show
that, as the number of nodes (Fig. 9a) and complexity of the control flow (Fig. 9b)
increase, the minimum possible entropy values also increase. As the model struc-
ture becomes more complex, more behavior is allowed and the lower bound of
the entropy increases.

While the lower envelope for the number of nodes measure f−
n (Fig. 9a) is flat

and does not reveal any explicit dependency, the lower envelope for the control
flow complexity f−

cfc (Fig. 9b) grows. This can be explained by the fact that the
number of nodes is reduced during the local model minimization [14], while the
control flow complexity measure takes into account the number of outgoing arcs
of exclusive splitting gateways and is not affected by the local minimization.

The empirical results and observations presented in this section reveal the
main dependencies between the structural complexity and the behavioral com-
plexity of block-structured BPMN models and can be generalized for an arbitrary
number of tasks. They also show that this approach relies on the quality of the
model generator, i.e., the set of generated models should be dense enough to
reveal these dependencies. In the next section, we apply the proposed approach
to assess the simplicity of process models discovered from real world event logs.

5 Evaluation

In this section, we use the approach from Sect. 4 to evaluate the simplicity of
process models discovered by Inductive miner (with noise threshold 0.2) from
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industrial Business Process Intelligence Challenge (BPIC) event logs2 and an
event log of a booking flight system (BFS). Before the analysis, we filtered out
infrequent events that appear less than in 80% of traces using the “Filter Log
Using Simple Heuristics” Process Mining Framework (ProM) plug-in [7].3 The
Inductive miner algorithm discovers uniquely labeled block-structured BPMN
models. As structural complexity measures, we used the number of nodes and
the control flow complexity (cfc).

To estimate the upper and lower bounds of the structural complexity of the
models, for each number of tasks (each size of the log alphabet), we generated
5,000 random uniquely labeled block-structured BPMN models. For all the mod-
els, data points representing the entropy and structural complexity of the models
were constructed. We then constructed the upper and lower envelopes using the
window of size 0.01, refer to Sect. 4 for the details. The envelopes were con-
structed as piecewise linear functions going through all the selected data points.

For both structural complexity measures, parameter α, cf. Eq. (2), was set
to 0.5, i.e., models represented by the data points above the upper envelope are
presumed to have simplicity characteristic lower than 0.5. In turn, parameter β
was set to 0.0 and 0.1 for the number of nodes and cfc measure, respectively. In
contrast to cfc, the lower envelope for the number of nodes measure is defined
as the minimal possible number of nodes in any model, and this guarantees that
there are no data points below it. The final equations for the number of nodes
and cfc simplicity measures, where e = E(m) is the topological entropy of model
m, Cn(m) is the number of nodes in m, Ccfc(m) is the cfc complexity of m, f+

n

and f+
cfc are the upper envelopes for the number of nodes and cfc measures, and

f−
n and f−

cfc are the corresponding lower envelopes, are given below.

simn(m) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0.5 · f+
n (e)

Cn(m)
Cn(m) ≥ f+

n (e)

0.5 + 0.5 · (f+
n (e) − Cn(m))

(f+
n (e) − f−

n (e))
f−
n (e) ≤ Cn(m) < f+

n (e)

1.0 Cn(m) < f−
n (e)

(3)

simcfc(m) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0.5 · f+
cfc(e)

Ccfc(m)
Ccfc(m) ≥ f+

cfc(e)

0.5 + 0.4 · (f+
cfc(e) − Ccfc(m))

(f+
cfc(e) − f−

cfc(e))
f−
cfc(e) ≤ Ccfc(m) < f+

cfc(e)

1.0 − 0.1 · Ccfc(m)
f−
cfc(e)

Ccfc(m) < f−
cfc(e)

(4)

Table 1 presents the original and adjusted (proposed in this paper) simplicity
measures, induced by the number of nodes and cfc structural complexity mea-
sures, for the process models discovered from the evaluated event logs. Models
were discovered from the filtered event logs and their sublogs that contain only
traces appearing in the filtered event logs at least two or four times. Model
2 BPIC logs: https://data.4tu.nl/repository/collection:event logs real.
3 The filtered logs are available here: https://github.com/jbpt/codebase/tree/master/

jbpt-pm/logs.

https://data.4tu.nl/repository/collection:event_logs_real
https://github.com/jbpt/codebase/tree/master/jbpt-pm/logs
https://github.com/jbpt/codebase/tree/master/jbpt-pm/logs
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Table 1. Simplicity of uniquely labeled block-structured BPMN models discovered
from industrial event logs and their sublogs; the number of unique traces (#Traces),
number of distinct labels in the discovered models (#Labels) and their entropy values
(Entropy) are specified.

Model Event log #Traces #Labels Entropy Cn simn Ccfc simcfc

m1 BPIC’2019 3,365 6 0.484 12 0.923 5 0.767

m2 BPIC’2019 614 6 0.333 12 0.887 5 0.697

m3 BPIC’2019 302 6 0.377 12 0.901 6 0.714

m4 BPIC’2018 15,536 8 0.800 25 0.684 20 0.690

m5 BPIC’2018 1,570 7 0.432 16 0.802 10 0.680

m6 BPIC’2018 618 7 0.638 18 0.813 15 0.676

m7 BFS 279 6 0.378 14 0.754 5 0.723

m8 BFS 70 6 0.847 20 0.485 13 0.723

m9 BFS 29 6 0.258 15 0.630 7 0.516
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Fig. 10. Structural complexity of block-structured BPMN models over six labels.

m8 (refer to Fig. 11a) is an automatically discovered process model with redun-
dant nodes. The value of simn(m8) is less than 0.5 because the corresponding
data point is above the upper envelope (Fig. 10a). Note that the manually con-
structed “flower” model m′

8 (Fig. 11) that accepts the same traces as m8 has bet-
ter structural complexity and, consequently, the corresponding adjusted simplic-
ity measurements relate as follows: simn(m′

8) = 1.0 > simn(m8) = 0.485, and
simcfc(m′

8) = 0.890 > simcfc(m8) = 0.723. The difference between simcfc(m8)
and simcfc(m′

8) simplicity values is not as significant as the difference between
simn(m8) and simn(m′

8), as despite m′
8 has only two gateways the total number

of outgoing sequence flows from these gateways is rather high.
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Fig. 11. Models m8 and m′
8 discovered from the BFS event log.
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Fig. 12. Models m1 and m2 discovered from the BPIC’2019 event log.

Models m1, m2, and m3 have the same number of nodes, but different entropy
values. Model m1 is considered the simplest in terms of the number of nodes
among the three models because it is located further from the upper envelope
than the other two models. Hence, its simn value is the highest. Models m1

and m2, which in addition have the same control flow complexity values, are
shown in Fig. 12a and Fig. 12b, respectively. Model m1 is considered more sim-
ple than model m2 because it merely runs all the tasks in parallel (allowing
“Record Service Entry Sheet” task to be skipped or executed several times). In
contrast, model m2 adds additional constraints on the order of tasks (leading to
lower entropy) and, thus, should be easier to test. Note that m1 models a more
diverse behavior which in the worst case, according to the upper envelope, can be
modeled with more nodes. These results demonstrate that when analyzing the
simplicity of a discovered process model, it is feasible and beneficial to consider
both phenomena of the structural complexity of the model’s diagrammatic rep-
resentation and the variability/complexity of the behavior the model describes.
This way, one can adhere to the Occam’s Razor problem-solving principle.
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6 Conclusion

This paper presents a framework that can be configured to result in a concrete
approach for measuring the simplicity of process models discovered from event
logs. In contrast to the existing simplicity measures, our framework accounts
for both a model’s structure and behavior. In this paper, the framework was
implemented for the class of uniquely-labeled block-structured BPMN models
using topological entropy as a measure of process model behavior. The exper-
imental evaluation of process models discovered from real-life event logs shows
the approach’s ability to evaluate the quality of discovered process models by
relating their structural complexity to the structural complexity of other process
models that describe similar behaviors. Such analysis can complement existing
simplicity measurement techniques showing the relative aspects of the structural
complexity of the model.

We identify several research directions arising from this work. First, we
acknowledge that the proposed instantiation of the framework is approximate
and depends on the quality of the randomly generated models. The analysis
of other structural complexity measures as well as more sophisticated random
model generation algorithms can lead to a more precise approach. Second, the
framework described in this paper can be instantiated with other classes of pro-
cess models to extend its applicability to models discovered by a broader range of
process discovery algorithms. Finally, we believe that this work can give valuable
insights into the improvement of existing, and the development of new process
discovery algorithms.

Acknowledgments. This work was supported by the Australian Research Council
Discovery Project DP180102839. We sincerely thank the anonymous reviewers whose
suggestions helped us to improve this paper.
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Abstract. The execution of (business) processes generates valuable tra-
ces of event data in the information systems employed within companies.
Recently, approaches for monitoring the correctness of the execution of
running processes have been developed in the area of process mining, i.e.,
online conformance checking. The advantages of monitoring a process’
conformity during its execution are clear, i.e., deviations are detected as
soon as they occur and countermeasures can immediately be initiated to
reduce the possible negative effects caused by process deviations. Existing
work in online conformance checking only allows for obtaining approx-
imations of non-conformity, e.g., overestimating the actual severity of
the deviation. In this paper, we present an exact, parameter-free, online
conformance checking algorithm that computes conformance checking
results on the fly. Our algorithm exploits the fact that the conformance
checking problem can be reduced to a shortest path problem, by incre-
mentally expanding the search space and reusing previously computed
intermediate results. Our experiments show that our algorithm is able
to outperform comparable state-of-the-art approximation algorithms.

Keywords: Process mining · Conformance checking · Alignments ·
Event streams · Incremental heuristic search

1 Introduction

Modern information systems support the execution of different business pro-
cesses within companies. Valuable traces of event data, describing the various
steps performed during process execution, are easily extracted from such sys-
tems. The field of process mining [3] aims to exploit such information, i.e., the
event data, to better understand the overall execution of the process. For exam-
ple, in process mining, several techniques have been developed that allow us to
(i) automatically discover process models, (ii) compute whether the process, as
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Fig. 1. Overview of online process monitoring. Activities are performed for different
process instances, identified by a case-id, over time. Whenever a new activity is exe-
cuted, the sequence of already executed activities within the given case/process instance
is checked for conformance w.r.t. a reference process model

reflected by the data, conforms to a predefined reference model and (iii) detect
performance deficiencies, e.g., bottleneck detection.

The majority of existing process mining approaches work in an offline setting,
i.e., data is captured over time during process execution and process mining anal-
yses are performed a posteriori. However, some of these techniques benefit from
an online application scenario, i.e., analyzing the process at the moment it is exe-
cuted. Reconsider conformance checking, i.e., computing whether a process’ exe-
cution conforms to a reference model. Checking conformance in an online setting
allows the process owner to detect and counteract non-conformity at the moment
it occurs (Fig. 1). Thus, potential negative effects caused by a process deviation
can be mitigated or eliminated. This observation inspired the development of
novel conformance checking algorithms working in an online setting [7,8,22].
However, such algorithms provide approximations of non-conformity and/or use
high-level abstractions of the reference model and the event data, i.e., not allow-
ing us to obtain an exact quantification of non-conformance.

In this paper, we propose a novel, exact solution for the online confor-
mance checking problem. We present a parameter-free algorithm that computes
exact conformance checking results and provides an exact quantification of non-
conformance. Our algorithm exploits the fact that the computation of confor-
mance checking results can be reduced to a shortest path problem. In fact,
we extend the search space in the course of a process instance execution and
compute shortest paths by utilizing previous results every time new behavior is
observed. Moreover, we explicitly exploit specific properties of the search space
when solving the conformance checking problem. Therefore, the proposed incre-
mental algorithm is specifically designed for online conformance checking and
cannot be directly applied to general shortest path problems. The conducted
experiments show that the proposed approach outperforms existing approxima-
tion algorithms and additionally guarantees exact results.

The remainder of this paper is structured as follows. In Sect. 2, we present
related work regarding conformance checking and incremental search algorithms.
In Sect. 3, we present preliminaries. In Sect. 4, we present the main algorithm.
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In Sect. 5, we prove the correctness of the proposed algorithm. We evaluate the
proposed algorithm and present the results of the experiments conducted in
Sect. 6. Finally, we conclude the paper in Sect. 7.

2 Related Work

In this section, we first focus on (online) conformance checking techniques. Sub-
sequently, we present related work regarding incremental search algorithms.

Two early techniques, designed to compute conformance statistics, are token-
based replay [21] that tries to replay the observed behavior on a reference model
and footprint-based comparison [3], in which the event data and the process
model are translated into the same abstraction and then compared. As an alter-
native, alignments have been introduced [2,4] that map the observed behavioral
sequences to a feasible execution sequence as described by the (reference) pro-
cess model. Alignments indicate whether behavior is missing and/or whether
inappropriate behavior is observed. The problem of finding an alignment was
shown to be reducible to the shortest path problem [4].

The aforementioned techniques are designed for offline usage, i.e., they work
on static (historical) data. In [22], an approach is presented to monitor ongoing
process executions based on an event stream by computing partially completed
alignments each time a new event is observed. The approach results in approxi-
mate results, i.e., false negatives occur w.r.t. deviation detection. In this paper,
we propose an approach that extends and improves [22]. In [7], the authors
propose to pre-calculate a transition system that supports replay of the ongo-
ing process. Costs are assigned to the transition system’s edges and replaying a
deviating process instance leads to larger (non-zero) costs. Finally, [8] proposes
to compute conformance of a process execution based on all possible behavioral
patterns of the activities of a process. However, the use of such patterns leads
to a loss of expressiveness in deviation explanation and localization.

In general, incremental search algorithms find shortest paths for similar
search problems by utilizing results from previously executed searches [15].
In [13], the Lifelong Planning A∗ algorithm is introduced that is an incremental
version of the A∗ algorithm. The introduced algorithm repeatedly calculates a
shortest path from a fixed start state to a fixed goal state while the edge costs
may change over time. In contrast, in our approach, the goal states are con-
stantly changing in each incremental execution, whereas the edge costs remain
fixed. Moreover, only new edges and vertices are incrementally added, i.e., the
already existing state space is only extended. In [14], the Adaptive A∗ algorithm
is introduced, which is also an incremental version of the A∗ algorithm. The
Adaptive A∗ algorithm is designed to calculate a shortest path on a given state
space from an incrementally changing start state to a fixed set of goal states. In
contrast to our approach, the start state is fixed in each incremental execution.
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Table 1. Example event log fragment

Case Activity Resource Time-stamp

· · · · · · · · · · · ·
13152 Create account (a) Wil 19-04-08 10:45

13153 Create account (a) Bas 19-04-08 11:12

13154 Request quote (c) Daniel 19-04-08 11:14

13155 Request quote (c) Daniel 19-04-08 11:40

13152 Submit order (b) Wil 19-04-08 11:49

· · · · · · · · · · · ·

time

(13152, a), (13153, a), (13154, c), · · ·

Fig. 2. Schematic example of an
event stream

3 Background

In this section, we present basic notations and concepts used within this paper.
Given a set X, a multiset B over X allows us to assign a multiplicity to

the elements of X, i.e., B : X → N0. Given X = {x, y, z}, the multiset [x5, y]
contains 5 times x, once y and no z. The set of all possible multisets over a
set X is denoted by B(X). We write x ∈+ B if x is contained at least once in
multiset B.

A sequence σ of length n, denoted by |σ| = n, over a base set X assigns
an element to each index, i.e., σ : {1, . . . , n} → X. We write a sequence σ
as 〈σ(1), σ(2), ..., σ(|σ|)〉. Concatenation of sequences is written as σ·σ′, e.g.,
〈x, y〉·〈z〉 = 〈x, y, z〉. The set of all possible sequences over base set X is denoted
by X∗. For element inclusion, we overload the notation for sequences, i.e., given
σ ∈ X∗ and x ∈ X, we write x ∈ σ if ∃ 1 ≤ i ≤ |σ| (σ(i) = x), e.g., b ∈ 〈a, b〉.

Let σ ∈ X∗ and let X ′ ⊆ X. We recursively define σ↓X′ ∈ X ′∗ with: 〈〉↓X′ =
〈〉, (〈x〉·σ)↓X′ = 〈x〉·σ↓X′ if x ∈ X ′ and (〈x〉·σ)↓X′ = σ↓X′ if x /∈ X ′. For example,
let X ′ = {a, b}, X = {a, b, c}, σ = 〈a, c, b, a, c〉 ∈ X∗ then σ↓X′ = 〈a, b, a〉.

Let t = (x1, ..., xn) ∈ X1 × · · · × Xn be an n-tuple, we let π1(t) =
x1, . . . , πn(t) = xn denote the corresponding projection functions that extract
a specific component from the tuple, e.g., π3((a, b, c)) = c. Correspondingly,
given a sequence σ = 〈(x1

1, . . . , x
1
n), . . . , (xm

1 , . . . , xm
n )〉 with length m contain-

ing n-tuples, we define projection functions π∗
1(σ) = 〈x1

1, . . . , x
m
1 〉, . . . , π∗

n(σ) =
〈x1

n, . . . , xm
n 〉 that extract a specific component from each tuple and concatenate

it into a sequence. For instance, π∗
2 (〈(a, b) , (c, d) , (c, b)〉) = 〈b, d, b〉.

Event Logs. The data used in process mining are event logs, e.g., consider
Table 1. Each row corresponds to an event describing the execution of an activity
in the context of an instance of the process. For simplicity, we use short-hand
activity names, e.g., a for “create account”. The events related to Case-id 13152
describe the activity sequence 〈a, b〉.
Event Streams. In this paper, we assume an event stream rather than an event
log. Conceptually, an event stream is an (infinite) sequence of events. In Fig. 2,
we depict an example. For instance, the first event, (13152, a), indicates that for
a process instance with case-id 13152 activity a was performed.
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p1

a

t1

create account

p2

τ

t2

b

t3

submit order

c

t4

request quote

p3

Fig. 3. Example WF-net N1 with visualized initial marking [p1] and final marking [p3]
describing a simplified ordering process. First “create account” is optionally executed.
Next, either “submit order” or “request quote” is executed

Definition 1 (Event; Event Stream). Let C denote the universe of case
identifiers and A the universe of activities. An event e ∈ C × A describes the
execution of an activity a ∈ A in the context of a process instance identified by
c ∈ C. An event stream S is a sequence of events, i.e., S ∈ (C × A)∗.

As indicated in Table 1, real-life events contain additional information, e.g.,
resource information, and are usually uniquely identifiable by an event id. How-
ever, for the purpose of this paper, we are only interested in the executed activity,
the case-id of the corresponding process instance and the order of events.

Process Models. Process models allow us to describe the (intended) behavior
of a process. In this paper, we focus on sound Workflow nets [1]. A Workflow net
(WF-net) is a subclass of Petri nets [20]. Sound WF-nets, in turn, are a subclass
of WF-nets with favorable behavioral properties, e.g., no deadlocks and live-
locks. Consider Fig. 3, where we depict a sound WF-net. We use WF-nets since
many high-level process modeling formalism used in practice, e.g. BPMN [10],
are easily translated into WF-nets. Moreover, it is reasonable to assume that an
experienced business process designer creates sound process models.

Petri nets consist of a set of places P , visualized as circles, and a set of tran-
sitions T , visualized as rectangular boxes. Places and transitions are connected
by arcs which are defined by the set F = (P × T ) ∪ (T × P ). Given an element
x ∈ P ∪ T , we write x• = {y ∈ P ∪ T | (x, y) ∈ F} to define all elements y that
have an incoming arc from x. Symmetrically, •x = {y ∈ P ∪ T | (y, x) ∈ F}, e.g.,
•p2 = {t1, t2} (Fig. 3).

The state of a Petri net, i.e., a marking M , is defined by a multiset of places,
i.e., M ∈ B(P ). Given a Petri net N with a set of places P and a marking
M ∈ B(P ), a marked net is written as (N,M). We denote the initial marking
of a Petri net with Mi and the final marking with Mf . We denote a Petri net
as N = (P, T, F,Mi,Mf , λ). The labeling function λ : T → A ∪ {τ} assigns an
(possibly invisible, i.e., τ) activity label to each transition, e.g., λ(t1) = a in
Fig. 3.

The transitions of a Petri net allow to change the state. Given a marking
M ∈ B(P ), a transition t is enabled if ∀p ∈ •t (M(p) > 0). An enabled transition
can fire, yielding marking M ′ ∈ B(P ), where M ′(p) = M(p) + 1 if p ∈ t • \ • t,
M ′(p) = M(p) − 1 if p ∈ •t \ t•, otherwise M ′(p) = M(p). We write (N,M)[t〉 if
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a b c

t1 � t4

a b c

t1 t3 �
a � b � c

� t2 � t3 �

Fig. 4. Three possible alignments for WF-net N1 (Fig. 3) and trace 〈a, b, c〉

t is enabled in M and we write (N,M) t−→(N,M ′) to denote that firing transition
t in marking M yields marking M ′. In Fig. 3, we have (N1, [p1])[t1〉 as well as
(N1, [p1])

t1−→(N1, [p2]). If a sequence of transitions σ ∈ T ∗ leads from marking
M to M ′, we write (N,M) σ−→(N,M ′). We let R(N,M) = {M ′ ∈ B(P ) | ∃σ ∈
T ∗(N,M) σ−→(N,M ′)} denote the state space/all reachable markings of N given
an initial marking M .

A WF-net N = (P, T, F, [pi], [po], λ) is a Petri net with a unique source place
pi and a unique sink place po, i.e., Mi = [pi] and Mf = [po]. Moreover, every
element x ∈ P ∪ T is on a path from pi to po.

Alignments. To explain traces in an event log w.r.t. a reference model, we use
alignments [4], which map a trace onto an execution sequence of a model. Exem-
plary alignments are depicted in Fig. 4. The first row of an alignment (ignoring
the skip symbol �) equals the trace and the second row (ignoring �) represents
a sequence of transitions leading from the initial to the final marking.

We distinguish three types of moves in an alignment. A synchronous move
(light-gray) matches an observed activity to the execution of a transition, where
the transition’s label must match the activity. Log moves (dark-gray) indicate
that an activity is not re-playable in the current state of the process model. Model
moves (white) indicate that the execution of a transition cannot be mapped
onto an observed activity. They can be further differentiated into invisible- and
visible model moves. An invisible model move consists of an inherently invisible
transition (λ(t) = τ). Visible model moves indicate that an activity should have
taken place w.r.t the model but was not observed at that time.

In an online setting, an event stream is assumed to be infinite. A new event
for a given process instance can occur at any time. Hence, we are interested in
explanations of the observed behavior that still allow us to reach the final state
in the reference model, i.e., prefix-alignments. The first row of a prefix-alignment
also corresponds to the trace, but the second row corresponds to a sequence of
transitions leading from the initial marking to a marking from which the final
marking can still be reached. For a formal definition, we refer to [4].

Since multiple (prefix-)alignments exist, we are interested in an alignment
that minimizes the mismatches between the trace and the model. Therefore, we
assign costs to moves. We use the standard cost function, which assigns cost 0
to synchronous moves and invisible model moves, and cost 1 to log- and visible
model moves. A (prefix-)alignment is optimal if it has minimal costs.

To compute an optimal (prefix-)alignment, we search for a shortest path in
the state-space of the synchronous product net (SPN) [4]. An SPN is com-
posed of a trace net and the given WF-net. In Fig. 5a, we depict an example
trace net. We refer to [4] for a formal definition of the trace net. In Fig. 5b
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Fig. 5. Construction of a trace net and a synchronous product net (SPN)

we depict an example SPN. Each transition in the SPN corresponds to a
(prefix-)alignment move. Hence, we can assign costs to each transition. Any
path in the state-space (sequence of transitions in the SPN) from [p′

0, p1] to
[p′

3, p3] corresponds to an alignment of N1 and 〈a, b, c〉. For the given example, a
shortest path with cost 1, which corresponds to the first alignment depicted in
Fig. 4, is:

(NS
1 , [p′

0, p1])
(t′

1,t1)−−−−→(NS
1 , [p′

1, p2])
(t′

2,�)−−−−→(NS
1 , [p′

2, p2])
(t′

3,t4)−−−−→(NS
1 , [p′

3, p3])

To compute a prefix-alignment, we look for a shortest path from the initial
marking to a marking M ∈ R(NS

1 , [p′
0, p1]) such that M(p′

3) = 1, i.e., the last
place of the trace net part is marked. Next, we formally define the SPN.

Definition 2 (Synchronous Product Net (SPN)). For a given trace σ, the
corresponding trace net Nσ = (P σ, T σ, F σ, [pσ

i ], [pσ
o ], λσ) and a WF-net N =

(P, T, F, [pi], [po], λ) s.t. P σ ∩ P = ∅ and F σ ∩ F = ∅, we define the SPN NS =
(PS , TS , FS ,MS

i ,MS
f , λS) s.t.:

– PS = P σ ∪ P
– TS = (T σ × {�}) ∪ ({�} × T ) ∪ {(t′, t) ∈ T σ × T | λ(t) = λσ(t′) �= τ}
– FS = {(p, (t′, t)) ∈ PS × TS | (p, t′) ∈ F σ ∨ (p, t) ∈ F} ∪ {((t′, t), p) ∈

TS × PS | (t′, p) ∈ F σ ∨ (t, p) ∈ F}
– MS

i = [pσ
i , pi] and MS

f = [pσ
o , po]

– λS : TS → (A ∪ {τ} ∪ {�}) × (A ∪ {τ} ∪ {�}) (assuming �/∈ A ∪ {τ}) s.t.:
• λS(t′,�) = (λσ(t′),�) for t′ ∈ T σ

• λS(�, t) = (�, λ(t)) for t ∈ T
• λS(t′, t) = λS(λσ(t), λ(t)) for t′ ∈ T σ, t ∈ T

Next, we briefly introduce the shortest path algorithm A� since our proposed
algorithm is based on it and it is widely used for alignment computation [4,9].
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Fig. 6. Overview of the proposed incremental prefix alignment approach

A� algorithm. The A� algorithm [12] is an informed search algorithm that
computes a shortest path. It efficiently traverses a search-space by exploiting,
for a given state, the estimated remaining distance, referred to as the heuristic/h-
value, to the closest goal state. The algorithm maintains a set of states of the
search-space in its so-called open-set O. For each state in O, a path from the
initial state to such a state is known and hence, the distance to reach that state,
referred to as the g value, is known. A state from O with minimal f -value, i.e.,
f = g + h, is selected for further analysis until a goal state is reached. The
selected state itself is moved into the closed set C, which contains fully inves-
tigated states for which a shortest path to those states is known. Furthermore,
all successor states of the selected state are added to the open set O. Note that
the used heuristic must be admissible [12]. If the used heuristic also satisfies
consistency [12], states need not be reopened.

4 Incremental Prefix-Alignment Computation

In this section, we present an exact algorithm to incrementally compute opti-
mal prefix-alignments on an event stream. First, we present an overview of the
proposed approach followed by a detailed description of the main algorithm.

4.1 Overview

The core idea of the proposed algorithm is to exploit previously calculated
results, i.e., explored parts of the state-space of an SPN. For each process
instance, we maintain an SPN, which is extended as new events are observed.
After extending the SPN, we “continue” the search for an optimal prefix-
alignment.

In Fig. 6 we visualize a conceptual overview of our approach. We observe
a new event (c, a) on the event stream. We check our SPN cache and if we
previously built an SPN for case c, we fetch it from the cache. We then extend
the SPN by means of adding activity a to the trace net part. Starting from
intermediate results of the previous search, i.e., open & closed set used in the
A� algorithm, we find a new, optimal prefix-alignment for case c.
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Algorithm 1: Incremental Prefix-Alignment Computation
input: N=(P, T, F, [pi], [po], λ), S∈(C×A)∗

begin
1 forall c ∈ C do

Dσ(c) ← 〈〉, DC(c) ← ∅; // initialize cache

2 i ← 1;
3 while true do
4 e ← S(i); // get i-th event of event stream

5 c ← π1(e); // extract case-id from current event

6 a ← π2(e); // extract activity label from current event

7 Dσ(c) ← Dσ(c)·〈a〉; // extend trace for case c

8 let NS=(P S , T S , F S , MS
i , MS

f , λS) from N and Dσ(c);
// construct/extend synchronous product net

9 let h : R(NS , MS
i )→R≥0; // define heuristic function

10 let d : T S→R≥0; // define standard cost function

11 if |Dσ(c)|=1 then // initialization for first run regarding case c

12 DO(c) ← {MS
i }; // initialize open set

13 Dg(c) ← MS
i �→0; // initialize cost-so-far function

14 Dp(c) ← MS
i �→(null,null); // initialize predecessor function

15 Dγ(c), DO(c), DC(c), Dg(c), Dp(c) ← A�
inc(N

S , Dσ(c), DO(c), DC(c),
Dg(c), Dp(c), h, d); // execute/continue shortest path search

16 i ← i + 1;

In Algorithm 1 we depict the overall algorithm. As input we assume a refer-
ence process model, i.e., a WF-net N , and an event stream S. The algorithm
processes every event on the stream S in the order in which they occur. First, we
extract the case id and the activity label from the current event. Next we either
construct the SPN if it is the first activity for the given case or we extend the
previously constructed SPN. For the SPN’s state space we then define a heuris-
tic function h and the standard cost function d. If we process the first activity
for a given case, we initialize the open set O with the SPN’s initial marking.
Afterwards, we calculate a prefix alignment by calling a modified A∗ algorithm,
i.e., A�

inc. We obtain an optimal prefix-alignment γ, open set O, closed set C,
cost-so-far function g and the predecessor function p. The function g assigns
to already discovered states the currently known cheapest costs and function p
assigns the corresponding predecessor state to reach those. We cache the results
to reuse them when computing the next prefix-alignment upon receiving a new
event for the given case. Afterwards, we process the next event.

Note that, the approach theoretically requires infinite memory since it stores
all intermediate results for all occurring cases because in general, we do not
know when a case is completed in an online dimension. However, this is a general
research challenge in process mining on streaming data, which is not addressed
in this paper.
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Fig. 7. Incremental extension of the SPN for the process model N1 and a trace that
was extended by a new activity b, i.e., 〈a〉·〈b〉

The following sections are structured according to the overview shown in
Fig. 6. First, we explain the SPN extension. Subsequently, we present a revised
A∗ algorithm to incrementally compute optimal prefix-alignments, i.e., A�

inc.
Moreover, we present a heuristic function for the prefix-alignment computation.

4.2 Extending SPNs

Reconsider WF-net N1 (Fig. 3) and assume that the first activity we observe is
a. The corresponding SPN is visualized by means of the solid elements in Fig. 7a
and the state space in Fig. 7b. Any state in the state-space containing a token in
p′
1 is a suitable goal state of the A� algorithm for an optimal prefix-alignment.

Next, for the same process instance, we observe an event describing activity
b. The SPN for the process instance now describing trace 〈a, b〉 as well as its
corresponding state-space is expanded. The expansion is visualized in Fig. 7 by
means of dashed elements. In this case, any state that contains a token in p′

2

corresponds to a suitable goal state of the optimal prefix-alignment search.

4.3 Incrementally Performing Regular A�

Here, we present the main algorithm to compute prefix-alignments on the basis
of previously executed instances of the A� algorithm.

The main idea of our approach is to continue the search on an extended search
space. Upon receiving a new event (c, a), we apply the regular A� algorithm
using the cached open- and closed-set for case identifier c on the corresponding
extended SPN. Hence, we incrementally solve shortest path problems on finite,
fixed state-spaces by using the regular A� algorithm with pre-filled open and
closed sets from the previous search. Note that the start state remains the same
and only the goal states differ in each incremental step.
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Algorithm 2: A�
inc (modified A∗ algorithm that computes prefix-

alignments from pre-filled open and closed sets)
input: NS = (P S , T S , F S , MS

i , MS
f , λS), O, C⊆R(NS , MS

i ),
g : R(NS , MS

i )→R≥0, p : R(NS , MS
i )→T S × R(NS , MS

i ),
h : R(NS , MS

i )→R≥0, d : T S→R≥0

begin
1 let p|σ| be the last place of the trace net part of NS ;

2 forall m ∈ R(NS , MS
i ) \ O ∪ C do // initialize undiscovered states

3 g(m) ← ∞;
4 f(m) ← ∞;

5 forall m∈O do
6 f(m) = g(m) + h(m); // recalculate heuristic and update f-values

7 while O �=∅ do
8 m ← arg min

m∈O
f(m); // pop a state with minimal f-value from O

9 if p|σ|∈+m then
10 γ ← prefix-alignment that corresponds to the sequence of

transitions (t1, ..., tn) where tn = π1(p(m)), tn−1 = π1(π2(p(m))),
etc. until there is a marking that has no predecessor, i.e., MS

i ;
11 return γ, O, C, g, p;

12 C ← C ∪ {m};
13 O ← O \ {m};

14 forall t∈T S s.t. (NS , m)[t〉(NS , m′) do // investigate successor states

15 if m′ /∈C then
16 O ← O ∪ {m′};
17 if g(m) + d(t) < g(m′) then // a cheaper path to m′ was found

18 g(m′) ← g(m) + d(t); // update costs to reach m′

19 f(m′) ← g(m′) + h(m′); // update f-value of m′

20 p(m′) ← (t, m); // update predecessor of m′

In Algorithm 2, we present an algorithmic description of the A� approach.
The algorithm assumes as input an SPN, the open- and closed-set of the pre-
viously executed instance of the A� algorithm, i.e., for the process instance at
hand, a cost-so-far function g, a predecessor function p, a heuristic function h,
and a cost function d (standard cost function). First, we initialize all states
that have not been discovered yet (line 2). Since the SPN is extended and the
goal states are different with respect to the previous run of the algorithm for
the same process instance, all h-values are outdated. Hence, we recalculate the
heuristic values and update the f -values for all states in the open set (line 6)
because we are now looking for a shortest path to a state that has a token in the
newly added place in the trace net part of the SPN. Hence, the new goal states
were not present in the previous search problem. Note that the g values are not
affected by the SPN extension. Thereafter, we pick a state from the open set
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with smallest f -value (line 7). First, we check if the state is a goal state, i.e.,
whether it contains a token in the last place of the trace net part (line 9). If so,
we reconstruct the sequence of transitions that leads to the state, and thus, we
obtain a prefix-alignment (using predecessor function p). Otherwise, we move
the current state from the open- to the closed set and examine all its successor
states. If a successor state is already in the closed set, we ignore it. Otherwise, we
add it to the open set and update the f -value and the predecessor state stored
in p if a cheaper path was found.

Heuristic for Prefix-Alignment Computation. Since the A� algorithm uses
a heuristic function to efficiently traverse the search space, we present a heuris-
tic for prefix-alignment computation based on an existing heuristic [4] used for
conventional alignment computation. Both heuristics can be formulated as an
Integer Linear Program (ILP). Note that both heuristics can also be defined as a
Linear Program (LP) which leads to faster calculation but less accurate heuristic
values.

Let NS = (PS , TS , FS ,MS
i ,MS

f , λS) be an SPN of a WF-net N =
(P, T, F, [pi], [po], λ) and a trace σ with corresponding trace net Nσ =
(P σ, T σ, F σ, [pσ

i ], [pσ
o ], λσ). Let c : TS → R≥0 be a cost function that assigns

each (prefix-)alignment move, i.e., transition in the SPN, costs. We define a
revised heuristic function for prefix-alignment computation as an ILP:

– Variables: X = {xt | t ∈ TS} and ∀xt ∈ X : xt ∈ N0

– Objective function: min
∑

t∈TS xt·c(t)
– Constraints:

• Trace net part: MS
f (p) =

∑
t∈•p xt − ∑

t∈p• xt ∀p ∈ PS : p ∈ P σ

• Process model part: 0 ≤ ∑
t∈•p xt − ∑

t∈p• xt ∀p ∈ PS : p ∈ P

The revised heuristic presented is a relaxed version of the existing heuristic
used for conventional alignment computation. Admissibility and consistency can
be proven in a similar way as for the existing heuristic. We refer to [4,9].

Reducing Heuristic Recalculations. In this section, we describe an approach
to reduce the number of heuristic calculations. Reconsider line 6 in Algorithm2.
Before we continue the search on an extended search space, we recalculate the
heuristic for all states in the open set. This is needed because the goal states differ
in each incremental execution. However, these recalculations are computational
expensive. Instead of recalculating the heuristic in advance (Algorithm2, line
6), we mark all states in the open set that have an outdated heuristic value.
Whenever we pop a state from the open set with an outdated heuristic value (line
8), we update its h-value, put it back in the open set and skip the remainder of
the while body (from line 9). Thereby, we do not have to recalculate the heuristic
value for all states in the open set. This approach is permissible because the goal
states are “further away” in each iteration and hence, h-values can only grow.

5 Correctness

In this section, we prove the correctness of the approach. We show that states in
the closed set do not get new successors upon extending the SPN. Furthermore,



Online Process Monitoring Using Incremental State-Space Expansion 159

we show that newly added states never connect to “older” states. Finally, we
show that the open set always contains a state which is part of an optimal
prefix-alignment of the extended trace.

Lemma 1 (State-space growth is limited to frontier). Let σi−1 =
〈a1, . . . , ai−1〉, σi = σi−1 · 〈ai〉, and σi+1 = σi·〈ai+1〉. For a WF-net, N let
NS

i−1 = (PS
i−1, T

S
i−1, F

S
i−1,M

S
ii−1

,MS
fi−1

, λS
i−1) be the SPN of N and σi−1, NS

i

and NS
i+1 analogously.

∀M ∈ B(PS
i−1)∀t ∈ TS

i+1

(
(NS

i+1,M)[t〉 ⇒ t ∈ TS
i

)

Proof (By construction of the SPN). Observe that PS
i−1 ⊂ PS

i ⊂ PS
i+1 and

TS
i−1 ⊂ TS

i ⊂ TS
i+1. Let p|σi| ∈ PS

i+1 be the i-th place of the trace net part (note
that p|σi| /∈ PS

i−1) and let ti+1 ∈ TS
i+1 \TS

i . By construction of the SPN, we know
that p|σi| ∈ •ti+1 and ∀j ∈ {1, . . . , i − 1} : p|σj | /∈ •ti+1. ��

Observe that, when searching for an alignment for σi, Algorithm 2 returns
whenever place pσi is marked. Moreover, the corresponding marking remains in
O. Hence, each state in C is “older”, i.e., already part of PS

i−1. Thus, Lemma 1
proves that states in the closed set C do not get new successors upon extending
the SPN.

Lemma 2 (New states do not connect to old states). Let σi =
〈a1, . . . , ai〉 and σi+1 = σi·〈ai+1〉. For a given WF-net N , let NS

i =
(PS

i , TS
i , FS

i ,MS
ii

,MS
fi

, λS
i ) (analogously NS

i+1) be the SPN of N and σi.

∀M ∈ B(PS
i+1) \ B(PS

i )∀M ′ ∈ B(PS
i )

(
�t ∈ TS

i+1

(
(NS

i+1,M)[t〉(NS
i+1,M

′)
))

Proof (By construction of the SPN). Let ti+1 ∈ TS
i+1 \ TS

i . Let p|σi+1| ∈ PS
i+1

be the (i + 1)-th place (the last place) of the trace net part. We know that
p|σi+1| ∈ ti+1• and p|σj | /∈ ti+1 • ∀j ∈ {1, . . . , i}. For all other t ∈ TS

i we know
that �M ∈ B(PS

i+1) \ B(PS
i ) such that (NS ,M)[t〉. ��

From Lemma 1 and 2 we know that states in the closed set are not affected
by extending the SPN. Hence, it is feasible to continue the search from the open
set and to not reconsider states which are in the closed set.

Lemma 3. (Exists a state in the O-set that is on the shortest path).
Let σi = 〈a1, ..., ai〉, σi+1 = σi · 〈ai+1〉, NS

i , NS
i+1 the corresponding SPN for

a WF-net N , Oi and Ci be the open- and closed set after the prefix-alignment
computation for σi. Let γi+1 be an optimal prefix-alignment for σi+1.

∃j ∈ {1, . . . , |γi+1|}, γ′
i+1 = (γi+1(1), . . . , γi+1(j)) s.t.

(NS
i+1,M

S
i+1)

π∗
2 (γ

′
i+1)↓T−−−−−−−→(NS

i+1,MO) and MO ∈ Oi



160 D. Schuster and S. J. van Zelst

Proof. γi+1 corresponds to a sequence of markings,
i.e., S = (MS

i+1, . . . ,M
′,M ′′, ...,M ′′′). Let Xi+1 = B(PS

i+1) \ Ci ∪ Oi. It holds
that Xi+1 ∩ Oi = Xi+1 ∩ Ci = Oi ∩ Ci = ∅. Note that M ′′′ ∈ Xi+1 because
M ′′′ /∈ B(PS

i ). Assume ∀M ∈ S : M /∈ Oi ⇒ ∀M ∈ S : M ∈ Ci ∪ Xi+1. Observe
that MS

i = MS
i+1 ∈ Ci since initially MS

i ∈ O0and in the very first iteration MS
i

is selected for expansion because it is not a goal state, Algorithm 2. We know
that for any state pair M ′,M ′′ it cannot be the case that M ′ ∈ Ci,M ′′ ∈ Xi+1.
Since we know that at least MS

i ∈ Ci and M ′′′ ∈ Xi+1
c there ∃M ′,M ′′ ∈ S such

that M ′ ∈ Ci,M ′′ ∈ Oi. ��
Hence, it is clear from Lemmas 1–3 that incrementally computing prefix-

alignments, continuing the search from the previous open- and closed set, leads
to optimal prefix-alignments.

6 Evaluation

We evaluated the algorithm on publicly available real event data from various
processes. Here, we present the experimental setup and discuss the results.

6.1 Experimental Setup

The algorithm introduced in [22] serves as a comparison algorithm. We refer to
it as Online Conformance Checking (OCC). Upon receiving an event, OCC par-
tially reverts the previously computed prefix-alignments (using a given maximal
window size) and uses the corresponding resulting state of the SPN as start state.
Hence, the algorithm cannot guarantee optimality, i.e., it does not search for a
global optimum. However, OCC can also be used without partially reverting,
i.e., using window size ∞. Hence, it naively starts the computation from scratch
without reusing any information, however, optimality is then guaranteed. We
implemented our proposed algorithm, incremental A� (IAS), as well as OCC in
the process mining library PM4Py [5]. The source code is publicly available1.
Although, the OCC algorithm was introduced without a heuristic function [22],
it is important to note that both algorithms, IAS and OCC, use the previously
introduced heuristic in the experiments to improve objectivity.

We use publicly available datasets capturing the execution of real-life pro-
cesses [6,11,17–19]. To mimic an event stream, we iterate over the traces in
the event log and emit each preformed activity as an event. For instance,
given the event log L = [〈a, b, c〉, 〈b, c, d〉, . . . ], we simulate the event stream
〈(1, a), (1, b), (1, c), (2, b), (2, c), (2, d), . . . 〉. For all datasets except CCC19 [19]
that contains a process model, we discovered reference process models with the
Inductive Miner infrequent version (IMf) [16] using a high threshold. This results
in process models that do not guarantee full replay fitness. Moreover, the dis-
covered process models contain choices, parallelism and loops.
1 https://github.com/fit-daniel-schuster/online process monitoring using incremental

state-space expansion an exact algorithm.

https://github.com/fit-daniel-schuster/online_process_monitoring_using_incremental_state-space_expansion_an_exact_algorithm
https://github.com/fit-daniel-schuster/online_process_monitoring_using_incremental_state-space_expansion_an_exact_algorithm
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6.2 Results

In Table 2, we present the results. OCC-Wx represents the OCC algorithm with
window size x, OCC with an infinite window size. Moreover, we present the
results for the IAS algorithm that does not use the approach of reducing heuristic
recalculations as presented in Sect. 4.3, we call it IASR. Note that only IAS(R)
and OCC guarantee optimality. Furthermore, note that a queued state corre-
sponds to a state added to the open set and a visited state corresponds to a
state moved into the closed set. Both measures indicate the search efficiency.

We observe that reducing the number of heuristic re-calculations is valu-
able and approximately halves the number of solved LPs and hence, reduces the
computation time. As expected, we find no significant difference in the other
measured dimensions by comparing IAS and IASR. We observe that IAS clearly
outperforms all OCC variants regarding search efficiency for all used event logs
except for CCC19 where OCC variants with small window sizes have a better
search efficiency. This results illustrate the relevance of IAS compared to OCC
and OCC-Wx and show the effectiveness of continuing the search on an extended
search space by reusing previous results. Regarding false positives, we observe
that OCC-Wx variants return non-optimal prefix-alignments for all event logs.
As expected, the number of false positives decreases with increasing window
size. In return, the calculation effort increases with increasing window size. This
highlights the advantage of the IAS’ property being parameter-free. In general,
it is difficult to determine a window size because the traces, which have an
impact on the “right” window size, are not known in an online setting upfront.

Table 2. Results of the conducted experiments for various real-life event logs

Event log
≈ avg. queued states per trace ≈ avg. visited states per trace
IASR IAS OCC OCC-

W1
OCC-
W2

OCC-
W5

OCC-
W10

IASR IAS OCC OCC-
W1

OCC-
W2

OCC-
W5

OCC-
W10

CCC 19 [19] 774 766 14614 312 431 885 1622 756 751 12557 212 283 506 932
Receipt [6] 31 29 65 37 50 82 104 18 17 26 19 23 33 42
Sepsis [17] 73 70 532 102 146 285 450 44 43 232 47 62 103 166
Hospital [18] 21 21 42 32 41 65 71 11 11 15 14 17 23 26
BPIC 19 [11] 28 28 257 41 57 90 107 18 18 154 21 27 40 48

Event log
# traces with false positives # variants with false positives
IASR IAS OCC OCC-

W1
OCC-
W2

OCC-
W5

OCC-
W10

IASR IAS OCC OCC-
W1

OCC-
W2

OCC-
W5

OCC-
W10

CCC 19 [19] 0 0 0 7 8 1 1 0 0 0 7 8 1 1
Receipt [6] 0 0 0 8 5 3 1 0 0 0 8 5 3 1
Sepsis [17] 0 0 0 59 60 6 1 0 0 0 58 59 6 1
Hospital [18] 0 0 0 88 88 69 32 0 0 0 49 49 39 19
BPIC 19 [11] 0 0 0 318 259 193 90 0 0 0 272 206 145 75

Event log
≈ avg. computation time (s) per
trace

≈ avg. number solved LPs
(heuristic functions) per trace

IASR IAS OCC OCC-
W1

OCC-
W2

OCC-
W5

OCC-
W10

IASR IAS OCC OCC-
W1

OCC-
W2

OCC-
W5

OCC-
W10

CCC 19 [19] 12.2 5.69 35.7 0.74 0.85 1.51 2.61 3345 1889 8443 338 393 658 1066
Receipt [6] 0.12 0.04 0.05 0.04 0.04 0.07 0.09 89.2 42 53 40 50 75 91
Sepsis [17] 0.59 0.28 0.6 0.09 0.11 0.23 0.35 518 226 343 104 138 247 356
Hospital [18] 0.05 0.03 0.03 0.02 0.03 0.04 0.05 63 30 35 34 42 61 66
BPIC 19 [11] 0.4 0.19 0.79 0.06 0.09 0.12 0.14 128 71 136 44 57 81 91
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Regarding calculation time, we note that the number of solved LPs has a sig-
nificant influence. We observe that IAS has often comparable computation time
to the OCC-wx versions. Comparing optimality guaranteeing algorithms (IAS
& OCC), IAS clearly outperforms OCC in all measured dimensions for all logs.

6.3 Threats to Validity

In this section, we outline the limitations of the experimental setup. First, the
artificial generation of an event stream by iterating over the traces occurring
in the event log is a simplistic approach. However, this allows us to ignore the
general challenge of process mining on streaming data, deciding when a case is
complete, since new events can occur at any time on an (infinite) event stream.
Hence, we do not consider the impact of multiple cases running in parallel.

The majority of used reference process models are discovered with the IMf
algorithm. It should, however, be noted that these discovered models do not
contain duplicate labels. Finally, we compared the proposed approach against
a single reference, the OCC approach. To the best of our knowledge, however,
there are no other algorithms that compute prefix-alignments on event streams.

7 Conclusion

In this paper, we proposed a novel, parameter-free algorithm to efficiently moni-
tor ongoing processes in an online setting by computing a prefix-alignment once
a new event occurs. We have shown that the calculation of prefix-alignments
on an event stream can be “continued” from previous results on an extended
search space with different goal states, while guaranteeing optimality. The pro-
posed approach is designed for prefix-alignment computation since it utilizes
specific properties of the search space regarding prefix-alignment computation
and therefore, generally not transferable to other shortest path problems. The
results show that the proposed algorithm outperforms existing approaches in
many dimensions and additionally ensures optimality.

In future work, we plan to implement the proposed approach in real applica-
tion scenarios and to conduct a case study. Thereby, we want to focus on limited
storage capacities, which requires to decide whether a case is considered to be
completed to free storage.
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Abstract. Process mining enables organizations to capture and improve
their processes based on fact-based process execution data. A key ques-
tion in the context of process improvement is how responses to an event
(action) result in desired or undesired outcomes (effects). From a pro-
cess perspective, this requires understanding the action-response pat-
terns that occur. Current discovery techniques do not allow organiza-
tions to gain such insights. In this paper we present a novel approach to
tackle this problem. We propose and formalize a technique to discover
action-response-effect patterns. In this technique we use well-established
statistical tests to uncover potential dependency relations between each
response and its effects on the cases. The goal of this technique is to pro-
vide organizations with processes that are: (1) appropriately represented,
and (2) effectively filtered to show meaningful relations. The approach is
evaluated on a real-world data set from a Dutch healthcare facility in the
context of aggressive behavior of clients and the responses of caretakers.

Keywords: Effect measurement · Process discovery · Healthcare ·
Patterns

1 Introduction

The desire to improve organizational processes has led to the adoption of process
mining in many industries [11,23]. One of the key advantages of process mining is
that it enables organizations to understand, analyze, and improve their processes
based on process execution data, so-called event logs. Such event logs capture
how organizational processes are actually executed and can be extracted from
various information systems that are used in organizations [1].

While the advantages of process mining have been demonstrated in many
domains, the application of process mining is still associated with different chal-
lenges. One particularly important challenge is to provide the user with a process
representation that a) is easy to understand and b) allows the user to obtain
c© Springer Nature Switzerland AG 2020
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the required insights about the process execution. To this end, various process
discovery algorithms have been proposed, including the heuristic miner [27], the
fuzzy miner [15], and the inductive miner [17]. What all of these algorithms have
in common is that they focus on discovering the control flow of a process, i.e.,
the order constraints among events.

In many scenarios, however, the control flow perspective is not sufficient for
understanding and improving the process. As an example, consider the care
process of a residential care facility supporting clients with their daily needs.
The main goal of this process is to ensure the well-being of clients. One of the
main factors negatively affecting the well-being of clients are incidents of aggres-
sive behavior, e.g. when clients verbally or physically attack other clients or staff.
Staff responds to aggressive incidents with one or multiple measures ranging from
verbal warnings to seclusion. A key question in the context of process improve-
ment is which of these measures lead to desired (i.e., de-escalation of aggressive
behavior) or undesired (i.e., escalation of aggressive behavior) outcomes.

From a process perspective, this requires understanding the action-response-
effect patterns. In the healthcare process, we consider the aggressive incidents as
actions, the countermeasures taken to the incident as responses, and the follow-
up incidents as effects. Action-response-effect patterns are not accounted for in
existing discovery algorithms. As a result, their application to such event logs
leads to a process representation that is either hard to read (because it contains
too many connections) or it does not allow the user to obtain actual insights
about the process (because it does not show the effect of behavior).

Recognizing the limitation of existing algorithms with respect to showing
meaningful insights into action-response-effect patterns, we use this paper to
propose a novel discovery technique. We leverage well-established statistical tests
to analyze event logs in order to discover simplified graphical representations of
business processes. We simplify the resulting models by highlighting the sta-
tistically significant dependency relations according to statistical tests, while
insignificant relations are hidden. We conduct an evaluation with an event log
from a Dutch residential care facility containing a total of 21,706 aggression
incidents related to 1,115 clients. We show that our technique allows to obtain
important insights that existing discovery algorithms cannot reveal.

The rest of the paper is organized as follows. Section 2 describes and exempli-
fies the problem of discovering action-response-effect patterns. Section 3 intro-
duces the formal preliminaries for our work. Section 4 describes our proposed
technique for discovering action-response-effect patterns. Section 5 evaluates our
technique by applying it to a real-world data set. Section 6 discusses related work
and Sect. 7 concludes the paper.

2 Problem Statement

Many processes contain action-response-effect patterns. As examples consider
healthcare processes where doctors respond to medical conditions with a number
of treatments, service processes where service desk employees respond to issues
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with technical solutions, and marketing processes where customers may respond
to certain stimuli such as ad e-mails with increased demand. Let us reconsider
the example of the healthcare process in a residential care facility in order to
illustrate the challenge of discovering an understandable and informing process
representation from an event log containing action-response relations. The par-
ticular aspect of interest are incidents of aggressive behavior from the clients
and how these are handled by staff. Table 1 shows an excerpt from a respective
event log. Each entry consists of an event identifier EID (which, in this case, is
equal to the incident number), a case identifier CID (which, in this case, is equal
to the client identifier), a timestamp, an aggressive incident (action), and one or
more responses to this event.

Table 1. Excerpt from an action-response log of a care process

EID CID Timestamp Action Response(s)

1 1 12-05 09:53 VA Warning

2 1 13-05 13:35 PO Distract client, seclusion

3 1 26-05 09:32 VA Warning

4 1 26-05 11:02 PP Distract client

5 2 21-06 14:51 VA Distract client

6 1 23-06 21:23 VA Distract client

7 2 24-06 17:02 VA –

8 3 29-08 11:22 VA Warning

9 3 31-08 08:13 PO Warning, seclusion

10 3 31-08 10:48 PP Distract client

Legend : EID = Event identifier, CID = Client identifier,

VA = Verbal Aggression, PP = Physical Aggression

(People), PO = Physical Aggression (Objects),

Figure 1 a) shows the directly–follows-graph that can be derived from the
events of this log. It does not suggest any clear structure in the process. Although
this graph is only based on twelve events belonging to three different event
classes, it seems that almost any behavior is possible. In addition, this represen-
tation does not provide any insights into certain hidden patterns [2]. However,
if we take a closer look, we can see that there are effects to a certain response.
For instance, we can see that over time the aggressive incidents related to client
1 escalate from verbal aggression to physical aggression against objects and peo-
ple. The verbal aggression event in June (EID = 6) is probably unrelated to the
previous pattern since it occurs several weeks after. To gain an even deeper
understanding, we need to take both the response and its effect into account.
Both client 1 and 2 escalate from verbal aggression to physical aggression after
the verbal aggression was only countered with a warning.



170 J. J. Koorn et al.

Fig. 1. Representations resulting from the action-response log from Table 1

These examples illustrates that explicitly including the responses and effects
in the discovery process is important for answering the question of how to pos-
sibly respond to an action when a certain effect (e.g. de-escalating aggressive
behavior) is desired. Therefore, our objective is to discover a model that: (1)
shows the action-response-effect process, and (2) reveals the dependency pat-
terns of which responses lead to a desired or undesired outcomes (effect). There
are two main challenges associated with accomplishing this:

1. Graphical representation: From a control-flow perspective, action-response
relations are a loop consisting of a choice between all actions and a subsequent
and-split that allows to execute or skip each responses. Figure 1 b) illustrates
this by showing the Petri net representing the behavior from the log in Table 1.
Obviously, this representation does not allow to understand which responses
lead to a desired or undesired effect.

2. Effective filtering mechanism: The possible number of responses calls for a fil-
tering mechanisms that allows to infer meaningful insights from the model. In
the example above, we only have three event classes and three event response
classes (plus the “no response”). This results in eight possible responses. In
case of 5 response event classes, we already face 32 (=25 possible responses.
Including all these response arcs in a model will likely lead to an unreadable
model that does not allow to infer the desired insights.

In the next sections, we propose a technique that creates graphical represen-
tations of dependency patterns in action-response effect logs.

3 Preliminaries

In this section, we formalize the concept of action-response-effect event logs.
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Definition 1 (Action-Response-Effect Log). Let E be the universe of event
identifiers. Let C be the universe of case identifiers. Let d1, ..., dn be the set of
attribute names (e.g., timestamp, resource, location). Let A be the set of actions
and R a finite set of responses. An action-response log L is defined as L =
(E, πc, πl, πr, πd1 , ..., πdn

, <), where

– E ⊆ E is the set of events,
– πc : E → C is a surjective function linking events to cases,
– πl : E → A is a surjective function linking events to actions,
– πr : E → 2R is a surjective function linking events to a set of responses,
– πnext : E → C is a surjective function linking events to the effects,
– πdi

: E → U is a surjective function linking the attribute di of each event to
its value,

– < ⊆ E × E is a strict total ordering over the events.

Given an action-response log L according to Definition 1, we shall use the
shorthand notation σ = 〈e1, . . . , en〉 in the remainder of this paper to refer
to an event trace that consists of n events with an identical case identifier.
Furthermore, for any pair of events ei and ej with i < j, it holds that ei < ej

according to the strict total ordering of the events in log L.
The set of response events {re

1, . . . , r
e
n} of an event e is given by the

function πr, we write πr(e) = {re
1, . . . , r

e
n}. For each trace σ = 〈e1, . . . , en〉,

the sequence of responses is 〈πr(e1), . . . , πr(en)〉. For example, in the action-
response log listed in Table 1, for event e1: πc(e1) = 1 is the case of event e1,
πl(e1) = “Verbal Aggression” is the action of e1, and πr(e1) = {“Warning”} is
the set of responses of e1.

Effects of Responses. As we discussed, we aim to investigate whether a certain
response to an action has an effect on the follow-up event. As such, we measure
the effectiveness of a response to an action by studying the effect. For this aim,
we first define the effects of events by using function πnext and introducing
parameter ε for elapsed time. For each trace σ = 〈e1, ..., en〉, we define the effect
for each ei, where 1 ≤ i < n as follows: if the elapsed time to the next event
ei+1 is less than ε, the effect πnext(ei) of ei is the action of ei+1, else we say
that the effect is a silent action τ . Formally, if πtime(ei+1) − πtime(ei) ≤ ε, then
πnext(ei) := πaction(ei+1), else πnext(ei) := τ .

To test the hypothesis whether an effect is independent of the response to an
action, the number of observed events is compared to the number of expected
events of different responses and effects. To calculate the number of observed
events, we create a matrix (table) where each cell is filled with the number
of observed events of a response and an effect. Let a ∈ A be an action, R =
{r1, · · · , rm} be a set of responses, and C = {c1, · · · , cn} a set of effects. We
define a |R| × |C| matrix, where each row represents a response ri, each column
represents an effect cj , and each cell counts the number of observed events that
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Table 2. Excerpt of the event log action-response-effect

ID Timestamp Action Response(s) Effect

1 12-05 09:53 VA Warning PO

1 13-05 13:35 PO Distract client, seclusion τ

1 26-05 09:32 VA Warning PP

1 26-05 11:02 PP Distract client τ

2 21-06 14:51 VA Distract client VA

1 23-06 21:23 VA Distract client τ

2 24-06 17:02 VA – τ

3 29-07 11:22 VA Warning PO

3 31-07 08:13 PO Warning, seclusion PP

3 31-07 10:48 PP Distract client τ

Legend : VA = Verbal Aggression, PP = Physical Aggression

(People), PO = Physical Aggression (Objects)

have response ri and effect cj . We have

freqa,R,C =

⎛
⎜⎜⎜⎝

f1,1 f1,2 · · · f1,n

f2,1 f2,2 · · · f2,n

...
...

. . .
...

fm,1 fm,2 · · · fm,n

⎞
⎟⎟⎟⎠

where

fi,j = freqL(a, ri, cj) = |{e ∈ L | πl(e) = a ∧ ri ∈ πr(e) ∧ πnext(e) = cj}| (1)

For instance, given a log L as listed in Table 2, freqL(“VA”, “Warning”,
“PO”) =|{e1, e8}|= 2. Considering Table 3 and omitting the column totals and
row totals, it exemplifies a matrix freqa,R,C . If the effects are independent of
responses, then we should observe that the distribution of effects of a response
is similar to the total distribution.

Each row ri presents the distribution of effects c1, ..., ck to the response ri.
To test whether each individual response ri has an influence on the effects, we
define freqa,r,C as a 2× |C| matrix:

freqa,r,C =
(

f1,1 f1,2 · · · f1,n

f2,1 f2,2 · · · f2,n

)

where f1,j = freqL(a, r, cj) and

f2,j = |{e ∈ L | πl(e) = a ∧ r /∈ πr(e) ∧ πnext(e) = cj}| (2)

An example of freqa,r,C where r is “Terminate contact” is listed in Table4.
In the following section, our approach first performs a chi-squared test which
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Table 3. Excerpt of the tables used to perform high-level statistical tests; horizontal
categories: effect, vertical categories: response

Observed PO PP VA τ Total

Warning 250 400 200 50 900

Held with force 20 50 50 10 130

Seclusion 30 50 20 10 110

Terminate contact 100 100 90 10 300

Distract client 100 150 40 10 310

Total 500 750 400 100 1750

Expected PO PP VA τ Total

Warning 257.1 385.7 205.7 51.4 900

Held with force 37.1 55.7 29.7 7.4 130

Seclusion 31.4 47.1 25.1 6.3 110

Terminate contact 85.7 128.6 68.6 17.1 300

Distract client 88.6 132.9 70.9 17.7 310

Total 500 750 400 100 1750

Legend : VA = Verbal Aggression, PP = Physical Aggression (People),

PO = Physical Aggression (Objects)

allows us to calculate the expected values and test the dependency between
responses and effects. The chi-square test compares the observed frequencies to
the expected frequencies. If they differ significantly, then the null hypothesis is
rejected, which means we cannot rule out that there is a dependency relation
between the response and the effect.

The complete event logs containing action-response-effect are used in the
technique proposed in this paper. The next section elaborates on this.

4 Discovery Technique for Action-Response Logs

In this section, we propose an algorithm to implement a discovery technique, see
Algorithm 1. This technique builds on the formalization introduced previously.
The goal is to create understandable process models that provide the user with
the required insights into the execution of the process. First, we describe the pre-
processing that needs to take place (Input for Algorithm 1). Then, we elaborate
on the technique which consists of three main stages: (1) high-level statistics
(line 1–5 in Algorithm1), (2) detailed statistics (line 5–9), and (3) identifying
influential points (line 9–14).

4.1 Pre-processing the Event Log

We first pre-process the log to obtain the effects of responses. As we are studying
the effect of a response to an action, the duration between a response and its
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Table 4. Excerpt of the tables for an individual response used to perform statistical
tests; horizontal categories: effect

Observed PO PP VA τ Total

Terminate contact = 0 300 500 210 90 1100

Terminate contact = 1 100 100 90 10 300

Total 400 600 300 100 1400

Expected PO PP VA τ Total

Terminate contact = 0 314.3 471.4 235.7 78.6 1100

Terminate contact = 1 85.7 128.6 64.3 21.4 300

Total 400 600 300 100 1400

Legend : VA = Verbal Aggression, PP = Physical Aggression (People),

PO = Physical Aggression (Objects)

effect influences the likelihood of a dependency relation between the two. Let us
return to our example: if there is an aggressive incident, there is a given response
to this incident. However, if the next incident takes place after a long time
(e.g. a year) we doubt that this new incident is still dependent on the response
to the initial action. Thus, we defined the parameter epsilon (ε), see Sect. 3. ε
represents the maximum duration between two events in which the first event is
still considered to have an effect on the second event. For our specific example
we define ε equaling seven days in line with the input of an expert. Based on
the ε, we introduce state τ . It represents the state we reach if there is no next
incident within the defined duration of ε. In Table 2 we can see, for example,
that distracting the client seems to be related to τ .

4.2 Computing High-Level Statistics

After pre-processing the event log, we investigate for each action the significant
relation between the responses and the effects. In our example, the client shows
a certain type of aggressive behavior (the action). Given this, we are interested
in how the response of a caretaker to that incident has an effect on the follow-up
incident. Hence, we will explain the technique with a fixed initial action.

In Table 3, an example of the observed and calculated expected frequencies
can be found given the action is physical aggression against objects (see line 2
& 3 in Algorithm 1). This allows us to perform a Pearson Chi-square test [9]
(see line 4). Based on a confidence level α (usually 95%), the calculated χ2 is
compared to the Chi-square distribution to see if there is at least one pair of
response-effect significantly different. If the chi-square score is insignificant, the
action is excluded from the graphical representation (see line 22). If the Chi-
square is significant (see line 5), this indicates that the effects may depend on
the response. We then move to the second stage, see Sect. 4.3.

We demonstrate this first stage by applying it to a designed example based on
our case study presented in Table 3. Based on the observed values, we can calcu-
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Algorithm 1. Compute graph
Input: Event log L
Output: Graph G = (V, ≺)
1: {STAGE 1: High-Level Statistics}
2: for a ∈ A do
3: Initiate matrix O[a] ← freqa,R,C {see Equation 2, calculate the observed values}
4: Compute matrix E[a] {calculate the expected values by following the chi-square test, see

[9]}
5: Compute χ2

a =
(O[a]−E[a])2

E[a] {To test the dependence between responses R and effects

A ∪ {τ}}
6: if χ2

a is significant then
7: {O[a] differs from E[a], thus responses R have a statistically significant influence on

the effects C}
8: {STAGE 2: Detailed Statistics}
9: for response r ∈ R do
10: Compute matrix O[a]r, E[a]r, and χ2

a,r

11: if χ2
a,r is significant then

12: {STAGE 3: Influential Points}
13: Compute adjusted standardized residuals ASRc {see Sect. 4.4}
14: for effect c ∈ A ∪ {τ} do
15: if ASRc is significant then
16: {draw the arc from r to c}
17: V ← V ∪ {as} ∪ {r}, ≺←≺ ∪{(as, r)} ∪ {(r, c)}
18: end if
19: end for {effect}
20: else
21: {χ2

a,r is insignificant, i.e., r has no significant influence on C. We do not draw

node r or any arc from r to C}
22: end if
23: end for {response}
24: else
25: {Observed O[a] follows the expected values E[a], thus response R has no statistically

significant influence on the effects C; thus, no arcs are drawn}
26: end if
27: end for {action}
28: return G

late the expected values in the table, for example, the expected value for the first
cell: response Terminate Contact and effect VA = Nr × Nc

E[a][r][c] = 300 × 400
1750 = 68.6. We

know from Table 3 that there are five response classes and four effect classes, so
the degrees of freedom: c = (5−1) × (4−1) = 12. Given all this, we can calculate
the Chi-square score for the overall table: χ2

c =
∑5

i=1
(OWarning,PO−EWarning,PO)2

EWarning,PO
+

....+ (ODistract client,τ −EDistract client,τ )2

EDistract client,τ
χ2

12 = (250−257.1)2

257.1 + ... + (10−17.7)2

17.7 = 63.47.
Now we need to determine if this score is significantly different from the mean of
the Chi-distribution [14]. The formula for calculating the p-value is complex and
will thus not be discussed in detail in this paper. For more details we refer to [14].
In our case the p-value (<0.001) corresponding to our Chi-square score is sig-
nificant. This shows that for at least one pair of response-effect given action PO
there is a significant difference from the expected frequency. Thus, we perform
a Chi-square test for each individual response.



176 J. J. Koorn et al.

4.3 Computing Detailed Statistics

In the second stage of the algorithm, we perform the Chi-square test again on
each response class to determine for which response we need to perform post-
hoc statistical tests (see line 6–8 in Algorithm 1). For this purpose we create
dummy variables. A dummy variable is made for each individual response, which
takes the value of 0 or 1. The new table we create is a 2 × 4 table where the
rows represent the response either taking a 0 or 1 value, see Table 4. Note
that the degrees of freedom changes to three now. The same formulas are used
to calculate the individual response Chi-square score and the corresponding p-
value. A Bonferroni correction [16] is made to correct the critical value for the fact
that on the same table multiple sets of analyses are performed. The Chi-square
test identifies for which responses there is at least one effect that is significantly
different from the expected frequency. If the Chi-square score is significant, we
create a node for the response and perform post-hoc tests to identify the exact
pairs of response-effect that are significant (see line 9).

We will demonstrate this stage on our designed example. We test five times
(one for each response). Thus, we apply the Bonferroni correction [16] on con-
fidence level of 95% (meaning α = 0.05): 0.05

5 = 0.01. If we take Table 4, we
can use the same formulas as presented in the previous section to calculate the
expected values. Note that we assume independence of responses. Thus, if there
are two responses, the action is counted twice: once for response 1 and once for
response 2. Therefore, the observed frequencies in Table 3 are not necessarily
equal to those in Table 4. If we perform the Chi-square test for the response
terminate contact we get a Chi-square score of 31.96 with a p-value < 0.001.
Thus, for the response terminate contract there is at least one effect that is sig-
nificantly different from the expected frequency. A post-hoc test will identify the
exact pairs for which this is true.

4.4 Identifying Influential Points

In the last stage, the post-hoc tests are performed to test which exact pairs
of response-effect have a significant contribution to the Chi-square test score.
For this, the adjusted standardized residuals (ASR) [3] are calculated (see line
10 in Algorithm 1). They represent a normalization of the residuals (observed -
expected frequency). As the residuals can take either a positive or negative value
we use two-sided testing. In order to improve the interpretability, we trans-
form the α level into a critical value. We refer to [14] for details on this. If
|ASR| > criticalscore the difference between observed and expected frequency
is significant. A significant score means that a specific pair of response-effect has
a significant impact on the overall test score. We will refer to these as influential
points. If the score is insignificant, no arc is drawn for that pair of response-effect

For each influential point, arcs are drawn in the graphical representation (see
line 11–14). We first draw an arc from the action to the responses. On this arc, we
indicate the observed frequency of the behavior. Then, we draw an arc from the
response to the effect(s) for which we found a significant relation. On the arc we
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display the observed frequency followed by the expected frequency in brackets.
If the observed frequency is larger than the expected frequency, i.e. the response
leads to an increase in frequency of effect, we draw a thick arc. Correspondingly,
if the observed frequency is lower than the expected frequency we draw a thin
arc. The total number of graphical representations created equals the number of
actions for which a significant Chi-square score is found (see line 25).

Now, we turn to the designed example. From the previous section we know
that the response Terminate contract results in a significant Chi-square score. To
calculate which points are influential points we calculate the adjusted standard-
ized residuals for each pair. To exemplify, we show the calculation of the ASR for
the pair Terminate contact = 1 and VA: ASR = 90−64.3√

64.3∗(1− 64.3
300 )∗(1− 64.3

300 )
= 4.08

Given our Bonferroni correction gave us an alpha of 0.01 (see previous section),
we need to test on the 99 % confidence level. The critical absolute value for this
is 2.57. Thus, if our ASR value is > |2.57| we mark it as influential point and
draw an arc in the graphical representation. In the example of the pair Termi-
nate contract = 1 and VA the ASR is larger than the critical score (4.08 > 2.57).
Therefore, we draw a thick arc in the graphical representation of this example.

After conducting the above-described calculations for all actions, responses,
and effects from the designed example, we obtain a total of three graphical rep-
resentations (one for each action). In the next section, we evaluate the technique
by applying it on a real-world data set.

5 Evaluation

The goal of this section is to demonstrate the capability of our technique to
discover models that allow to obtain meaningful insights into action-response-
effect patterns. To this end, we implemented our technique in Python and applied
it to real-world data set. The scripts are publicly available for reproducibility1.

5.1 Data Set

To evaluate our technique, we use a real-world data set related to the care process
of a Dutch residential care facility. The event log contains 21,706 recordings
of aggressive incidents spread over 1,115 clients. The process captured in this
log concerns the aggressive behavior of clients in their facilities and the way
client caretakers respond to these incidents. In the log we can find an aggressive
incident of the client, which fits in one of five action classes. This is followed
by some measures taken by the staff as response to this incident, which fits in
one of nine response classes. In line with the description of our technique, we
transformed this log into suitable triples by adding the next aggressive incident
of a client as the effect, given it took place within our ε. Thus, the effect can be
one of five classes. As there are four different classes of actions, our technique will
return four different graphical representations. Below, we present and discuss the
results for one class of action: physical aggression against objects.
1 Source code and results: github.com/xxlu/ActionEffectDiscovery.

https://github.com/xxlu/ActionEffectDiscovery
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Fig. 2. Graphical representation of applying our technique on the action-response-effect
event log. The initial action is physical aggression against objects.

5.2 Results

Healthcare Case Results. After applying our technique to the data set, we
obtain four graphs (one for each class of action). In Fig. 2 we show the resulting
graph when the initial action is physical aggression against objects (“po s” in the
figure). What we can see in the graph is the observed frequencies of the responses.
For example, terminate contact has been observed 299 times in our data as a
response to physical aggression against objects. Following this, the graph shows
that in 43 events the effect to this response class is verbal aggression. From the
data we know that, in total, there are four action classes, nine response classes,
and five effect classes. As such, the representation for one action could potentially
contain 81 (9 ∗ 4 + 9 ∗ 5) arcs. In our graphical representation, we do not draw
all these arcs, we only draw seven of them.

Each arc represents a significantly higher (thick arc) or lower (thin arc)
amount of observed compared to expected frequencies of interactions between
the response and effect. As can be seen in the graph, this reduces the number of
arcs substantially such that the impact of each individual response to a physical
aggression against objects event can be studied.

Focusing on the insights we can obtain from the graphical representation in
Fig. 2. The figure shows that responding to a physical aggression against objects
event with seclusion results in a significantly higher amount of physical aggres-
sion against people (“pp” in the figure). This can be seen by the thicker arc or by
comparing the observed frequency (42) with the expected frequency (25). Study-
ing the frequencies we can conclude that we observe that the response seclusion
is almost 1.7 times as likely to have the effect equaling physical aggression against
people compared to what is expected. In similar fashion, the response terminate
contract and distract client lead to a higher likelihood of one class of effect.
However, the response seclusion leads to a significantly lower likelihood of the
effect being no next aggression incident (τ).

Comparison to Control-Flow Based Discovery. Figure 3 illustrates that
a control-flow based discovery approach, such as the directly-follows approach,
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Fig. 3. Directly-follows process model of the real-world event log for the initial
action physical aggression against objects. This shows the process filtered on 5% of
the possible activities and paths. The model is created with Disco. Tool Website:
https://fluxicon.com/disco/.

cannot provide such insights in the context of action-response-effect logs. The
process model contains a large number of arcs. The number of arcs here increase
exponentially with the number of responses observed. A possible solution to
this could be to add information to the control-flow based representation, such
as the observed frequencies of the arcs or nodes. However, filtering based on
the frequencies does not always have the desired result. This can also be seen
in Fig. 3. It could even be misleading since the data set is imbalanced. In this
real-world scenario, a high frequency does not imply a significant pattern. This
becomes obvious if we compare the approaches. From the figures we can see that
none of the significant response-effect pairs from Fig. 2 are displayed in Fig. 3.
In order to understand the relations in the representation, we have to account
for the relative frequencies. These reveal the meaningful insights that are hidden
in the representation of a discovery technique such as the control-flow. Hence,
even after applying filtering mechanisms, Fig. 3 does not provide the insights
that are required to answer a question such as: If a client displays aggressive
behavior of class X, which response is likely to lead to an (de-)escalation or
future aggression?

5.3 Discussion

Insights. The key question identified at the start of this research addressed
the desire to express insights into how a response to an action can lead to a
desired or undesired outcome (effect). In our problem statement we identified
two main challenges associated with this that need to be overcome: (1) graphical
representation, and (2) effective filtering mechanism. Studying the example of
aggressive behavior highlights how the proposed technique addresses both these
challenges. Figure 2 shows that our technique creates simple graphical represen-

https://fluxicon.com/disco/
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tation that allow for insights into dependency relations that cannot be obtained
using Fig. 3. In addition, comparing the same figures we can see that the use of
statistics reduces the number of arcs substantially. The filtering mechanisms is
effective in the sense that it filters those arcs that are meaningful, opposed to
those that are merely frequent.

As a result in Fig. 2 we can see the effects of responses to aggressive incidents.
Important to note is that physical aggression against people is seen as the most
and verbal aggression as the least severe form of aggressive behavior. The figure
shows that responding to a physical aggression against objects event with seclu-
sion increases the likelihood of the next event being physical aggression against
people. In other words, this response leads to an undesired outcome: escalation
of the aggressive behavior of the client. In contrast, we observe that the response
terminate contact is more likely to lead to a verbal aggressive incident. Thus,
this represents a desired outcome: de-escalation of future violence. Finally, the
response distract client has the effect that the client is more likely to repeat the
same class of action (“po” in the figure), indicating a circular relation.

Implications. One interesting implication of our technique is that the generated
insights can be used to support decision making processes. In our example, Fig. 2
can be used to train existing and new staff members to ensure that appropriate
responses are taken. Placing this technique in a broader medical context, the
technique could help make informed decisions when different treatment options
are considered. In a different domain, the technique could help a marketing orga-
nization understand the effectiveness of marketing strategies in terms of response
of potential customers. In short, the discovery technique provides insights into
action-response-effect patterns where the objective of analyzing the process is to
understand possible underlying dependency patterns.

Limitations. It is worth mentioning that, in our technique, we assume the
independence of the responses. This means that each response has a unique effect
on the effect and there is no interfering effect when responses are combined. For
example, if response r1 is more likely to lead to c1 and r2 to c2, then performing
r1 and r2 are more likely to lead to follow-up effects c1 or c2, but not a different
effect c3. Statistical pre-tests can be performed to verify this assumption. A basic
approach is to create a correlation matrix for the dummies of the responses. In
our example, this matrix shows that the assumption holds. In other words, no
responses are strongly and significantly correlated. If the assumption is violated
then the technique should consider R′ as input. R′ is a set of all independent
classes including those groups of responses that have a potential interfering effect.

6 Related Work

Over the last two decades a plethora of process discovery algorithms were pro-
posed [5]. The majority of these approaches generate procedural models such
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as Petri nets [25,26], causal nets [20,28], BPMN models [4,7] or process trees
[8,17]. Some approaches also discover declarative models [6,24] or hybrid models
(i.e. a combination of procedural and declarative models) [10,19]. What all these
techniques have in common is that they aim to discover the control flow of a
business process, that is, the execution constraints among the process’ activities.
Our approach clearly differs from these traditional process discovery approaches
by focusing on action-response patterns instead of the general control flow.

There are, however, also alternative approaches to process discovery. Most
prominently, several authors addressed the problem of artifact-centric process
discovery [18,21,22]. The core idea of artifact-centric process discovery is to
consider a process as a set of interacting artifacts that evolve throughout pro-
cess execution. The goal of artifact-centric discovery, therefore, is to discover the
lifecyles associated with these artifacts and the respective interactions among
them. While artifact-centric discovery techniques move away from solely consid-
ering the control-flow of the process’ activities, the main goal is still control-flow
oriented. A related, yet different approach to process discovery was proposed
in [12,13]. This approach focuses on the different perspectives of a process and
discovers and captures how their relations using Composite State Machines.

While the technique from [12,13] is potentially useful in many scenarios we
address with our technique, the insights that can be obtained with our technique
differ substantially. The technique from [12,13] allows to understand how differ-
ent artifact lifecycle states are related. For example, it reveals that a patient in
the state “healthy” does no longer require a “lab test”. The goal of our technique
is to show what actually needs to be done (or should not be done) to make sure a
patient ends up in the state “healthy”. To the best of our knowledge, we are the
first to propose a technique that discovers such action-response-effect patterns
and allows the reader to develop an understanding of why certain events occur.

7 Conclusion

This paper presented a technique to discover action-response-effect patterns.
We identified two main challenges that we addressed in this research: (1) graph-
ical representation, and (2) effective filtering mechanism. In order to address
these challenges, we proposed a novel discovery technique that builds on filter-
ing influential relations using statistical tests. We evaluated our technique on a
real-world data set from the healthcare domain. More specifically, we used our
technique to study aggressive behavior and show that we can gain valuable and
novel insights from the representations discovered by our technique. The repre-
sentations also show that the technique can tackle both challenges by providing
an easy-to-interpret representation that only displays meaningful relations.

In future work, we plan to further test the approach on real-world cases.
In addition, we plan to extend this work in two ways: (1) by introducing more
complex statistical tests to provide flexibility in the assumption of independence
of the responses, and (2) by introducing statistical tests to approximate the
optimal configuration of ε.
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Abstract. Organizations often have textual descriptions as a way to
document their main processes. These descriptions are primarily used
by the company’s personnel to understand the processes, specially for
those ones that cannot interpret formal descriptions like BPMN or
Petri nets. In this paper we present a technique based on Natural
Language Processing and a query language for tree-based patterns,
that extracts annotations describing key process elements like actions,
events, agents/patients, roles and control-flow relations. Annotated tex-
tual descriptions of processes are a good compromise between under-
standability (since at the end, it is just text), and behavior. Moreover, as
it has been recently acknowledged, obtaining annotated textual descrip-
tions of processes opens the door to unprecedented applications, like for-
mal reasoning or simulation on the underlying described process. Apply-
ing our technique on several publicly available texts shows promising
results in terms of precision and recall with respect to the state-of-the
art approach for a similar task.

1 Introduction

The consolidation of the BPM discipline in organizations is closely related to the
ability of going beyond current practices, especially for the assumption that data
that talks about processes is an structured source of information. In practice,
this assumption is often not met, i.e., organizations document their processes in
textual descriptions, as a way to bootstrap their accessibility [15].

The ubiquity of textual descriptions of processes has caused recent research
in proposing mechanisms to make actionable this information source, e.g., the
discovery of formal process models [7,16], the alignment between structured and
non-structured process information [13,17], or the use of annotations and natural
language techniques to encompass process information [10,12].

The contribution in [12] shows how formal reasoning is possible on top of
Annotated Textual Descriptions of Processes (ATDP, see an example in Fig. 1),
by equipping ATDP with a formal, trace semantics that links any ATDP specifica-
tion to a linear temporal logic formula. However, in [12] (but also in similar works

c© Springer Nature Switzerland AG 2020
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like [10]), it is assumed that these annotations are manually crafted, thus ham-
pering the ability to automate the application of formal analysis on annotated
textual descriptions of processes.

In this paper we propose a novel technique to extract an important subset of
the ATDP language. In contrast to existing approaches, we use a query language
that considers the hierarchical structure of the sentences: our technique applies
flexible tree-based patterns on top of the dependency tree corresponding to the
NLP analysis of each sentence. This makes the approach very robust to variations
that can arise in the discursive description of the main process elements, but
also contributes to reduce considerably the number of patterns that need to be
defined and maintained to perform the extraction.

The open-source tool related to this paper contributes to make ATDP spec-
ifications actionable. Currently, several functionalities are available1: an ATDP
library, an ATDP editor, an ATDP interface to a model checker, and now an ATDP
extractor.

Running Example. Figure 1 shows the results of the technique proposed in
this paper. The text describes the process of examining patients in a hospital2.
For this text, the techniques of this paper are able to automatically extract activ-
ities (highlighted in red), roles (highlighted in blue), conditions (highlighted in
green), and relations between these extracted elements (e.g., control-flow rela-
tions between actions).

The paper is organized as follows: next section shortly describes the work
related to this contribution. In Sect. 3 we overview the main ingredients of
this paper contribution, presented in Sect. 4. Experiments and tool support are
reported in Sect. 5, whilst Sect. 6 concludes the paper and provides suggestions
for future work.

2 Related Work

For the sake of space, we only report here the related work that focuses on
the extraction of process knowledge from textual descriptions [1,7,16] or legal
documents [3,19], or the work that considers textual annotations in the scope of
BPM [10,12].

For the former, the work by Friedrich et al. [7] is acknowledged as the state-
of-the-art for extracting process representations from textual descriptions, so we
focus our comparison on this approach. As we will see in the evaluation section,
our approach is significantly more accurate with respect to the state-of-the-art in
the extraction of the main process elements. Likewise, we have incorporated as
well the patterns from [16], and a similar outcome is reported in the experiments.
Moreover, we believe that our ideas can be easily applied in the scope of legal
documents, proposed in [3,19].

1 https://github.com/PADS-UPC.
2 This example is inspired from [14].

https://github.com/PADS-UPC


186 L. Quishpi et al.

Fig. 1. Extracted annotated textual description of a patient examination process.
R1: Patient of examine is female patient, R2: Agent of examine is outpatient

physician, R3: Coreference between outpatient physician and physician, R4:
Sequential between fill out and informs, R5: Conflict between conditions
sample can be used for analysis and it is contaminated and a new sample is

required (Color figure online)

For the later type of techniques [10,12], we see these frameworks as the prin-
cipal application for our techniques. In particular, we have already demonstrated
in the platform https://modeljudge.cs.upc.edu an application of the use of anno-
tations in the scope of teaching and learning process modeling3.

3 Preliminaries

3.1 Natural Language Processing and Annotation

Linguistic analysis tools can be used as a means to structure information con-
tained in texts for its later processing in applications less related to language
itself. This is our case: we use NLP analyzers to convert a textual description of

3 The reader can see a tutorial for annotating process modeling exercises in the
ModelJudge platform at https://modeljudge.cs.upc.edu/modeljudge tutorial/.

https://modeljudge.cs.upc.edu
https://modeljudge.cs.upc.edu/modeljudge_tutorial/
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a process model into a structured representation. The NLP processing software
used in this work is FreeLing4 [11], an open–source library of language analyz-
ers providing a variety of analysis modules for a wide range of languages. More
specifically, the natural language processing layers used in this work are:

Tokenization & sentence splitting: Given a text, split the basic lexical terms
(words, punctuation signs, numbers, etc.), and group these tokens into sen-
tences.

Morphological analysis: Find out all possible parts-of-speech (PoS) for each
token.

PoS-Tagging: Determine the right PoS for each word in a sentence. (e.g. the
word dance is a verb in I dance all Saturdays but a noun in I enjoyed our
dance together.)

Named Entity Recognition: Detect named entities in the text, which may
be formed by one or more tokens, and classify them as person, location,
organization, time-expression, numeric-expression, currency-expression, etc.

Word sense disambiguation: Determine the sense of each word in a text (e.g.
the word crane may refer to an animal or to a weight-lifting machine). We use
WordNet [5] as the sense catalogue and synset codes as concept identifiers.

Dependency parsing: Given a sentence, get its syntatic structure as a depen-
dency parse tree (DT). DT are an important element in our approach. The
reader can see an example of a dependency tree in Fig. 4.

Semantic role labeling: Given a sentence, identify its predicates and
the main actors (agent, patient, recipient, etc) involved in each predi-
cate, regardless of the surface structure of the sentence (active/passive,
main/subordinate, etc.). E.g. In the sentence John gave Mary a book writ-
ten by Peter, SRL would extract two predicates: give (with semantic roles
Agent(John,give), Patient(book,give), and Recipient(Mary,give)),
and write (with semantic roles:
Agent(Peter,write) and Patient(book,write)).

Coreference resolution: Given a document, group mentions referring to the
same entity (e.g. a person can be mentioned as Mr. Peterson, the director,
or he).

The three last steps are of special relevance since they allow the top-level
predicate construction, and the identification of actors throughout the whole
text: dependency parsing identifies syntactic subjects and objects (which may
vary depending, e.g., on whether the sentence is active or passive), while semantic
role labeling identifies semantic relations (the agent of an action is the same
regardless of whether the sentence is active or passive). Coreference resolution
links several mentions of an actor as referring to the same entity (e.g. in Fig. 1, a
delegate of the physician and the latter refer to the same person. Also, the same
object is mentioned as the sample requested and it).

4 http://nlp.cs.upc.edu/freeling.

http://nlp.cs.upc.edu/freeling
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All NLP components are developed and evaluated on standard benchmarks
in the area, obtaining state-of-the art results. In particular, dependency trees
–which are the basic element upon which we build our proposal– are created by
a Deep Learning parser [4] which obtains accuracy scores over 90%.

3.2 Annotated Textual Descriptions of Processes (ATDP)

ATDP is a formalism proposed in [12], aiming to represent process models on top
of textual descriptions. This formalism naturally enables the representation of a
wide range of behaviors, ranging from procedural to completely declarative, but
also hybrid ones. Different from classical conceptual modeling principles, this
highlight ambiguities that can arise from a textual description of a process, so
that a specification can have more than one possible interpretation5.

ATDP specifications can be translated into linear temporal logic over finite
traces [2,8], opening the door to formal reasoning, automatic construction of
formal models (e.g. in BPMN) from text, and other interesting applications
such as simulation: to generate end-to-end executions (i.e., an event log [18])
that correspdond to the process described in the text, which would allow the
application of process mining algorithms.

In Fig. 1, there are different types of fragments, distinguished by color in our
visual front-end. Some fragments (shown in red) describe the atomic units of
behavior in the text, that is, activities and events, while others (shown in blue)
provide additional perspectives beyond control flow. For example, outpatient
physician is labelled as a role at the beginning of the text, while informs is
labelled as an activity. Depending on their types, fragments can be linked by
means of relations.

ATDP models are defined over an input text, which is marked with typed text
fragments, which may correspond to entities, or activities. Marked fragments can
be related among them via a set of fragment relations.

Entity Fragments. The types of entity fragments defined in ATDP are:

– Role. The role fragment type is used to represent types of autonomous actors
involved in the process, and consequently responsible for the execution of
activities contained therein. An example is outpatient physician in Fig. 1.

– Business Object. This type is used to mark all the relevant elements of the
process that do not take an active part in it, but that are used/manipulated
by process activities. An example is the (medical) sample obtained and
analyzed by physicians during the patient examination process.

Activity Fragments. ATDP distinguishes the following types of activity frag-
ments:

5 In this work we consider a flattened version of the ATDP language, i.e., without the
notion of scopes.
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– Condition. It is considered discourse markers that mark conditional state-
ments, like: if, whether and either. Each discourse marker needs to be tailored
to a specific grammatical structure.

– Task and Event. Those fragment types are used to represent the atomic units
of work within the business process described by the text. Usually, these
fragments are associated with verbs. An example task fragment is validates
(results). Event fragments are used to annotate other occurrences in the
process that are relevant from the point of view of the control flow, but are
exogenous to the organization responsible for the execution of the process.

Fragment Relations. Text fragments can be related to each other by means of
different relations, used to express properties of the process emerging from the
text:

– Agent. Indicates the role responsible for the execution of an activity.
– Patient. Indicates the role or business object on which an activity is per-

formed.
– Coreference. Induces a coreference graph where each connected component

denotes a distinct process entity.
– Sequential. Indicates the sequential execution of two activity fragments A1 and
A2 in a sentence. We consider two important relations from [12]: Precedence
and Response. Moreover, to cover situations where ambiguities in the text
prevent selecting any of the two aforementioned relations, we also incorpo-
rate a less restrictive constraint WeakOrder, that only applies in case both
activities occur in a trace.

– Conflicting. A conflict relation between two condition activity fragments
〈C1, C2〉 in a sentence indicates that one and only one of them can
be executed, thus capturing a choice. This corresponds to the relation
NonCoOccurrence from [12].

Once ATDP are extracted, several possibilities arise, ranging from simulation,
to formal analysis. For any of the previous techniques, there are available open-
source libraries (see Sect. 5).

3.3 TRegex

In this paper, we use Tregex6 [9], a query language that allows the definition of
regular-expression-like patterns over tree structures. Tregex is designed to match
patterns involving the content of tree nodes and the hierarchical relations among
them. In our case we will be using Tregex to find substructures within syntactic
dependency trees. Applying Tregex patterns on a dependency tree allows us to
search for complex labeled tree dominance relations involving different types of
information in the nodes. The nodes can contain symbols or a string of characters
(e.g. lemmas, word forms, PoS tags) and Tregex patterns may combine those
tags with the available dominance operators to specify conditions on the tree.
6 https://nlp.stanford.edu/software/tregex.html.

https://nlp.stanford.edu/software/tregex.html
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Additionally, as in any regular expression library, subpatterns of interest may
be specified and the matching subtree can be retrieved for later use. This is
achieved in Tregex using unification variables as shown in pattern (2) in Fig. 2.

Figure 2 describes the main Tregex operators used in this research to specify
pattern queries.

Operator Meaning A

B

E

C

F

K L

G

D

H I J

X << Y X dominates Y
X >> Y X is dominated by Y
X !>> Y X is not dominated by Y
X < Y X immediately dominates Y
X > Y X is immediately dominated by Y
X >, Y X is the first child of Y
X >- Y X is the last child of Y (1) E>>(A<<G) (4) F!>>A
X >: Y X is the only child of Y (2) E>>(A=x)>:(B=y) (5) H>:D
X $-- Y X is a right sister of Y (3) K!>>B>>(A<D) (6) A<J

Fig. 2. Some operators provided by Tregex (left). The tree on the right would match
patterns (1), (2), (3), and would not match patterns (4), (5), (6). Note that unless
parenthesized, all operators refer to the first element in the pattern. Pattern (2) cap-
tures nodes A and B into variables x and y.

4 Approach

Our proposed technique automatically extracts ATDP elements applying Tregex
patterns on textual description of business process, commonly used in industry
and business organizations [15]. The result is a set of ATDP elements that may
be used to derive formal representations of process models, generate logs via
simulation, or automatically reason about process behaviour (see [12] for more
details on ATDP possibilities).

The technique follows the steps shown in Fig. 3. The first step consists of
performing a NLP analysis to extract, among other information, a dependency
tree for each sentence (see Sect. 3.1).

The obtained dependency trees (one for each sentence) are transformed to a
format suitable for Tregex patterns: A node in the transformed dependency tree
is a structured string, containing information about the lemma, PoS tag, and
syntactic function of each word. Additionally, nodes marked as predicates by the
NLP semantic role labeling step are decorated with an extra <ACTION> label, that
identifies them as potential activity fragments. Figure 4 shows the transformed
tree for the input sentence “If the patient signs an informed consent, a delegate
of the physician arranges an appointment with one of the wards and updates the
HIS selecting the first available slot”.

Next step consists of extracting process entities (actors and business objects)
as described below in Sect. 4.1. Afterwards, we extract activity fragments relying
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Fig. 3. General framework for automatic ATDP extraction
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Fig. 4. Dependency tree for the sentence “If the patient signs an informed consent, a
delegate of the physician arranges an appointment with one of the wards and updates
the HIS selecting the first available slot”. Oval red node selecting is filtered out as
a process activity since it is inside a subordinate clause. Round-corner olive signs is
marked as a condition activity, since it is inside the conditional clause. Sharp-corner
green nodes arranges and updates are kept as process activities since they are at the
main clause level in the sentence (accounting for the and coordinating structure).
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on an incremental procedure based on Tregex patters: First, a set of patterns
identify which <ACTION> nodes are actually conditions, and change their mark to
<CONDITION>. Next, other patterns discard non-relevant <ACTION> nodes, and
relabel relevant ones as <ACTIVITY>. Finally, a last batch of patterns decide
which of the remaining actions should be relabeled as <EVENT>. See Sect. 4.2 for
details on each of these pattern sets. Finally, after relabeling the appropriate tree
nodes, the last set of patterns extracts relations between the resulting activity
nodes (Sect. 4.3).7

4.1 Extraction of Entity Fragments

Roles and Business Objects. To identify the roles – i.e. autonomous actors–
of the process, we leverage the results from the NLP analysis and focus on the
elements with a semantic role of Actor. Similarly, business object are detected
extracting elements with semantic role of Object. For each of those elements,
the extracted text should be modified to better represent the role or business
object: fragments that begin with the or prepositions such as by, of or from can
be modified to not contain these elements, but just the core description of the
role/object.

To that end, the following Tregex pattern is recursively applied to the depen-
dency tree to select the relevant modifiers of the main entity word (i.e. nouns
and adjectives directly modifying the head noun in the phrase):

PE1 /noun|adjective/=result > /EntityHeadWord/

This pattern will extract only nouns and adjectives directly modifying each
main entity word (note that this pattern will we instantiated for each word
heading a phrase identified as Actor or Object by the NLP).

For instance, in the sentence “The process starts when the female patient
is examined by an outpatient physician, who decides whether she is healthy or
needs to undertake an additional examination” the results of the semantic role
labeling step for Agent would return the whole subtree headed by physician (i.e.
an outpatient physician, who decides. . . examination). The role entity fragment
Tregex pattern will strip down such a long actor/object removing the determiner
and the relative clause, while keeping the core actor/object and its main modi-
fiers, thus extracting respectively outpatient physician as a role, and female
patient as a business object.

4.2 Extraction of Activity Fragments

In order to extract activity fragments, we rely on the output of NLP, which
marks as predicates all non-auxiliary verbs as well as some nominal predicates
(e.g. integration, meeting, etc.). However, many verbs in a process description
7 It is important to notice that the selection, configuration and application of rules
influences the ATDP extraction. Exploring possible extensions and strategies to
achieve a complete and minimal set of rules will be object of future research.
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may be predicates from a linguistic perspective, but do not correspond to actual
process activities. Thus, we use a set of patterns that discard predicates unlikely
to be describing a relevant process task, or relabel them as condition or event
fragment.

Condition Fragments. To detect conditional phrases, we use patterns that
check for nodes having part-of-speech with a domination relation with nodes
containing words such as “if”, “whether” or “either”. If a match is found,
the tree node captured in variable result is marked as <CONDITION>. Condition
patterns are:

PC1 /<verb>/=result >, /whether/
PC2 /<verb>|<not>/=result >, (/or/ >> /<whether>/)
PC3 /<verb>/=result >, /if/
PC4 /<verb>/=result < /either/=condition << /or/
PC5 /<verb>/=result > (/or/ >> (/<verb>/ < /either/))

The first pattern checks for a node <verb> that is the first child of a node with
word “whether”. In the second pattern, the matched node is either a <verb> or
the word <not> that is the first child of a node with word “or” which is in turn
child of node “if”.

For instance, patterns PC1 and PC2 can be used to determine that she
is healthy and needs to undertake an additional examination are con-
ditions in the sentence “... who decides whether she is healthy or needs to under-
take an additional examination.”. Similarly, pattern PC3 matches the tree in
Fig. 4, and extracts the condition fragment the patient signs an informed
consent.

Finally, patterns PC4 and PC5 extract the conditional phrase in sentences
containing “either...or” constructions.

Event Fragments. The strategy to identify events is similar to conditional frag-
ments identification. The main difference is that, instead of conditional markers,
we consider the presence of time markers such as once, as soon, when and when-
ever. The following Tregex expressions are used to identify event fragments:

PV1 /<ACTION>/=result > /once/
PV2 /<ACTION>/=result > (/be/ > /once/)
PV3 /<ACTION>/=result >> (/as/ >- /soon/)
PV4 /<ACTION>/=result <, /when/
PV5 /<ACTION>/=result < /whenever/

If a match is found, the tree node captured in variable result is marked as
<EVENT>. For instance, in the sentence “Once the payment is confirmed, the
ZooClub department can print the card...”, after applying pattern PV2, the frag-
ment confirm(payment) is identified as an event fragment.
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Task Fragments. Task fragments represent the atomic activity of execution
inside the process model, and their identification is done after extracting condi-
tions and events.

PT1 /be <ACTION>/=toRemove
PT2 /start <ACTION>/=toRemove
PT3 /have <ACTION>/=toRemove
PT4 /want <ACTION>/=toRemove

These patterns simply discard verbs be, start, have and want as activities. Sub-
jective verbs (e.g. want, think, believe, etc.) are unlike to describe activities and
thus are filtered out. For instance in the sentence “The process starts when the
female patient is examined by an outpatient physician,...”, start is removed from
the activity list, while examine is kept.

The following patterns remove any action candidates that are in a subordi-
nate clause under another action.

PT5 /<ACTION>/=toRemove >> /<ACTION>/=result !>> /and|or/
PT6 /<ACTION>/=toRemove >> (/<ACTION>/=result >> /and|or/)

The idea is that a subordinate clause is describing details about some element
in the main clause, but it is not a relevant activity thus it must be removed. For
instance, in the sentence “..., the examination is prepared based on the informa-
tion provided by the outpatient section”, the verbs base and provide would be
removed as activities, since the main action described by this sentence is just
prepare (examination).

The first pattern has an additional constraint, checking that the tree does not
contain a coordinating conjunction (and/or), since in that case, both predicates
are likely to be activities (e.g. in “He sends it to the lab and conducts the follow-
up treatment”, although conduct is under the tree headed by send, the presence
of and in between blocks the pattern application), meanwhile in the second
pattern takes as reference the coordinating conjunction and/or to remove any
action candidates that are in a subordinate clause under the main action.8

If a match is found by patterns PT5 or PT6, the tree node captured in vari-
able result is marked as <ACTIVITY> and in the tree node captured in variable
toRemove the tag <ACTION> is removed. For instance, in the tree in Fig. 4, the
action select (first available slot) that is under update (HIS) is discarded by
pattern PT5.

4.3 Relation Types

Agent, Patient and Coreference. These relations are straightforwardly
extracted from the output (predicates and arguments) of the Semantic Role

8 Observe that the absence of parenthesis in pattern 1 means that the “!>>/and|or/”
condition is applied to the first action in the pattern, while in pattern 2, the paren-
thesis force that condition on the second action.
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Labelling phase. However, only those involving entities or activities detected
by the patterns described above are considered. For instance, in the first sen-
tence of our running sample (Fig. 1) we have that the agent for activity examine
is outpatient physician, while the patient is female patient, stating that
examine someone is under the responsibility of a outpatient physician and
the examine activity operates over a female patient business object.

Regarding coreference, in our running example (Fig. 1), all text fragments
pointing to the patient role corefer to the same entity, whereas there are
three different physicians involved in the text: the outpatient physician, the
physician and the ward physician, which form disconnected coreference sub-
graphs.

Sequential. The extraction of sequential relations is performed on the results of
activity fragment extraction described in Sect. 4.2. We use patterns to capture
Precedence, Response and WeakOrder constraints, which express the order of
execution of the activities in an ATDP specification.

These first patterns can be used to identify a particular case of Response that
typically occurs in conditional sentences:

PR1 /<CONDITION>/=from >, (/if/ >/<ACTIVITY>/=to)
PR2 /<CONDITION>/=from >, (/if/ >(/verb/ </<ACTIVITY>/=to))
PR3 /<CONDITION>/=from >, (/if/>(/verb/<(/be|to/</<ACTIVITY>/=to)))

These patterns capture the case where a <CONDITION> (identified by previous
patterns) is inside an if clause (that is, below the if token in the dependency
tree), which has an <ACTIVITY> as the condition’s consequent. In those cases, it
is safe to assume that the activity in the consequent responds to the occurrence
of the condition. For instance, in the dependency tree in Fig. 4, pattern PR1
would extract that arrange (appointment) responds to sign(consent).

With the following patterns we are able to extract sequential relations
between <EVENT> and <ACTIVITY> nodes. These are typical cases of Precedence:

PP1 /<EVENT>/=from > /<ACTIVITY>/=to
PP2 /<EVENT>/=from >> (/verb/ << /<ACTIVITY>/=to)

For instance, pattern PP1 checks for an <EVENT> immediately dominated by
an <ACTIVITY>, so in the sentence “An intaker keeps this registration with him
at times when visiting the patient”, it would extract the sequential relation from
visit(patient) to keep(registration).

Pattern PP2 checks for an <EVENT> that is dominated by a verb which also
dominates an <ACTIVITY>. When applied to the sentence “Once the payment is
confirmed, the ZooClub department can print the card” we are able to extract
the sequence between confirm(payment) and print(card).

We also extract sequences from one condition fragment to several activities
using the following patterns:
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PS1 /<CONDITION>/=to >> (/whether/ >> /<ACTIVITY>|<EVENT>/=from)
PS2 /<CONDITION>/=to >> /<ACTIVITY>|<EVENT>/=from < /either/
PS3 /<CONDITION>/=to >> (/or/ >> /<ACTIVITY>|<EVENT>/=from)

For instance in the sentence “The process starts when the female patient is exam-
ined by an outpatient physician, who decides whether she is healthy or needs to
undertake an additional examination.” pattern PS1 will extract the sequential
relations examine(patient) → is healthy, and examine (patient) → needs
(undertake examination).

For more general cases, the subtleties between the different order constraints
cannot be easily distinguished by an automatic analyzer. In those cases, we take
a conservative approach and extract the least restrictive constraint, WeakOrder,
using the patterns:

PW1 /<ACTIVITY>/=from < (/and/ << (/<ACTIVITY>/=to < /then/ ))
PW2 /<ACTIVITY>/=from << (/and/ << (/<ACTIVITY>/=to < /then/))
PW3 /<ACTIVITY>/=from >> (/after/ > /<ACTIVITY>/=to)
PW4 /<ACTIVITY>/=from >> (/after/ > (/be/ < /<ACTIVITY>/=to))
PW5 /<ACTIVITY>/=to > (/be/>(/after/>(/<ACTIVITY>/=from>/be/)))
PW6 /<ACTIVITY>/=from < (/before/ < /<ACTIVITY>/=to)
PW7 /<ACTIVITY>|<EVENT>/=from << (/<ACTIVITY>/=to < /and/)
PW8 /<ACTIVITY>/=from < (/and/ < /<ACTIVITY>/=to)

To illustrate the WeakOrder, using pattern PW1 we can infer that generate and
pay are in WeakOrder in the sentence “The Payment Office of SSP generates a
payment report and then pays the vendor”.

Additionally, we incorporated the approach used in [16] to extract relations
Response, Precedence, and Succession based on the mandatory aspect of each
activity: Given a sentence stating that activity A happens before activity B,
if both A and B are mandatory, the relation is marked as Succession. If B is
mandatory but A is not, the result is a Response relation. If B is not mandatory,
a Precedence relation is extracted. Patterns M1, M2, M3 below are used to decide
whether a task is mandatory or not. Their occurrence order is determined by
the patterns previously presented in this section.

M1 /<ACTIVITY>/ >/must|will|would|shall|should/
M2 /<ACTIVITY>/ >(/be/ >/must|will|would|shall|should/)
M3 /<ACTIVITY>/ >(/be/ >(/have/ >/must|will|would|shall|should/))

Conflict. Conflict relations naturally arise when conditions are introduced in
a process description. In ATDP the only conflict relation is NonCoOccurrence. To
that end, we consider conditional discourse markers that affect <CONDITION>
nodes extracted by patterns in Sect. 4.2:

PX1 /whether/ << (/<CONDITION>/=from << (/or/<</<CONDITION>/=to))
PX2 /<CONDITION>/=from << (/or/ << /<CONDITION>/=to)
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For instance, pattern PX1 would extract the constraint that the sample can
not be safely used and contaminated at the same time from the sentence “...
decides whether the sample can be used for analysis or whether it is contami-
nated”.

Pattern PX2 extracts general conflicts, such as the conditional fragments
approve and deny from the sentence “The next step is for the IT department
to analyse the request and either approve or deny it.” are considered in conflict.
In order to this pattern to work, previously the verbs approve and deny were
labeled as <CONDITION> in Sect. 4.2, patterns PC4 and PC5.

5 Tool Support and Experiments

This section presents experiments evaluating the performance of the proposed
approach9 to automatically extract ATDP from text. We will report two different
experiments for two types of evaluation: we will compare activity extraction with
a baseline based on [6], and relation extraction with the recent approach [16].

Activity Extraction. The evaluation is performed comparing the activity frag-
ments extracted against gold standard annotations carried out by a human, who
selected just the activities deemed relevant to the process. We collected a test
data set consisting of 18 of those text-model pairs, shown in Table 1. The first 13
models stem from material in the appendix of Master thesis [6], and the last 5
from our academic dataset10 used in [13]. In both cases each example includes a
textual process description paired with the corresponding BPMN models created
by a human. As a gold reference for evaluation, we manually created one ATDP
for each example following the activities in those BPMN models, i.e. marking as
activity fragments only the text pieces that had a corresponding element in the
BPMN model.

Since the approach in [6] is not publicly available, we wrote Tregex patterns
that would mimic that reference approach. Namely, we use patterns that take the
output of the NLP analysis step, we filter out weak verbs be, have, do, achieve,
start, exist, and base, and we use conditional indicators like if, whether, and
otherwise to detect conditions.

Table 1 shows the results obtained by our tool compared with the baseline
based in [6], which relies in extracting as activities most of the verbs detected
by the NLP tool. The former scenario uses all the patterns described in this
paper. Precision is computed as the percentage of right fragments among pre-
dicted fragments (P = #ok/#pred). Recall is the percentage of expected frag-
ments extracted (R = #ok/#gold). F1 score is the harmonic mean of precision
and recall (F1 = 2PR/(P + R)). We only count extracted fragments as right
if they match the gold annotations in words and type (<ACTIVITY, <EVENT>,
<CONDITION>).
9 https://github.com/PADS-UPC/atdp-extractor.

10 https://github.com/setzer22/alignment model text/tree/master/datasets/NewData
set.

https://github.com/PADS-UPC/atdp-extractor
https://github.com/setzer22/alignment_model_text/tree/master/datasets/NewDataset
https://github.com/setzer22/alignment_model_text/tree/master/datasets/NewDataset
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Table 1. Column #gold contains the number of activity fragments marked by a human
as relevant to the process. Columns #pred and #ok show the number of fragments
predicted by the tool, and how many of them were in the gold annotations. Columns
P, R, and F1 show precision, recall and F-measure respectively.

Source #gold Patterns emulating [6] Our patterns

#pred #ok P R F1 #pred #ok P R F1

1-1 bicycle manufacturing 15 22 11 50 73 60 18 11 61 73 67

1-2 computer repair 10 14 9 64 90 75 10 8 80 80 80

2-1 sla violation 46 93 41 44 89 59 70 40 57 87 69

3-1 2009-1 mc finalice 8 15 7 47 88 61 10 6 60 75 67

3-2 2009-2 conduct directions 7 12 7 58 100 74 9 6 67 86 75

3-6 2010-1 claims notification 12 19 12 63 100 77 15 12 80100 89

4-1 intaker workflow 34 55 23 42 68 52 49 23 47 68 55

5-1 active vos tutorial 8 10 8 80100 89 10 8 80100 89

6-1 acme 22 41 20 49 91 64 36 19 53 86 66

7-1 calling leads 6 11 6 55 100 71 9 5 56 83 67

8-1 hr process simple 5 7 5 71 100 83 5 4 80 80 80

9-2 exercise 2 8 16 8 50 100 67 9 8 89100 94

10-2 process b3 15 21 14 67 93 78 21 14 67 93 78

Total 196 336 171 51 87 64 271 164 61 84 70

1081511532 rev3 10 14 8 57 80 67 10 7 70 70 70

1120589054 rev4 11 17 11 65 100 79 14 11 79100 88

1364308140 rev4 12 13 9 69 75 72 10 8 80 67 73

20818304 rev1 12 12 8 67 67 67 11 7 64 58 61

784358570 rev2 16 27 13 48 81 61 22 13 59 81 68

Total 61 83 49 59 80 68 67 46 69 75 72

TOTAL 257 419 220 53 86 65 338 210 62 82 71

Obtained results show that the baseline based in [6] obtains higher recall
(since it extracts more activities), but lower precision (since many of the
extracted activities are not in the gold annotations, i.e. they are not relevant
for the process). On the other hand, our approach is a bit more conservative
and extracts less activities, thus getting slightly lower recall, but largely higher
precision. Overall, the trade-off F1 score is consistently better when using our
tree-based patterns.

Relation Extraction. To evaluate the extraction of relations, we compare our
approach with the one presented in [16]11. In addition to the 18 benchmarks from
Table 1, we have added the data collection used in [16]. In this later case, we
exclude from the evaluation the WeakOrder constraints generated by our system,
since the reference dataset does not include such relation. Table 2 reports the
comparison, that shows again the tendency to improve the results both for the
dataset used in [16] and our dataset.
11 https://github.com/hanvanderaa/declareextraction.

https://github.com/hanvanderaa/declareextraction
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Table 2. Results of performed experiments with respect to [16]. The information is
the same than in Table 1, but with counts correspond to both activities and relations.

Source #gold Public code by [16] Our patterns

#pred #ok P R F1 #pred #ok P R F1

1-1 bicycle manufacturing 26 30 9 30 35 32 33 21 64 81 71

1-2 computer repair 19 13 6 46 32 37 18 12 67 63 65

2-1 sla violation 90 100 42 42 47 44 128 53 41 59 49

3-1 2009-1 mc finalice 15 19 9 47 60 53 17 10 59 67 63

3-2 2009-2 conduct directions 13 8 7 88 54 67 11 8 73 62 67

3-6 2010-1 claims notification 22 23 11 48 50 49 25 13 52 59 55

4-1 intaker workflow 65 101 40 40 62 48 91 43 47 66 55

5-1 active vos tutorial 13 14 6 43 46 44 16 11 69 85 76

6-1 acme 40 48 16 33 40 36 68 27 40 68 50

7-1 calling leads 12 16 7 44 58 50 16 9 56 75 64

8-1 hr process simple 11 5 5 100 45 62 10 6 60 55 57

9-2 exercise 2 14 12 6 50 43 46 17 13 76 93 84

10-2 process b3 27 25 14 56 52 54 29 14 48 52 50

Total 367 414 178 43 49 46 479 240 50 65 57

1081511532 rev3 18 18 8 44 44 44 17 8 47 44 46

1120589054 rev4 20 27 11 41 55 47 16 10 63 50 56

1364308140 rev4 31 16 13 81 42 55 22 15 68 48 57

20818304 rev1 24 12 10 83 42 56 24 15 63 63 63

784358570 rev2 37 31 13 42 35 38 37 18 49 49 49

Total 130 104 55 53 42 47 116 66 57 51 54

datacollection 1 132 93 69 74 52 61 127 94 74 71 73

datacollection 2 51 51 45 88 88 88 50 46 92 90 91

datacollection 3 201 172 123 72 61 66 197 120 61 60 60

Total 384 316 237 75 62 68 374 260 70 68 69

TOTAL 881 834 470 56 53 55 969 566 58 64 61

6 Conclusions and Future Work

We have proposed a novel technique to extract ATDP specifications from textual
descriptions. Continuing with our effort to unleash the use of unstructured data
that talks about processes, this is one of the key functionalities that was missing.
When comparing our approach with the state-of-the-art technique, we witness
an improvement in accuracy for the task of detecting the main process elements.

For future work, we will extend the approach to also extract other ATDP
elements, specially the ones regarding scopes and their relations, that are a real
challenge since they need to be defined at a different granularity level. Another
idea to explore is the definition of patterns across sentences, that may help
improving the accuracy, but needs an adaption for the use of our query language,
which is defined over single sentences. Orthogonal to these two lines, we also
will explore the incorporation of machine learning techniques that can use the
annotations performed by an expert (e.g., in the platform Model Judge teachers
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annotate textual descriptions of processes), to learn automatically the patterns
that define the process elements. Finally, we plan to perform a deeper evaluation
of our techniques, possible including real-life data from our current projects.
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Abstract. Business processes have to adapt to constantly changing
requirements at a large scale due to, e.g., new regulations, and at a
smaller scale due to, e.g., deviations in sensor event streams such as
warehouse temperature in manufacturing or blood pressure in health
care. Deviations in the process behavior during runtime can be detected
from process event streams as so called concept drifts. Existing work has
focused on concept drift detection so far, but has neglected why the drift
occurred. To close this gap, this paper provides online algorithms to ana-
lyze the root cause for a concept drift using sensor event streams. These
streams are typically gathered externally, i.e., separated from the process
execution, and can be understood as time sequences. Supporting domain
experts in assessing concept drifts through their root cause facilitates
process optimization and evolution. The feasibility of the algorithms is
shown based on a prototypical implementation. Moreover, the algorithms
are evaluated based on a real-world data set from manufacturing.

Keywords: Online process mining · Concept drift · Sensor event
stream · Root cause analysis · Time sequence · Dynamic Time Warping

1 Introduction

“World-class organizations leverage business process change as a means to
improve performance, reduce costs, and increase profitability” [23]. Companies
can react by adapting their business process to the changing requirements at a
large scale, e.g., new regulations, and at a smaller scale, e.g., deviations in sensor
streams in manufacturing or medicine. In any case, adaptations of the process
logic result in a so called concept drift [25].

When adapting business processes, a concept drift might be known in case
of explicitly defined and applied process changes, but also unknown and “only”
recorded in so called process event logs that store information on business pro-
cess execution in an event-based manner. If the process execution events are
continuously collected during runtime, we call this a process event stream. Exist-
ing techniques detect concept drifts from process event logs in an offline manner
(ex post) based on process execution logs [4] or in an online way based on pro-
cess event streams [15,19,27], i.e., during runtime as the processes are executed.
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Online concept drift detection can be crucial to react on process changes in
time. However, approaches to analyze and identify the reason why a concept
drift happened, i.e., its root cause, are missing although knowing the root cause
contributes to, e.g., optimizing future occurrences of similar concept drifts.

Hence the basic question is how to identify and analyze the root cause for
concept drifts at runtime. Several examples suggest that data from IoT devices,
i.e., external sources such as sensors can influence the execution behavior of a
process. Temperature, for example, might cause exceptions in logistics processes
[3]. Variations in parameters might indicate the quality of products in manufac-
turing [8,12]. The data emitted by sensors is called sensor event streams and is
captured externally, i.e., outside the process execution [16]. Sensor event streams
constitute time sequence data [12]. Informally, a time sequence holds quantita-
tive, time-stamped data. We opted to analyze time sequence data instead of time
series data as the latter requires equidistant time intervals what is not always
the case for the real world cases to be considered.

In order to facilitate root cause analysis for concept drifts, this work addresses
the following research questions:

RQ1: How can drifts in sensor event streams associated with process instances
be identified?

RQ2: How can the analysis of these drifts help domain experts, to assess root
causes and thus propose concept drifts/process evolution?

The approach takes a process history [19] as input. The process history holds
an ordered sequence of process models that have been mined online and are
connected to per-instance sensor event streams. These sensor event streams are
time sequences, and the deviations between the streams of different instances
of each model are determined using dynamic time warping (DTW). DTW cal-
culates the distance between two time sequences. The challenge is to interpret
the drifts in the sensor event streams to identify future concept drifts in the
process model (in contrast to [19], which deals with the identification of concept
drifts ex-post). The approach was implemented for a real-world IoT application
from the manufacturing domain and a data set was gathered that is used to
evaluate the approach. Specifically, we show how the results of the analysis sup-
port domain experts in understanding why a drift happened (root cause) and
to learn what can be done to efficiently deal with it. The objective is therefore
to evaluate the applicability of this approach in finding the cause for a concept
drift, to evaluate the performance of this approach, i.e., how many reasons can
be correctly detected in which time and to give information on how to adapt the
current process model to the current situation.

This paper is outlined as follows: In Sect. 2, a running example as well as pre-
liminaries are introduced. Section 3 features two algorithms to determine drifts in
event streams from external sources. Section 4 evaluates these algorithms based
on a real world IoT application. Related work is reflected in Sect. 6. Section 7
summarizes this work and gives a brief outlook of the planned future work.
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2 Running Example and Fundamentals

Figure 1(a) shows the process model of a medical round for a patient of a health
care facility. This model represents the current care plan for one specific patient.
The general health status of a patient is checked, the blood pressure is measured,
and drugs are administered. During runtime process instances are created and
executed based on the process model. The execution information is stored in
a process event log. Assume that a concept drift occurs, which results in the
process model depicted in Fig. 1(b), i.e., an additional hydration check is added
in parallel to checking the blood pressure. Another drift could be detected in the
data elements of a process instance, for example, the task “Blood Pressure” is
in (b) done by nurses, while it has been done in (a) by medical doctors. Existing
approaches [14,15,19,27] enable drift detection, but do not explain why the drift
happened in the first place.

Unlike process data such as resource or patient age, typically, the temperature
and humidity of the patient’s room are constantly monitored by external sensors.
The sensors produce event streams which consist of data points representing a
single measurement. These measurements are typically not stored in a process
execution log, but in a different database, since the tasks are not directly linked
to any process data. We investigate whether and how such sensor event streams
can be exploited in order to analyze and explain why a concept drift happened.

Fig. 1. Concept drift resulting in adapted process model – medical example

This work exploits process histories [19] to store drift information reflected
by deviations in process models. A process history HP := <M0,M1, ..,Mn, ..>
contains a list of viable process models Mi, i = 0, 1, .. that reflect the natural
evolution of a business process P . While previous work [20] focuses on data
that is part of the business logic of a process (e.g., resources as in Fig. 1), this
paper addresses high velocity time sequence data that is collected from external
sensors, but is otherwise not utilized in the context of processes or sub-processes.

A time sequence is defined as follows in [10, p. 208]: A sequence of
time-stamped data for which the attribute values are the result of measure-
ments of a quantitative real-valued state variable, denoted by y ∈ R, y =
(y(t1), y(t2), ..., y(tn)).
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The challenge is to compare the time sequences in order to detect differences
in the associated sensor event streams that can lead to drifts. To compare two
time sequences, an alignment is calculated to determine the distances from one
sequence to another. The most common distances measure are the Euclidean
Distance (ED) [9] and Dynamic Time Warping (DTW) [2]. While ED has several
advantages like linear computing time and being straightforward, it requires time
sequences to be of the same length and is deceptive for noise. DTW is also able to
globally find the best alignment and can cope with sequences of different length.
The complexity is quadratic, since a m×n matrix has to be constructed, where
m and n are the lengths of the time sequence.

Fig. 2. Plot of two time sequences and their corresponding values

Fig. 3. Warp matrix constructed using DTW: orange cell = distance (Color figure
online)

We use DTW as we are dealing with sequences of different lengths. Figure 2
shows time sequences A and B, together with a table containing the exact values
at every timestamp. The m × n matrix D for the alignment between A and B
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is constructed by starting in the bottom row and filling every value from left
to right, as can be seen in Fig. 3. The distance as absolute difference between
the actual values is calculated, so in the bottom left corner it is |28 − 27| = 1.
Afterwards the cheapest cost from one of the cells before is used, so D(n,m1),
D(n1,m1) and D(n1,m) is added to the distance and assigned to D(n,m). The
definition follows [18]: D(i, j) = Dist(i, j) + min[D(i − 1, j),D(i, j − 1),D(i −
1, j − 1)].

The distance is found in the top right corner of Fig. 3. The alignment can be
found using back-tracing starting in the top right corner and following the path
back to the start cell in the bottom left corner, i.e., the green cells.

This work employs the DTW Barycenter Averaging (DBA) [17] algorithm.
DBA uses DTW as distance measure and calculates the average time sequence
for a set of time sequences. It starts by an arbitrary average sequence and adapts
it iteratively by trying to minimize the sum of squared DTW distances from the
average sequence to the set of sequences. The computation time of this technique
is again quadratic, since a DTW matrix has to be created for each iteration.

3 Time Sequence Assignment and Root Cause Detection

This section details the main contribution of this work, i.e., how to utilize time
sequence data from sensor event streams to flag process instances for closer
inspection when performing a root cause analysis for concept drifts. Note that
an analysis for both cases is possible, i.e., finding reasons for concept drifts
that have already been detected (ex post) and – particularly during runtime –
detecting and analyzing deviations in the sensor event streams that might lead
to a future concept drift, i.e., a process evolution.

We start with the architecture of the solution presented in this work (cf.
Fig. 4) as foundation for the subsequent considerations. Note that the compo-
nents Time Sequence Module and Drift Decision Detection (both red) realize
the contribution of this paper.

For detecting drifts, sensor event streams are taken as input. They can be fed
into the system by any process execution engine. In the manufacturing scenario
presented throughout this paper, the Cloud Process Execution Engine CPEE1

is utilized. The sensor components provide data streams collected through tasks
in 5 (Fig. 7). The process history is therefore extended to include all the data
from the sensors. Further implementation details will be described in Sect. 4.

3.1 Time Sequence Module

This component enriches the process history by adding the average time sequence
of every sensor to each new viable process model Mn. To relate a time sequence
of an event stream produced by a sensor to a specific process instance, the
timestamps of the first and currently last event of the stream are taken into

1 http://cpee.org/.

http://cpee.org/
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Fig. 4. Proposed architecture: red parts denote the contribution of this paper (Color
figure online)

account and the corresponding time sequence is cut out for the process instance.
In the example (cf. Fig. 1), time sequences between the start time of “Check
patient” and end time “Administer Drugs” are mapped to a process instance for
both sensors, temperature and humidity.

Algorithm 1 shows the pseudo code for the Time Sequence Module. The set of
unfitting traces T is provided by the process history, i.e., those traces that do not
conform to the current model Mn. The time sequences are provided by external
sensors through the process history. In line 1, the return value is initialized as an
empty dictionary. A dictionary here reflects a hash table [6] data structure with
a key and a related value to it. Line 2 starts the iteration over time sequences
of each sensor. At first, the time sequence for each trace out of T is collected
starting in line 6. We map a time sequence from a sensor to a trace by beginning
from the first time stamp of this trace to the last known time stamp of this
trace, as can be seen in line 9. Since we are working in an online environment,
it is possible that traces just started and contain only one event, which results
in no time sequence for this specific trace.

Another important aspect of the online setting is, that each trace could have
greatly varying execution times, since we do not know how long a complete
trace is going to take. To diminish the impact of outliers and faulty or aborted
instances, we exclude sequences with a duration shorter than the first quartile
minus 1.5 times the IQR (Interquartile Range) or with a duration greater than
the third quartile plus 1.5 times the IQR, similar to boxplots. The IQR is calcu-
lated here between third and first quartile. Other methods for detecting outliers
can be applied here or even working with every trace.

We calculate the quartile at (lines 11 and the IQR at line 12). Afterwards
the outliers of the collected time sequences are removed. Otherwise the time
sequence will be taken into account (lines 14–17). In the last step (line 18), the
averaged time sequence is put into the dictionary ATS with its corresponding



208 F. Stertz et al.

sensor id as key. The dictionary of averaged time sequences is then sent back to
the process history. The current viable process model in the process history is
thereby extended by this dictionary, which is then used by the Drift Decision
Detection component.

Input: ST : dictionary of a time sequence for each sensor ID

Result: ATS: dictionary of an averaged time sequence for each sensor ID

1 ATS = dict()

2 for w,ts in ST do

3 // w is id of sensor, ts its corresponding time sequence

4 temp ts list = list()

5 stats = list()

6 for t in ts do

7 if |t| < 2 then

8 next

9 temp ts list.append(time sequence(t.first event.timestamp,t.last event.timestamp))

10 stats.append(temp ts list.last.length)

11 first,second,third,fourth = quartile(stats)

12 x = iqr(stats)

13 ts list = list()

14 for t in temp ts list do

15 if |t| < first − x || |t| > third+x then

16 next

17 ts list.append(t)

18 ATS[w] = dba(ts list)

19 return ATS

Algorithm 1: Find relevant time sequences and compute avg. time sequence

Fig. 5. Exemplary Result of Algorithm 1. The red line is the average sequence calcu-
lated using DBA. The green dashed lines represent outliers, potentially due to a faulty
process instance. (Color figure online)

Figure 5 shows an example of Algorithm 1 where the following 5 sequences
for the room temperature have been collected: (27, 29), (27, 27, 28, 27, 29, 27,
29, 28], [30, 30, 30, 30, 29, 27), (27, 30, 29, 30, 29, 27), (30, 27, 29, 29, 28, 28, 30,
29, 30, 29, 30, 29, 28, 29). The third quartile for the lengths of these sequences
would be 8, the first quartile is 6. Therefore the IQR equals 2. This excludes
sequences which are shorter than 3 or longer than 11. The first sequence (27, 29)
and the last sequence (30, 27, 29, 29, 28, 28, 30, 29, 30, 29, 30, 29, 28, 29) are not
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taken into account for the calculation and are printed in a green dashed line.
The red time sequence shows the calculated average time sequence with DBA.

3.2 Drift Decision Detection

The second component of the solution proposed in this work is the Drift
Decision Detection component.

Input: M : A list of process models with averaged time sequence dictionary
TH: Dictionary of thresholds for similarity

Result: D: Set of sensor IDs that are likely to have caused a drift
1 D = set()
2 for ws id in M .second.ATS.keys do
3 if ws id not in M .first.ATS.key then
4 next

5 ts a = M .first.ATS[ws id]
6 ts b = M .last.ATS[ws id]
7 if dtw(ts a,ts b) > TH[ws id] then
8 D.add(ws id)

9 return D

Algorithm 2: Detecting a set of sensor data streams which caused a drift

Algorithm 2 shows the detection of the most likely external sensors that can
have caused the drift in the process model. The process history sends two pro-
cess models to this component in order to receive a set of external sensors which
caused a drift from the first model to the second model. Each of these pro-
cess models contains its average time sequence for each external sensor. The
dictionary TH is user defined and contains for every external sensor, a related
threshold for the distance between the two average time sequences. A different
threshold for each external sensor is needed, because the dynamic warp distance
is calculated using the differences in the data points. Assume that for the running
example (cf. Fig. 1), the ideal temperature ranges between 27◦ and 29◦ C. Thus
similar time sequences have a low absolute cost depending on the length of the
alignment. A sensor keeping track of parts with higher tolerances can therefore
have a higher warping distance for similar sequences. These thresholds can be
approximated using a test set for the classification, where an expert has to define
sensitivity and specificity for the sensor data. At the start, the return value D is
initialized as an empty set in line 1. The loop iterates over every key that is in
the dictionary of averaged time sequences (ATS) in the second model in line 2.
It is to be noted that the models could have different events attached to them,
but the external sensors should be the same. If a specific sensor is not present
in both models, we cannot take it into account, see lines 3. The average time
sequence for one sensor is retrieved for both models in line 5 and 6. If the cost
of the alignment, which is reflected in the top right cell of the warping matrix,
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see Fig. 3, is greater than the corresponding threshold to the sensor, this sensor
is added to the return value D in line 8. This set of external sensors is then
returned to the process history, where it is stored.

3.3 Performance Optimizations

One problem with DTW is the computation time, since a m × n matrix has to
be constructed, where m is the length of one time sequence and n the length of
the other time sequence.

One approach that can be used to optimize the performance of Algorithm 1
and Algorithm 2 is FastDTW [18]. FastDTW aims at performing DTW in linear
time with 3 steps. First the time sequence is shrunk into smaller time sequences
that reflect the same curve approximately. Then the minimum distance warp
path is computed for the smaller time sequence. Afterwards this warp path is
adjusted to the original time sequence. For a length of 10000 data points the
computation time can be reduced from 57.45 s to 8, 42 s. The error rate for this
approximation is below 1%.

Another way to speed up time warping is early abandoning [11,24]. In this
strategy, if the warping distance is above a certain threshold while creating the
warping matrix, the algorithm can stop the execution and label it as an outlier.

Both methods are suitable optimizations for Algorithm2, since it uses user
defined thresholds for each external sensor, but not for Algorithm1. This is
because the average time sequence is computed using the complete DTW dis-
tance score, thus not exact methods like FastDTW and early abandoning cannot
be used. In Sect. 4, Algorithm 2 is evaluated using DTW and FastDTW.

4 Evaluation

Fig. 6. GV12 part

The algorithms and components presented in Sect. 3 are pro-
totypically implemented and tested based on a real-world
IoT application from the manufacturing domain in order
to prove the effectiveness and feasibility of the approach:
The Austrian Center for Digital Production2 produces parts
called GV12 for a gas-turbine (see Fig. 6) as a prototypi-
cal solution for a customer. The requirements for the part
include high precision manufacturing (low tolerances, i.e.
some aspects allow for deviations of only 0.02 mm), and strict quality assurance
for each part, including (a) detailed tracking of manufacturing data for each part
and (b) measuring the adherence to tolerances for more than 12 features with
automated precision measurement equipment.

The entire production is carried out automatically by implementing the inter-
action between the involved machines through industrial robots and transport
systems. We focus on the manufacturing and quality control as shown in Fig. 7.

2 https://www.acdp.at/.

https://www.acdp.at/
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Currently more than 20 processes and sub-processes are involved, and orches-
trated during production of up to 40 parts per batch. Figure 7 illustrates the
basic manufacturing logic:

– 1 Batches of up to 40 pieces are ordered, the manufacturing is scheduled.
– 2 The interaction between all machines and robots is orchestrated, while

enforcing industrial safety principles.3

– 3 Individual parts are produced by using the following three steps:
• Machining of a part from hardened steel, which takes about 4 min per

part.
• Measuring of the part by a high-speed optical micrometer,4 while the next

part is machined. This takes about 12 s per part.
• Measuring of a part with automated precision measurement equipment,5

which takes about 8 min per part, and is also done in parallel to the
machining.

– 4 A generic machine monitoring process determines when to start data
collection for both, machining and measuring.

– 5 A generic data collection process produces a continuous stream of values
when the laser of the high-speed optical micrometer is scanning the surface
of the part.

The “Measure with Keyence” task is done automatically by a Keyence mea-
suring machine at no additional cost in parallel to the production of the next
part. As the Keyence machine is very compact, fast, and operates without touch-
ing the part, this step is done after the robot extracted the part from the produc-
tion machine, and before it puts it on the palett. On the palett it is transported
to the MicroVu measuring machine, which is rather big and has to be operated in
a location with low vibrations and special light and temperature conditions. The
task “Measure with MicroVu”, as opposed to the task “Measure with Keyence”,
is required by the customer, because it basically creates an objective report
about the quality of a part.

After some time, deviations in the process event stream collected by 5 can
be observed. These deviations can happen based on

– physical effects due to deteriorating machining tools, or temperature fluctu-
ations.

– problems stemming from accumulating debris that affects the production
quality as well as measurement quality.

Up to this point only the extreme values of the time sequence (i.e. min, max)
from the Keyence machine were used, which are sufficient for detecting (a) if
the part has been dropped by the robot (no part), or (b) the part appears to
be too big (i.e., it is engulfed by chips). However, the extreme values proved

3 https://www.iso.org/standard/51330.html.
4 https://www.keyence.com/products/measure/micrometer/ls-9000/index.jsp.
5 https://www.microvu.com/products/vertex.html.

https://www.iso.org/standard/51330.html
https://www.keyence.com/products/measure/micrometer/ls-9000/index.jsp
https://www.microvu.com/products/vertex.html
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Fig. 7. Batches of GV12 parts

not to be effective for early detection of parts which do not comply to the
quality requirements. If an early reliable estimation of the quality was available,
it could be used to skip the ‘Measure with MicroVu” altogether, which would
save valuable resources.

Hence, our approach for this evaluation is instead of taking only the extreme
values of the measurement into account, to analyze the complete time sequence
of the measurement. Every time the process history detects a drift in the data
elements, i.e, “Measure with MicroVu” detects only faulty instances, a drift
has been detected in the data model. Algorithm 1 calculates then the average
sequence, e.g., Fig. 8. The threshold for Algorithm 2 is here calculated ex-post,
with the results of “Measure with MicroVu”.

4.1 Prototypical Implementation – RQ1

The orchestration of the BPMN 2.x based process models on the factory floor (cf.
Fig. 7) is driven by the process engine CPEE1. The process history component
subscribes to the CPEE in order to receive information about every executing
event. The external sensor represented by activity “Measure with MicroVu” is a
high-speed optical micrometer.6

The data set7 contains 1026 traces in the XES8 format for 37 parts and is
available at the figshare repository [21]. The traces are produced by 13 different
6 https://www.keyence.com/products/measure/micrometer/ls-9000/index.jsp.
7 http://gruppe.wst.univie.ac.at/data/timesequence.zip.
8 http://xes-standard.org/.

https://www.keyence.com/products/measure/micrometer/ls-9000/index.jsp
http://gruppe.wst.univie.ac.at/data/timesequence.zip
http://xes-standard.org/
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process models. The sensor values amount for 6.2 MiB out of 1 GiB of total
data. A time sequence for this event contains on average about 776 data points.
Measurements from a time sequence range from 4.09 up to 37.87 mm.

The process history creates the process models as described in [19]. The
process history uses a sliding window approach to deal with infinite amount of
data that is being captured by listening to streams, i.e., only a specified number
of traces are used for detecting a new process model in the history.

Fig. 8. Result of implementa-
tion. The red line represents
the average sequence (Color
figure online)

The Time Series Module component is
implemented in Python as we are using the
tslearn package [22] because it provides func-
tions for computing an alignment using DTW as
well as DBA for finding the average time series.
The results of this component are retrievable
via a RESTful web service as well. The Drift
Decision Detection component also uses these
libraries. The result of Algorithm1 on the data
set is depicted in Fig. 8. Each grey sequence
relates to one specific trace and shows the mea-
surement data points of one part. As it can be
seen, one time sequence only lasts for about
8 s, while the other ones last about 12 to 14 s.
The average sequence, calculated using DBA is
depicted in red. This sequence is stored as additional information in the process
history for the current process model. Since this log only provides one sensor, i.e.,
“Keyence”, only one sequence has to be calculated using DBA. To determine the
feasibility of the implementation, we furthermore looked at the following ques-
tions:

– How are parameters such as the duration of a process instance or the number
of traces in the process history sliding window, affecting the algorithms?

– What is the performance of these algorithms?

The performance of Algorithm 2 is only depending on the length of the aver-
age time sequence, which is hard to tweak with parameters of the process history
and the number of sensors. It can be adapted by changing the amount of data
points that are to be stored per time unit. The performance of Algorithm1 on
the other hand is highly dependent of the parameters set for the process history.

Fig. 9. Chips on GV12 - wrong measurement

In order to rate the effectiveness
of the approach it is possible to rely
on the data provided by “Measure
with MicroVu”. Out of 37 parts, 18
parts were faulty. With this knowl-
edge we first varied the threshold in
order to achieve 0% false negative
detection of parts. In other words:
no parts that are faulty should be
delivered to the customer, on the
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other hand it is acceptable that some parts that are actually good are detected
as faulty. The optimal threshold proved to be 22.

When varying the window size, i.e., the number of traces to be analyzed
during the drift detection, the following results emerge:

Table 1. Results of both Algorithms

Window size False positives False negatives Runtime

1 45% 0% 1.4 s

5 0% 0% 10.3 s

10 0% 0% 20.7 s

As can be seen in Table 1, a window size of 5 and a threshold of 22 is sufficient
for our scenario. With these values 100% of the faulty parts can be identified,
without relying on the time intensive “Measure with MicroVu” task. This means
that for a rate of 18 faulty tasks, almost 50% of the production time can be saved,
based on calculation of drift for sensor event streams.

4.2 Concept Drift Prediction/Process Evolution - RQ2

Fig. 10. GV12 prototype part

For the task “Measure with Keyence”
in Fig. 7, as collected by process
5 , the deviations for the measure-

ments between parts have some seri-
ous repercussions that can lead to
multiple possible process evolutions.

The results were discussed with
three domain experts involved in the
production of the GV12 parts. When
discussing the results from the drift
analysis, the domain experts came up
with the following discussion points.

As can be seen in Fig. 9, the
machining produced long chips, which
entangled the part. Furthermore, the
comparison of the drift for “Mea-
sure with Keyence” with the quality
data from “Measure with MicroVu”
(see Fig. 7) was deemed sufficient
for predicting the quality of a part,
thus allowing for immediate removal
of faulty parts from production
which decreases the overall time per
batch greatly: the less “Measure with
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Table 2. Runtime of Algorithm 1.

Datapoints/ Sequences 10 100 1000

5 1.17 s 1.22 s 3.53 s

10 1.18 s 1.31 s 7.01 s

50 1.29 s 4,43 s 75.83 s

100 1.22 s 4.63 s 133.00 s

Table 3. Runtime of Algorithm 2.

Datapoints DTW FastDTW

10 0.88 s 0.0002 s

100 0.87 s 0.0003 s

1000 0.91 s 0.001 s

10000 4.70 s 0.01 s

MicroVu” the better. This led to the proposal of the concept drifts / process
evolutions shown in Fig. 10. Overall, the concept drifts can be classified as fol-
lows:

– Static Evolution a : an extra activity “Chip Removal” was proposed to be
inserted, based on the observed drifts. A robot blows compressed air on the
part, to remove debris and chips, which allows for more accurate measuring.
This will allow for lower possible thresholds in future/similar scenarios.

– Dynamic Evolution b + c : The drift is to be actively calculated at run-
time, based on previous process instances, and made available to the current
instance. A decision c is proposed to be inserted, that allows for terminating
single parts without “Measure with MicroVu”.

Performance Evaluation: Table 2 shows the runtime of Algorithm 1 to analyze
the applicability of this solution. We generated random time sequences with 10,
100, and 1000 data points on average. Algorithm1 is then applied on a set
consisting of 5, 10, 50, and 100 time sequences. The results of 10 data points
on average show, that the execution time of Algorithm 1 for 100 sequences is
even lower as the one for 50 sequences. This happens, because the time for the
calculation is so small, that other currently running tasks of the operating system
may interfere with the execution.

With 100 data points, Algorithm1 affects the total execution time to a greater
extent, especially with more sequences: 50 sequences result in a more than 3
times longer execution time than 10 sequences. With 1000 data points, the exe-
cution time with more than 50 sequences is increased by more than 10 times the
execution time with 10 sequences.

Table 3 shows the comparison between DTW and FastDTW (cf. Sect. 3.3)
in terms of speed. As expected, FastDTW is the faster technique as it works in
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linear time. Unfortunately the results differ greatly for DTW when compared to
FastDTW. While, for example, the distance between 2 sequences with random
values between 90 and 110 and 10000 data points was 343.2 when using DTW,
the distance equals to 45299 when using FastDTW. Since both algorithms are
highly depending on the global maximum of the alignment of sequences, Fast-
DTW is not a suitable option.

Assessment by Domain Experts: We presented the results to a machine
operator, a mechanical engineer, and a measurement engineer. All three experts
were overall satisfied with the results. They highlighted that to the best of their
knowledge in order to achieve similar results, additional – hard to configure –
software would be necessary.

5 Discussion

Possible limitations in the context of the presented approach include:

• Performance: An important aspect for the performance of this approach is the
number of data points in a time sequence. As can be seen in Table 2, even with
1000 data points and 10 time sequences the implementation took about 7 s.
This of course increases linearly with number of sensors. Other techniques like
FastDTW instead of DTW, reduce the runtime drastically, but the alignment
using FastDTW varies greatly from the globally best alignment using DTW,
which leads to worse results.

• Sensors selection: While in general IoT devices such as external sensors pro-
vide a valuable source for detecting the cause of a concept drift, choosing the
“right” IoT device may be hard in some cases. The reason is that in many
real-world scenarios there is a plethora of devices creating data streams and
therefore time sequences. Taking an external sensor into account, that has
no relation to the process model, for example, can produce wrong results,
since the time sequences of this sensor may vary to a great extent and hence
be incorrectly identified as the source of a drift. In addition, the runtime is
heavily depending on the number of sensors, hence not significant sensors
should be excluded. Therefore it is recommended that an expert addition-
ally validates the results. If no sensors can be excluded by experts, a parallel
optimization is advised of Algorithm 1 where each sensor can be calculated
separately. This reduces the execution time of the algorithm to the execution
time of the sensor with the most data points.

• Thresholds: Another important aspect is finding the threshold for Algorithm2
automatically. If there is a training set, the threshold can be calculated until
a specified sensitivity and specificity are met. Otherwise, an expert sets the
threshold.

Also, the following threats to validity have to be considered: The data set
of the evaluation comprises the data of one sensor. Hence, the selection of the
sensors cannot be evaluated. While the increase of the runtime is predictable,



Analyzing Process Concept Drifts Based on Sensor Event Streams 217

the quality of the results can differ greatly, if not related sensors are taken into
account. The real-world case comes from the manufacturing domain, where the
selection of the sensors may be easier, since the conditions of the events are often
in a controlled environment, like a factory. In other domains, like the medical
domain or logistic domain where numerous external data stream sources can
affect the execution of a process, the selection may be more difficult. In future
work, experiments in different domains are planned.

6 Related Work

Several algorithms for offline process discovery exist [1]. Existing work shows that
a selection of these algorithms can be used for online process discovery as well.
This includes the heuristics miner [5], which takes the frequency of events into
account and the inductive miner [13], which tries to find a certain block structure
to find splits for the process model. Concept drift detection can also conducted
in an offline [4] and online manner [14,15,19,27]. However, the mentioned online
mining techniques neither consider external data nor analyze the root cause for
concept drifts. [26] enables the visual exploration of the concept drift type. This
work, by contrast, analyzes sensor event streams as time sequence data. Time
series data in process mining domain have been analyzed for finding decision
points by [7] in an offline manner. Other approaches exploit sensor data for
outcome predictions for process instances [3] and manufacturing systems [12],
but do not address concept drifts.

7 Conclusion

This paper elaborates a novel approach to predict the root cause of a concept
drift in a business process based on external sensor streams. Two algorithms
are introduced to compare the time sequences associated with the sensor event
streams in combination with the process event stream. In the evaluation, it is
shown that the algorithms are capable of detecting the drifts in the external
sensor event stream with high accuracy, given a certain amount of traces for a
specific setting. A big factor for this approach, is the type of available sensors. A
domain expert has to distinguish which sensors are important, and is used best
to verify a drift in certain aspects of a produced part. Otherwise the computa-
tion time is increased with no benefit, as some external sensors are not able to
contribute to a drift in the process. Furthermore, three domain experts, based
on the highlighted drifts, verified root causes, and proposed multiple concept
drifts/process evolutions, thus showing the validity of the solution.

Future work aims at algorithms for predicting and explaining future drifts.
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Abstract. In most processes, we have a strong demand for high con-
formance. We are interested in processes that work as designed, with as
little deviations as possible. To assure this property, conformance check-
ing techniques evaluate process instances by comparing their execution to
work-flow models. However, this paradigm is depending on the assump-
tion, that the work-flow perspective contains all necessary information
to reveal potential non-conformance. In this work we propose the novel
method TADE to check for process conformance with regards to another
perspective. While traditional methods like token-based replay and align-
ments focus on workflow-based deviations, we developed time-sensitive
stochastic estimators and prove their superiority over the competitors
regarding accuracy and runtime efficiency. TADE is based on the well-
known kernel density estimation. The probabilities of event occurrences
at certain timestamps are modeled, so the fitness of new cases is com-
puted considering this stochastic model. We evaluate this on a real-world
building permit application process, which shows its usage capabilities
in industrial scenarios.

Keywords: Process mining · Stochastic model · Conformance
checking

1 Introduction

Dealing with processes of any shape, most analysts are often confronted with
the question, whether all instances behave as defined or not. Deviating instances
represent process entities like machines, staff or consumers. Each entity performs
actions in the process, which are observed and tracked in an event log. These
event logs are then used to discover a graph-like workflow net, often depicted as
a Petri Net or as an equivalent structure.

However, those models usually focus on the workflow only, highlighting the
order of observed events and neglecting the temporal flow of activities. Multiple
works [6,11,14,19] underline that the temporal perspective is a beneficial facet
for understanding a process. Divergences in the temporal perspective can often
be used as an early hint on incoming changes. Also, delays in a process are
c© Springer Nature Switzerland AG 2020
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usually costly and have a negative impact on the process performance. While the
workflow remains intact, workflow-based conformance checking will always fail
to detect problems regarding the temporal flow of events. Here, we present our
novel approach for conformance checking, that focuses not only on the observed
order of events, but takes the actual timestamp into consideration, which is
used relatively to the first event of the case. Furthermore, our approach does
not work with a classical process model like the aforementioned graph-like Petri
nets or similar notations. The common attempt to measure conformance is by
applying token-based replay or alignments, where the former is restricted to
the use with Petri nets and the latter is more generally applicable but also
requires process models as a basis. Here, we are using the process log data
directly to derive a probabilistic model. Since we are presenting in this paper a
stochastic fitness value for conformance checking there is no form of visualization
necessarily required.

An apparently fit trace is often not sufficient to fulfill specific workflow con-
straints. For each activity the occurrence probability for all points in time after
start of a case is evaluated. Therefore, a probability density function is estimated
by using the process log as a finite sample for the kernel density estimator. Fur-
thermore, we use the Gaussian kernel as a density function. Our novel approach
follows a stochastic paradigm, which means that we presume the underlying pro-
cess a distribution of ordered activities but with differences in terms of occurrence
times.

Besides these points, our approach is also very intuitive to understand and
therefore hardly error-prone in programming. The area of application for this
approach is wide e.g. it can be used to detect anomalies like security-threatening
issues or trace affiliations to one another. As for the evaluation we apply our
approach to a real-world dataset, BPIC 2015 [7], to solve a classification task.
This task consists of assigning traces to pre-defined classes, which in our case are
represented by sublogs of the same process differing by their executing resources.
Those classes are covered by a trained model each. The fitness of a new case is
computed based on the models and thereby it can be assigned to a class. More-
over, the fitness values for a conformance classification and the runtime perfor-
mance is compared to the most common existing approaches for conformance
checking, token-based replay and alignments, since there is no other approach
dealing with the same problem setup as we do.

In Sect. 2 we analyze and compare approaches in relation to our contribution.
The subsequent Sect. 3 provides preliminary information. In Sect. 4 we introduce
Temporal Activity Density Estimation, which is subsequently used to describe
our conformance checking approach in detail. We evaluate our approach exper-
imentally in Sect. 5 and consider the results as well as propose ideas for future
work in Sect. 6.

2 Related Work

Measures of the quality of a process model so far have been fitness, precision,
generalization, and simplicity [4]. Traditional conformance checking relies on
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the measures model fitness and model precision. Fitness determines how much
behavior of the log or trace is contained in the model. The more of the log can
be reproduced in the process model, the greater the fitness value. On the con-
trary, precision accounts for the behavior of the model that is explainable by
the log. The worse the precision, the more the model is underfitting. Many tech-
niques have been developed that rely on a traditional Petri net or an equivalent
workflow model. An overview over conformance checking approaches is given by
Carmona et al. in [5]. Two of those approaches to determine the fitness and the
precision of a model are token-based replay and alignment. Even from a theo-
retical perspective, conformance techniques that rely on those measures, suffer
from issues as presented in [12].

Token-based replay determines the fitness of a trace by replaying the events
as a firing sequence on a Petri net. This method is a prominent foundation for
many other methods in process mining. However, it only utilizes the sequence
of activities, without the actual temporal behavior. Alignments provide another
workflow-model-based approach. Moves on both the trace of activities and on the
model are performed simultaneously. In case that this is not possible, log-only
or trace-only moves are performed but decrease the fitness score. Alignment-
based conformance checking investigates all log-trace alignments to find the most
synchronous alignment. The computation is complex and therefore requires much
computation time. Also, alignments consider the workflow and neglect the actual
timestamps.

Having an event log [〈a, b〉1, 〈b, a〉99] and the corresponding stochastic process
model [〈a, b〉0.99, 〈b, a〉0.01] as in [10], the common measures fitness and precision
would be perfectly fine. Even though, considering the stochastic perspective there
is just an overlap of 2%. Therefore, the measures fitness and precision are not
sufficient enough as a measure for conformance checking and the stochastical
perspective on the data is very helpful.

Our novel method follows a stochastic approach to focus on the temporal
behavior of traces instead of just the order of activities. However, instead of aug-
menting a Petri net and using an extension of one of both conformance checking
paradigms, we follow a stochastic approach in a simple model, to improve effi-
ciency while boosting accuracy. Stochastic process models can be derived auto-
matically from event logs, as e.g. in [15]. A possibility to represent stochastic
process models is using Hidden Markov Models, where activities are represented
as transitions between states. Each transition has an execution probability to
model the likeliness of different workflows. While Hidden Markov Models repre-
sent a process as a stochastic model, the temporal perspective is also neglected
here. In [17], Non-Markovian models are used to predict duration times by using
a stochastic Petri net. It does not solve the conformance problem directly and
does not consider relations between activities. Another work by Rogge-Solti et al.
[16] uses temporal density estimation to identify outliers. However, the estima-
tors are derived using a previously discovered workflow model. Though, multiple
works [6,11,14,19] underline that the temporal perspective is a beneficial facet
for understanding a process. Hence, related to our extension of the plain struc-
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ture with temporal behavior are timed Petri nets [13] which extend the order of
the process model by timing annotations.

The first steps towards a stochastic paradigm for process models were already
taken by Richter et al. in LIProMa [8] by using the Earth Movers Distance.
Label-Independent Process Matching is a method to compare processes while
neglecting their specific labels. Nevertheless a successful comparison is achieved
by solving the temporal transportation problem based on the temporal flow of
action sequences. Another stochastic approach was described by Leemans et al.
[10], using stochastic language models and Earth Mover’s Distance between logs
and models. Their cost function measuring this distance is defined as the lowest
cost for any reallocation function with given stochastic languages of the event
log and the stochastic process model. Using the stochastic language, which is a
set of tuples consisting of a trace and its probability, the approach is tied to the
common log notation and needs to calculate the shortest distance between two
languages.

In contrast to that, we follow with TADE a more direct approach by working
on activity level and without a transformation between two languages. Thereby
our new fitness score, TSC-fitness, regarding temporal stochastic conformance
of traces are calculated in a very efficient way. To calculate the TSC-fitness for
traces it is worth mentioning that we present already an algorithmic solution.
Furthermore TADE yields higher accuracy than traditional conformance check-
ing approaches.

Senderovich et al. [20] propose a stochastic versus deterministic approach
to compare a schedule with a given process log. This is done by rejecting a
null hypothesis claiming the F/J network of the schedule and the event log to
be equal. To create a F/J network for both the schedule and the network pre-
processing steps with possible information loss have to be performed, which is
not necessary in our approach.

3 Preliminaries

We start with the atomic parts of a process which are events. Each event
e = (c, a, t) contains at least a case identifier c, an activity label a and a time-
stamp t. To simplify notation we define the select operator # which allows us
to access a specified property of an event. For the event e = (c, a, t) we define
#case(e) := c, #act(e) := a and #time(e) := t. An event log L is a set of events.
A subset of L, that contains exactly all events with the common case identifier
c is called a case. We denote a case in angle brackets as c = 〈e1, . . . , en〉.

In our approach we calculate a fitness score for a case to determine con-
formance using the probabilities of every event in the case. The probability of
an event depends on the distribution of the corresponding activity over time.
This probability corresponds to the fitness of an event. To get this fitness value
we need probability functions for every activity, so-called kernels k. Kernels are
well-established algorithms in the field of machine learning. Kernels map non-
linear separable problems in a higher dimensional space where those problems
might be separable.
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Since in most applications the temporal distribution of activities does not
follow an a priori model but results from the event log L, we use non-parametric
models. A widely spread non-parametric approach is to use the Gaussian kernel
function k(t), which is defined as follows, to obtain a non-parametric model for
each previously left-aligned (cf. Sect. 4.1) event e = (c, a, t):

k(t) =
1√
2π

· exp(− t2

2
)

Left-alignment indicates that the timestamps of a case are noted down rela-
tive to the first timestamp of this case.

At a specific point in time the actual probability for an event is unknown, as
well. Therefore, the Kernel Density Estimator (KDE) is used to approximate the
probability density of an activity. KDEs are well-established methods in machine
learning, as well. For a sample x1, x2, ..., xn ∈ R, a kernel k and the bandwidth
h, the Kernel Density Estimator (KDE) is defined as:

f̂h(t) : R → R+, f̂h(t) =
1

nh

n∑

j=1

k

(
t − xj

h

)

For the quality of the approximation the choice of the bandwidth h is crucial.
For deeper insights on kernels and bandwidths, we highly recommend to read
the explanations in Schölkopf et al. [18].

In terms of conformance checking on processes, a sample always refers to
one activity, e.g. a, and describes all occurrences of this activity a over all cases
being used for training of the model, with left-aligned timestamps. We assume
the bandwidth to be equally set for all activities. Thus, we note down the activity
instead of the bandwidth in the index of the density estimator, f̂a(t).

4 Stochastic Conformance Checking Using Temporal
Activity Density Estimation

Our novel method TADE1 utilizes a kernel density estimation to train a proba-
bility model for activity occurrences in a process, c.f. Sect. 4.1. After the model
has been trained, new traces can be checked for conformance by applying the
trained model to the actual trace execution. Therefore, we define a case fitness
value in Sect. 4.2. Furthermore we consider a more computationally intense vari-
ation, the TADE-FC Sect. 4.3. In Sect. 4.4 we study the impact of the choice of
the kernel and bandwidth and complete the approach with an analysis of the
complexity in Sect. 4.5.

Usually, it is not a good idea to mingle process discovery and conformance
checking. However, to apply kernel density estimation, we need proper kernel
functions, which is not the usual output of discovery algorithms. Also, the major-
ity of process owners will probably struggle to hand over a temporal kernel model

1 https://github.com/Skarvir/TADE.

https://github.com/Skarvir/TADE
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for analysis. Therefore, we combine discovery and conformance checking here,
but we recommend to separate both parts by using a distinct training log for
discovery and a different event log for the conformance testing.

4.1 Temporal Activity Density Estimation (TADE)

As input we take an event log L. All cases are handled iteratively. For each case
we first left-align all timestamps, i.e. the starting event e0 = (c, a, t0) of case c is
transformed to e′

0 = (c, a, 0) and all succeeding events of this case, ei = (c, ∗, ti),
consider only the relative time difference to the starting event of this case, as
e′
i = (c, ∗, ti − t0), instead of the original absolute timestamp ti.

Per activity a we are interested in a probability density function fa(t) that
defines the occurrence probability of this activity at a given timestamp. Since
in most applications the work-flow of a process does not follow a strict and
parametric statistical model there is no single distribution to cover this behavior.
To obtain a probability density function anyhow, we use the process log as a finite
sample to derive a non-parametric model instead. Therefore we generate singular
kernels for every occurrence of an activity over all cases. Having those kernels
we aggregate them to obtain an estimated probability density function f̂a(t).

Having a non-parametric model we, therefore, use a non-parametric kernel
function, here the Gaussian kernel function K(t), which is defined as follows, to
obtain a non-parametric model for each previously left-aligned event e = (c, a, t):

K(t) =
1√
2π

· exp(− t2

2
)

For each activity a, we can now define a probability density estimator
f̂a(t) ≈ fa(t) by aggregating all corresponding Gaussian kernel functions K(t):

f̂a(t) =
1

|a|L h

∑

e∈L
#act(e)=a

K

(
t − #time(e)

h

)

where |a|L is the number of events that execute the activity a. The bandwidth
parameter h has the property to smooth the probability density function and
is examined more closely in Sect. 4.4. Each activity spans its distinct temporal
activity density function.

In the left part of Fig. 1 the singular Gaussian kernel functions are depicted
for every occurrence of activity a, plotted below the x-axis, over all cases in the
process log and timestamps being left-aligned. The y-axis depicts the probability
of the occurrence. The right part of Fig. 1 shows the aggregation of the singular
kernels from the left part of this figure, the estimated kernel density.

A mixture of different activities as a common activity set is possible if activi-
ties perform simultaneous process actions. However, this requires deeper domain
knowledge.

In terms of the used real-world dataset BPIC 2015, in particular for every
subset separately, this means that we calculate a probability density function
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Fig. 1. Left: For each observation of one activity, a kernel function is generated, using
a common bandwidth. Right: Kernel density estimation determines the mean of all
singular kernels and produces a kernel mixture model.

for every activity occurring in the training phase. For the five municipality the
probability density function for activity a may look very different, since every
municipality works slightly different.

4.2 Temporal Stochastic Conformance (TSC) Checking

The conformance checking task is a very elementary task by having estimated
the probability density functions for the activities with TADE. The value of the
estimated probability density function f̂a(t) covering the activity a defines the
probability that the event activity is executed at this point in time relative to the
time of the starting event of that specific case. To check if a case is conform we
need to consider all events in this case and apply the corresponding probability
density functions f̂a(t) for every event, i.e. for the event activity and the event
time, separately.

Having all estimated probability values for one case we use the arithmetic
mean to derive the temporal stochastic conformance-fitness (TSC) value of this
case regarding a temporal activity density estimation. Formally, for a given case
c = 〈e1, . . . , en〉 the temporal stochastic conformance (TSC)-fitness is:

fitnessTSC(c) =
1
n

·
∑

e∈c

f̂#act(e) (#time(e))

We use the average over all activities for the computation of the trace fitness.
This is a robust approach and outperforms further methods, c.f. Sect. 5.1. From
a statistics perspective, one expects the product of all probabilities to determine
the probability of fitness for the whole trace. Also, the minimum of all event
fitness values would be a suitable candidate. However, both approaches increase
the sensitivity for outliers while emphasizing the unfit parts of the trace. The
average of all event fitness values emerged as a more robust approach to expand
the singular event values into a representative value for a trace fitness.

In terms of our real-world dataset, it means that we now have a new case
and want to figure out to which municipality it belongs or came from. Thus, we
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calculate the TSC-fitness for this case for each municipality, using the probability
density functions for this particular municipality.

4.3 Full Cartesian TADE (TADE-FC)

The previous baseline approach left-aligns the temporal perspective of all cases.
To put it in another way, in this case we use the time difference between the
first event and all subsequent events. This approach has the disadvantage of
excessively weighting the impact of the first events in a case on the fitness score.
Two sequential events with a short interim time are usually more correlated in
time than the first and the last event of a case, which have a long time interval
in-between. If we only consider the time difference between the first event and
all other events, the latter events are represented by a fuzzy probability distribu-
tions. This effect is caused by the higher variance of these long intervals. Later
events are often depending on the completion of previous events and temporal
deviations are carried along the whole trace and accumulated in all succeeding
events.

We, therefore, extend our approach to the full Cartesian activity set, con-
sidering all pairs of events in a case. This gives us a higher accuracy for the
probability estimators with the disadvantage of longer calculation time.

Instead of defining a kernel function for each activity, we define kernel func-
tions for all relations of two temporally succeeding activities, whereby it is not
limited to directly succeeding pairs. The resulting relation set is a subset of the
full Cartesian product set of all activities. It should be noted that the Cartesian
product also contains pairs of the same activity and is, therefore, a reflexive rela-
tion. This covers the scenario that an activity can occur multiple times in the
same case. The kernel density estimation formula from the basic TADE approach
thus extends to the following form:

f̂(a,b)(t) =
1

|[a, b]|L h

∑

e1,e2∈L
#act(e1)=a
#act(e2)=b

K

(
t − |#time(e1) − #time(e2)|

h

)

where |[a, b]|L defines the number of temporally succeeding occurrences of a and
b within the same case c as

|[a, b]|L =
∣
∣
∣

{
(e1, e2) ∈ L2 | #case(e1) = #case(e2) ∧ #act(e1) = a ∧ #act(e2) = b

}
∣
∣
∣

The TSC-fitness has to be modified as well to consider all relations in a case
instead of singular activities only:

fitnessTSC(c) =
1

|c2| ·
∑

e1,e2∈c

f̂(#act(e1),#act(e2)) (|#time(e1) − #time(e2)|)

Since we consider relations of activities in succeeding order, the temporal
difference of the corresponding timestamps is always positive. For kernel density



228 F. Richter et al.

estimation, this does not pose a problem, as the domain are the real numbers.
However, if the kernel is exchanged with another estimator, this should be con-
sidered.

In Fig. 2 the estimators for a case with four activities are shown. Using the full
Cartesian set of four activities, we maintain 16 density estimations. This is sim-
ilar to behavioural profiles [22], which capture order relations for the Cartesian
product of activities. Regarding these profiles, the set of temporal density esti-
mation functions can be considered as a temporal behavioural profile for the log.
Workflow-based behavioural profiles are used for discrete compliance checking
and therefore related to our task. However, the perspectives work orthogonally
and might be used as an ensemble for a generalized compliance checking tech-
nique in a future work. For the basic version of TADE, only the first row is
used as sketched with a frame here. For larger activity universes, the number of
estimators grows quadratic.

4.4 Kernel and Bandwidth Selection

Kernel density estimation uses a particular kernel function to approximate the
densities on the singular observation level before summing up these curves. In
this work, we restrict the method to Gaussian kernels only, among others because
it is most widely spread. Furthermore, due to the large number of events com-
pared to the smaller number of activities, each model contains a multitude of
observations. Therefore, changing the kernel function shows only a diminished
impact on the aggregated probability function after the first experiments. Still,
extensive evaluations with other kernels are of interest but out of the scope of
this work.

The choice of the bandwidth is of much higher importance than the choice of
the kernel. We sketched this in Fig. 3. Further you can see, that using a very small
bandwidth, like bw = 0.05, results in a very noisy probability density function,
where every training event yields a mode as a density peak. The TSC-fitness is
therefore subject to very sudden changes. The other extreme case is a very high
bandwidth, like bw = 2.0. This can result in a probability density function with
a single mode, neglecting all minor modes that cover important and interesting
deviations of the activity. This barely reflects the original distribution. While
the bandwidth has a huge impact on the estimation, the choice of the kernel is
only marginally important.

A popular approach to set the bandwidth parameter is the Silverman method.
However, it works best on unimodal Gaussian models, but we often observe mul-
timodal distributions due to process loops and complex activity dependencies.
Therefore, we recommend the Improved Sheather-Jones bandwidth selection [21]
at this point, which minimizes the asymptotic mean integrated squared error
(AMISE). It results from the mean integrated squared error (MISE) of the prob-
ability density function f and its Gaussian kernel density estimator f̂ , which is
given by
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Fig. 2. All 16 density estimations for the full Cartesian set of activities a, b, c and
d. Using the base version of TADE instead of TADE-FC, only the first row is used,
highlighted with a frame here.

MISE(h) = Ef

∫ [
f̂(t;h) − f(t)

]2
dt

The AMISE is then the asymptotic approximation of the MISE. It is shown
by Jones [21] that for h

√
n → ∞ as n → ∞, it is minimized by

h0 =

(
1

2N
√

π ‖f ′′‖2
)2/5

h0 minimizes the AMISE and is an approximation for the minimizer of MISE.
The unknown derivation of the probability density function f ′′ can be estimated
using the Fourier heat equation. Approaches to find a good estimator efficiently
are found well-explained in the literature like in [3].
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Fig. 3. The resulting probability density estimations with different bandwidths for the
same activity. In the left figure we are using the Gaussian kernel and in the right the
Epanechnikov kernel. The x-axis is a relative timestamp to one particular event and
the y-axis displays the probability.

4.5 Complexity

Before we evaluate and compare the baseline approach and the extended app-
roach, we consider the theoretical complexity of our novel temporal statistical
conformance checking. For this, we assume a log L, containing n cases with at
most m events each. We assume that each case contains all the activities. For the
training phase, our baseline approach iterates over all n ·m events and computes
m kernel density estimations. As we use a Gaussian kernel, every model is a sum
of n Gaussian curves and therefore has a complexity of O(nm).

For the conformance testing, a case c of length p is iteratively checked against
the trained models. For the basic TADE approach, all p events are considered
and the time difference from the case beginning to the occurrence is used. For
each of those p − 1 time differences, the probability is yielded by the learned
Gaussian kernel density estimation. This leads to the complexity of O(p) to
compute the TSC-fitness for one case. For the full Cartesian TADE, a case of
length p produces p2 many relations. Analogously to the baseline we end up with
a complexity that scales as O(p2) using m2 distinct Kernel Density Estimators.

5 Evaluation

In this section, we evaluate our novel temporal stochastic conformance checking
approaches. For this we first of all have to face the fact that to the best of our
knowledge there is no other temporal stochastic conformance checking approach
so far against which we could compare. Furthermore, there is also no approach
focusing on the temporal occurrence of an activity rather than on structural devi-
ations. Therefore, we utilized the most common conformance checking methods
token-based replay and alignment. Although they are invented to check a dif-
ferent kind of conformance they are the most suitable approaches to compare
with.

To evaluate our approach we firstly compare different methods of how to
calculate the final case-wise TSC-fitness score. Second, we show its applicability
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on a real-world dataset by solving a conformance classification task. Third, we
expose the advantageous runtime performance by measuring the runtime on
several log sizes.

5.1 Aggregation of the TSC-Fitness Score

By proposing a stochastical approach for conformance checking we calculate the
probability for every event of the test case, compared to the trained model, with
a kernel density estimation for the particular activity. To get the fitness value
for the whole case, the TSC-fitness, we need to aggregate those probabilities
suitably. Our choice for this computation is averaging all TSC-fitness values
of this case even though from a statistical point of view, the product of all
probabilities would be meaningful. Further valid candidates are the minimum as
a lower bound or the maximum as an upper bound. Once again, we utilize the
BPIC 2015 dataset, since we will compare the classification accuracy again.

Table 1. Comparison of different methods to aggregate event TSC-fitness values into
a case TSC-fitness value. Choices are minimum (min), maximum (max), mean and
product of the event fitness values.

Min Max Mean Product

prec rec f1 prec rec f1 prec rec f1 prec rec f1

BPIC15-1 0.46 0.43 0.44 0.17 0.67 0.27 0.49 0.45 0.47 0.23 0.91 0.37

BPIC15-2 0.43 0.48 0.45 0.07 0.02 0.03 0.45 0.48 0.46 0.56 0.04 0.07

BPIC15-3 0.69 0.46 0.55 0.02 0.00 0.00 0.73 0.52 0.60 0.88 0.18 0.30

BPIC15-4 0.59 0.44 0.50 0.06 0.03 0.04 0.63 0.47 0.53 0.78 0.16 0.26

BPIC15-5 0.41 0.66 0.51 0.04 0.00 0.01 0.43 0.70 0.53 0.42 0.12 0.19

In Table 1 we compare the quality of the classification. It can clearly be
seen that the maximum is a poor choice, however, this is quite expected. The
minimum of the TSC-fitness values is almost on the level of the arithmetic mean.
The product has high precision values for three classes. However, this is not a
great advantage as the recall is poor for those classes. It seems that a majority of
cases are assigned to the first class. Therefore the product is not suitable for this
task as the cases are more likely to be assigned into the first class and the models
do not reflect the classes very well. As previously proposed, the arithmetic mean
has proven to be the best candidate for class assignment so far.

5.2 Conformance Classification

For this experiment, we utilize the BPIC 2015 dataset [7]. This dataset consists
of five sublogs, which cover building permit applications in five different munic-
ipalities. All five processes follow similar guidelines and use the same activity
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descriptions. We evaluate traditional token-based replay and our two approaches,
TADE and TADE-FC, on the following task. The results of alignments and
token-based replay have been shown to be very similar in this task, so we focus
on token-based replay only due to the faster computation. On each sublog, a
model is trained on one part of the traces. Then, for the remaining traces, we
compute the TSC-fitness for each trace on all five models. The model that pro-
vides the best TSC-fitness determines the class of this trace. We assume that
the process which produced a trace also corresponds to a model that provides
the best TSC-fitness for this trace. The advantage of this dataset for this task
is the known ground truth as well as the similarity of processes. Using different
processes for the classification task is not appropriate as the classification would
mainly rely on different activity labels than workflow and temporal behavior.

Table 2. Classification accuracy on the BPIC 2015 dataset for token-based replay,
Temporal Activity Density Estimation (TADE) and TADE-Full Cartesian, separated
per sublog.

Activities Traces Events Token-based replay TADE TADE-FC

prec rec f1 prec rec f1 prec rec f1

BPIC15-1 398 1199 52217 0.10 0.01 0.02 0.49 0.43 0.46 0.80 0.68 0.73

BPIC15-2 410 832 44354 0.00 0.00 0.00 0.42 0.45 0.44 0.59 0.70 0.64

BPIC15-3 383 1409 59681 0.02 0.01 0.02 0.72 0.51 0.60 0.86 0.67 0.75

BPIC15-4 356 1053 47293 0.33 0.85 0.33 0.63 0.45 0.52 0.88 0.72 0.79

BPIC15-5 389 1156 59083 0.16 0.16 0.16 0.41 0.70 0.52 0.60 0.88 0.72

According to best-practices, we use randomly sampled 80% of the traces as
training dataset and evaluate the remaining 20% of the log as test dataset. The
resulting classification quality is given as precision, recall and F1 score in Table 2.
We trained five Petri nets with the Inductive Miner [9] and applied token-based
replay [1], both using the implementation in pm4py [2]. For the test log traces,
here 1130 cases, we determined the model that maximized the TSC-fitness of
the case.

Due to the generalization purpose of process discovery, all discovered models
are rather similar. Hence, the computed fitness scores for token-based replay dif-
fer only slightly and most cases are assigned to the same class. In some instances,
a particular choice of training and test set partitioning causes all cases to be
assigned to the fifth model, which happens if all models are equal regarding the
test set. However, we chose an evaluation instance which provides different mod-
els to give workflow-model-based conformance checking a slight advantage. Even
so, our new approaches TADE and TADE-FC outperform the traditional con-
formance checking approach token-based replay, as the results in Table 2 show.
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Fig. 4. The runtime for training, in blue, and conformance checking, in orange, are
compared separately for several datasets of the BPI challenges. Left figure shows the
results for TADE and the right one for TADE-FC. (Color figure online)

5.3 Runtime Evaluation

Previously, we evaluated the quality of the conformance checking by solving a
trace classification task. The computation time of all methods for this task differs
vastly. First, we consider the runtime behavior of our two novel approaches,
TADE and TADE-FC, in terms of the ratio of training to testing. Secondly,
we compare the runtime of TADE, TADE-FC with the common approaches
for conformance checking, token-based replay and alignments. For the latter
two methods, we used the pm4py implementations. For alignment, the concept
for convex optimization is used as recommended, to speed up the alignment
computations. It is also important to apply the traditional conformance checking
methods on the whole log instead of feeding each trace separately. This causes
a factor of 10 in runtime performance due to duplicate traces in the log.

In Fig. 4 the runtime for training and conformance checking, i.e. testing, are
visualized separately. This is done for several datasets of the last years BPI
challenges. Like before in the experiment for conformance classification, we used
randomly sampled 80% of the log traces for training and evaluated on the remain-
ing 20% of the log as test set. For TADE in the left figure, conformance checking
is the distinct dominant part of the performance. While the training phase for
all datasets was faster than 0.0005 s the conformance checking took almost up to
0.00035 s. For the TADE-FC version the runtime of training and testing was the
other way around. This is because the large number of relations increases the
model training runtime in TADE-FC. This confirms the intuition that TADE is
trained very fast, whereas TADE-FC takes longer to train.

In Fig. 5 we compare the absolute computation time for the whole task for
the four approaches alignment, token-based replay, TADE and TADE-FC. Con-
sidering an event-based runtime the relative runtime differences between the
approaches do not change, as the used logs are the same. While alignments,
even with the faster optimizer, require more than 17.5 h to complete the task,
token-based replay completes the classification in under 2 h. Unfortunately, the
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models have low expressiveness and yield only a poor classification considering
the vast time amount. TADE with the full Cartesian relation set requires almost
one hour to complete the classification, yielding the most accurate results. The
quality of TADE is also competitive, as it only needs one minute, which is 60
times faster then TADE-FC. This comes at the cost of reducing the accuracy
by factor two, but still tremendously outperforms token-based replay regarding
the fitness measures precision, recall, and f1-score, c.f. Sect. 5.2. Therefore, our
two temporal-based fitness scoring methods are a suitable choice for applications
that rely on a trace fitness with strong runtime performance requirements.

Fig. 5. Runtime comparison on the real-world dataset BPIC 2015 for the approaches
alignment, token-based replay, TADE-FC and TADE.

5.4 Discussion and Limitations

The performed evaluations illustrate the capabilities of TADE to estimate con-
formance in a reasonable speed. However, being very fast while accurate is not
the main point here. The comparison with workflow-based approaches like token-
replay and alignments is fragile as they do not suit very well as direct competitors
due to their limited perspective. However, we are able to determine a tempo-
ral fitness using a very simple stochastic technique without deriving complex
workflow models. Adding temporal information into process models and using
them for conformance checking, we are able to process many instances in a
short period of time. We do not mean to outclass workflow-based conformance
checking methods, but TADE provides a reasonable addition to this scope. Most
non-conforming traces can be filtered out based on their temporal fitness. For
the remaining test candidates, additional resources and computation time can
now be utilized for a more precise analysis.

TADE’s advantage lies in the simplicity of its models. The temporal density
estimation does not cover parallelism and loops in its current implementation.
Multiple recurrences of activities usually differ in their temporal behavior, e.g.
a repair job will take some days, but if this fails, a second cycle will be more
tedious to identify the initial root cause. Also, activities with certain temporal
constraints e.g. a worker is not allowed to perform activity ‘a’ on sundays, is
not represented at the moment as the kernel function assumes a continuous
domain. Incorporating workflow models into the temporal model and replacing
the kernel functions with more complex kernels might solve those problems, but
the impact on efficiency and accuracy has to be evaluated in future works. For
recurring activities within a trace, the kernel density estimation will yield several
peaks in the probability function, so TADE can already cope with this issue.



TADE: Stochastic Conformance Checking 235

6 Conclusion and Future Work

Temporal Stochastic Density Estimation is a very natural and intuitive method
to define the fitness of a process trace with a high focus on the temporal per-
spective. Since deviations in time occur in various severities, these estimators
are very sensitive and perform with much higher performance than traditional
conformance checking methods. With the focus only on sequential orders, only
finitely many unfit deviation types can be covered with traditional conformance
checking methods, hence the stochastic approach is superior. In extensive exper-
iments, we showed not only the quality but also the good performance of our
novel and efficient conformance checking approach. Even using a full Cartesian
set of activity relations outperformed token-based replay in both quality and
runtime.

However, we did not cover sufficiently the occurrence of loops and parallelism
in the approach. This is still a future work as the modeling of kernel functions
provides much freedom in designing different representations. We introduced
only a simple one by considering only timestamp differences for the estimation
part. In future works, we aim at improving the quality even more by incorpo-
rating concurrency checks and workflow patterns into the approach. This could
assist in modeling loop and concurrency patterns in the density estimation. Fur-
ther, there is a demand for online conformance checking and our efficient app-
roach is modifiable to check a stream of events for conformance. Last, there are
many works on advanced process mining tasks, which operate on token-based
replay or alignments. Those tools will also benefit from an efficiently computable
and accurate alternative fitness score, out TSC-fitness.
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Abstract. Predictive process monitoring aims to predict future char-
acteristics of an ongoing process case, such as case outcome or remain-
ing timestamp. Recently, several predictive process monitoring methods
based on deep learning such as Long Short-Term Memory or Convo-
lutional Neural Network have been proposed to address the problem
of next event prediction. However, due to insufficient training data or
sub-optimal network configuration and architecture, these approaches
do not generalize well the problem at hand. This paper proposes a novel
adversarial training framework to address this shortcoming, based on
an adaptation of Generative Adversarial Networks (GANs) to the realm
of sequential temporal data. The training works by putting one neural
network against the other in a two-player game (hence the “adversar-
ial” nature) which leads to predictions that are indistinguishable from
the ground truth. We formally show that the worst-case accuracy of the
proposed approach is at least equal to the accuracy achieved in non-
adversarial settings. From the experimental evaluation it emerges that
the approach systematically outperforms all baselines both in terms of
accuracy and earliness of the prediction, despite using a simple network
architecture and a naive feature encoding. Moreover, the approach is
more robust, as its accuracy is not affected by fluctuations over the case
length.

1 Introduction

Predictive business process monitoring is an area of process mining that is con-
cerned with predicting future characteristics of an ongoing process case [19,21].
Different machine learning techniques, and more recently deep learning meth-
ods, have been employed to deal with different prediction problems, such as
outcome prediction [20], remaining time prediction [18], suffix prediction (i.e.
predicting the most likely continuation of an ongoing case) [1,12,18], or next
event prediction [1,2,12,16,18]. In this paper, we are specifically interested in
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the latter problem: given an ongoing process case (proxied by a prefix of a com-
plete case), and an event log of completed cases for the same business process,
we want to predict the most likely next event by determining both its label (i.e.
the name of the next process activity to be performed) and its timestamp (i.e.
when such activity will start or complete). This problem has been addressed
in [1,2,12,18] using Recurrent Neural Networks (RNNs) with Long-Short-Term
Memory (LSTM), while [16] uses Convolutional Neural Networks (CNNs) for
predicting the next event label only.

Despite their popularity, deep learning methods such as LSTM or CNN,
often feature thousands to millions of parameters to estimate, and for this rea-
son require lots of labeled training data to be able to generalize well the dataset
at hand, as well as to learn salient patterns [3]. In our context, this challenge is
exacerbated by the limited size of real-life event logs available for training, com-
pared to the number of parameters to be estimated. For example, an LSTM with
one hidden layer containing 100 neurons has at least 4×(100+1)2 parameters to
be estimated, which in turn requires at least the same number of unique training
instances, i.e. the same number of unique process cases in the event log. This is
hardly the case in practice, as event logs typically contain several thousand or
(at best) several million complete cases, of which only a subset are unique.

Motivated by Generative Adversarial Nets (GANs) [4], this paper proposes a
novel adversarial training framework to address the problem of next event pre-
diction. The framework is based on the establishment of a minmax game between
two players, each modeled via an RNN, such that each network’s goal is to max-
imize its own outcome at the cost of minimizing the opponent’s outcome. One
network predicts the next event’s label and timestamp, while the other network
determines how realistic this prediction is. Training continues until the predic-
tions are almost indistinguishable from the ground truth. During training, one
player learns how to generate sequences of events close to the training sequences
iteratively. Thus, it eliminates the need for a large set of ground truth sequences.

To the best of our knowledge, this is the first paper that adapts GANs to
the realm of temporal sequential data, for predictive process monitoring. This
approach comes with several advantages. First, we formally show that the train-
ing complexity of the proposed adversarial net is of the same order as that of
a net obtained via conventional (i.e. non-adversarial) training. Second, we show
that the worst-case accuracy of our approach is not lower than that obtained
via conventional training, meaning that the approach never underperforms a
conventional approach such as LSTM with the same architecture.

We instantiated our framework using a simple LSTM architecture for the
two networks, and a naive one-hot encoding of the event labels in the log. Using
this implementation, we evaluated the accuracy of our approach experimentally
against three baselines targeted at the same prediction problem, using real-life
event logs.

The rest of this paper is organized as follows. The background and related
work are provided in Sect. 2. The presented approach is Sect. 3 while the eval-
uation is discussed in Sect. 4. Finally, Sect. 5 concludes the paper and discusses
opportunities for future work.
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2 Background and Related Work

In this section we provide background knowledge on machine learning with a
focus on deep learning methods. Next, we discuss related work in predictive
process monitoring, with a focus on next event prediction using deep learning.

2.1 Machine Learning and Deep Learning

The goal of machine learning is to develop methods that can automatically
detect patterns in data, and these patterns to predict future data or other out-
comes of interest under uncertainty [13]. Depending on the underlying mecha-
nisms, the learning model can be labelled as generative or discriminative. The
objective of a generative model is to generate new data instances according to
the given training set. In detail, it learns a joint probability distribution over the
input’s features. The naive Bayes classifier is an example of generative models.
In contrast, a discriminative model directly determines the label of an input
instance by estimating a conditional probability for the labels given the input’s
features. Logistic regression is an example of discriminative models. Discrim-
inative models can only be used in supervised learning tasks, whereas gener-
ative models are employed in both supervised and unsupervised settings [14].
Figure 1, sketches the differences between the mentioned approaches; A discrim-
inative model learns a decision boundary that separates the classes whereas a
generative model learns the distribution that governs input data in each class.

Fig. 1. Differences between a generative and discriminative approaches; x is the input’s
features, and y is the corresponding label

Deep Neural Networks (DNNs) are extremely powerful machine learning
models that achieve excellent performance on difficult tasks such as speech recog-
nition, machine translation, and visual object recognition [7,10,11]. DNNs aim
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at learning feature hierarchies at multiple levels of abstraction that allow a sys-
tem to learn complex functions mapping the input to the output directly from
data, without depending completely on human-crafted features. The learning
process in a DNN equals to estimating its parameters, and one can do it via
Stochastic Gradient Descent (SGD) or its modifications that are the dominant
training algorithms for neural networks [3].

Recurrent Neural Networks (RNNs) are a family of DNNs with cyclic struc-
tures that make them suitable for processing sequential data [17]. RNNs exploit
the notion of parameter sharing that employs a single set of parameters for dif-
ferent parts of a model. Therefore, the model can be applied to examples of
different forms (different lengths) and generalize across them [6]. Such sharing is
particularly important when a specific piece of information can occur at multiple
positions within the input sequence. Two main issues in training an RNNs are
catasrophic forgetting, i.e., the model forgets the learned patterns, and optimiza-
tion instability, i.e., the optimization does not converge [3]. The first issue can
be alleviated by invoking the Long Short-Term Memory (LSTM) architecture
[8] which uses a few extra variables to control the information flow and thus
causes the network to learn long-term patterns as well. The second issue can be
mitigated by monitoring the gradient’s norm of each parameter and scaling it
down when it exceeds a threshold, a.k.a., gradient clipping [15].

Fig. 2. Generative adversarial nets [4]; the generator produces fake examples from
Gaussian noise, and the discriminator determines which of its input is real or fake.

Generative Adversarial Nets (GANs). [4] is a framework that employs two neural
network models, called players, simultaneously, see Fig. 2. The two players cor-
respond to a generator and a discriminator. The generator takes Gaussian noise
to produce instances, i.e., fake instances, which are similar to input instances,
i.e., real instances. The discriminator is a binary classifier such as logistic regres-
sion whose job is to distinguish real instances from generated instances, i.e., fake
instances. The generator tries to create instances that are as realistic as possible;
its job is to fool the discriminator, whereas the discriminator’s job is to identify
the fake instances irrespective of how well the generator tries to fool it. It is an
adversarial game because each player wants to maximize its own outcome which
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results in minimization of the other player’s outcome. The game finishes when
the players reach to Nash equilibrium that determines the optimal solution. In
the equilibrium point the discriminator is unable to distinguish between real and
fake instances.

GANs provide enormous advantages compared to other strategies for training
generative models. For instance, one can learn the input’s joint probability even
it is very sharp and degenerated, although, it needs accurate coordination of the
players, i.e., neural nets, according to the problem at hand. Thus, depending on
the input type, a GAN gives rise to a robust generative model that synthesizes
high-quality images, texts, and sequences. Also, the GAN’s discriminator can
be viewed as a feature selection mechanism since it selects the most important
features of its inputs to discriminate fake and real instances [5].

2.2 Predictive Process Monitoring of Next Event

This section reviews work on next event prediction using deep learning tech-
niques. The interested reader can find an overview and comparative evaluation
of different predictive process monitoring approaches in [19,21].

The work by Evermann et al. [2] uses the LSTM architecture for the next
activity prediction of an ongoing trace, although the authors mention that one
can predict other attributes such as the event’s duration time. It uses embed-
ding techniques to represent categorical variables by high dimensional contin-
uous vectors; it uses a two hidden layer LSTMs with one hundred epochs, the
input’s dimension varies according to the embedding representation, ten-fold
cross-validation, and dropout for each cell is 0.2.

Tax et al. [18] propose a similar architecture based on LSTMs. This work uses
a one-hot vector encoding to represent categorical variables. Given an ongoing
process execution, the approach predicts the next activity and its timestamp,
and the remaining cycle time and suffix until the end of the process execution.
Suffix prediction is made by next activity predictions iteratively. The proposed
approach uses a variety of architectures. However, the best results are based
on two hidden layers (shared and multi-task) LSTM with one hundred neurons
in each layer for all the prediction tasks. Their results show that the proposed
framework outperforms the technique in [2].

The work in [16] uses a Convolutional Neural Network (CNN) for the next
activity prediction task in a running process execution. The authors propose
a data engineering schema to represent the spatial structure in a running case
like a two-dimensional image. In experiments the approach starts with a prefix
of length one and increases the prefix length during the training until the best
accuracy can be obtained on the validation set. They use three convolutional and
max-pooling layers with 32, 64, and 128 filters, respectively. The experiments
show an improvement over [2,18].

Camargo et al. [1] employ a composition of LSTMs and feedforward layers
to predict the next activity and its timestamp and the remaining cycle time and
suffix for a running case. The approach uses embedding techniques similar to
[2] to learn continuous vectors for categorical variables and then use them for
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the prediction task via LSTMs. Similar to [18], different settings such as “spe-
cialized”, “shared categorical”, and “full shared” architectures are considered
in the experiments. Also, different configurations are considered randomly from
a full search space of 972 combinations. The experiments show improvements
over [2,18], and for the next activity prediction task this approach sometimes
outperforms that in [16].

Lin et al. [12] propose an encoder-decoder framework based on LSTMs to
predict the next activity and the suffix of an ongoing case. Unlike the previous
approaches, it uses all available information in input log, i.e., both control-flow
and performance attributes, for the prediction tasks. Random embedding is used
for each event and its attribute. The encoder maps an input sequence into a set of
high dimensional vectors and the decoder returns it back into new sequence that
can be used for the prediction tasks. The experimental setup of this approach is
different from [1,2,16,18]. Specifically, while the previous approaches aim to fit a
predictive model for each prefix length, [12] considers all possible prefix lengths
at once during the training and testing phases.

3 Approach

The main aim of predictive process monitoring is to predict the corresponding
attributes of ongoing process executions one or a few steps ahead of time. This
paper, for an ongoing process execution (prefix), predicts an event’s label and
its timestamp one step ahead of time. To this end, we propose an adversarial
framework inspired by GANs [4], which coordinates players, i.e., the generator,
and discriminator, in a novel way for process mining context, see Fig. 3. It has
two main parts, data prepossessing, and adversarial predictive process monitoring
net. The first part prepares the input data in the form of prefixes for the predic-
tion task, and adopts the required encoding to deal with categorical variables. It
uses one-hot encoding to manifest the viability of the proposed adversarial net.
The second part establishes a minmax game between generator and discrimina-
tor by proposing fake and real prefixes. Real prefixes are those in the training
set, and fake prefixes are formed from the generator’s output, i.e., predictions.
The training runs as a game between two players, where the generator’s goal is
to maximize the accuracy of the prediction to fool the discriminator, and the dis-
criminator’s goal is to minimize its error in distinguishing real and fake prefixes,
see flows (1), (2) in Fig. 3. It is an adversarial game since the generator and
the discriminator compete with each other, i.e., learning from the opponent’s
mistake, see flows (1), (3) in Fig. 3. Thus maximizing one objective function
minimizes the other one and vice versa.

The proposed adversarial net in this work has a number of major differ-
ences from the original GANs proposed by Goodfellow et al. [4], i.e., Vanilla
GAN, which are the core contributions of this paper. In our work, both the dis-
criminator and the generator are composed of RNNs (LSTM architecture) and
feedforward neural networks, rather than only feedforward networks. This is due
to the fact that we apply GANs for sequential temporal data that LSTMs have
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Fig. 3. Overall approach for next event prediction

been shown to perform well on [8]. Besides, the fake examples are formed by
the generator’s predictions and the input prefix; this is in contrast to Vanilla
GAN that creates fake examples from Gaussian noise, see Fig. 2. In this way,
one can adopt GAN-like frameworks to the wide range of process mining appli-
cations. Finally, the proposed framework guarantees that, in the worst case, the
generator has performance as if it was trained conventionally, i.e., no adversarial
game, thus, it reduces the effects of mode collapse in Vanilla GAN wherein the
generator fails to model the distribution of the training data well enough, which
in turn results in underfitting the input data and causes poor performance.

The rest of this section is organized as follows. First, the preliminary defini-
tions are presented. Following that, we formalize the required data prepossessing.
Next, RNNs training will be provided in detail, which will be used later in our
framework. Finally, we give details of the adversarial predictive process moni-
toring net, including its training and optimization.

3.1 Preliminaries and Definitions

This section provides the required preliminaries and definitions for the formal-
ization of the proposed approach.

Definition 1 (Vector). A vector, x = (x1, x2, . . . , xn)T , is a column array
of elements where the ith element is shown by xi. If each element is in R and
vector contains n elements, then the vector lies in R

n×1, and the dimension of
x, dim(x), is n × 1.

We represent a vector by a lowercase name in bold typeface. Beside, a set of d
vectors as x(1),x(2), . . . ,x(d), where x(i) ∈ R

n×1. Also, they can be represented
by a matrix M = (x(1),x(2), . . . ,x(d)) where M ∈ R

n×d. We denote the ith row
of a matrix by Mi,:, and likewise the ith column by M:,i.

Definition 2 (Gradient). For a function f(x) with f : Rn → R, the partial
derivative ∂

∂xi
f(x) shows how f changes as only variable xi increases at point

x. With that said, a vector containing all partial derivatives is called gradient,
i.e., ∇xf(x) = ( ∂

∂x1
f(x), ∂

∂x2
f(x), . . . , ∂

∂xn
f(x))T .
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Definition 3 (Probability Distribution). For a random variable (vector)
x ∈ R

n, a probability distribution is a function that is defined as follow: p : Rn →
[0, 1]. Similarly, for two random variables x ∈ R

n,y ∈ R
m, a joint probability

distribution is defined as: p : Rn × R
m → [0, 1].

Definition 4 (Expectation, Kullback–Leibler (KL) Divergence). The
expectation of a function f(x) where the input vector x that has a probability
distribution p(x) is defined as: Ex∼p[f(x)] =

∮
p(x)f(x)dx. Given two probability

distributions p1() and p2(), KL divergence measures the dissimilarity between two
distributions as follows: DKL(p1 ‖ p2) = Ex∼p1 [logp1(x) − logp2(x)].

A similar concept to measure the dissimilarity between two distribution is the
cross-entropy and defined as H(p1, p2) = −Ex∼p1 [logp2(x)].

Definition 5 (Event, Trace, Event Log). An event is a tuple (a, c, t, (d1, v1),
. . . , (dm, vm)) where a is the activity name (label), c is the case id, t is the
timestamp, and (d1, v1) . . . , (dm, vm) (where m ≥ 0) are the event attributes
(properties) and their associated values. A trace is a non-empty sequence σ =
〈e1, . . . , en〉 of events such that ∀i, j ∈ {1, . . . , n} ei.c = ej .c. An event log L is a
multiset {σ1, . . . σn} of traces.

A trace (process execution) also can be shown by a sequence of vectors, where a
vector contains all or part of the information relating to an event, e.g., event’s
label and timestamp. Formally, σ = 〈x(1),x(2), . . . ,x(t)〉, where x(i) ∈ R

n is a
vector, and the superscript shows the time-order upon which the events hap-
pened.

Definition 6 (k-Prefix (Shingle)). Given a trace σ = 〈e1, . . . , en〉, a k-
prefix is a non-empty sequence 〈ei, ei+1, . . . , ei+k−1〉, with i ∈ {1, 2, . . . , n −
k + 1}, which is obtained by sliding a window of size k from the left to the right
of σ.

The above definition, a.k.a. k-gram, holds when an input trace is shown by a
sequence of vectors. For example, the set of 2-prefix for σ = 〈x(1),x(2),x(3),x(4)〉,
is {〈x(1),x(2)〉, 〈x(2),x(3)〉, 〈x(3),x(4)〉}.

3.2 Data Preprocessing

This section elaborates on preparing k-prefixes which constitute the training
and test set. In detail, the approach in this paper learns a function that given
a k-prefix, 〈x(1),x(2), . . . ,x(k)〉, returns a vector, y(k), that can be viewed as
the next attribute (property) prediction. For the sake of simplicity, we only
predict the next activity and its timestamp, see Definition 5. For the timestamp
attribute, we consider the relative time between activities, calculated as the time
elapsed between the timestamp of one event and the event’s timestamp that
happened one step before. However, without loss of generality, one can include
the prediction of other attributes.
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There are several methods in literature to encode and represent categorical
variables. Unlike the techniques in [1,2,12], which learn embedding representa-
tions for categorical variables, this paper, uses one-hot encoding. The reason to
adopt this rudimentary encoding is to manifest that the viability of the presented
approach owes to the adversarial architecture and not to the data engineering
part. Indeed, one can integrate various embedding representations.

In a nutshell, the one-hot vector encoding of a categorical variable is a way
to create a binary vector (except a single dimension which is one, the rest are
zeros) for each value that it takes. Besides, we use 〈EOS〉 to denote the end of
a trace. Formally:

Definition 7 (One-Hot Encoding). Given a universal set of activity names
E, including 〈EOS〉, and trace σ, one-hot encoding is a function, f(σ, E), that
maps σ into a sequence of vectors 〈x(1),x(2), . . . ,x(|σ|)〉, where, x(i) ∈ {1} ∪
{0}E−1, ∀i ∈ {1, 2, . . . , |σ|}.
For example, given E = {a1, a2, a3, a4, a5, 〈EOS〉}, and σ = 〈a1, a3, a4, 〈EOS〉〉.
The one-hot vector encoding of σ is the following sequence of vectors:

f(σ, E) = 〈(1, 0, 0, 0, 0, 0
︸ ︷︷ ︸

a1

), (0, 0, 1, 0, 0, 0
︸ ︷︷ ︸

a3

), (0, 0, 0, 1, 0, 0
︸ ︷︷ ︸

a4

), (0, 0, 0, 0, 0, 1
︸ ︷︷ ︸

〈EOS〉

)〉

Furthermore, if x(i) shows the one-hot vector of ei, then, one can augment the
former with the other attributes of the latter. In this paper, as mentioned already,
we augment one-hot vectors with the time elapsed between the timestamp of one
event and the event’s timestamp time that happened one step before.

Table 1. Preprocessing of input k-prefix

x(t)

︷ ︸︸ ︷

y(t)

︷ ︸︸ ︷

Input 3-prefix One-hot vector Timestamp (s) One-hot vector (next)

〈(a1, 26/12/2019 00:30 AM), (1, 0, 0, 0, 0, 0) 0 (0, 0, 1, 0, 0, 0)

(a3, 26/12/2019 01:02 AM), (0, 0, 1, 0, 0, 0) 1920 (0, 0, 0, 1, 0, 0)

(a4, 26/12/2019 01:18 AM), (0, 0, 0, 1, 0, 0) 960 (0, 0, 0, 0, 0, 1)

(〈EOS〉)〉 (0, 0, 0, 0, 0, 1) 0 null

For each k-prefix, 〈x(1),x(2), . . . ,x(k)〉, we couple another k-prefix 〈y(1),y(2),
. . . ,y(k)〉, where y(t), ∀t ∈ {1, 2, . . . , k}, is the next ground truth vector after
visiting x(t). It is worth noting that, x(t) and y(t) might have different dimen-
sions. For example, the former can be a one-hot vector, whereas the latter refers
to the next activity’s timestamp, which is scalar. A set of such paired k-prefixes
is considered for training and test set. For the above example, Table 1 shows the
augmented vectors, i.e., x(t), containing one-hot vectors and non-standardized
events timestamps, as well as the respective next attribute, i.e., y(t). The last
row shows the end of prefix which is discarded for the since it does not provide
useful information.
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3.3 Training Recurrent Neural Networks

This section provides the training of RNNs in detail, which we will use it later in
our proposed framework. For the ease of exposition, we present the training for
the traditional RNN [17], although, the concepts hold for any RNN architectures
such as LSTM.

Fig. 4. (a) An RNN, (b) Time-unfolding of an RNN architecture

Given a sequence of inputs 〈x(1),x(2), . . . ,x(k)〉, an RNN computes sequence
of outputs 〈o(1),o(2), . . . ,o(k)〉 via the following recurrent equations:

o(t) = φo(V
Th(t) +b), h(t) = φh(WTh(t−1) +UTx(t) + c), ∀t ∈ {1, 2, . . . , k} (1)

where o(t) is the RNN’s prediction for ground truth vector y(t); φh and φo

are nonlinear element-wise functions, and the set θ = {W,U,V, c,b}, is the
network’s parameters. An RNN’s architecture, and its time-unfolded graph are
shown in Fig. 4 (a) and (b) respectively, where we hide vectors c, b, and functions
φh, φo for the purpose of transparency.

One can estimate (learn) an RNN’s parameters, i.e., θ, via the maximum
likelihood principle, in which θ is estimated to maximize the likelihood of training
instances. This way, an RNN is trained to estimate the conditional distribution
of the next vector’s attribute, y(t), given the past input, x(1),x(2), . . . ,x(t). In
detail, to estimate θ, one minimizes the following loss function:

J(θ) =
k

∑

t=1

L(t), where L(t) = −log pm(y(t)|x(1),x(2), . . . ,x(t)) (2)

where pm, gives the likelihood (probability) that the RNN generates the
ground truth vectors. Besides, L(t), boils down to the cross-entropy between
softmax(o(t)) and y(t) whenever the latter is a one-hot vector, and it becomes
‖ y(t) − o(t) ‖2, a.k.a., Mean Square Error (MSE), for a continues ground truth
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vector. Finally, in an iterative way, the network’s parameters are updated via
SGD algorithm, wherein, the gradient of J(θ), i.e., ∇θJ , is computed by back-
propagation through time (BPTT) [17].

One can see that training an RNN or an LSTM in this way gives rise
to a discriminative model, see Eq. 2 and Fig. 1. However, according to the
Bayes’ theorem the estimated conditional distribution in Eq. 2 is propor-
tional to the joint probability distribution, i.e., pm(y(k)|x(1),x(2), . . . ,x(k)) ∝
pm(x(1),x(2), . . . ,x(k),y(k)). Thus, one can consider LSTMs or RNNs as gener-
ative models by using the learned distribution pm which is an approximation to
the input’s ground truth joint distribution pd. We will exploit this issue in our
proposed framework.

3.4 Adversarial Predictive Process Monitoring Nets

This section presents the core contribution of this paper by proposing an adver-
sarial process to estimate a generative model for the predictive process moni-
toring tasks. The proposed framework is inspired by the seminal work in [4],
i.e., Vanilla GAN, which has been used for synthesizing images. However, our
proposed adversarial net is devised to work with time-series data, including cat-
egorical and continuous variables; Therefore, it is fully adaptable to a wide range
of process mining applications.

In the proposed adversarial architecture, shown in Fig. 5, both the generator
and the discriminator are LSTMs, as explained in Sect. 3.3, and are denoted
by G(; θg), and D(; θd) respectively. Precisely, the output of G is a sequence,
however, the last prediction is of our concern. D is equipped with an extra
dense feedforward layer which assigns a probability to its input as a real prefix.
The networks’ parameters are denoted by θg and θd, which are adjusted during
training.

Fig. 5. Proposed GAN architecture for predicting next attributes

The generator in Fig. 5 given a k-prefix 〈x(1),x(2), . . . ,x(k)〉 and its ground
truth 〈y(1),y(2), . . . ,y(k)〉, generates sequence 〈o(1),o(2), . . . ,o(k)〉 according to
Eq. 1. Thus, we want the G’s last prediction, o(k), to be as close as possible to
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ground truth y(k), such that, D gets confused in discriminating o(k) and y(k).
To make this more concrete we define the followings fake and real prefixes.

X(k) = 〈x(1),x(2), . . . ,x(k),y(k)

︸ ︷︷ ︸

Real prefix

〉, Z(k) = 〈x(1),x(2), . . . ,x(k),o(k)

︸ ︷︷ ︸

Fake prefix

〉 (3)

Where X(k) and Z(k) are sampled from pd and pm distributions respectively, and
differ only in their the last elements. Thus, the minmax game, as an optimization,
is as follow:

arg min
G

max
D

= EX(k)∼pd
[log D(X(k))

︸ ︷︷ ︸

(a)

] + EZ(k)∼pm
[log (1 − D(Z(k)))

︸ ︷︷ ︸

(b)

] (4)

Equation 4 drives D to maximize the probability of assigning X(k) to a real
prefix, see (a), and assigning Z(k) to a fake prefix, see (b). Simultaneously, it
drives G in generating fake prefixes, i.e., Z(k)s, to fool D into believing its prefixes
are real. In short, G minimizes the cross-entropy between the ground truths and
its predictions. Hence, the training procedure is presented in Algorithm1.

Algorithm 1. Stochastic gradient descent training of the proposed adversarial
net
1: for number of epochs do � Number of training iterations

2: for each 〈x(1),x(2), . . . ,x(k)〉 do � A k-prefix

3: •Generate 〈o(1),o(2), . . . ,o(k)〉 using G via Eq. 1
4: •Create fake and real prefixes, i.e., Z(k) and X(k), according to Eq. 3
5: •Update the discriminator, D, by ascending its gradient:

θd ← θd + ε

(

∇θd [logD(X(k)) + log(1 − D(Z(k)))]

)

6: •Update the generator, G, by descending its gradient:

θg ← θg − ε

(

∇θg [log(1 − D(Z(k))) + J(θg)]

)

7: end for
8: end for

Algorithm 1 computes gradients for all prefixes in each epoch, although, one
can use batches to speed up training time as well. Besides, the learning rate, i.e.,
ε, can be different for G and D. Line 5 shows that the parameters of the discrimi-
nator, i.e., θd, are updated (maximizing) for each pair of real and fake prefixes by
ascending the gradient of mistakes. Next, in line 6, we update (minimizing) the
parameters of the generator, i.e., θg, by descending the gradients of two terms. In
the fist term, the generator exploits the discriminator’s mistake in determining
a fake prefix, i.e., Z(k), to update its parameters (see flow (3) in Fig. 3). This
way, the generator learns how to fool the discriminator in the next iterations by
generating more realistic prefixes. The second term is the loss function as defined
in Eq. 2. We incorporated this term because in some situations the D’s mistake
for a fake prefix, i.e., log(1 − D(Z(k))), does not provide sufficient gradient for
G to update its weight. It happens at the beginning of training, when D easily
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discriminates fake and real prefixes, e.g., log(1−D(Z(k))) = log(1−0) = 0, thus,
adding J(θg) facilitates the generator’s learning process.

Convergence: At equilibrium, the generator’s prefixes, i.e., fake prefixes, are
indistinguishable from real prefixes, and it means that the generator has learnt
the input data distribution, i.e., pd. Thereby, its predictions must be enough
close to ground truths. However, learning in GANs is a difficult task, since the
minmax game in Eq. 4, in general, is not a convex function, thus, no global
optimum solution is guaranteed to obtain. In addition, in a minmax game where
each player reducing their own cost at the expense of the other player, reaching
Nash equilibrium is not guaranteed. Consequently, either of the mentioned issues
causes GANs to underfit the input’s data distribution which give rises to poor
results [4]. Algorithm 1 alleviates the mentioned issues by invoking J(θg) during
training. Thus, in the worst case, the generator’s ability to capture pd for the
prediction task is lower bounded as if it was trained conventionally, i.e., no
adversarial process.

Complexity: The complexity of Algorithm 1 boils down to computing gra-
dients for the generator and the discriminator. In detail, for a k-prefix
〈x(1),x(2), . . . ,x(k)〉 that is paired with 〈y(1),y(2), . . . ,y(k)〉 , suppose that
x(t),y(t) ∈ R

m, ∀t ∈ {1, 2, . . . , k}, and U,W,V ∈ R
m×m. Therefore, to com-

pute gradients of an RNN (or an LSTM architecture), one must do a for-
ward propagation pass from left to right of the time-unfolded graph to gen-
erate 〈o(1),o(2), . . . ,o(k)〉 and to compute J(), see Fig. 4 (b). Following that,
a backward propagation pass moving right to left through the time-unfolded
graph for computing gradients. In summary, either a forward or a backward
pass requires O(km2) operations [22]. Thus, for a training set containing n k-
prefixes, O(knm2) operations are required in each iteration. Thereby, the pro-
posed adversarial net’s complexity is of the same order as conventional training,
i.e., no minmax game. Besides, it is noteworthy that the updates of the discrimi-
nator and the generator, i.e., lines 5 and 6, can be done in parallel after creating
Z(k) and X(k).

4 Evaluation

We implemented our approach in Python 3.6 via PyTorch 1.2.0 and used this
prototype tool to evaluate the approach over four real-life event logs, against
three baselines [1,16,18]. The choice of the baselines was determined by the
availability of a working tool, either publicly or via the authors. For this reason,
we excluded from the experiment the work by Lin et al. [12], whose tool we were
not able to obtain. Moreover, the work by Evermann et al. [2] was excluded as
Tax et al. [18] have already shown to outperform this approach.

The experiments were run on an Intel Core i8 CPU with 2.7 GHz, 64GB
RAM, running MS Windows 10. The reason to use CPU rather than GPU is
that the baselines were designed for CPU execution. However, our implantation
also allows one to train discriminator and generator on separate GPUs. Running
of CPU instead of GPU only affects performance, not accuracy.
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4.1 Experimental Setup

Datasets: The experiments were conducted using four publicly-available real-
life logs obtained from the 4TU Centre for Research Data.1 Table 2 shows the
characteristics of these logs while the description of the process covered is pro-
vided below.

– Helpdesk: It contains traces from a ticketing management process of the
help desk of an Italian software company.

– BPI12: It contains traces from an application process for a personal loan or
overdraft within a global financing organization. This process contains three
sub-processes from which one of them is denoted as W and used already in
[1,2,18]. As such, we extract two logs from this dataset: BPI12 and BPI12(W).

– BPI17: It contains traces for a loan application process of a Dutch financial
institute. The data contains all applications filed through an online system
in 2016 and their subsequent events until February 1st 2017.

Table 2. Descriptive statistics of the datasets (|σ| is the trace length, Δt is the time
difference between two consecutive event timestamps)

Log Traces Events Labels Max |σ| Min |σ| Avg |σ| Avg Δt,
days

St Dev(Δt),
days

Helpdesk 3,804 13,710 9 14 1 3.60 3.379 6.613

BPI12 13,087 262,200 23 175 3 20.03 0.453 1.719

BPI12(W) 9,658 72,413 6 74 1 7.49 1.754 3.075

BPI17 31,509 1,202,267 26 180 10 38.15 0.588 3.211

All the above logs feature event attributes capturing process resources. This
information is used by the baseline in [1] to extract extra signal for training.

Evaluation Measures: For consistency, we reuse the same evaluation measures
adopted in the baselines. Specifically, to measure the accuracy of predicting the
next event’s label, we use the fraction of correct predictions over the total number
of predictions. For the timestamp prediction, we report Mean Absolute Error
(MAE), that is the average of absolute value between predictions and ground
truths.

Training Setting: For both generator and discriminator we use a two layer
LSTM. In addition, the discriminator is equipped with a dense layer for the
binary classification task. In detail:

– We use 25 epochs and split the data into 80%–20% for training and testing
respectively, by preserving the temporal order between cases. However, early
stopping is used to avoid over-training. In addition, we use a batch of size
five to speed up the training procedure.

1 https://data.4tu.nl/repository/collection:event logs real.

https://data.4tu.nl/repository/collection:event_logs_real
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– For each log, we consider different prefix lengths to be used for the predic-
tion task, i.e., k-prefixes, where k ∈ {2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50},
provided such k-lengths exist in the log. In detail, we train the proposed
framework for each k-length case prefix and report the value of prediction
accuracy and MAE, for that k. In this way, we can also observe the earliness
of a prediction, i.e. see how the predictions accuracy and MAE evolve over
the prefix length. This experimental setup is in-line with that of [1,2,16,18].
Moreover, since the training and test set size varies for each prefix, we report
the weighted average over all k-lengths for both accuracy and MAE.

– For each LSTM, we dynamically adjust the size of hidden units in each layer,
and it is twice the input’s size. For example if the augmented vectors dimen-
sion is 10, then each layer has 2 × 10 hidden units.

– Adaptive Moment Estimation (ADAM) is used as an optimization algorithm
for both generator and discriminator. It accelerates the learning procedure
by mitigating the effects of highly curvature search space [9]. The learning
rate, i.e., ε, was set to 0.0002 for both LSTMs to avoid gradient explosion
during the training. In addition, we applied gradient clipping [15] to scale
down the gradient of each layer in every iteration. More specifically, let us
use g to denote the gradient vector of a layer. Then, if ‖g‖2

|batch| > 10, we scale
the gradient as g = 10g

‖g‖2
. The threshold value of 10, only affects the learning

speed and does not alter the learning outcome [15].

For the baselines, we used the best parameter settings, as discussed in the respec-
tive papers, or provided by the authors. These settings are provided in our tool
distribution.

Table 3. Weighted average accuracy for next label prediction, and Weighted average
MAE for next timestamp prediction

Approach Weighted average accuracy Weighted average MAE (days)

Helpdesk BPI12(W) BPI12 BPI17 Helpdesk BPI12(W) BPI12 BPI17

Ours 0.9518 0.9158 0.9401 0.9256 0.8621 0.6528 0.3471 0.4225

Tax et al. [18] 0.7419 0.7077 0.7495 0.8941 3.660 1.5530 0.3716 0.5026

Camargo et al. [1] 0.7384 0.7543 0.7182 0.8568 2.8996 1.8405 0.5201 0.3646

Pasquadibisceglie

et al. [16]

0.7677 0.7734 0.7424 0.8676 – – – –

4.2 Results

Next Label Prediction: The second to fifth column of Table 3 show the
weighted average accuracy of our approach and of the baselines, for each of
the four logs. We can see that our approach provides a considerably more accu-
rate overall prediction compared to the baselines for each dataset. In Fig. 6 we
break this result for each k-prefix length, per log. From these charts we can
draw several observations. First, our approach has an accuracy that is system-
atically higher than that of each baseline, at any given prefix length, obtaining
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Fig. 6. Accuracy of next event label prediction on the test set for different k-prefixes,
k ∈ {2, 4, . . . , 50}; Our approach vs. baselines

at least 98% accuracy for all logs at the longest considered prefix length. This
is achieved by using a naive feature encoding (one-hot vector) of event labels,
without extracting features from further event attributes such as resources. Sec-
ond, the accuracy monotonically increases (though not strictly) with the length
of the prefix. In contrast, the baselines exhibit fluctuations in accuracy as the
length of the prefix increases. This is mainly due to the way a neural network is
trained, and secondly, to the number of training examples (sequences of events
in our case) used. In detail, our approach trains a neural network via a minmax
game (adversarial) in addition to the conventional training, which allows us to
obtain better generalization of the datasets at hand. Above that, the proposed
approach is much less sensitive to the number of training sequences since the
generator learns the input’s distribution, through which it can then generate
training sequences close to ground truth ones, thus eliminating the need for a
large training data. The lack of sufficient training data severely impacts the base-
lines. For example, [1] loses accuracy faster than the other baselines as the prefix
length increases. This is most likely because this approach extracts features from
process resource, besides event labels and timestamps, and as such it requires a
much larger training data for a larger number of parameters.

Next Timestamp Prediction: The last four columns in Table 3 show the
weighted average MAE in days, for each log and for each approach, except [16]
as it does not support timestamp prediction. The detailed MAE for each pre-
fix length in provided in Fig. 7. The results are consistent with those for next
event label prediction, in terms of accuracy (lower error), earliness and stability.
Specifically, from the charts we can see that for nearly all prefixes, our approach
outperforms the baselines, except for k = 2 in BPI12, BPI12(W) and for k = 2–



Predictive Business Process Monitoring via Generative Adversarial Nets 253

Fig. 7. MAE of next event timestamp prediction on the test set for different k-prefixes,
k ∈ {2, 4, . . . , 50}; Our approach vs. baselines

15 in BPI17, where [1] provides slightly better MAE. For the BPI12 log, our
approach reaches an MAE of 0.0169 at the longest prefix length, while the best
result, achieved by [18] is 0.2457 (14 times higher). Given that MAE is measured
as number of days, this means that there is an error of 14 days in the timestamp
prediction. Looking at the weighted average MAE, we can observe the most sig-
nificant improvements in the Helpdesk log, where our approach achieves up to 4
times lower MAE than the baselines.

The higher MAE values of [1] for certain prefix lengths, especially in the
BPI17 log, are attributable to the use of resources in the log, and are in-line
with the aggregate results in Table 3, where [1] outperforms our approach for
the weighted average MAE in BPI17 (0.3646 instead of 0.4225). To confirm this
intuition, we re-executed the experiment without using resources (we note that
[1] is the only baseline that extracts features from resources) and the accuracy
obtained was lower (e.g. for BPI17, [1] obtains a weighted average MAE of 0.5537
instead of 0.3646).

In terms of stability, we can see that while we do not achieve monotonicity
as in the case of next label prediction, the amplitude of the fluctuations of MAE
in our approach is very small across all logs, with a clear downward trend as
prefix length increases.

Behavior of the Convergence: We concluded our experiment by studying the
convergence behavior of the generator and the discriminator while performing
the minmax game in Algorithm 1. We provide three patterns that we observed
in our experiments, as shown in Fig. 8, which plots the loss function of generator
and discriminator. The patterns are the same for all datasets. As an example,
we explain the pattern for the BPI17 log. Figure 8 (a) is an example where
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Fig. 8. Convergence patterns based on loss functions of generator and discriminator
when training for BPI17: a) no convergence; b) late convergence; c) early Convergence

no convergence is made for this log. In other words, neither of the players can
overcome the other. In this situation, the training continues with conventional
training, as one can see from Fig. 6 where our accuracy for BPI17 and for k = 15
is slightly better than that in [18]. In contrast, Fig. 8 (b) and (c) are examples of
late, respectively, early convergence. Here the generator exploits the adversarial
game since, after many iterations, it fools the discriminator as the discrimina-
tor’s loss function increases significantly, and the generator’s loss function drops.
In such situations, the generator has learned the input’s distribution correctly.
Thus, the discriminator makes mistakes in distinguishing the ground truth from
the generator’s predictions. The effect of this gain can be seen in Fig. 6 for BPI17
at k = 45 or 50, where our approach outperforms the baselines by far.

5 Conclusion

This paper put forward a novel adversarial framework for the prediction of next
event label and timestamp, by adapting Generative Adversarial Nets to the
realm of sequential temporal data. The training is achieved via a competition
between two neural networks playing a minmax game. The generator maximizes
its performance in providing accurate predictions, while the discriminator mini-
mizes its error in determining which of the generator’s outputs are ground-truth
sequences. At convergence, the generator confuses the discriminator in its task.
The training complexity of the proposed framework is of the same order as that
of conventional training, and more importantly, we showed, both formally and
empirically, that given the same network’s architecture, our minmax training
outperforms a network trained in conventional settings.

The results of the experimental evaluation highlight the merits of our app-
roach, which systematically outperforms all the baselines, both in terms of
accuracy and earliness. The results also show that the behavior of our app-
roach is more robust as it does not suffer from accuracy fluctuations over the
prefix length. This in turn confirms the generator’s ability to learn the input
distribution for generating predictions close to the ground truth, eliminating the
need for a large number of training instances.
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The experimental setting is limited to four (real-life) logs and three baselines.
More extensive experiments should be conducted to confirm the results of this
study. A further avenue for future work is to investigate alternative architec-
tures within the proposed adversarial framework, to deal with other prediction
problems such as case outcome or remaining time. More broadly, our adaptation
of GANs to sequential temporal data lends itself well to various applications in
process mining. For example, we foresee its use for variant analysis, automated
process discovery, alignment computation in conformance checking, and process
drift detection. We plan to investigate some of these opportunities in the future.

Reproducibility. The source code of our tool as well as the parameter settings
used in our approach and in the baselines, in order to reproduce the experiments,
can be found at https://github.com/farbodtaymouri/GanPredictiveMonitoring.
This link also provides detailed experiment results.
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Mendling, J. (eds.) BPM 2019. LNCS, vol. 11675, pp. 286–302. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-26619-6 19

2. Evermann, J., Rehse, J.-R., Fettke, P.: Predicting process behaviour using deep
learning. Decis. Supp. Syst. 100, 129–140 (2017)

3. Goodfellow, I., Bengio, Y., Courville, A.: Deep Learning. MIT Press, Cambridge
(2016)

4. Goodfellow, I., et al.: Generative adversarial nets. In: Proceedings of NIPS. ACM
(2014)

5. Goodfellow, I.J.: Nips 2016 tutorial: generative adversarial networks. ArXiv (2017)
6. Goodfellow, I.J., Mirza, M., Da, X., Courville, A.C., Bengio, Y.: An empirical

investigation of catastrophic forgeting in gradient-based neural networks. CoRR
(2013)

7. Hinton, G.E., et al.: Deep neural networks for acoustic modeling in speech recog-
nition. IEEE Sig. Process. Mag. 29, 82–97 (2012)

8. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9,
1735–1780 (1997)

9. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. CoRR (2014)
10. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-

volutional neural networks. In: Proceedings of NIPS. ACM (2012)
11. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to

document recognition. In Proceedings of the IEEE. IEEE (1998)
12. Lin, L., Wen, L., Wang, J.: Mm-pred: a deep predictive model for multi-attribute

event sequence. In: Proceedings of SDM. SIAM (2019)
13. Murphy, K.P.: Machine Learning - A Probabilistic Perspective. The MIT Press,

Cambridge (2012)

https://github.com/farbodtaymouri/GanPredictiveMonitoring
https://doi.org/10.1007/978-3-030-26619-6_19


256 F. Taymouri et al.

14. Ng, A.Y., Jordan, M.I.: On discriminative vs. generative classifiers: a comparison
of logistic regression and Naive Bayes. In: Proceedings of NIPS. ACM (2001)

15. Pascanu, R., Mikolov, T., Bengio, Y.: On the difficulty of training recurrent neural
networks. In: Proceedings of ICML. ACM (2012)

16. Pasquadibisceglie, V., Appice, A., Castellano, G., Malerba, D.: Using convolutional
neural networks for predictive process analytics. In: Proceedings of ICPM. IEEE
(2019)

17. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning representations by back-
propagating errors. Nature 323, 533–536 (1986)

18. Tax, N., Verenich, I., La Rosa, M., Dumas, M.: Predictive business process mon-
itoring with LSTM neural networks. In: Dubois, E., Pohl, K. (eds.) CAiSE 2017.
LNCS, vol. 10253, pp. 477–492. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-59536-8 30

19. Teinemaa, I., Dumas, M., La Rosa, M., Maggi, F.M.: Outcome-oriented predictive
process monitoring: review and benchmark. TKDD 13(2), 1–57 (2019)

20. Teinemaa, I., Dumas, M., Leontjeva, A., Maggi, F.M.: Temporal stability in pre-
dictive process monitoring. Data Min. Knowl. Discov. 32(5), 1306–1338 (2018).
https://doi.org/10.1007/s10618-018-0575-9

21. Verenich, I., Dumas, M., La Rosa, M., Maggi, F.M., Teinemaa, I.: Survey and cross-
benchmark comparison of remaining time prediction methods in business process
monitoring. ACM TIST 10(4), 1–34 (2019)

22. Williams, R.J., Zipser, D.: Gradient-based learning algorithms for recurrent net-
works and their computational complexity (1995)

https://doi.org/10.1007/978-3-319-59536-8_30
https://doi.org/10.1007/978-3-319-59536-8_30
https://doi.org/10.1007/s10618-018-0575-9


Exploring Interpretable Predictive
Models for Business Processes

Renuka Sindhgatta(B), Catarina Moreira, Chun Ouyang, and Alistair Barros

Queensland University of Technology, Brisbane, Australia
{renuka.sr,catarina.pintomoreira,c.ouyang,alistair.barros}@qut.edu.au

Abstract. There has been a growing interest in the literature on the
application of deep learning models for predicting business process
behaviour, such as the next event in a case, the time for completion
of an event, and the remaining execution trace of a case. Although these
models provide high levels of accuracy, their sophisticated internal rep-
resentations provide little or no understanding about the reason for a
particular prediction, resulting in them being used as black-boxes. Con-
sequently, an interpretable model is necessary to enable transparency
and empower users to evaluate when and how much they can rely on the
models. This paper explores an interpretable and accurate attention-
based Long Short Term Memory (LSTM) model for predicting business
process behaviour. The interpretable model provides insights into the
model inputs influencing a prediction, thus facilitating transparency. An
experimental evaluation shows that the proposed model capable of sup-
porting interpretability also provides accurate predictions when com-
pared to existing LSTM models for predicting process behaviour. The
evaluation further shows that attention mechanisms in LSTM provide a
sound approach to generate meaningful interpretations across different
tasks in predictive process analytics.

Keywords: Interpretable models · Attention-based neural networks ·
Predictive process models

1 Introduction

Recurrent neural networks (RNNs) have been successful in tasks that require
the processing of sequential data where, predicting the next output depends
on an input sequence, such as language modelling, speech recognition or time
series prediction [18]. RNNs and their variants such as Long short term memory
networks (LSTM) have naturally found applicability in predictive process ana-
lytics by modelling the sequential business process execution data to predict the
next event in a case, remaining execution time of a running case, and remaining
sequence of events [1,3,7,15,16]. Accuracy has been a dominant criterion when
choosing deep learning models (such as RNNs) for predictive process analytics.
The use of these sophisticated models however, comes at the cost of the models
being used as ‘black boxes’; i.e. they are unable to provide insights into why a
c© Springer Nature Switzerland AG 2020
D. Fahland et al. (Eds.): BPM 2020, LNCS 12168, pp. 257–272, 2020.
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certain decision or prediction was drawn. Consequently, it is hard for users to
understand the rationale of the black-box machinery when using predictions of
the model for decision support. The opaqueness of these models often leads to
lack of trust and impedes their adoption in sensitive domains such as insurance,
healthcare, or law.

Recent literature has emphasised the need to understand and trust predic-
tions from machine learning models coupled with a clear understanding of the
behaviour of predictive models [13]. In parallel, there has been an increasing
interest in the research community on interpretable or explainable machine learn-
ing [5]. Interpretability or explainability has not been addressed thus far in the
context of predicting business process behavior when using deep learning tech-
niques. We aim to address this gap in our work by building an attention-based
LSTM model that provides insights into the important features influencing the
prediction. Given an incomplete prefix representing a running case, the proposed
model predicting the next activity can provide intuitive information on specific
step or index in the sequence of events that influenced the prediction. For exam-
ple, given a sequence of events, the model interpretation can reveal the influence
of the last event or the first event on the prediction of next activity. In addi-
tion, it can reveal which attribute of an event (activity, role of a resource, or
time) influenced the prediction. As a result, we present an approach to address
the ‘black-box’ limitation using a two-level neural attention model that provides
transparency of the relevant features influencing the prediction results while
retaining the prediction accuracy compared to existing work on predicting busi-
ness process behaviour using deep learning models. Hence, the paper makes the
following contributions:

– proposes a model that facilitates interpretability in the context of predicting
business process behaviour.

– presents experimental evaluation of the proposed approach and compares it
to existing baselines thus addressing accuracy and interpretability.

The paper is organised as follows. A brief overview of previous studies using
deep learning techniques to predict process behaviour is presented along with an
introduction to the background topics such as interpretability and explainability
(Sect. 2). The details of our approach to building interpretable machine learning
models is presented in Sect. 3. The evaluation of the approach and the discus-
sions on real-world event logs is presented in Sect. 4. Finally, we summarise the
contributions of our work and outline future work (Sect. 5).

2 Related Work and Background

2.1 Related Work

The use of deep learning techniques in the form of RNNs and its variants for pre-
dicting process behaviour has been addressed in the literature. Layers of stacked
LSTM have been used to predict next activity of an ongoing case and the time
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of a case until completion (or remaining time) [15,16]. The input to the model
is a sequence of prior events. Each event is encoded to a feature representing
the activity of the event as a one-hot vector, and additional dimensions rep-
resenting the timestamp of the event. The architecture comprises a number of
shared LSTM layers, and independent LSTM layers. The number of shared and
independent layers are configured to achieve the best performance in terms of
the accuracy of predicting the next activity and mean absolute error in predict-
ing the time of the next event. The remaining sequence of events (suffix) of a
running case is generated by iteratively predicting the next event until the end
event is predicted.

Evermann et al. [3] proposed a deep learning model with two layers of stacked
LSTM to predict the next event of an ongoing case. The categorical attributes
of the event such as activity and resource information are transformed to n-
dimensional vector or embedding. The effect of the dimensionality of embedding
and the length of the input sequence on accuracy of the predictions are evaluated.
This study acknowledges the limitation of interpreting the knowledge encoded
by the model. The study further presents two mechanisms of interpreting the
results of the model: i) using hallucinations to predict the suffix, and ii) using
t-SNE plots to visualise the embedding matrix and the hidden states. The inter-
pretations provide some information about the layers and cells activated for an
input sequence but are limited in their ability to explain a prediction.

Lin et al. [7] propose an encoder, modulator and decoder model to predict the
next event and generate the suffix of a case. The encoder comprises of an LSTM
network for each event attribute. The modulator combines the hidden represen-
tations of the LSTM-based encoder to infer the weight vector. The weighted sum
of the encoded vectors is used as input to a decoder layer comprising of a two
layer LSTM network to predict the next activity. While the modulator computes
a weight vector that could represent importance of different event attributes and
provide insights into which attribute is important for the prediction, the focus
of the study has been on the accuracy of the proposed architecture.

Recent work by Camargo et al. [1] presents an approach to train accurate
LSTM-based models to predict process behaviour. The approach consists of a
pre-processing phase that extracts n-grams or fixed length sequences of events,
an LSTM training phase, and a post-processing phase to select the predicted next
event. The majority of state-of-the-art research focus uniquely on the accuracy
of the models. The focus of this work is to infuse some form of interpretabil-
ity directly into an LSTM-based predictive model predicting business process
behaviour without impacting accuracy.

2.2 Interpretable Models for Predicting Process Behaviour

Existing state-of-the-art techniques for constructing predictive models for busi-
ness processes usually adopt a “black-box” approach. Black-box models com-
monly refer to the use of machine learning models where the internal mecha-
nisms of the models are either unknown or known but not understandable to
users. The challenge is to endow complex models with capabilities to explain the
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underlying predictive mechanisms in a way that helps users understand and scru-
tinize the behaviour. To achieve interpretability, the body of literature is divided
into two major paradigms of approaches towards interpretability of black-boxes:
(1) interpretable models; and (2) post-hoc models.

– Interpretable models are interpretable by design, promoting a more trans-
parent, white-box approach for prediction. An interpretable model is capable
of explaining a decision it takes or explaining how it works [5]. Examples
include decision trees, Bayesian networks, linear regression. These systems
enable an understanding of how features correlate with each other and how
they contribute to the predictions.

– Post-hoc models, which are model-agnostic, aim to provide local explana-
tions for a specific decision and make it reproducible on demand (instead of
explaining the whole model’s behaviour). The two most representative post-
hoc models in the literature are LIME [12] and SHAP [8], and they are based
on two completely different mechanisms. While LIME makes use of feature
perturbations to build a linear surrogate model out of it (such as a decision-
tree), SHAP is based on game theory, where predictions are explained by
assuming that each feature value of the instance is a “player” in a game where
the prediction is the payout. SHAP makes use of Shapley values, which is a
method to fairly distribute the “payout” among different features [9].

When it comes to extracting interpretations out of deep learning models such
as RNNs and LSTM, concerns have been raised on post-hoc explanation models
as these explanation methods can be an inaccurate representation of the original
model [13]. Although several approaches exist in the literature to probe and
interpret deep neural networks [2,4,6,10], when it comes to interpretable models
within predictive process analytics, the literature proposals are limited and their
efficiency has not been thoroughly analysed. Recent research has acknowledged
the need for extracting interpretations by illustrating the potential of explainable
models for a manufacturing business process [11].

2.3 Attention-Based Models for Interpretations

Attention-based models can be seen as neural network architectures that enable
the learning of sequential input-output relations when the input and output
sequences have different lengths. This type of structure is of particular interest to
predictive process behavior, because traces have different lengths. While existing
predictive process analytics methods in the literature compress the sequential
input into a fixed sized vector in order to feed it to a neural network architecture,
attention-based models can use variable-length inputs without the constraint of
fixed-sized vector by using a variable-length memory. In general, the attention
mechanism allows a predictive model to focus on (or attend to) specific elements
in a given input sequence for a prediction task.

Attention-based models also provide an underlying mechanism for inter-
pretability [14]. Since these models require the computation of a distribution of
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weights over inputs, the attention weights can provide some insights to a decision-
maker of why a certain prediction was computed by means of not manipulating
directly the input features (as it happens in LIME), but rather by manipulating
the distribution of weights, which are associated to the input [14].

Current studies in the literature have used attention-based models mainly
in Natural Language Processing tasks [4,6,17]. For a model to be interpretable,
it must not only suggest explanations that make sense to the user, but also
ensure that those explanations accurately represent the true reasons for the
model’s decision [14]. This is, however, nearly impossible to verify in traditional
post-hoc models, such as LIME and SHAP, since these algorithms build models
around local interpretations, providing approximations to the predictive black
box, instead of reflecting the true underlying mechanisms of the black box (as
pointed out by [13]). With attention-based models, since the interpretability is
extracted directly from the weights that are used to train the black box, one can
get interpretations that better reflect the underlying mechanisms of the black
box. In the next section, we present how attention models can be used as an
interpretable mechanism in the context of predictive process analytics.

3 Approach

This section details our approach to predict process behaviour. We first describe
the input features used for our model. Next, we describe the neural network
architectures, which extend from models based on reverse and dual attention
mechanisms [2,10].

Input Features: The objective of the model is to predict the next activity
given the trace of an incomplete case. A trace is a sequence of events of a case.
The input to the model are multiple prefix traces of different lengths. A prefix
trace of length k contains the first k events of a trace. For simplicity, we describe
the model input for a single prefix trace.

An event ei in a prefix trace is represented as (ai, rli, ti), where ai ∈ A is
the activity of the event, rli ∈ RL is the role of the resource performing the
activity, and ti ∈ R is the timestamp associated with the event. We assume that
each event has a timestamp associated with the completion of the activity. For
each event, we represent the activity vector as a binary vector vai

∈ {0, 1}|A|

where vai ,p
is set to 1, if p is the activity of the event and the rest are set

to 0. Similarly the role vector is a binary vector vrli ∈ {0, 1}|RL| with the
role of resource associated to the event set to 1 and 0 otherwise. The time
feature is computed as the time elapsed between the completion time of the
event and that of its previous event. The time feature for event ei is computed
as Δti = ti − ti−1. Fixed length sequences are extracted from each trace as
detailed in the Sect. 4, in line with the previous work [1]. Each fixed length
sequence of events (e1, e2, . . . , ei) has an event represented by an activity vector,
a role vector, and a continuous time interval value (vai

, vrli , Δti).
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Attention-Based LSTM Models: The section presents an overview of the
three models used in this work: i) prefix-index attention model that provides
insights into the events influencing the prediction, ii) prefix-index and event
attribute attention model that enables interpreting the events as well as the input
features (representing event attributes) influencing the prediction, and iii) an
attention-based interpretable model to predict next activity and its completion
time. The model architectures are based on an interpretable model used in the
health-care domain to predict patients at risk [2].

Fig. 1. Model architectures (a) Prefix-index attention (b) Prefix-index and event
attribute attention

Prefix-Index Attention Model: Figure 1(a) presents the model that predicts
the next activity of a running case, given an input prefix of events. The model
takes as input, a fixed length sequence of activity vectors, role vectors along
with sequences of time intervals. An embedding layer is used to convert the
categorical values of the activity and the role represented as binary vectors to
continuous vectors. The activity embedding, role embedding, and the time inter-
val value are concatenated as vembi

. The concatenated input representing the
sequence of events (vemb1 , vemb2 , . . . , vembi

) is passed to a bidirectional LSTM.
Compared to a traditional LSTM which processes sequence information in one
direction or from the first input in the sequence to the last input, a bidirectional
LSTM computes additional set of hidden state vectors by considering reverse
order of the input. The reverse order is useful to consider in our scenario, as
in a case execution, the next activity relies on the information about what has
happened previously (reverse order of activities). The output of the BiLSTM is a
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hidden state vector (h1, h2, . . . , hi) for each index in the sequence. The attention
layer takes as input the hidden state vectors and generates the index attention
(α1, α2, . . . , αi), a distribution of values that sum to 1. The attention values are
element-wise multiplied with the concatenated input vector and added to obtain
a context vector ci =

∑i
j=1 αj �vembj

, where � indicates element wise multipli-
cation. The context vector is used as the input to a neural network dense layer
to predict the next activity. The attention mechanism allows the model to focus
on specific indices in the prefix when predicting the next activity. Finding the
indices in a prefix that contributes to a prediction can be derived based on α
values - the higher the value, the more influential the event at that index was in
predicting the next activity. Hence, the model architecture enables interpreting
the indices and thus the events influencing a prediction.

Prefix-Index and Event Attribute Attention Model: In addition to iden-
tifying the events in a prefix influencing the prediction, it would also be useful to
reason which of the event attributes influenced the prediction (activities, resource
roles, or the previous execution time). To support event attribute-level attention,
another BiLSTM layer is used and hidden vectors are computed (Fig. 1(b)). The
variable-level attention weights β are derived from the hidden vectors of the BiL-
STM layer. The details on how to achieve variable-level attention can be found
in [2].

In brief, the context vector ci is computed using the α weights, the β weights,
and the input vector embeddings. The context vector, ci =

∑i
j=1 αjβj�vembj

. If
there are m activities and r roles, the input to the BiLSTM layer representing an
event is an (m+r+1) dimension vector (including the time interval dimension).
The β-weight for each event is an (m + r + 1) vector. As the input features are
binary vectors, the context vector indicates the influence of each input dimension
on the prediction. For activities and roles, the αβ �vemb weight itself represents
its influence on the prediction. For non-binary time interval input, the weight
αjβj × Δtj is able to provide insight of the contribution of the time interval for
predicting the next activity.

Prefix-Index and Event Attribute Attention Model for Remaining
Time Prediction: The prefix-index and event attribute attention-based model
is used to predict next activity, role and remaining time (Fig. 2). The model is
used to compare the accuracy of attention-based model with existing approaches.
In this model, the input features remain the same. The output context vector is
used as input to three dense layers. The model shares the context vector. The
next activity, the resource role and the time interval are predicted by the three
dense layers. This model is further used to generate the complete trace. This is
achieved by injecting continuous feedback to the model for each new predicted
event, until the end of the trace (stop event) is reached. The time interval for each
event is predicted and the remaining time for case execution can be computed
as a sum of the time intervals.
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Fig. 2. Model predicting next activity, role and remaining time

4 Evaluation and Results

This section describes the datasets used, the pre-processing of the input event
attributes, and three experimental evaluations. The first experiment evaluates
the prefix-index attention model for accuracy and uses the α attention weights
to interpret the influential events. The second experiment evaluates prefix-
index and event attribute attention model to interpret the influence of the
event attributes on the prediction. We finally compare the performance of the
attention-based model with existing baseline approaches.

4.1 Datasets and Processing

The experiment uses five real-world business process event logs available at the
4TU center for research data1. The distinct characteristics of the event logs is
presented in Table 1. The logs represent traces of short lengths (Helpdesk and
BPIC 2013) with an average of 5 events per trace, to long running cases with
with 20–30 events per trace (BPIC 2012 and BPIC 2015-5).

Input Sequence Extraction: The activity, resource, and completion time of
the event are used as input features. Resources are grouped into roles based on
the work by Camargo et al. [1] and the role of the resource associated to the
event is used as the input feature. The categorical attributes of the event, i.e.
activity and role are one-hot encoded (i.e. represented as a binary vector). The
use of one-hot encoding improves interpretability as described in Sect. 3. Fixed
length sequences are generated for each trace by extracting n-grams. An example
of n-grams of length 5 extracted for a trace containing the following sequence of
activities [A, B, C, F, K, R] is shown in Table 2. For each trace, a start and end
activity is added before the extraction of n-grams. A similar approach is used
1 https://data.4tu.nl/repository/collection:event logs real.

https://data.4tu.nl/repository/collection:event_logs_real
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Table 1. Event logs and the summary statistics

Event log # Traces # Activities Mean
events/trace

Median
events/trace

Mean
duration

Median
duration

Helpdesk 4580 14 4.6 4 40.9 days 39.9 days

BPIC 2013 13087 7 4.4 3 179.2 days 82 days

BPIC 2012-W 9685 6 7.5 6 11.4 days 8.5 days

BPIC 2012 13087 36 20 11 8.6 days 19.5 h

BPIC 2015-5 1156 41 31.3 31 98.3 days 77.1 days

to generate the n-grams of roles associated to the events in the trace and the
time intervals of the events. An n-gram of size k effectively constitutes to k prior
events of the case used to predict the next activity.

Sequence Next activity
[0, 0, 0, 0, 0] A
[0, 0, 0, 0, A] B
[0, 0, 0, A, B] C
[0, 0, A, B, C] F
[0, A, B, C, F] K
[A, B, C, F, K] R
[B, C, F, K, R] END

Table 2. Generation of n-grams

The time interval input is a contin-
uous value. We scale continuous values to
its z-score (i.e. zero mean and unit vari-
ance) resulting in values in the [−1, 1]
range. This is a standard normalisation
approach used by the deep learning imple-
mentations.

Training Details: For each event log,
we temporally split into train set and test
dataset in a 0.7:0.3 ratio. The training set
consists of the first 70% of the cases. The
n-grams are extracted for the cases in the
train set. The train set is further split into training and validation sets in a
0.85:0.15 ratio. The validation set is used to determine the values of the hyper-
parameters including the number of LSTM cells, and the regularisation param-
eters.

4.2 Prefix-Index Attention Model

Table 3 summarises the accuracy of the prefix-index attention model for different
logs and different n-gram lengths. The length of the n-gram is chosen based on
the average and median number of activities per trace. For the Helpdesk, BPIC
2013 log, n-gram length is chosen to be 5 as the average number of events
per trace is low (<5). For longer traces, the n-gram with different lengths are
evaluated. Table 3 indicates that the accuracy of the models does not significantly
change with the increase in length of the n-gram. We use the attention weights
to gain insights into the prediction accuracy of the models. Figure 3 plots the
α-attention weights for the 8 models presented in Table 3. The x-axis is the index
of the n-gram or the input sequence of events (ranging from 0 to n-gram length).
The α-weight is computed for each prediction in the test dataset (30% of unseen
data). The y-axis is the average α-weight at each index. Figure 3 shows that the
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Table 3. Accuracy predicting next event with different n-gram size

No. Event log n-gram length Accuracy

1 Helpdesk 5 0.7922

2 BPIC 2013 5 0.4609

3 BPIC 2012-W 5 0.7682

4 BPIC 2012-W 10 0.7789

5 BPIC 2012 5 0.7900

6 BPIC 2012 10 0.7900

7 BPIC 2012 15 0.7904

8 BPIC 2015-5 15 0.3682

α-weight for the last event is 0.80 for the models trained using the Helpdesk, and
BPIC 2013 event logs indicating that these models predominantly use the last
event to predict the next event. The influence of the last event is lower in other
models as indicated by α-weights of the last index (≤0.5 for BPIC 2012, BPIC
2012W, and BPIC 2015-5). We observe that with BPIC 2015-5, the average α-
weights of the last state is low with all prior indices having similar weights. The
model accuracy is also low (0.35). Here, we hypothesis that with less training
data (550 traces), the model is unable to learn and the attention layer has not
yet converged to a stable set of weights.

To validate the influence of α-weights, we train models on all event logs by
considering only the last two events; i.e. an input n-gram length of 2 only. For
models that indicated high α-weights for the last two events (>0.8), we expect
that the accuracy of predictions should continue to remain high if we reduce
the n-gram size to 2. Table 4 shows the accuracy of the models trained using
lower input sequence lengths. Models trained on Helpdesk, BPIC 2013 have the
same accuracy as shown in Table 3. The model trained on BPIC 2012-W reduces
moderately. The accuracy lowers considerably for models trained on BPIC 2012
and BPIC 2015-5, as considering only last two events results in loss of input
information; i.e. the sum of α-weights of the last two events is lower than 0.7
with prior events influencing the prediction of next event. The results validate
the interpretation provided by α-weights thus providing information about the
events influencing the prediction.

Table 4. Accuracy predicting next event

No. Event log n-gram length Accuracy

1 Helpdesk 2 0.7930

2 BPIC 2013 2 0.4633

3 BPIC 2012-W 2 0.7604

4 BPIC 2012 2 0.7261

5 BPIC 2015-5 2 0.3295
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Fig. 3. The mean distribution of α-weights for the index values of the test dataset
predictions with n-gram index (x-axis) in the range of [5, 15] when predicting next
activity.

4.3 Prefix-Index and Event Attribute Attention Model

The prefix-index and event attribute attention model is trained to support inter-
pretations on the most influential events (α-weights) in a running case and the
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event attributes attention-weights (αβ � vemb) that contribute to the predic-
tion. The models are trained on all five event logs. For each prediction in the
test dataset, the most influential index in the sequence of inputs is identified, i.e.
the input index with the highest α-weights. The β-weights of the input attributes
are also computed. The mean attention weights are presented for all five event
logs in Fig. 4. The attention weights are in the range [−1.0, 1.0]. The absolute
value of the weight is important as both positive and negative values indicate
the influence of an attribute on the prediction. To understand the attributes
influencing the prediction using attention weights, we further perform an abla-
tion study of the time and resource features. The basic idea of an ablation is to
remove features systematically and investigate how a feature impacts the pre-
diction task. The attention weights in Fig. 4 indicate that time interval feature
does not influence the prediction of next activity for models trained on the event
logs BPIC 2012, BPIC 2015-5, Helpdesk. Hence, in these cases, not including
time as an attribute would not reduce the accuracy. As expected, we observe
minimal impact on accuracy when the time feature is excluded (AR (-T)) on

Fig. 4. The mean distribution of attention-weights for the attribute values for prefix-
index and event attribute attention model when predicting next activity.
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models trained using these logs in Table 5. The resource role feature influences
the prediction as indicated by attention weights. Removal of resource role as
a feature (A (-R -T)) reduces accuracy of all models. The influence is higher
on models where there are more number of roles with higher attention weights
(e.g. BPIC 2012) as compared to models with lower number of role values (e.g.
Helpdesk).

Table 5. Activity (A), Role of the Resource (R), Time (T) feature ablation on the
prefix-index and event attribute attention model

No. Event log ART AR (-T) A (-R -T)

1 Helpdesk 0.7961 0.7855 0.7829

2 BPIC 2013 0.4648 0.4638 0.4598

3 BPIC 2012-W 0.7741 0.7697 0.7684

4 BPIC 2012 0.7874 0.7841 0.7625

5 BPIC 2015-5 0.3624 0.3581 0.3551

Generally, the prefix-index and event attribute attention model provides
richer insights for the same n-gram length vis-a-vis the prefix-index attention
model. The attention weights offer information about the influential events and
the event attributes while maintaining the same or better accuracy when com-
pared to the prefix-index attention model.

Fig. 5. The attention weights: prefix index attention-weight, and event attribute
attention-weights for a single prediction.

Local Interpretations: The attention weights presented so far are global inter-
pretations or interpretations that have been aggregated (we use arithmetic mean
for aggregation). However, the model provides local interpretations or is able to
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provide the reasoning for a particular prediction. Figure 5 presents the atten-
tion weight for a single input prefix for model trained using Helpdesk event log.
For this specific instance of an input, the model considers the last three events
and further uses time interval as an important feature when predicting the next
event.

4.4 Accuracy and Interpretability of Models

The aim of training the attention-based activity and remaining time prediction
model is to assess the performance of the model when predicting the next event,
the remaining sequence of events (i.e. suffixes), and the remaining time given the
input prefixes of varying lengths. For each prefix, the next activity is predicted
and the accuracy is measured. For suffix and remaining time prediction, the hal-
lucination approach outlined by earlier studies [1,3] is used till the end of the
case is reached. The model predicts the remaining time Δti+1, which is the dif-
ference between the timestamp of the last event in the prefix from the timestamp
of the last hallucinated event. The Damerau–Levenshtein (DL) measure (which
applies to pairs of strings), is used to measure the similarity for suffix predic-
tion [1]. The Mean Absolute Error (MAE) metric is used to measure the error
in predicting remaining time. MAE is computed by taking the absolute value of
the difference between the true value of remaining time and the predicted value,
and then calculating the average value of these magnitudes.

Table 6. Next event, suffix, and remaining time prediction performance

Implementation Next event Suffix prediction distance Remaining cycle

time MAE (days)

Help BPIC BPIC Help BPIC BPIC Help BPIC

desk 2012 2012-W desk 2012 2012-W desk 2012-W

Our approach 0.796 0.787 0.774 0.910 0.319 0.467 8.12 9.3

Camargo et al. 0.789 0.786 0.778 0.917 0.632 0.525 6 9.1

Evermann et al. 0.798 0.780 0.623 0.742 0.110 0.297 –

Tax et al. 0.712 0.760 0.767 0.353 6 9.1 -

Lin et al. 0.912 0.974 0.874 0.281 – –

We use the Helpdesk, BPI2012W and BPI2012 event logs evaluated in pre-
vious studies. Table 6 summarizes the average accuracy for the next-event predic-
tion task, the average similarity between the predicted suffixes and the actual suf-
fixes, and the MAE of the remaining time. For the task of next-event prediction,
our approach performs similar to all existing state-of-the-art approaches [1,3,15]
except for the baseline of Lin et al. [7]. For the task of suffix prediction, our app-
roach has the performance similar to Camargo et al. [1] for suffix prediction on
Helpdesk log, but underperforms with the other logs. Our approach has higher
MAE for the remaining time prediction as compared to Camargo et al. While
the focus of our work has been to improve interpretability of the models, these
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results suggest that the model is able to achieve good performance when pre-
dicting categorical variables. The model requires further optimisation and tuning
with respect to predicting the continuous value of remaining time. However, we
observe that the approach presented in this work leads to deriving interpreta-
tions from the models without a significant trade-off on accuracy when predicting
process behaviour.

5 Conclusion and Future Work

This paper presents an attention-based LSTM model that provides interpreta-
tions to predict the next event and its attributes: event activity, the role of the
resource, and the timestamp associated with the event. The attention mecha-
nisms provide insights into the events in a case and the event attributes that
influence prediction of the next event. We use the model to generate the suffix
and estimate remaining time by iteratively predicting the next event until the
end of the case is reached. To process the input, we continue to use the one-hot
encoding for categorical data but convert the binary vectors to continuous vec-
tors. The paper presents three network architectures. Firstly, the prefix-index
attention model supports interpretations regarding which events influenced a
prediction. Secondly, prefix-index and event attribute attention model identifies
which events and event attributes influenced the prediction. Finally, we extend
the model to support the prediction of three event attributes: the activity, role
of the resource and its timestamp.

In this work, we have limited the input features to three event attributes by
considering the activity, resource and time perspective. The data perspective and
inclusion of other generic features has not been considered. Additional process
attributes can have a significant impact when predicting the next event for cer-
tain business processes. We would extend the current model to include the data
perspective as a part of the future work. Our work provides a starting point for
building and evaluating models that explain their predictions. Providing insights
to business users on the predictions can be a very challenging task and remains
as an open research question in the scientific community [13].
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Mendling, J. (eds.) BPM 2019. LNCS, vol. 11675, pp. 286–302. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-26619-6 19

https://git.io/JvSWl
https://git.io/JvSWl
https://doi.org/10.1007/978-3-030-26619-6_19


272 R. Sindhgatta et al.

2. Choi, E., Bahadori, M.T., Sun, J., Kulas, J., Schuetz, A., Stewart, W.F.: RETAIN:
an interpretable predictive model for healthcare using reverse time attention mech-
anism. In: Annual Conference on NeurIPS, pp. 3504–3512 (2016)

3. Evermann, J., Rehse, J., Fettke, P.: Predicting process behaviour using deep learn-
ing. Decis. Support Syst. 100, 129–140 (2017)

4. Ghaeini, R., Fern, X.Z., Tadepalli, P.: Interpreting recurrent and attention-based
neural models: a case study on natural language inference. In: Proceedings of the
2018 Conference on Empirical Methods in Natural Language Processing (2018)

5. Guidotti, R., Monreale, A., Ruggieri, S., Turini, F., Giannotti, F., Pedreschi, D.:
A survey of methods for explaining black box models. ACM Comput. Surv. 51(5),
93:1–93:42 (2018)

6. Lee, J., Shin, J.H., Kim, J.S.: Interactive visualization and manipulation of
attention-based neural machine translation. In: Proceedings of the 2017 Conference
on Empirical Methods in Natural Language Processing: System Demonstrations
(2017)

7. Lin, L., Wen, L., Wang, J.: MM-Pred: a deep predictive model for multi-attribute
event sequence. In: Berger-Wolf, T.Y., Chawla, N.V. (eds.) Proceedings of the 2019
SIAM International Conference on Data Mining, SDM, pp. 118–126. SIAM (2019)

8. Lundberg, S.M., Lee, S.I.: A unified approach to interpreting model predictions. In:
Proceedings of the 31st Conference on Advances in Neural Information Processing
Systems (NIPS) (2017)

9. Molnar, C.: Interpretable Machine Learning: A Guide for Making Black Box Models
Explainable. Leanpub (2018)

10. Qin, Y., Song, D., Chen, H., Cheng, W., Jiang, G., Cottrell, G.W.: A dual-stage
attention-based recurrent neural network for time series prediction. In: IJCAI, pp.
2627–2633 (2017)

11. Rehse, J., Mehdiyev, N., Fettke, P.: Towards explainable process predictions for
industry 4.0 in the DFKI-smart-lego-factory. KI 33(2), 181–187 (2019). https://
doi.org/10.1007/s13218-019-00586-1

12. Ribeiro, M.T., Singh, S., Guestrin, C.: “Why should I trust you?”: explaining the
predictions of any classifier. In: Proceedings of the 22nd ACM SIGKDD, pp. 1135–
1144 (2016)

13. Rudin, C.: Stop explaining black box machine learning models for high stakes
decisions and use interpretable models instead. Nat. Mach. Intell. 1(5), 206–215
(2019)

14. Serrano, S., Smith, N.A.: Is attention interpretable? In: Proceedings of the 57th
Conference of the Association for Computational Linguistics, ACL, pp. 2931–2951.
Association for Computational Linguistics (2019)

15. Tax, N., Verenich, I., La Rosa, M., Dumas, M.: Predictive business process mon-
itoring with LSTM neural networks. In: Dubois, E., Pohl, K. (eds.) CAiSE 2017.
LNCS, vol. 10253, pp. 477–492. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-59536-8 30

16. Verenich, I., Dumas, M., Rosa, M.L., Maggi, F.M., Teinemaa, I.: Survey and cross-
benchmark comparison of remaining time prediction methods in business process
monitoring. ACM TIST 10(4), 34:1–34:34 (2019)

17. Wang, Y., Huang, M., Zhu, X., Zhao, L.: Attention-based LSTM for aspect-level
sentiment classification. In: Proceedings of the 2016 Conference on Empirical Meth-
ods in Natural Language Processing (2016)

18. Williams, R., Zipser, D.: A learning algorithm for continually running fully recur-
rent neural networks. Neural Comput. 1, 270–280 (1989)

https://doi.org/10.1007/s13218-019-00586-1
https://doi.org/10.1007/s13218-019-00586-1
https://doi.org/10.1007/978-3-319-59536-8_30
https://doi.org/10.1007/978-3-319-59536-8_30


Triggering Proactive Business Process
Adaptations via Online Reinforcement

Learning

Andreas Metzger(B) , Tristan Kley , and Alexander Palm

paluno – The Ruhr Institute for Software Technology,
University of Duisburg-Essen, Essen, Germany

{andreas.metzger,tristan.kley,alexander.palm}@paluno.uni-due.de

Abstract. Proactive process adaptation can prevent and mitigate
upcoming problems during process execution by using predictions about
how an ongoing case will unfold. There is an important trade-off with
respect to these predictions: Earlier predictions leave more time for adap-
tations than later predictions, but earlier predictions typically exhibit
a lower accuracy than later predictions, because not much information
about the ongoing case is available. An emerging solution to address this
trade-off is to continuously generate predictions and only trigger proac-
tive adaptations when prediction reliability is greater than a predefined
threshold. However, a good threshold is not known a priori. One solution
is to empirically determine the threshold using a subset of the training
data. While an empirical threshold may be optimal for the training data
used and the given cost structure, such a threshold may not be optimal
over time due to non-stationarity of process environments, data, and cost
structures. Here, we use online reinforcement learning as an alternative
solution to learn when to trigger proactive process adaptations based on
the predictions and their reliability at run time. Experimental results for
three public data sets indicate that our approach may on average lead to
12.2% lower process execution costs compared to empirical thresholding.

Keywords: Machine learning · Business process monitoring ·
Prediction · Adaptation · Accuracy · Earliness

1 Introduction

Predictive business process monitoring predicts how an ongoing case will
unfold [2,16,35]. To this end, predictive business process monitoring uses the
sequence of events produced by the execution of a case to make predictions about
the future state of the case. If the predicted future state of the case indicates
a problem, the ongoing case may be proactively adapted; e.g., by re-scheduling
process activities or by changing the assignment of resources [19,24,37]. Proac-
tive business process adaptation can prevent the occurrence of problems and it
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can mitigate the impact of upcoming problems during business process execu-
tion [26,28,36]. As an example, a delay in the expected delivery time for a freight
transport process may incur contractual penalties. If a delay is predicted, faster,
alternative transport activities (such as air delivery instead of road delivery) can
be scheduled to prevent the delay and thus the penalty.

Problem Statement. There are two key requirements for predictive business
process monitoring when used for proactive process adaptation [20,22,35]. First,
predictions should be accurate. When adaptation decisions are based on inac-
curate predictions, this may imply unnecessary adaptations (e.g., if a delay is
falsely predicted) or missed adaptations (e.g., if an actual delay is not predicted).
Second, predictions should be produced early during process execution. Earlier
predictions leave more time for adaptations, which typically have non-negligible
latencies. However, there is an important trade-off between generating accurate
predictions and generating them early. Earlier predictions typically have a lower
accuracy than later predictions, because not much information about the ongo-
ing case is available [20,35].

An emerging solution to address this trade-off is to continuously generate
predictions and dynamically determine when a prediction is sufficiently reli-
able [9,22,34–36]. Only a reliable prediction is used to trigger a proactive process
adaptation. Typically, this entails generating, for each prediction, an estimate of
the prediction’s reliability. A simple example for a reliability estimate is the class
probability generated by a random forest classifier. A prediction is considered
reliable if the reliability estimate is greater than a given threshold. As an exam-
ple, all predictions with a class probability higher than 95% may be considered
reliable predictions.

By setting different thresholds, one can trade earliness against accuracy
[22,36]. If earlier predictions are preferred, a lower threshold may be chosen,
at the risk that predictions are not very accurate. On the other hand, if accurate
predictions are required, a higher threshold may be chosen, at the risk that adap-
tations will be triggered too late as to be effective. Experimental results indicate
that a higher threshold (and thus more conservative stance in taking adaptation
decisions) may help achieve cost savings even if the individual adaptations are
expensive [19,22]. Yet, this more conservative stance comes at the expedient of
achieving smaller cost saving on average. Based on these observations, a process
manager with a lower risk affinity may set a higher threshold than a process
manager with a higher risk affinity. However, how to set a concrete threshold
that is optimal in the given situation remains open.

Another approach, which eliminates the need to manually set a threshold,
is to empirically determine a threshold. This so called empirical thresholding is
performed via a dedicated training process involving a separate training data
set and knowledge about the concrete cost structure of process execution [8,36].
This ensures that the threshold is optimal for the training data used and the
given cost structure. However, the threshold may not remain optimal over time
due to non-stationarity of process environments, data, and cost structures.
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Contributions. Here, we introduce an alternative approach that does not
require manually determining a threshold nor does it require a-priori informa-
tion to empirically determine such threshold. In fact, our approach does not
aim to determine an optimal threshold at all. Instead, we combine two emerging
machine learning paradigms to decide when to trigger proactive business pro-
cess adaptations. On the one hand, we use ensembles of deep learning models
to generate predictions and their reliability estimates. On the other hand, we
use online reinforcement learning (RL) to learn at run time when to trigger an
adaptation based on the predictions and their reliability estimates.

We use the predictions and reliability estimates generated by a predictive
monitoring system developed in our previous work [20,22]. To provide a more
fine-grained signal to online RL, we extended this system from classification to
regression in order to generate numeric instead of binary predictions.

We build on our online RL approach presented in earlier work [25], and
extend it with respect to three main aspects:

– Stronger reward function: The reward function is a key element in RL, because
rewards quantify the feedback for executing an action (i.e., an adaptation in
our case). RL aims to find an action-selection policy that maximizes long-term
rewards. Here, we present a reward function that provides a strong signal to
the RL algorithm. For the BPIC2017 data set used in [25], this led to 36.9%
lower costs on average than the initial reward function proposed in [25]. In
addition, we decouple rewards from the concrete cost structure of process
execution, which eliminates the need to re-tune the reward function when the
cost structure changes.

– Additional data sets: In addition to the BPIC 2017 data set used in [25],
we experimentally evaluate our approach on two additional BPM data sets:
BPIC 2012 and Traffic. In particular, the Traffic data set visibly exhibits non-
stationarity and thus serves to demonstrate how our approach can capture
non-stationary process environments.

– Comparative analysis: We perform a comparative analysis of our approach
with empirical thresholding, as a state-of-the-art approach [8,36]. When com-
pared with empirical thresholding, our approach leads to 12.2% lower process
execution costs on average across all three data sets.

In the remainder, Sect. 2 describes our overall approach and its realization.
Section 3 reports on the experimental evaluation of our approach. Section 4 dis-
cusses validity risks and limitations. Section 5 analyzes related work. Section 6
concludes with an outlook on future work.

2 Overall Approach

Our approach combines two emerging machine learning paradigms as shown in
Fig. 1. We leverage online reinforcement learning (RL) to learn at run time when
to trigger proactive business process adaptations. As input to online RL, we use
predictions and their reliability estimates generated via ensemble deep supervised
learning. We explain these two elements of our approach below.
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Fig. 1. Combination of machine learning for proactive adaptation

2.1 Ensemble Deep Supervised Learning

As we presented the details of ensemble deep learning for predictive process mon-
itoring in our previous work [20,22], here we only provide a brief summary and
the extensions from classification to regression. Regression facilitates computing
numeric predictions, which provide a more fine-grained signal to online RL than
binary predictions computed via classification.

As shown on the left hand side of Fig. 1, we compute predictions and reliabil-
ity estimates from ensembles of deep learning models, specifically Recurrent Neu-
ral Networks (RNNs). RNNs can naturally handle arbitrary length sequences of
input data [10] and provide generally high prediction accuracy [7,33]. To imple-
ment our approach, we use RNNs with Long Short-Term Memory (LSTM) cells
as they better capture long-term dependencies in the data [17,33] and build on
the architecture and realization presented by Tax et al. [33].

Ensemble prediction is a meta-prediction technique where the predictions of
m prediction models, so called base learners, are combined into a single predic-
tion [27,38]. Ensemble prediction is primarily used to increase aggregate predic-
tion accuracy, while it also allows computing reliability estimates [1]. Computing
reliability estimates is the main reason why we use ensembles of RNN models in
our approach. We use bagging (bootstrap aggregating [6]) as a concrete ensemble
technique to build the individual prediction models of our RNN ensemble. Bag-
ging generates m new training data sets from the whole training set by sampling
from the whole training data set uniformly and with replacement. For each of
the m new training data sets a separate RNN model is trained.

The ensemble of RNN models creates a prediction ŷj at each potential pre-
diction point j. In our case, a prediction is generated after each event of the
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running case. These prediction points are thus characterized by their prefix
length j, which gives the number of events that were produced up to the predic-
tion point [13,35].

At each prediction point j, each of the m base learners of the ensemble
delivers a prediction result ŷi,j , with i = 1, . . . ,m. Following the typical approach
for combining regression models of an ensemble [38], we compute the ensemble
prediction as the mean of all predictions:

ŷj =
1
m

·
∑m

i=1
ŷj,i.

To determine whether this numeric prediction indicates a violation (and thus
may require a proactive adaptation), we compute the relative predicted deviation
δj of the prediction from the planned process outcome A:

δj =
ŷj − A

A
.

Without loss of generality, we assume δj > 0 means violation. As an exam-
ple, if the predicted duration of a transport process is longer than its planned
duration, this means a violation, as the planned delivery time will not be met.

The reliability estimate ρj for the ensemble prediction ŷj is computed as the
fraction of the base learners that predicted a violation or a non-violation. We
compute the relative deviation δi,j for each ensemble prediction and use this to
determine the reliability estimate as follows:

ρj = maxi=1,...,m(
|i : δi,j > 0|

m
,
|i : δi,j ≤ 0|

m
).

2.2 Online Reinforcement Learning (RL)

RL learns the effectiveness of an agent’s actions through the agent’s interactions
with its environment [31]. As shown on the right hand side of Fig. 1, the agent
selects and executes an action a in response to environment state s. As a result,
the environment transitions to s′ and the agent receives a reward r for executing
the action. The goal of RL is to maximize cumulative rewards.

The reward function r(s) specifies the numeric reward the system receives
when reaching the new environment state s′ after executing action a. Thereby,
the reward function quantifies the learning goal to achieve. As an example, a
simple reward function provides a positive reward r = 100 if action a had the
desired effect (i.e., led to the desired new environment state), and a negative
reward r = −100 if it did not.

The successful application of RL depends on how well the learning problem,
and in particular the reward function, is defined [5]. Below, we first explain how
we define a suitable learning problem for triggering proactive process adapta-
tions, and then provide details on our concrete RL realization.

Learning Problem. We formalize the learning problem of when to trigger a
proactive process adaptation by defining actions a, states s and rewards r.
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We define an action a as either triggering (a = true) or not triggering (a =
false) a proactive process adaptation.

We build the state s from the output of the predictive monitoring system,
which includes the predicted deviation δj , the reliability estimate ρj as well as
information about the current prediction point j given as the relative prefix
length τj , i.e., each state s is represented by s = (δj , ρj , τj). In addition to the
relative deviation δj and the prediction reliability ρj introduced in Sect. 2.1, we
also use the relative prediction point τj of the current case as input. Using τj
provides an important signal to the RL algorithm about the earliness of the
prediction. This relative prediction point can be computed by dividing the pre-
diction point j by the case length. In situations, where the case length is not
known a-priori, the case length may be estimated by the upper bound of process
lengths observed in the training data for the RNN ensemble.

Finally, the most important part of formalizing the learning problem is to
define suitable rewards r. By giving a reward function, one expresses the learn-
ing goal in a declarative fashion. As mentioned above, the aim of the learning
process is to maximize cumulative rewards. Therefore, finding a suitable reward
function is key to successful learning. One obvious approach is to model the
reward function as close as possible to the actual problem domain, which is
what we did in our previous work [25]. Here, this would mean to define rewards
to be the concrete costs of process execution as encoded in the underlying cost
model of the process (see Sect. 3.2). Defining the reward function in such a way
has the appeal of a direct mapping between rewards and the behavior of a sys-
tem in its respective application domain [4]. Yet, it exhibits the following two
shortcomings.

First, using the cost model as a reward function means that learning strongly
depends on the concrete costs. Whenever the cost model changes, this would
require an update of the reward function. We thus decouple the rewards from
the actual process costs. In particular, this decoupling should facilitate our RL
approach to become more robust against changing cost structures at run time.

Table 1. Reward function r based on prediction contingencies

Predicted Violation Predicted Non-violation

Actual Violation +1 · (1 − τj)
(necessary adaptation)

−1
(missed adaptation)

Actual Non-violation −.5 − .5 · (1 − τj)
(unnecessary adaptation)

+1
(no adaptation)

Second, using the cost model as reward function may not provide a strong
enough reward signal to steer the learning process in the right direction and
facilitate convergence. In particular, a successful process execution (true negative
prediction) would entail zero costs (see Sect. 3.2). However, zero provides only
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a weak signal to the learner. We thus formulate strong rewards for each of the
prediction contingencies as shown in Table 1.

We provide a strong positive reward signal (+1) if no adaptation was needed
and none was triggered (no adaptation). Similarly, we provide a strong positive
reward signal in the case of a necessary adaptation. However, we take into account
that not all adaptations triggered may be effective. As explained in Sect. 1, the
chances for effective adaptations are the highest at the beginning of the case.
We thus discount the reward by a factor of (1 − τj).

We provide a strong negative reward (−1) for a missed adaptation. Similarly,
we provide a negative reward signal in the case of unnecessary adaptations by
penalizing the adaptation itself (−.5), as well as the potential compensations
that may be required if the adaptation was effective (−.5 · (1 − τj)).

We break down the RL problem into suitable episodes, each episode matching
the execution of a single case. For each prediction point (process activity), our
approach decides whether to adapt or not. Whenever the approach decides to
adapt or when the end of the case is reached, we provide a reward r as described
above; otherwise, we provide a reward of zero as illustrated in Fig. 2. In order not
to discount the reward received at the end of the case, we consequently set the
discount factor of the RL algorithm to γ = 1. The discount factor is a standard
hyper-parameter1 in RL and defines the relevance of future rewards.

Fig. 2. Episodic learning problem

Realization. We realize our approach using the policy-based RL framework for
self-adaptive information systems we introduced in [25]. We use policy-based RL,
because it offers two main benefits over classical, value-based RL algorithms,
such as SARSA and Q-Learning [31]. Value-based RL algorithms often use a
lookup table to represent the learned knowledge, which requires manually quan-
tizing environment states to facilitate scalability if the environment has a high
number of states or if the environment state is represented by continuous vari-
ables. In our case, reliability estimates and predictions are represented by con-
tinuous variables. In addition, to facilitate convergence of learning, value-based
RL algorithms require manually fine-tuning exploitation versus exploration, i.e.,
using current knowledge versus gathering new knowledge. When applying RL
in an online setting, as we do, value-based RL therefore poses the challenge of
when and how to modify the exploration rate to capture non-stationary envi-
ronments [31].
1 Hyper-parameters are used to configure the machine learning algorithms and thereby

control the learning process.
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The fundamental idea behind policy-based RL is to directly use and maxi-
mize a parametrized stochastic action selection policy [23,32]. This action selec-
tion policy (see Fig. 1) maps states to a probability distribution over the action
space (i.e., set of possible actions). Actions are selected by sampling from this
probability distribution. In our approach, we represent the policy as an artifi-
cial neural network (concretely a multi-layer perceptron), because this facilitates
generalizing over unseen states.

At run time, action selection (see Fig. 1) samples an action a from the prob-
ability distribution given by the policy for the current state s. Action selection
determines whether there is a need for triggering a proactive adaptation. The
generated actions constitute proactive adaptation triggers.

The actual online learning happens via policy updates (see Fig. 1). During
a policy update, the policy parameters are perturbed based on the rewards
received, such that the resulting probability distribution is shifted towards a
direction which increases the likelihood of selecting actions leading to a higher
cumulative reward. As we represent the policy as an artificial neural network,
the policy parameters (the weights of the neural network) are updated via so-
called policy gradient methods. These methods update the policy according to
the gradient of a given objective function, such as average rewards over the
last q actions. Because of this sampling and the probabilistic nature of the pol-
icy, policy-based RL does not require manually fine-tuning the balance between
exploitation and exploration. Exploration is automatically performed, because
sampling over the probability distribution given by the policy leads to some
degree of random action selection.

As a concrete policy-based RL algorithm, we use proximal policy optimiza-
tion (PPO [29]) in the form of OpenAI’s baseline implementation2. PPO is rather
robust for what concerns hyper-parameter settings. Thereby, we avoid the need
for extensive hyper-parameter tuning compared to other policy-based RL algo-
rithms. In addition, PPO avoids too large policy updates by using a so called
clipping function. A too large policy update may destroy the learned knowledge
in a single policy update. To represent the policy, we used multi-layer percep-
trons with two hidden layers of 64 neurons each. The input layer consists of three
neurons representing the three state variables; the output layer consists of one
neuron representing the action variable.

3 Experimental Evaluation

To demonstrate the feasibility and applicability of our approach, we experimen-
tally analyze whether we can learn good proactive adaptation policies at run
time. To this end, we analyze how learning evolves over time. We also compare
the process execution costs of our approach with the costs when using thresholds
determined by empirical thresholding as state-of-the-art baseline.

2 https://openai.com/blog/openai-baselines-ppo/.

https://openai.com/blog/openai-baselines-ppo/
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3.1 Experimental Setup

The experimental setup includes the prototypical implementation of our app-
roach, which consists of code to train and evaluate the RNN-LSTM ensembles,
as well as code to perform RL at run time. We use three real-world data sets
that are among the ones frequently used to evaluate predictive process monitor-
ing approaches [35]. Table 2 provides key characteristics of these data sets. We
chose data sets, which had a large enough size – in terms of number of cases and
predictions – to observe the effects of learning (also see the discussion in Sect. 4).
Similar to [35], we only considered prefix lengths up to a certain length (99%
quantile in our case) in order not to bias the results towards very long cases. All
artifacts, including code, data sets, prediction results, as well as experimental
outcomes, are publicly available to facilitate replicability3.

Table 2. Data sets used in experiments

Name Domain # Cases # Predictions Max. Prefix Len.

BPIC2012 Credit application 4,361 57,665 49

BPIC2017 Credit application 10,500 232,397 73

Traffic Traffic fines 50,117 140,536 6

3.2 Cost Model

To quantify and compare process execution costs, we use a cost model based
on [22,36]. Table 3 shows the cost model in the structure of a contingency table.

Table 3. Cost model

Prediction ŷj = positive ŷj = negative

Effective adaptation Non-effective adaptation

Actual yj = positive Adaptation costs Adaptation costs +
Penalty

Penalty

yj = negative Adaptation costs +
Compensation costs

Adaptation costs 0

A proactive adaptation decision entails different costs depending on whether
the decision is based on a false positive or a false negative prediction. In addition,
the costs depend on whether a proactive adaptation was effective or not. We
consider an adaptation non-effective if the problem persists after the adaptation.

3 https://git.uni-due.de/predictive-process-monitoring/bpm-2020-artefacts/.

https://git.uni-due.de/predictive-process-monitoring/bpm-2020-artefacts/
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The cost model considers three main cost factors of proactive process adapta-
tion. Adaptation costs incur, because the adaptation of a running case typically
requires effort and resources. As an example, adding more staff to speed up the
execution of a case incurs additional personnel costs for the execution of this
case. Penalty costs incur if the process outcome does not match the planned
or expected outcome. As an example, a penalty may have to be paid for late
deliveries in a transport process. Penalties may be faced in two situations. First,
a necessary proactive adaptation may be missed. Second, a proactive adaptation
may not be effective and thus the problem remains after adaptation. Compensa-
tion costs incur if the adaptation turns out to be an adaptation based on false
positive predictions, and thus such wrong adaptation may require roll-back or
compensation activities. As an example, if a credit card is falsely blocked, this
may entail additional costs for issuing a new credit card to the customer to
compensate for this false blocking.

To keep the number of experimental variables manageable, we express adap-
tation costs ca and compensation costs cc as a fraction κ of penalty costs cp, i.e.,
ca = cc = κ · cp. By varying κ, we can reflect different situations that may be
faced in practice concerning how costly a process adaptation or compensation
in relation to a penalty may be.

We use α to represent the probability that an adaptation is effective. To
model the fact that earlier prediction points provide more options and time for
proactive adaptations than later prediction points, earlier proactive adaptations
are given a higher α than later adaptations. Specifically, we vary α in our exper-
iments such that it linearly decreases from αmax = 1 for the first prediction
point to αmin for the last prediction point. We consider two different settings for
αmin to cover different possible circumstances: (1) αmin = 0.5 to model that late
adaptations may still be feasible, (2) αmin = 0 to model that late adaptations
are not feasible.

3.3 Experimental Results

We first analyze how the learning process evolves over time in order to demon-
strate that RL is able to learn when to trigger proactive process adaptations.
Figure 3 show the respective results for the three data sets.

The charts show how the rate of adaptations, earliness, the rate of correct
adaptation decisions, and overall rewards evolve (costs are discussed further
below). We measure earliness in terms of relative prefix-length when an adap-
tation was made, i.e., 0 means an adaptation was made at the beginning of
the process, while 1 means it was made at the end. Charts start at case # 100,
because the points in the charts are averaged over the last 100 cases (for stability
reasons).

Part (a) of the charts shows the learning process until convergence can be
observed, while part (b) shows the learning process for the whole test data set.
We consider convergence to happen as soon as cumulative rewards averaged over
the last 100 cases reaches the cumulative rewards averaged across the whole data
set, which is indicated as the dashed red line.
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Fig. 3. Learning behavior; green: rate of adaptations; blue: earliness (0 = beginning, 1
= end of process); black: rate of correct adaptation decisions; red: overall reward/100
(Color figure online)

Across all four data sets, the convergence of the learning process is evident
when observing the development of the reward curve. Convergence happens after
around 500 cases for BPIC 2012, 1200 for BPIC 2017, and 1300 for Traffic. It
can also be seen that the approach indeed is able to learn when to adapt in
order to maximize rewards. For all three data sets, the approach starts with
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a very high rate of adaptations that are triggered very early in the process.
However, this has negative impact on rewards, as the approach has not yet
learned that (1) adaptations should only be triggered for positive predictions,
(2) not all predictions may be accurate, (3) there is a trade-off between accuracy
and earliness. This is also evident in the rate of correct adaptation decisions
(which is very low before convergence). After the point of convergence is reached,
it can be observed that the approach has learned to be more conservative with
triggering adaptations (the rate of adaptations goes down), and also that later
predictions may be more accurate (earliness goes up). This results in a higher
rate of correct adaptation decisions and thus a higher reward.

Having observed convergence of learning, we now compare the process execu-
tion costs of our approach with the process execution costs when using empirical
thresholding [36]. Results are given in Tables 4 and 5 for the different settings of
αmin. We used different concrete process execution costs (expressed as different
settings for κ; see Sect. 3.1). For each κ, we computed the optimal threshold
based on a 1/3 subset of the test data set and compared the costs of both
approaches for the remaining 2/3 of the test data set. For the RL approach, this
implies that we compare the results once learning has converged. Note that for
Traffic, we consider an excerpt of the data set (including only the first 14,000
cases), because the data set visibly exhibits non-stationarity after that point,
which we further analyze below.

Table 4. Average process execution costs of RL and empirical thresholding for different
relative costs κ and αmin = 0.5 (all differences are significant with a p-value < 0.001)

RL Thr Diff RL Thr Diff RL Thr Diff RL Thr Diff RL Thr Diff Avg
Traffic (excerpt) 27,7 25,2 9,1% 37,5 41,4 -10,5% 47,2 57,6 -22,0% 56,9 73,8 -29,6% 66,7 89,9 -34,9% -14,6%
BPIC 2012 17,8 17,8 0,0% 20,3 21,1 -3,6% 22,8 23,6 -3,3% 25,3 25,9 -2,1% 27,8 28,1 -1,1% -2,0%
BPIC 2017 8,2 8,8 -7,8% 14,8 15,2 -2,5% 21,5 21,5 0,2% 28,2 27,6 1,9% 34,8 33,7 3,3% -1,7%

Average -6,1%

Traffic (full) 17,6 17,4 1,2% 23,8 28,0 -17,6% 30,1 38,6 -28,5% 36,3 49,3 -35,7% 42,6 59,9 -40,8% -20,3%
Average -8,0%

mmin = 0.5

0,4% -5,5% -8,4% -9,9% -10,9%

== .4== .1 == .2 == .3 == .5

-2,2% -7,9% -10,6% -12,0% -12,9%

Table 5. Average process execution costs for αmin = 0

RL Thr Diff RL Thr Diff RL Thr Diff RL Thr Diff RL Thr Diff Avg
Traffic (excerpt) 28,4 27,8 1,9% 38,1 43,9 -15,3% 47,8 60,0 -25,5% 57,5 76,1 -32,3% 67,2 92,2 -37,1% -19,0%
BPIC 2012 22,3 22,6 -1,3% 24,6 25,3 -2,7% 27,0 28,0 -3,7% 29,4 30,6 -4,2% 31,7 32,7 -3,1% -2,7%
BPIC 2017 8,3 11,0 -32,5% 15,0 17,7 -18,1% 21,6 23,4 -8,4% 28,2 29,1 -3,1% 34,9 33,1 5,1% -13,5%
Average -6,4%

Traffic (full) 17,7 19,8 -11,7% 23,9 30,3 -26,7% 30,2 40,9 -35,4% 36,4 51,5 -41,2% 42,7 62,0 -45,3% -20,3%
Average -12,2%

mmin = 0.0 == .1 == .2 == .3 == .4 == .5

-1,8% -6,0% -8,1% -9,2% -9,5%

-15,2% -15,8% -15,9% -16,2% -14,4%

Results indicate that the proactive process adaptations triggered by our app-
roach result on average in 6.1% (αmin = 0.5) resp. 6.4% (αmin = 0) less process
execution costs when compared to empirical thresholding.
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As we mentioned above, one of the principle advantages of the RL approach
is to capture non-stationarity in the data. The Traffic data set shows such non-
stationarity between around case # 14,000 and # 16,000, and again after around
case # 45,000. Deeper analysis shows that this is due to the fact that the average
prediction accuracy for cases # 14,000 to # 16,000 is 65% higher than the average
accuracy for the whole data set, while for all cases after case # 45,000 the average
accuracy is 51% lower than the average accuracy for the whole data set. We thus
now use the complete Traffic data set to analyze how our approach captures non-
stationarity. Results are shown in the last row of Tables 4 and 5 respectively. In
the presence of non-stationary, our RL approach shows high improvements over
empirical thresholding, leading to 20.3% lower costs on average for both settings
of αmin. We consider the capability of capturing such non-stationary situation
one of the key benefits of our approach. Overall, this leads to average savings of
8% resp. 12.2% when we compare our approach for all three complete data sets
against empirical thresholding.

The above results also show the robustness of RL in the presence of different
concrete costs (expressed as different values of κ). In 24 out of the 30 situations,
RL delivers the same or less costs than empirical thresholding. Note that while
the optimal empirical threshold is computed for each value of κ, the RL approach
is independent of κ.

Finally, Table 6 compares the costs of the strong reward function with the
costs of the weak reward function we used in our previous work and which
we applied to the BPIC 2017 data set [25]. As can be seen, the stronger reward
function leads to a clear increase in the performance of the RL approach, leading
to 36.9% less costs on average. This is an important improvement contributing
to our RL approach being able to outperform empirical thresholding.

Table 6. Average process execution costs of strong and weak reward function

r strong r weak Diff r strong r weak Diff r strong r weak Diff r strong r weak Diff r strong r weak Diff Avg
BPIC 2017 8,2 17,4 -52,9% 14,8 25,0 -40,6% 21,5 32,6 -34,0% 28,2 40,2 -30,0% 34,8 47,8 -27,2% -36,9%

== .1 == .2 == .3 == .4 == .5

4 Discussion

4.1 Threats to Validity

Internal Validity. We repeated each of the experiments multiple times in order
to assess potential random effects due to the stochastic nature of the neural
networks. Even though there were differences in the speed of convergence, the
principle learning behavior was consistent across these repetitions. We also pur-
posefully used a multi-layer perceptron as a simple neural network to represent
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the policy for the RL approach. Using deep learning models, such as RNN-LSTM,
to represent the policy may lead to different results.

External Validity. We used three large, real-world data sets from two different
application domains, which differ in key characteristics. To consider the effect
of cost factors on the overall process execution costs, we varied the relative
adaptation and compensation costs (variable κ). However, we used a rather
abstract cost model. For instance, we assumed that the concrete costs for each
of the cost factors do not depend on the type of adaptation or severity of a
problem, i.e., we only used constant cost functions for adaptation costs and
penalties. As such, the effects observed may differ when considering different
shapes of cost functions faced in practice. Further experiments, e.g., following
the setup described in [18], thus would strengthen external validity.

4.2 Limitations

Speed of Convergence. RL may require quite many learning cycles until the
learning process converges. In our experiments, learning required feedback from
up to 1,300 cases to converge. This was also one of the reasons why our app-
roach was not applicable to the Cargo 2000 data set, which we used previously
in [18,22]. This data set only contains 1,313 cases and we could not reasonably
observe convergence. Until RL has converged, the system may execute inefficient
adaptations, because not enough observations have yet been made. Inefficient
adaptations may lead to negative effects, because they are executed in the live
system. Solutions to speed up convergence include finding good initial estimates
for the learned knowledge and offline learning via simulations of the system.

Non-stationarity. While our RL approach can capture non-stationarity at run
time, we still rely on predictions generated by a supervised deep learning model
that is trained once on training data. As non-stationarity of the process data may
have an impact on the prediction model (e.g., see the differences in accuracy for
the Traffic data set discussed above), one enhancement may be to exploit process
drift detection [14,15] and re-train the prediction model if needed.

Multiple Adaptions. We currently formulate the RL problem in such a way as
to consider only one possible adaptation. In practice, different adaptation alter-
natives may exist. In principle, the RL problem can be extended to accommodate
more than one action. The RL agent can learn when it is better to execute which
of these adaptation alternatives; e.g., by considering different costs for different
adaptation actions [8].

Parallel Process Instances. Our RL approach does not consider the influ-
ence adaptation actions may have on concurrently running cases. One potential
enhancement thus may be to build on existing work such as [3], which facilitates
predictions across multiple cases.
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5 Related Work

We discuss related work along two complementary streams: (1) addressing the
trade-off between earliness and accuracy in predictive process monitoring, and
(2) using RL in the context of business process management.

Balancing Earliness and Accuracy. In the literature, the trade-off between
prediction accuracy and earliness was approached from different angles.

Several authors use prediction earliness as a dependent variable in their
experiments. This means they evaluate their predictive process monitoring tech-
niques by considering prediction earliness in addition to prediction accuracy. As
an example, Kang et al. [12], Teinemaa et al. [35], and we in our earlier work [21]
measured the accuracy of different prediction techniques for the different pre-
diction points along process execution. Results presented in the aforementioned
works clearly show the trade-off between prediction earliness and accuracy. How-
ever, it was left open how to resolve the trade-off between accuracy and earliness.

In our previous work, we use reliability estimates computed from ensembles
of RNN-LSTM models to decide on proactive adaptation [22]. We dynamically
determine the earliest prediction with sufficiently high reliability and in turn use
this prediction as basis for proactive adaptation. However, our previous approach
required the manual definition of a reliability threshold.

Teinemaa et al. introduce the concept of alarm-based prescriptive process
monitoring [8,36]. They use class probabilities generated by random forests
(ensembles of decision trees) as reliability estimates to determine whether to
raise an alarm to trigger a proactive adaptation. The reliability thresholds above
which alarms are raised are determined empirically using a dedicated training
data set, taking into account a concrete cost model. This ensures that the thresh-
old is optimal for the specific training data used and the given cost model. Yet,
the threshold may not be optimal over time due to non-stationarity of process
environments and data, and concrete cost structures.

Reinforcement Learning in BPM. In the literature, a few different RL
approaches in the context of BPM were proposed. Huang et al. employ RL
for the dynamic optimization of resource allocation in operational business pro-
cesses [11]. However, they do not consider the proactive adaptation of processes
with respect to resources at run time. Also, they use Q-Learning as a classi-
cal RL algorithm, and thus assume the environment can be represented by a
finite, discrete set of states. As mentioned above, our approach does not have
this limitation, but it can directly handle large and continuous environments.

Silvander proposes using Q-Learning with function approximation via a deep
neural network (DQN) for the optimization of business processes [30]. They
suggest defining a so called ε decay rate, to reduce the amount of exploration
over time. However, they do not consider using RL at run time, and thus do
not take into account how to increase the rate of exploration in the presence of
non-stationarity. As mentioned above, our approach does not require tuning the
exploration rate and thus does not face this problem.
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In our previous work, we proposed a generic framework and implementation
for using policy-based RL for self-adaptive information systems [25]. Here, we
customized this framework specifically for the problem of triggering proactive
process adaptations. In particular, we integrated this framework with our work
on predictive process monitoring [22]. In addition, we formulated the reward
function in a much stronger and more robust way by decoupling it from actual
process costs. Finally, we performed a much broader range of experiments,
including two additional data sets and the comparison with a state-of-the-art
baseline.

6 Conclusions and Perspectives

We combined two emerging machine learning paradigms – ensemble deep super-
vised learning and policy-based reinforcement learning – to learn when to trigger
proactive process adaptations at run time. Experimental results indicate lower
process execution costs when compared to the state of the art, in particular in
the presence of non-stationarity.

We plan enhancing our approach in order to speed up the convergence of
the reinforcement learning process; e.g., by using simulations to perform offline
pre-training. In addition, we plan further experiments to analyze potential ben-
efits of using deep learning models to represent the reinforcement learning pol-
icy. Finally, we plan collecting empirical insights from applying the approach in
actual business operations.
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Abstract. Manual activities are often hidden deep down in discrete
manufacturing processes. To analyze and optimize such processes, pro-
cess discovery techniques allow the mining of the actual process behav-
ior. Those techniques require the availability of complete event logs rep-
resenting the execution of manual activities. Related works about col-
lecting such information from sensor data unobtrusively for the worker
are rare. Papers either address the sensor-based recognition of activities
or focus on the process discovery part using process mining-compatible
data sets. This paper builds on previous works to provide a solution on
how execution-level information can be extracted from videos in manual
assembly. The test bed consists of an assembly workstation equipped with
a single RGB camera. A neural network-based real-time object detector
delivers the input for an algorithm, which generates trajectories reflecting
the movement paths of the worker’s hands. Those trajectories are auto-
matically assigned to work steps using hierarchical clustering of similar
behavior with dynamic time warping. The system has been evaluated in
a task-based study with ten participants in a laboratory under realistic
conditions. The generated logs have been loaded into the process mining
toolkit ProM to discover the underlying process model and to measure
the system’s performance using conformance checking.

Keywords: Process mining · Computer vision · Unsupervised
learning · Industry 4.0

1 Introduction

Manual assembly workflows usually involve numerous work steps to be per-
formed involving multiple material parts and tools. The creation of models to
control, analyze, and optimize such workflows is oftentimes costly, necessitating
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interviews, workshops, and observations to generate models of existing work-
flows. Process discovery offers a data-driven alternative with the prerequisite of
detailed logs containing event traces about the workflow with information such
as case identifiers, activity names, and time stamps. Gathering such logs and
subsequent process discovery in manual assembly requires sensors which can
provide fine-grained and accurate data about the steps and a technique that
extracts the relevant information from raw sensor data.

According to van der Aalst 2012 [2], event log generation for process mining
from raw data remains a challenge. The analysis of related works in Diba et al.
2019 [7] shows that most works focus on the event data extraction and abstrac-
tion from information available in databases and not from sensors. The modeling
of manual workflows as business processes directly from videos is an emerging
field. The literature review by Mannhardt et al. [13] analyzes work about sensor-
based activity recognition in industrial environments and shows that work based
on raw videos of manual assembly procedures is sparse, dominated by supervised
recognition techniques, and that the connection to process discovery is a promis-
ing direction for future research.

A seamless method to generate process mining logs and to discover work-
flows in manual assembly processes using cameras is suggested. Video data from
cameras is used and processed with the help of a hand detection framework to
generate data elements representing the hand positions. To abstract these data
elements to events in the process trace, the data elements are combined into
hand movement trajectories and assigned to work-step events using unsuper-
vised clustering techniques and dynamic time warping. The developed pipeline,
from hand detection, to trajectory building and clustering, to the identification
of work steps, has been evaluated in a task-based user study in the laboratory.

The remainder of this paper is organized as follows: In Sect. 2, related work
about video-based workflow discovery is presented. Section 3 describes the pre-
liminary context and the selected use case. In Sect. 4, the concept and imple-
mentation of all steps towards the log generation from videos is explained. The
evaluation containing the study design and the process mining analysis is pre-
sented in Sect. 5. The paper concludes with Sect. 6.

2 Related Work

One of the earliest proofs of concept of workflow discovery in manual assembly
was by Kaczmareka et al. [9], describing an assembly station equipped with an
additional RGB depth camera (RGB+D). They analyzed the depth picture infor-
mation and build a dictionary of images of assembly states and hand gestures.
This dictionary is used to identify different work steps and build a workflow.
Müller et al. [14] proposed a more versatile approach called the smart assem-
bly workplace, an environment designed to impart knowledge on assembly to
unskilled users. It is an supervised approach, which uses an RGB+D camera to
observe predefined activity zones to extract work steps performed by workers.
The depth data is used to filter interest regions, and the skin color is used for
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hand localization. Though the method is inspiring as a concept, without good
quality depth data and highly controlled worker movements, the work step iden-
tification would be inaccurate.

Roitberg et al. [17], in a more recent work, observed assembly activities using
a multi-modal setup involving two infrared cameras specialized for hand and fin-
ger detection and an RGB+D camera for body tracking. They devise a supervised
technique to identify different work steps by fusing many features from the dif-
ferent sensors. With a huge data set, they are able to demonstrate a powerful
technique, but as with any other supervised method, the dependency on a large
data set makes their idea less scalable.

Nater et al. [15], proposed one of the earliest ideas to observe a car-assembly
scene from a ceiling-mounted camera and identify workflows in an unsupervised
way. Entire camera frames were used as feature vectors after dimensionality
reduction and clustered into group frames corresponding to the same task. The
crucial assumption of a cyclic workflow in their work enabled them to filter the
noise. Although suitable for tracking frame-level changes in an assembly envi-
ronment, their method is not suitable for fine-grained understanding of events.

Bauters et al. [4] aim to identify (1) optimal movement paths for fast work
step completion and (2) abnormal paths of workers, in a large room where assem-
bly is performed. They use five cameras to segment the location of the workers
in an assembly room consisting of an assembly station, where assembly is per-
formed, and racks, where parts are stored. The trajectories traced by the worker
while picking up parts and bringing them to the station are grouped using unsu-
pervised techniques to identify normal and abnormal work steps, and to derive
performance indicators for each step (like speed of movement, cycle time etc.).
The focus of the authors was not to derive workflows. Inspired by this work,
we adapted the use of hierarchical clustering and dynamic time warping for
clustering hand motion patterns in manual assembly at a single workstation.
Table 1 provides a feature comparison between the related works and the sug-
gested Video-to-Model approach.

Table 1. Feature comparison between related works and this work.

Feature/Work [9] [14] [17] [15] [4] Video-to-Model

Activity Recognition ✗ ✗ ✓ ✗ ✗ ✗

Designed for Single Workstation ✗ ✓ ✓ ✗ ✗ ✓

Camera-based Hand Detection ✗ ✗ ✓ ✗ ✗ ✓

Motion Pattern Analysis ✗ ✗ ✗ ✗ ✓ ✓

Unsupervised Learning ✗ ✗ ✗ ✓ ✓ ✓

Workflow Discovery ✓ ✓ ✗ ✓ ✓ ✓

Flexibility/Scalability ✗ ✗ ✗ ✓ ✓ ✓

Video-based ✓ ✓ ✓ ✓ ✓ ✓
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(a) Assembly Station.

(b) Assembly setup P1.

(c) Assembly setup P2.

Fig. 1. Manual assembly workstation equipped with RGB camera. (Color figure online)

3 Preliminaries

A process model triggers a set of task execution sequences which are called the
execution sequences of a model; cf. Carmona et al. [6, p. 30 et seq.]. According
to the authors, the recording of a single activity is called an event and is an
atomic representation of such an activity. Events are summarized in one case.
A time series of events is called a trace. The challenge of the Video-to-Model
approach lies in the extraction of event data from videos and the abstraction of
this data to process mining-compatible events. Based on the concepts provided
in Carmona et al. 2018, Diba et al. 2019 distinguish between event data extrac-
tion, event correlation, and event abstraction. Event data extraction is concerned
with the derivation of data elements, event correlation with the association of
data elements to traces of a case, and event abstraction with the transition for
those elements to events in the log representing activity executions. Mapping this
terminology to our work, for extraction a hand detector from computer vision
is used to extract hand locations which form the data elements. For abstrac-
tion, those data elements are connected to trajectories which are defined as a
sequence of detected hands in the video. Finally, those hand motion trajectories
are clustered and mapped to events that correspond to activity executions. The
events are work steps forming the trace, which corresponds to an assembly pro-
cess describing the construction of one specific product executed by a worker.
The terminology and proposed pipeline is illustrated in Fig. 2.

In the presented Video-to-Model approach we aim at the discovery of manual
work behavior in the form of work steps in video recordings. To illustrate the app-
roach, an assembly workstation was chosen as an example objective to explore
the potential of the developed software artefact. A camera perspective showing
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Fig. 2. Trajectory clustering and work step identification based on [7].

the worker’s hands from above, as shown on the right of Fig. 1, minimizes possible
interference caused by the worker’s assembly activities and protects their privacy,
since the worker can remain anonymous. Such a view provides consistent infor-
mation about the worker’s hand movements, which are in the focus of attention
when analyzing a manual assembly process. This low degree of instrumentation
makes the suggested approach highly flexible and scalable when several worksta-
tions have to be instrumented. The only requirement that must be fulfilled is the
visibility of the hands during assembly and the availability of stable light con-
ditions. This requirement is usually satisfied in a manufacturing context, since
assembly workstations usually include their own light sources at the top of the
installation.

Figure 1 shows the manual assembly workstation which has been designed
and constructed according to industry standards. The station has two levels:
one top level serving materials and one lower level acting as the desk for assem-
bly tasks, containing tools and further materials. Material parts are stored in
standard container boxes, referred to as small load carriers (SLC), which are
common instruments for organizing material storage at an assembly station in
manufacturing. In addition, the workstation is equipped with a display showing
worker guidance instructions and a work piece holder fixing the product dur-
ing assembly in front of the worker. A completion slide on the left side carries
finalized products to the back of the workstation for follow-up tasks, such as
inspection or packaging.

For the assembly, we used a mock-up product with no real function that was
taken from the SmartF-IT research project [20] funded by BMBF. It includes two
variants consisting of the material parts connecting board (CB), an application
board (AB), a main board (MB), top casing (TC), bottom casing (BC), and
several screws (SC) stored in Euro SLCs and fixed together using a common
screwdriver as the only tool.
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4 Concept and Implementation

Figure 2 provides an overview of the implemented pipeline consisting of four
steps. It is divided into event data extraction at the top and abstraction at the
bottom of the figure. The extraction starts with the video capture of manual
assembly activities. This video data is stored and processed by the hand detec-
tion and delivers information about the hand location. Those hand locations
form the input for the abstraction, which starts with the trajectory building,
connecting the hand location coordinates to hand motion trajectories represent-
ing the grasp paths of the worker’s hands. The trajectories are the input for the
trajectory clustering which groups similar grasp paths. Finally, during work step
identification the clusters are mapped to work steps using the vicinity of a clus-
ter to the position of a material box. A material box is labeled by the material
name, which uniquely identifies the work step activity. It must be noted that
the trajectory clustering is an unsupervised form of the work step identification.
The positions of material boxes are used, due to their availability, to verify the
identification and to automatize the work step labeling, making the final step
semi-supervised. The details about each step are explained in the following.

4.1 Hand Detection

In order to discover the workflow in manual assembly, it is necessary to gather
information about the worker’s hand positions. Object detection and localization
delivers information about the object’s presence and position within an image in
the form of a bounding box surrounding the detected object. Current state-of-
the-art object detection approaches use deep neural networks (DNN). The major
advantage of DNNs is the re-usability of the feature representations learned
for new object detection tasks, making them highly scalable. A popular object
detector maintained and used by a large community is the YOLOv3 object
detector [16] which was originally trained for multi-class object detection. The
feature representations learned by this detector are reused for detecting hands
by retraining it with a suitable hand detection data set. Except for one recent
work [18] there are no explicit hand data sets for the industrial context. In this
work we used data sets where the appearance and usage of hands are comparable
to those in industrial context.

Inspired by the work of [19] where the camera view is similar to ours, we
started with the Ego-Hand data set [3], re-training the YOLOv3 detector for
hand detection. It consists of a two-person interaction recorded from an egocen-
tric camera, including 48 Google Glass videos of interaction between two persons
at a table, 4, 800 video frames with 15, 053 hand labels, and annotations about
the left and right hand. The code for re-training of the YOLOv3 detector is pro-
vided by its authors; see [16]. With a data set available in the format as expected
by the code, the model can be retrained.

Since the accuracy observed during tests in the evaluation setup indicated
scope for improvement, we improved the performance by selecting the VIVA
hand detection challenge data set. It includes videos from YouTube and videos of
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hands of car drivers and their front seat passengers. It contains 7 views including
the first person view, left and right hand annotations, 5, 500 frames of annotated
training data and 5, 500 frames of test data. A pre-study with five participants
assembling 20 products of variant one from the evaluation, see Sect. 5, was con-
ducted. It was found that the combination of the VIVA and Ego-Hands data
sets, augmented with vertically flipped versions of the images in both sets, suf-
ficiently covered the variations in hand pose and appearance required for the
assembly use case.

4.2 Trajectory Building

A trajectory is constructed representing the movement of one of the worker’s
hands in order to perform a work step. Since all the assembling activity is per-
formed in the assembly zone marked with a blue tape as shown in Fig. 1, trajecto-
ries are constructed whenever the hands move outside the assembly zone. Ideally,
a trajectory represents a work step. A representative point of the bounding box
delivered by the hand detector is sufficient for building such hand motion tra-
jectories. The midpoint of the top horizontal edge of the bounding box is chosen
for this purpose and is called the pivot point. Since the hand motion paths corre-
sponding to different work steps can cross each other, a simple spatial clustering
of the pivot point coordinates in the image will not be sufficient to distinguish
different work steps. Hence, the pivot points occurring with consecutive time
stamps are connected to build a valid hand motion trajectory which can be
mapped to a single work step event.

The hand detection is performed on each frame of the given video of the
assembly process. Hands detected in subsequent time instances, not necessarily
in subsequent frames, are assembled to form trajectories. Hence a trajectory
is defined as a set of hands arranged in ascending order of time stamps. A
trajectory t of length l can be represented as t = {h1, h2, . . . , hl} and h1 <
h2 < hl. Trajectories are built whenever the hands move outside the assembly
zone. This explains the white box with no trajectories shown in Fig. 3b and 3c.
As each frame is processed, the set of detected hands is used to build two lists
of trajectories—a list of active trajectories is represented as TA, and a list of
inactive trajectories as TI . A trajectory in TA is moved to TI when no new hand
is added to it over a period of 1 s or 60 frames since our video is recorded at
60 FPS. In order to filter trajectories caused by random, uninteresting hand
movements as well as noisy trajectories caused by false positives in the hand
detection, a trajectory is removed if it contains less than 5 hand positions. Prior
to moving trajectories from TA to TI , all the hands in a given frame are to be
suitably handled.

Each detected hand can belong to exactly one trajectory. Let HD = {hi, i =
1, 2 . . . n} correspond to the set of all hands detected in the current frame. Fur-
ther, box(hi) refers to the detected hands’ bounding box and point(hi) to the
pivot point of this box. Now, let TA = {tk, k = 1 . . .K} be the set of all active
trajectories where tk = {h(k)

1 , h
(k)
2 , . . . , h

(k)
l }, and h

(k)
1 < h

(k)
2 < h

(k)
l , ascending

by time, is the kth active trajectory. The last detected hand in the kth active
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Algorithm 1. Trajectory building
1: {TA = {tk, k = 1 . . . K}}
2: {The for loop is run for each frame of the video.}
3: for all hi in HD do
4: foundTrajectory := False
5: minDistance := 10, 000
6: minTrajIndex := -1
7: {Phase 1:}
8: for all h

(k)
l in TA do

9: if overlap(box(hi), box(h
(k)
l )) > 0.3 then

10: add hi to tk
11: foundTrajectory := True
12: break
13: else
14: if distance(point(hi), point(h

(k)
l )) < minDistance then

15: minDistance = distance(point(hi), point(h
(k)
l ))

16: minTrajIndex = k
17: end if
18: end if
19: end for
20: {Phase 2:}
21: if not foundTrajectory then
22: if minDistance < 50px then
23: add hi to tminTrajIndex

24: else
25: add hi to tk=K+1 in TA as new trajectory
26: {TA = {tk, k = 1 . . . K + 1}}
27: end if
28: end if
29: end for
30: {Moving trajectories from active list to inactive list}
31: for all tk in TA do

32: if time.of(hi) - time.of(h
(k)
l ) > 1sec then

33: if |tk| >= 5 then
34: add tk to TI

35: end if
36: remove tk from TA

37: end if
38: end for

trajectory is h
(k)
l . All the hands in HD are compared with the last hand in each

active trajectory, {h(k)
l , k = 1, 2 . . . K}, based on two different criteria (referred

to as phases) and added to the respective active trajectory. If a particular hand
hi does not satisfy either of the two criteria to be added to an active trajectory,
a new active trajectory is started with hi as the first hand in it.

Algorithm 1 shows the procedure of building trajectories. Each detected hand
in HD is handled in two phases as stated earlier. For each hand hi in HD, two
variables, foundTrajectory and minDistance, are initialized. Then, in phase 1,
the overlap between the bounding box of the detected object hi and the bounding
box of the last hand h

(k)
l in each trajectory in the set of active trajectories TA

is checked. If an overlap by more then 30% is identified, then the object hi is
added to the respective trajectory tk. If multiple objects provide an overlap of
more than 30%, the one with the maximum overlap is chosen. When the overlap
criteria is satisfied, phase 1 is finished. If the overlap criteria is not satisfied,
the distance between the pivot point of hi and h

(k)
l ∀k in [1, 2 . . . K] is checked.
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The minimum distance is stored in minDistance and the minimum index is
stored in minTrajIndex used in phase 2.

Phase 2 is invoked if the hand hi could not be assigned to any of the active
trajectories based on the overlap criteria. It is needed in cases when the hand
moved too fast even to be detected by the camera capture at 60 FPS. Such fast
hand movements were caused by the freedom given to users to perform actions in
a natural way. One way of handling this would have been to reduce the overlap
criteria even further, which in turn would have led to a high number of false
positives in the trajectories. Phase 2 is also necessary when the hand detector
has failed to recognize hands in a certain frame. Then, the value of minDistance
is checked. If it is lower then 50px, then hi is added to the trajectory tk, where
the last object’s pivot point was close to hi’s pivot point. Otherwise, hi is used
to create a new trajectory, which is added to the list of active trajectories TA.

The constants chosen to define the overlap of two bounding boxes, the dis-
tance between two pivot points and the validation of a constructed trajectory
regarding time and the number of points have been identified during tests in the
evaluation setup in order to minimize the number of broken trajectories. If the
workstation setup, the frame rate of the camera and its position changes or the
observed user behavior differs widely, they may require adjustment.

4.3 Trajectory Clustering

Hierarchical clustering, an unsupervised, standard procedure in multivariate
data analysis, was chosen to cluster trajectories of the same work step. It was
selected because it does not require the number of clusters to be known in
advance and provides, with the dendrogram, a nice visualization of the rela-
tion between different clusters. To achieve a clustering that is not too general
(clusters contain a large share of objects) and not too specific (clusters contain
a small share of objects), a depth of k at which the hierarchy is cut needs to
be defined carefully by the user. The type of clustering may be divisive (top-
down) or agglomerative (bottom-up). Since divisive clustering is computationally
more expensive due to its consideration of all possible divisions into subsets, we
chose bottom-up agglomerative clustering, starting with the maximum number of
clusters.

During clustering, each trajectory is first treated as a separate cluster. Then
the following two steps are continually repeated: (1) identify two clusters that
are similar to each other based on a distance measure, and (2) merge the two
most similar clusters. To measure the distance, a metric computing the distance
between two points, such as the Euclidean, Manhattan, or Mahalanobis Distance,
can be chosen. The criteria for merging of two clusters can be estimated by using
the distance between the farthest, closest or centroid elements of two clusters.

The points within trajectories occur with different frequencies and with dif-
ferent time distances, due to the different speed of the hand movements and
also due to mis-detections. Thus, a simple distance measure will not provide
an accurate comparison between clustered trajectories. Dynamic time warping
(DTW) [5], which is often used in automatic speech recognition where temporal
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sequences of speech units are compared, provides a more advanced similarity
measure. To match two sequences optimally, time is stretched (warped), repeat-
ing some points in the sequence, which gave this method its name. DTW ensures
that a different speed of observation occurrence in time sequences with different
length does not affect the similarity measure between them.

The implemented clustering handles each trajectory as an individual data
point. Using DTW, the trajectories are compared with 1 norm as a distance
measure. The DTW approach was combined with Ward’s variance, as suggested
by [12], in order to be more accurate and consistent, especially for small data sets.
The depth of k was chosen heuristically based on tests with the data collected
during evaluation. The clusters refer to the work steps in the assembly process.

4.4 Work Step Identification

Ideally, if there are no mis-detections, a trajectory starts when the hand leaves
the assembly zone and ends when it enters the assembly zone again as mentioned
in Sect. 4.2. The starting and ending time stamps of a trajectory, which are the
first and the last frame with a detected hand in the hand motion path, represent
the start and end time stamps of the work step. In the absence of predefined zones
for the boxes, each trajectory represents a work step, and clustering groups all the
trajectories of the same workstep into one group. Hence, under ideal conditions,
the work step identification described in this paper is an unsupervised offline
technique developed to work on recorded video data.

In the current approach, due to hand mis-detections, the trajectories con-
structed need to be filtered and broken trajectories grouped. Also, for the dis-
cussed target scenario, the work steps within a work plan (referred to as the
assembly process) differ regarding the materials which are involved; the material
picking is defined as a reference point. Since the locations of the material boxes
are available to us, we are able to map each cluster to a work step ID as the
activity name. Therefore, we use the concept of activity zones surrounding the
material box. Such a labeling is shown, e.g., in Fig. 1 (c): seven activity zones
indicate the position of materials, the assembly zone, and the slide for finalized
products. Such activity zones have to be defined in advance to allow the auto-
matic identification of work steps and the process discovery. This generates a log
of valid traces consisting of PersonID (resource), ProductID (case), WorkStepID
(activity), StartTime and EndTime. This can be considered a semi-supervised
approach, since human input is given in the form of activity zones.

The work step identification was realized by implementing a voting proce-
dure, allowing each trajectory within a cluster to vote for its work step name.
The voting procedure was required since the trajectories of left and right hands
from the same user can be very different and can sometimes be assigned to the
wrong activity zone. The voting procedure eliminates this error. For each trajec-
tory, the point most distant from the assembly zone is chosen to be the voting
point of the respective trajectory. Then, for all voting points, the distance to
the left or right edge (whichever is closer) of the activity zone is measured. If
the distance is below a defined threshold, the vote is counted. Otherwise the
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(a) Assembly setup P1.
(b) Clustered trajectories. (c) Work step assignment.

Fig. 3. Trajectory clustering and work step identification.

Table 2. Excerpt from the event log for P1, T1 generated during evaluation with
reference (REF), discovered (DISC), and ground truth (GT) work steps IDs.

Index PersonID ProductID WorkStepID StartTime EndTime

logDISC (resource) (case) modelREF logDISC logGT

295 P12 Prod42 Box 1 Box 1 Box 1 14:13:45.18 14:13:46.37

296 P12 Prod42 Box 2 Box 2 Box 2 14:13:49.64 14:13:50.81

297 P12 Prod42 Box 3 Box 3 Box 3 14:13:53.86 14:13:54.81

298 P12 Prod42 � Box 5 junk 14:13:59.40 14:13:59.95

299 P12 Prod42 Box 4 Box 4 Box 4 14:13:59.03 14:14:00.26

300 P12 Prod42 Box 5 Box 5 Box 5 14:14:09.46 14:14:10.67

301 P12 Prod42 Box 6 Box 6 Box 6 14:14:15.90 14:14:18.52

302 P12 Prod42 � Box 6 Box 6 14:14:21.70 14:14:21.89

trajectory is marked as a junk path. Since left hand trajectories tend to be closer
to the left edge and right hand trajectories to the right edge of the activity zone,
this information about the direction from which a box was approached is used
to classify the path as left or right handed. After voting, all trajectories in a
cluster are labeled with the ID of the activity zone that received the maximum
number of votes in the cluster.

Figure 3 shows the trajectory clustering and work step identification graph-
ically. Figure 3b shows the clustered trajectories where each cluster is identified
by an arbitrary color. Figure 3c shows the clusters assigned to work steps using
the color of the relevant material box from the setup in Fig. 3a. In Table 2 an
excerpt for one case from the event log generated during the evaluation can be
seen. Two examples of abnormal behavior can be seen highlighted in grey: junk
indicates a falsely classified work step due to hand movements not related to the
assembly, and there is a false repetition of step 6 due to a split of the grasp path
caused by missing hand detections resulting in two separate trajectory clusters.
Both leads to a move (�) in the log which can not be executed according to the
model during conformance checking. A model move would occur, for example,
when a work step was not identified and is absent in the log.
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5 Evaluation

The study was conducted at the assembly workstation described in Sect. 3. The
task-based study design is described in Sect. 5.1. Section 5.2 describes the con-
ducted process mining analysis evaluating the presented work step identification
pipeline. The results are discussed in Sect. 5.3.

5.1 Study Design

In order to simulate workflow variations, the assembly instructions are varied
to control the human behavior through three different assembly tasks (T1, T2

and T3) for two different product variants (P1 and P2). Aside from the different
material parts, the number of boxes changes between product variant one and
two (P1 and P2), as shown in the Figs. 1b and 1c.

The first task T1 in each product scenario reflects high standardization with
no variation, where the user has a minimal degree of freedom and the assembly is
performed one part at a time in sequential order. It was designed to provide ideal
conditions for the hand detection. In the second task T2, an optimized behavior
is directed: grasping two parts at a time with both hands. T2 represents a process
variation and was designed to evaluate whether or not the system can discover
the variation in the workflow. The third task T3 reflects the highest degree of
freedom for the worker, since he or she was asked to assemble the product without
further restrictions. It was designed to test how well the system can discover
the dominant workflow under these varying conditions. Within each task, the
participants assembled five products to allow the system to extract recurring
patterns over a period of observations.

Before starting the assembly, every participant was instructed to keep their
hands in the assembly region when not in use. In addition, one material part was
to grasped at a time unless the grasping of two parts was specifically requested
in the instructions. Parts which were not in use were not to be held in the hands.
Within P2, screws that were not used had to be placed back in their box unless
the use of a defined storing region on the table was permitted. Between each task,
there was a pause lasting a minimum of one and a maximum of three minutes.
During assembly, a supervisor dismantled assembled products and refilled the
material boxes from the back side of the station, due to the limited amount of
available parts during the experiment.

To guide participants through the assembly process, instructions for each
task (out of six) were shown on a display screen adjacent to the assembly desk
as shown in Fig. 1. On the screen, all material parts and assembly steps were
described. Before the start of each task, the supervisor demonstrated the assem-
bly one time and the participant repeated the assembly a maximum of two times
to clarify any doubts.

Ten persons (5f, 5m) participated in the study. The participants were divided
into two groups of five persons each. One group started with product one, the
other group with product two, to avoid a learning effect in support of one of the
product variants. Four participants were left-handed. There was no discernible
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Table 3. (1) conformance between modelREF and logGT ; (2) conformance between
modelDISC and logGT .

Metric P1, T1 P1, T2 P1, T3 P2, T1 P2, T2 P2, T3

(1) Trace fitness 0.9420 0.9472 – 0.9127 0.8023 –

(1) Move-model fitness 0.9867 0.9933 – 0.9871 0.9778 –

(1) Move-log fitness 0.9071 0.9101 – 0.8742 0.6943 –

(2) Trace fitness 0.9630 0.9760 0.9581 0.9343 0.7297 0.9536

(2) Move-model fitness 0.9867 0.9933 0.9932 0.9905 1.0000 0.9810

(2) Move-log fitness 0.9454 0.9632 0.9325 0.9160 0.7297 0.9480

Classification accuracy 0.9260 0.9528 0.9729 0.9952 0.9414 0.8847

pattern noticed in the usage of specific hands for specific parts, except that in
order to access a particular box, participants preferred using the hand closest to
the box. With more participants and a longer observation period, more conclusive
remarks could be made.

5.2 Result

Two kinds of logs have been generated from the evaluation study for each task
and product variant (in total twelve): the discovered workflow logDISC from
the trajectory building and clustering, and the annotated workflow logGT from
the human annotations. For each task and product variant, each log is based
on five products assembled by ten participants, and thus contains 50 execution
sequences which are mined for a process. The logs were loaded into the process
mining tool ProM [8] and converted into the eXtensible Event Stream (XES)
format. The logs have been made available in [10].

Performance Indication for Hand Detection and Trajectory Building.
In the following, modelref and logGT are compared. modelref includes four Petri
nets which were modeled based on the instructions given to the participants
within tasks 1 and 2 in both product variants. These reference workflows are
used to evaluate the performance of the hand detection and trajectory building.
For this, two assumptions were made: (1) the participants follow the instructions
thoroughly and (2) the ground truth log represents 100% accurate hand detection
and trajectory building. The nets were created in the Yasper Petri net editor
(see www.yasper.org) and imported into ProM, and are available under [10].
To prepare the conformance checking, an initial marking was set to the first
place and a final marking to the last place in each net to achieve a simplified
Petri net for replay. For this, we used the ProM plugins by Adriansyah and
Verbeek. This procedure allows the computation of the fitness metric for all four
reference models. The conformance checking was conducted using the replay
technique by [1]. In the configuration, we chose a replay technique based on

www.yasper.org
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(2) Conformance( ): P1, T3

(2) Conformance( ): P1, T2

(2) Conformance( ): P1 , T1

(1) Conformance( ): P1, T2

(1) Conformance( ): P1 , T1

Fig. 4. (1) Reference (modelREF ) and (2) discovered models (modelDISC) for P1 with
work step IDs and number of occurences from ProM’s inductive miner; Tau transitions
have been faded out for better legibility.

integer linear programming. For the classification, the start events were chosen,
and thus complete and dummy events were assigned with zero costs. The results
from conformance checking for P1 are shown in Fig. 4 and in Table 3 indexed
with (1). In the figure, the number of occurrences is indicated per work step ID.
Red-dashed edges indicate inserted events additional to the model and activities
which have been skipped in the model.

Performance Test Trajectory Clustering and Work Step Identification.
To evaluate the performance of trajectory clustering and work step identification,
a workflow model modelDISC was generated in the form of a Petri net from the
discovered log logDISC using the inductive miner by [11] (variant=infrequent,
noise threshold = 0.2) for all six tasks across both products. The model was then
used to check the conformance between the net and the annotated ground truth
log logGT again using the replay technique by [1]. Since logDISC reflects the result
from the clustering and work step identification and modelDISC represents an
aggregated form of this information, the conformance between modelDISC and
logGT provides insights about the performance of the suggested approach of the
trajectory clustering and work step identification. It states how well a discovered
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model fits the reality captured in the ground truth. The three models for P1 from
the inductive mining are presented in Fig. 4 below the two reference models. The
rows in Table 3 indexed with (2) show the results from the second conformance
checking in terms of numbers.

Confusion Matrix. Figure 5 shows the confusion matrices accumulating the
number of trajectories during all tasks per product variant. This is a common
metric to analyze multi-class classification. For example, it is stated in the matrix
for P1 in Fig. 5a that box 2 was discovered one time, but during annotation it
was labeled as box 1. We refer to such a confusion with C(i, j), where i �= j.
Summing up all such mis-classifications and dividing them by the sum of correct
classifications in the diagonal line, an accuracy of 0.9479 was achieved for P1

and 0.8923 for the more complex product P2. The accuracy values for each task
per product are listed in the last row of Table 3.

(a) Confusion matrix P1. (b) Confusion matrix P2.

Fig. 5. Confusion matrices showing the accumulated number of trajectories.

5.3 Discussion

During task 1 for the first product, the confusions C(1, 6) and C(4, 5) led to
the insertion of loops in the discovered Petri net available in [10] and indicated
by the backward facing edges in Fig. 4. In addition, multiple trajectories were
generated for one work step, which led to more activities for box 5 and 6 in
the log than process traces, indicating repetitions; see Table 2. During task 2,
the same errors influenced the process discovery. Temporal filtering can be used
to combine such activities, but the estimation of a suitable threshold is difficult
because the system might become robust against the detection of real repetitions.

For task 3, no restrictions were posed for the assembly. In the discovered
workflow, it was clearly visible that most people decided to follow the parallel
grasping of parts in boxes 1 + 2 and 3 + 4; see the model on the bottom of Fig. 4.
The trace fitness of 0.9581 when replaying the annotated ground truth log on the
discovered Petri net shows that the clustering and work step identification led
to a model which reflects the dominant behavior captured in the ground truth,
and the hand detection was, at 97.29% accuracy, sufficiently accurate, which is
supported by the confusion matrix for this task.

Similar to the results during the assembly of P1 in task 1, during P2, the
confusions C(1, 7) and C(4, 5), such as the high number of trajectories for the



306 S. Knoch et al.

work step related to box 4 containing bulk material (screws), led to a workflow
behavior which was different from what was expected. One difficulty was that it
was accessed using the left hand by only one user, which led to the set of gener-
ated trajectories being grouped into the wrong cluster. This is a known behavior
of hierarchical clustering and with more samples where the left hand was used
for accessing box 4, the error would not occur. Nevertheless, the discovered Petri
net is able to replay most cases indicated by the fitness values in Table 3.

In task 2, during P2, the confusion C(5, 6) was high and the caching of screws
caused a lot of events related to work step 6. This was the reason for the inductive
miner to exclude steps 5 and 7. Increasing the sensitivity of the mining algorithm
and including both start and stop classes uncovers such behavior in a more
complex Petri net. Since the parameters were kept equal among all tasks and
products, the Petri net presents only the most dominant process behavior. Again,
the conformance checking of the reference model helps to identify the critical
steps during work step identification, also indicated by the corresponding fitness
value of 0.8023 in Table 3.

During task 3 a few participants picked parts sequentially, while others picked
them in parallel. As in task 2, the confusion C(5, 6) influenced the discovery.
Nevertheless, in the discovered model [10] it is clearly visible that most users
decided not to cache the screws in box 6, but picked them directly from box 4.

6 Conclusion

The suggested procedure for work step identification based on trajectory building
and clustering showed how process traces can be extracted from videos that show
assembly processes from a top-down perspective. The approach was evaluated in
a study with ten participants and delivered good test results even with a small
number of samples. Due to its simplicity, the setup removes barriers that may
hinder companies deploying such a system. The system itself is not limited to
manufacturing, but could also be used in other domains, such as healthcare.

In future work, it might be interesting to deploy such a system in a real
factory to analyze the system’s performance on a larger test set and show the
benefit for companies running such a system. A further application would be
the observation of concept drift in assembly workflows and the use of online
detection in combination with online conformance checking.
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Abstract. Timestamp information recorded in event logs plays a crucial
role in uncovering meaningful insights into business process performance
and behaviour via Process Mining techniques. Inaccurate or incomplete
timestamps may cause activities in a business process to be ordered incor-
rectly, leading to unrepresentative process models and incorrect process
performance analysis results. Thus, the quality of timestamps in an event
log should be evaluated thoroughly before the log is used as input for
any Process Mining activity. To the best of our knowledge, research
on the (automated) quality assessment of event logs remains scarce.
Our work presents an automated approach for detecting and quantify-
ing timestamp-related issues (timestamp imperfections) in an event log.
We define 15 metrics related to timestamp quality across two axes: four
levels of abstraction (event, activity, trace, log) and four quality dimen-
sions (accuracy, completeness, consistency, uniqueness). We adopted the
design science research paradigm and drew from knowledge related to
data quality as well as event log quality. The approach has been imple-
mented as a prototype within the open-source Process Mining frame-
work ProM and evaluated using three real-life event logs and involving
experts from practice. This approach paves the way for a systematic and
interactive enhancement of timestamp imperfections during the data pre-
processing phase of Process Mining projects.

Keywords: Process Mining · Event log · Data quality · Timestamps ·
Data quality assessment

1 Introduction

Process Mining, a sub-discipline of data science and business process manage-
ment (BPM), is a powerful technique that allows deriving insights into business
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process performance and behaviour using historical records from event logs [1].
Previous research shows that Process Mining is widely applied in practice [7,10].
Thereby, using an event log as the fundamental data source for Process Mining,
organizations gain insights into process performance, conformance of processes to
existing process models, and process improvement opportunities [26]. Reliable
Process Mining results are, however, contingent on starting with high-quality
event log(s) [1,4,13]. In practice, event logs are often far from the desired qual-
ity [7,26]. Therefore, an event log should not be naively used for Process Mining
without ensuring that it is of adequate quality [1]. Data scientists spend up to
eighty percent of their work with identifying, assessing, and remedying data
quality issues [32]. Therefore, in the BPM community the interest in exploring
the roots of data quality problems and the related assurance of accurate data is
rising [2,32]. Following the words of Edward Deming (“you can’t manage what
you can’t measure”), it is essential to have a set of metrics for detecting and
quantifying event log quality [32].

However, to the best of our knowledge, research that focuses on the (auto-
mated) quality assessment of event logs remains scarce. We intend to bridge this
gap in research specifically for timestamp-related data quality issues since time-
stamps are the principal means for ordering events and the foundation for many
use cases [9,12,13]. Precise timestamps are essential to reproduce the correct
ordering of activities and, thus, to obtain accurate process models (discovery),
to measure the alignment between the process model and the actual process flow
(conformance), and to determine effectiveness and efficiency in the execution of
activities (performance) [9,12]. In contrast, inaccurate and coarse timestamps
often lead to convoluted process models that may result in erroneous analyses
[9]. This paper, therefore, focuses on the following research question: How can
we detect and quantify timestamp-related data quality issues in event logs?

To address the research question, we adopt the design science research (DSR)
paradigm [11] and develop an automated approach for detecting and quantifying
timestamp imperfections in an event log. We evaluate the quality of timestamps
in an event log across two axes: four levels of abstraction (event, activity, trace,
log) and four quality dimensions (accuracy, completeness, consistency, unique-
ness). We define 15 timestamp quality-related metrics and demonstrate how they
can be computed. Following the DSR process by Peffers et al. [21] and the evalua-
tion framework by Sonnenberg and vom Brocke [24], the remainder of this paper
is structured as follows: In Sect. 2, we derive essential design objectives for a
timestamp quality quantification approach from mature knowledge on data and
event log quality. Section 3 introduces the required preliminaries and explains
the approach employed. Section 4 demonstrates the prototype implemented in
the Process Mining framework ProM. In Section 5, we describe the evaluation
of our approach by using three real-life event logs and involving experts from
research and practice. The paper concludes with Sect. 6.
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2 Background

In this section, we present a brief overview of the background on data quality and
event log quality research in Process Mining and propose two design objectives
that underpin our approach.

It is well-recognised that the quality of input data is of high importance to
Process Mining techniques [1,13]. Previous research, therefore, established data
quality dimensions for evaluating data quality as they verify the “fitness for use”
of data by data consumers [32]. A variety of studies on data quality dimensions
exist that are renowned and widely adopted (see [18,22,29,30]). However, they
often do not provide metrics for measuring data quality in databases or event
logs. Hence, we conducted a scan of recent literature on data and event log
quality while focusing on extracting metrics for quantifying event log quality.

We analysed 48 papers synthesized from a larger set of results (n = 412) by
abstract screening and subsequently by text screening [31]. We created a con-
cept matrix in which we attributed data quality dimensions to each article and
whether the studies provide metrics for quality quantification [31]. We identified
six studies that provide metrics for data quality quantification [3,5,15,17,23,25].
Furthermore, we clustered 118 different data quality dimensions that were named
by the literature based on syntactic and semantic similarities which finally led
us to 25 different data quality dimensions.

Since we aim to optimize the automation of our technique, we excluded
dimensions that are not quantifiable without user input according to the lit-
erature (e.g., objectivity, usability, valued-added). This reduced our set to eight
different data quality dimensions. From these dimensions, we excluded dimen-
sions, that do not align with our intention to quantify timestamp quality (e.g.,
conciseness, understandability) and decided on the four data quality dimensions:
accuracy, completeness, consistency, and uniqueness. We specify the following
design objective (DO):

DO 1. An approach for detecting and quantifying timestamp imperfections
should consider multiple data quality dimensions, such as accuracy, complete-
ness, consistency, and uniqueness.

Regarding event log quality, which refers to the data quality of event logs, the
IEEE Task Force on Process Mining provides maturity levels for the suitability
of different data sources for Process Mining [13]. For instance, they categorize
semantically annotated logs of BPM systems as the pinnacle of high-quality event
logs (�����) while they rank paper-based medical records to the lowest level (�).
They consider logs that at least fulfil the conditions of 3-stars (� � �) as suitable
for Process Mining techniques. However, most real-life logs do not comply with
these conditions as they tend to be incomplete, noisy, and imprecise [7,10].

To understand which quality issues affect event logs, Suriadi et al. [26] pro-
posed eleven event log imperfection patterns often found in real-life logs. Three of
these patterns highlight timestamp-related issues, namely form-based event cap-
ture, inadvertent time travel, and unanchored event [26]. The form-based event
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capture pattern describes the existence of sets of events that mostly occur at
the same time. Electronic-based forms creating multiple events with equal time-
stamps commonly cause the presence of this pattern. The Inadvertent time travel
pattern outlines the existence of inaccurate timestamp values that lead to incor-
rect ordering of events. The unanchored event pattern characterizes timestamps
that are recorded in a different format than expected from the Process Mining
tool. The confusion between the month-day and day-month format is a frequent
manifestation of the named pattern.

Beyond the mentioned timestamp-related issues, we identified other factors
that may impact Process Mining analysis. Mixed granularity of traces may cause
incorrect event ordering [9]. For instance, in a hospital log, ‘admission’ may be
recorded at second-level granularity, e.g., ‘03 Feb 2019 10:23:12’, while within
the same trace ‘examination by the doctor’ may be recorded at hour-level, e.g.,
‘03 Feb 2019 10:00:00’. In the discovered process model, this will lead to incor-
rect orderings: the ‘admission’ activity follows the ‘examination by the doctor’
activity. In the majority of cases, the ‘admission’ activity may happen before the
‘examination by the doctor’, but, as the example has shown, in some instances,
mixed granularity may cause incorrect and infrequent event ordering [9].

There exists an approach which tests for an inconsistent format to detect the
unanchored event pattern. This aims, for instance, to identify date specifications
in the format common in the United States (‘MM-DD-YYYY’). Studies also dis-
cover timestamp issues through stacked or parallel events [8,19]. For instance,
let the doctor submit a form at the end of each examination in which he declares
having ‘measured blood pressure’, ‘measured temperature’, and ‘intercepted air-
ways’. Submitting a form may lead to three events in the log containing the same
timestamp, i.e. the time the form was submitted (see form-based event capture
in [26]) rather than the time these three events happened. We also identified
research that addresses the issue of overlapping events, which aims to detect
resource overlap between events. For instance, according to the log, a nurse may
begin a new patient transfer before completing the previous patient transfer [6].
As a result, for our approach, we specified the following objective:

DO 2. An approach for detecting and quantifying timestamp imperfections
should consider existing imperfection detection approaches, such as incon-
sistent format (satisfies the unanchored event pattern), mixed granularity of
traces, infrequent event ordering (satisfies the inadvertent time travel pat-
tern), overlapping events, and stacked events (satisfies the form-based event
capture pattern).

3 Approach

3.1 Preliminaries

Before we present our approach, we introduce required definitions and prelimi-
naries. An event log is the necessary input to gain insights into a recorded process
via Process Mining techniques. Central to Process Mining are the notions of case
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and trace in such event logs. A case is the set of events carried out in a single
process instance with a trace being the execution sequence of the events in a
case. Consequently, to conduct Process Mining analysis, an event log needs to
contain, at a minimum, enough information such that each event record can be
attributed to a case, and can be placed in sequence within the case. For ordering
events, timing information (e.g., date and time) of when an event occurred is
frequently used, although some discovery algorithms rely on implicit ordering of
events in an event log instead of explicit timestamps. Optionally, an event record
may contain attributes such as a resource and costs [7,9,13].

Definition 1 (event, attribute, event log). Let E be the set of all possible
event identifiers and AN = {a1, a2, .., an} be the set of all possible attribute
labels. For each attribute ai ∈ AN (1 ≤ i ≤ n), Dai

is the set of all possible
values for the attribute ai. For any event e ∈ E and an attribute name a ∈ AN ,
we denote #a(e) ∈ Da as the value of attribute named a for event e.

For any event e ∈ E we define the following standard attributes: #id(e) ∈
Did is the event identifier of e; #case(e) ∈ Dcase is the case identifier of e;
#act(e) ∈ Dact is the activity label of e; #time(e) ∈ Dtime is the timestamp of
e; #ts(e) ∈ Dts is the lifecycle transition of e. We also define #res(e) ∈ Dres as
the resource who triggered the occurrence of e as an optional attribute. An event
log L ⊆ E is a set of events.

Definition 2 (case, trace). Let C be the set of all possible case identifiers.
For any c ∈ C and an attribute name a ∈ AN , we denote #a(c) ∈ Da as the
value of the attribute named a for case c. We denote E∗ as the set of all finite
sequences of events over E where a finite sequence of length n over E is a mapping
σ ∈ {1, · · · , n} → E and is represented as σ = 〈e1, e2, · · · , en〉 where ei = σ(i)
for 1 ≤ i ≤ n. We define the special attribute #trace(c) ∈ E∗ as representing
the trace of case c, which consists of all events associated with c. We denote
ĉ = #trace(c) as shorthand for referring to the trace of a case and further note
that the ordering in a trace should respect timestamps, i.e. for any c ∈ L, i, j
such that 1 ≤ i ≤ j ≤ |ĉ| : #time(ĉ(i)) ≤ #time(ĉ(j)).

Next, we define quality metrics and position each metric along two axes: four
quality dimensions (accuracy, completeness, consistency, uniqueness) and four
levels of abstraction (event, activity, trace, log).

Definition 3 (quality dimensions, quality metrics, abstraction levels).
Let DQ = {dq1, dq2, · · · , dqn} be the set of quality dimensions labels, M =
{m1,m2, · · · ,mn) be the set of quality metrics labels and V = {v1, v2, · · · , vn)
be the set of quality attributes labels. Let LL ⊆ AN ∗ be the set of all possible
log abstraction levels. For any ll ∈ LL we denote Ell as the set of all event
identifiers such that for any event e ∈ Ell only attributes a ∈ ll are accessible.
We define some special log abstraction levels as: llevent = {eventid, timestamp};
llactivity = {eventid, activity label, transition, timestamp}; ll trace = {eventid,
traceid, transition, timestamp}; ll log = AN .

For any metric m ∈ M and quality attribute v ∈ V we denote #v(m) ∈ Dv

as the value of quality attribute v for metric m where Dv is the set of all possible



314 D. A. Fischer et al.

Table 1. Timestamp quality assessment framework

values for the quality attribute v. We define the following attributes for each
metric m ∈ M : #score(m) ∈ [0, 1]; #weight (m) ∈ R

+; #ll(m) ∈ Dll and ll ∈ LL;
#dq(m) ∈ Dll and dq ∈ DQ. In a similar way we denote: #score(dq) ∈ [0, 1] and
dq ∈ DQ; #weight (dq) ∈ R

+ and d ∈ DQ; #score(ll) ∈ [0, 1] and ll ∈ LL.

3.2 Detection and Quantification of Timestamp Imperfections

Table 1 depicts our proposed framework to detect and quantify timestamp imper-
fections in an event log. We measure the quality of timestamps at various
log abstraction levels (event, activity, trace, log) [1], using the four data qual-
ity dimensions accuracy, completeness, consistency, and uniqueness (DO 1). In
total, we defined a set of 15 novel quality metrics, consisting of metrics based
on existing detection approachesa (DO 2), modifications of existing detection
approachesb and ten new detection approaches that we designed ourselvesc based
on insights from literature. However, we found no metrics that apply to accuracy
at log or activity level. Nonetheless, the framework should be seen as an exten-
sible foundation in event log quality quantification and, thus, further metrics or
dimensions can be integrated.

We now describe all four quality dimensions and one exemplary metric for
each dimension and show how we detect timestamp-related quality issues and
quantify each metric to receive a score between 0 and 1. Due to lack of space,
we provide details on all 15 metrics here: http://bit.ly/33hz4SM.

http://bit.ly/33hz4SM
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QD1: Accuracy describes the deviation of the recorded value from the real
value represented by the data [29]. Following the stated definition, we allo-
cated every metric that investigates imprecise timestamps to accuracy. At
the event level, we inspect the (precision (M4) of timestamps. We exam-
ine to what granularity the timestamp of an individual event is recorded in
the log. For instance, we consider the quality of a timestamp that contains
information down to millisecond as optimal while hour-level granularity is
not. We also developed the metric future entry at the event level, which indi-
cates whether there are future-dated timestamps in an event log. At the trace
level, we quantify accuracy through the metric infrequent event ordering as
this phenomenon often occurs as a result of inaccurate timestamps [9]. Infre-
quent event ordering also covers the inadvertent time travel pattern since
this pattern typically manifests itself in the existence of some traces in which
event ordering deviates significantly [26]. We also detect overlapping events
per resource provided that the start and end times of an activity that is exe-
cuted by a resource are recorded in an event log. This can indicate imprecise
recordings of start or end timestamps of activities if we assume that a resource
does not multitask since the metric identifies activities that are started by a
specific resource before they finished their prior activity [6].

M4: Precision (Quality dimension: accuracyabstraction level: event)aims
to detect events containing coarse timestamps. Particularly events that are
mostly recorded manually show coarse granularity as it is difficult for the user
to provide information, for instance, about milliseconds granularity.
Detection. For each event e ∈ L, we determine (i) the granularity g(e) by
investigating up to which time unit tu ∈ T U = {year,month, ...,millisecond}
an event is recorded, and (ii) the number #tu<g(e)(e) of time units tu that
are more granular than g(e).
Quantification. By default, the scores of all metrics should indicate a similar
influence on Process Mining techniques. Hence, we assign a power value to
each metric. Using this and #tu<g(e)(e) of each event e, we calculate the score
of precision with the following equation:

#score(precision) = (1 −
∑

e∈L #tu<g(e)(e)
6 ∗ |L| )2 (1)

QD2: Completeness manifests as the recording of all values for a specific
variable [29]. We quantify completeness at the event level through the met-
ric missing timestamp of events. For this purpose, we examine whether a
timestamp is recorded for each event. Furthermore, if an event contains a
timestamp before the year 1971, this timestamp is also considered as missing,
since many systems convert time-related null values into the year 1970 (so-
called Unix time). At the activity level, we check for missing events (M7).
Since an activity requires at least an event with a start transition and an
event with a complete transition, we consider an activity that either has no
start event or end event as an indicator of a missing event. At the trace level,
we aim to detect missing activities. To identify this issue, we first scan the
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event log for infrequent predecessor-follower relations. If a trace contains an
infrequent relation, the trace is investigated to see whether it contains an
activity that frequently follows the predecessor under investigation. Unless
we are unable to find a frequent follower, we assume that an activity is miss-
ing in this trace. Lastly, we detect possible missing traces at the log level by
examining differences between timestamps of the first events of two consecu-
tive traces. We consider a gap between two traces that is significantly larger
than the expected mean value as an indicator of a missing trace in between.

M7: Missing event (completeness, activity) describes cases in which an
activity is either missing a start or an end event. Potential reasons are fail-
ures or omissions in recording the start or end event, or the expected event
has been mapped to the wrong trace.
Detection. In each trace, we count all events e with #act(e) = a and
#ts(e) = start . We then count all events e in the trace with #act(e) = a
and #ts(e) = complete. If the two counts are not the same, the trace contains
missing events for activity a.
Quantification. To calculate a score, we use the ratio of affected activi-
ties to total activities and the ratio of affected traces to total traces in
the log. Let Lact = {#act(e)|e ∈ L} be the set of all activity labels and
Lcase = {#case(e)|e ∈ L} be the set of all case identifiers in log L. We
define affected : L × Lcase × Lact → N such that affected(L, c, a) returns
the difference between the number of events e ∈ L with #case(e) = c,
#act(e) = a and #ts(e) = start and those with #ts(e) = complete.
#affected activities =

∑
c∈Lcase ,a∈Lact

affected(L, c, a). Let T = {#case(e)|e ∈
L, affected(L,#case(e),#act (e)) > 0} be the set of traces which contain at
least one affected activity and #affected traces = |T |. Then Thus, we calcu-
late the score for using the following equation:

#score(missing events) = (1− #affected activities
2 ∗ |Lact |

− #affected traces
2 ∗ |Lcase |

)4 (2)

QD3: Consistency means the equal representation of data values in all
events [29]. As multiple units are necessary to evaluate equality, it is not
possible to measure consistency for a single event at the event level. At the
activity level, we group all events according to their activity label. After
that, we examine whether all timestamps of a specific activity show the same
granularity because mixed granularity potentially leads to the wrong order of
activities [9]. We also inspect individual traces for mixed granularity of traces
at the trace level. For this metric, we group the events according to their trace
IDs. Furthermore, at the log level, we compare the granularity of all events
applying the metric mixed granularity of the log (M9) regardless of trace
and activity labels. We also assess whether all event timestamps have been
recorded in the same day-month format. As addressed by the imperfection
pattern unanchored event [26], a log may contain timestamps that have been
stored in a day-month format and timestamps that have been stored in a
month-day format when logs from multiple systems are combined in a single
event log.
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M9: Mixed granularity of the log (consistency, log) measures the extent
of mixed granularity of the events in the log. We check whether certain events
are recorded in coarser or finer granularity. This may occur, among others, if
parts of the log are recorded automatically through electronic systems while
other parts are recorded manually by the user.
Detection. g(e) of each event e ∈ E by investigating up to which time unit tu ∈
T U = {year,month, ...,millisecond} an event is recorded. Then, we count
how often each time unit tu was found as the most precise granularity and
determine the dominating time unit max(T U). Thereupon, we calculate the
observed granularity distribution and the expected granularity distribution.
We calculate the observed distribution as follows:

dobs(tu) =
tu

|T U| (3)

We use max(T U) for the calculation of the expected distribution. For
instance, let max(T U) = second, we assume that dexp(second) = 59/60.
The remaining 1/60 is distributed accordingly over the coarser time units.
From there, we calculate the deviation of the two distributions:

dev =
∑

tu∈T U

|dexp(tu) − dobs(tu)|
2

(4)

Quantification. To determine a score for the metric mixed granularity of the
log we use the following equation:

#score(mixed gran. (log)) = (1 − dev)2 (5)

QD4: Uniqueness is defined as the existence of unwanted duplicates within
or across systems for a particular data set [29]. At the activity level, we
measure uniqueness using the metric duplicates within activity. Therefore, we
detect all activities that contain more than one event with the same time-
stamp. Frequently detected issues include identically timestamped start and
end events for the same activity. We identify duplicates within trace (M14)
at trace level. This metric detects events of a trace that show the same time-
stamp. As the imperfection pattern form-based event capture shows, several
events of a trace are often recorded using the same timestamp through e-
forms, even though they happened in a sequence [26]. Finally, applying the
metric duplicates within log, we reveal events that do not belong to the same
trace but use the same timestamp. This issue may also be caused by elec-
tronic form-based event storage, for instance, if the user can record multiple
trace start events through an e-form.

M14: Duplicates within trace (uniqueness, trace)aims to detect events
with an exact same timestamp in the same trace. As the imperfection pattern
form-based event capture shows, recording of events after the fact (e.g., via
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e-forms) often causes multiple events stored with equal timestamps, although
these events did not happen concurrently in real life [26].
Detection. As duplicates within a trace we describe a set of n events Edt ⊆ E
where for every event ei ∈ Edt : #trace(ei) is equal, #time(ei) is equal, and
#act(ei) is unequal.
Quantification. To calculate a score,To calculate a score, we use the ratio
of detected events to total events, and the ratio of affected traces to traces.
Let Ltime = {#time(e)|e ∈ L} be the set of all timestamps, and Lcase =
{#case(e)|e ∈ L} be the set of all case identifiers in log L. We define
duplicates : L × Lcase × Ltimes → N such that duplicates(L, c, t) returns the
number of events e ∈ L with #case(e) = c and #time(e) = t having distinct
values of #act(e).
Let #detected events =

∑
c∈Lcase ,a∈Lts

duplicates(L, c, t).
Let T = {#case(e)|e ∈ L, duplicates(L,#case(e),#time(e)) > 1} be the set
of traces which contain at least one timestamp with multiple events and
#affected traces = |T |. Thus, we calculate the score for the metric duplicates
within trace with the following equation:

#score(duplicates (trace)) = (1 − #detected events

2 ∗ |L| − #affected traces
2 ∗ |Lcase |

) (6)

Fig. 1. Main window: the quality quantification of the MIMIC-III log (panel A) and
the error list (panel B) of the metric duplicates within trace (Color figure online)
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4 Implementation

4.1 Software Prototype

Figure 1 shows the main window of the prototype that displays the results of
metrics and calculated scores in Panel A after importing an event log in XES
format. The top row and the left column indicate the aggregated scores for
each quality dimension and event log level. The scores are also visualized with
colours: red, yellow, green for low (under 0.25), medium (0.25–0.75), and high
(above 0.75), respectively. These thresholds are configurable in the prototype.

By using the “details” button for a metric, the prototype provides the user
with a list of detected issues for a particular metric (Panel B). For instance,
using the metric duplicates within trace, the list shows the case id, event label,
timestamp, and lifecycle transition for all events detected by the corresponding
metric as duplicate events. Thus, the user is able to discover which events are
affected. This list can also be sorted by all columns.

A separate “User Configuration” window (not shown here) can be accessed
through the button “Configuration”. It allows the user to suppress metrics or
dimensions which are not of concern and to adjust the weight of metrics. The
default weight per metric is one. Any positive real number can be assigned. The
accumulated dimension and event log scores are then recalculated for the new
configuration. The option of suppressing irrelevant measures or dimensions and
adjusting the weight of metrics turns our approach into a domain-agnostic solu-
tion, as it allows the user to customize the timestamp quality quantification for
the specific use case and to address the issue of potential dependencies between
metrics. For instance, the results of the metric precision may have an impact
on the results of the consistency and uniqueness metrics. Thus, the user can
hide the metric overlapping events per resource if multitasking is possible in the
examined use case or lower the weight of precision if millisecond granularity is
not necessary in the case under consideration. Using the “create QIEL” (QIEL
= “quality-informed event log”) button, the configuration information set by the
user as well as the assessment results are stored in the metadata of the imported
XES log file. Thus, the quality information can be used in later Process Mining
phases.

4.2 Sources

The implementation of the automated approach for detecting and quantifying
timestamp imperfections is available in the ProM nightly build which can be
downloaded here: http://bit.ly/38KVKvJ [28]. The source code is available in
the package “LogQualityQuantification” : http://bit.ly/39OAgj0. In addition,
we provide detailed instructions for the use of the prototype in the appendix
(http://bit.ly/33hz4SM) and describe the implemented features.

Among the three event logs used for the evaluation, log A and log B are
logs from Australian partners and, therefore, cannot be made available publicly
in accordance with relevant Australian legislation. Log C, however, is openly

http://bit.ly/38KVKvJ
http://bit.ly/39OAgj0
http://bit.ly/33hz4SM
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available and can be accessed after completing the CITI “Data or Specimens
Only Research” course here: http://bit.ly/3aNRnkW [14].

5 Evaluation

5.1 Evaluation Strategy

Aligning with DSR purposes, our overall goal is to evaluate the usefulness and
applicability of the proposed approach and give an indication towards its real-
world fidelity [24]. The evaluation, therefore, involves analyzing three diverse
real-life event logs and comparing the outcomes created by the application of
our approach to the manual assessment of log experts. We define log experts
as persons with Process Mining experience who are capable of making informed
data quality statements about a particular event log. In showing that our app-
roach returns similar quality assessments as log experts in three varying cir-
cumstances and in a fraction of the time needed for manual analysis, we provide
evidence that the approach adequately supports users in detecting and quantify-
ing timestamp-related data quality issues in event logs and, therefore, addresses
our research question. The three used logs are:

– Log A: represents the activities related to processing of 2090 annual progress
reports for PhD students at an Australian University

– Log B: represents the waypoints (dispatched, on scene, at patient, . . .) in
over 40,000 ambulance attendances to, and transport to hospital of, patients
injured in road traffic crashes in Queensland, Australia

– Log C: represents an openly available data set comprising desensitized health
data associated with 40,000 critical care patients. It includes demographics,
vital signs, laboratory tests, medications, and more [14]

We decided on these logs, as many of the addressed issues are present (i.e.
insufficient precision and duplicates in log A, ordering and granularity issues in
log B, and future timestamps and completeness issues in log C).

We defined an iterative evaluation process (Fig. 2). One evaluation round
contains the following steps: First, the timestamp quality of log A was assessed
using the prototype and its results compared to a quality report manually created
by a corresponding log expert A. If the quality report created by expert A
matched the outcomes of the prototype closely enough (see definition below), we
proceeded with expert B and log B and, subsequently, with expert C and log C.

Prototype
(re-)configuration

Evaluation
with Log A

Evaluation
with Log B

Evaluation
with Log C

α≥.667 α≥.667

α<.667 α<.667 α<.667

Fig. 2. Evaluation process (performed both with internal and with external experts)

http://bit.ly/3aNRnkW
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When, at one point in this process, the outcomes of the prototype differed from
the results reported by the expert, we reconfigured and improved the prototype
based on the insights from the respective evaluation round and subsequently
started a new round, again starting with log A. The process terminates when
the prototype results match the experts’ quality reports in all three cases.

The manual reports are based on ordinal quality levels (low =̂ 1, medium =̂
2, and high =̂ 3), the prototype output has been scaled down accordingly. To
determine whether the assessment of an event log by the prototype matches the
report created by the respective expert, we calculated the agreement ratio and
reliability value α using Krippendorff’s alpha [16]. Following the recommenda-
tions of Krippendorff, we consider the outcomes as reliable if α ≥ 0.667 [16].

We decided first to run the evaluation within the author team to preconfigure
the prototype. Thus, three co-authors (who have worked with the respective logs
before) represented the log experts for log A, B, and C until the approach passed
each evaluation step. After the internal evaluation was completed, we also went
through the evaluation process with three external log experts from academia
and practice. The detailed results are presented in the following.

Table 2. Evaluation of the applied metrics

1.A 2.A 2.B 2.C 3.A 3.B 3.C

Ps Pql A Ps Pql A Ps Pql B Ps Pql C Ps Pql A Ps Pql B Ps Pql C

M1 .616 2 3 .616 2 3 .674 2 1 .242 1 2 .616 2 3 .674 2 2 .242 1 2

M2 1 3 3 1 3 3 1 3 2 1 3 3 1 3 3 1 3 3 1 3 3

M3 1 3 3 1 3 3 1 3 3 0 1 1 1 3 3 1 3 3 0 1 1

M4 .683 2 2 .683 2 2 .586 2 2 .576 2 2 .586 2 3 .586 2 2 .576 2 2

M5 .977 3 - .977 3 - .983 3 3 1 3 3 .977 3 3 .983 3 3 1 3 -

M6 .936 3 3 .936 3 3 .947 3 3 .998 3 3 .936 3 3 .947 3 3 .998 3 2

M7 .951 3 2 .741 2 2 0 1 1 .013 1 1 .741 2 2 0 1 1 .013 1 1

M8 1 3 3 1 3 3 1 3 3 .395 2 2 1 3 3 1 3 3 .395 2 1

M9 .956 3 3 .956 3 3 .393 2 2 .489 2 2 .956 3 3 .393 2 2 .489 2 2

M10 1 3 3 1 3 3 1 3 3 1 3 3 1 3 3 1 3 2 1 3 3

M11 .918 3 3 .918 3 3 .533 2 2 .621 2 2 .918 3 3 .533 2 2 .621 2 3

M12 .956 3 3 .956 3 3 .972 3 3 .867 3 3 .956 3 3 .972 3 3 .867 3 3

M13 .695 2 3 .869 3 3 .601 2 2 .771 3 2 .869 3 3 .601 2 2 .771 3 3

M14 .488 2 3 .397 2 2 .820 3 2 .305 2 2 .397 2 2 .820 3 3 .305 2 2

M15 .509 2 2 .999 3 3 .270 2 3 .509 2 2 .999 3 3 .270 2 3

M16
a .522 2 3

AG 64.29% 92.86% 80.00% 80.00% 86.67% 93.33% 64.29%

α 0.082 0.842 0.777 0.801 0.670 0.890 0.692

Ps = indicated scores of the prototype; Pql = indicated quality levels of the proto-type; A, B, C

= quality levels assigned by experts; AG = agreement; α = reliability
aThe initial version of the prototype (for the first evaluation) contains the metric M16: form-based

event capture instead of the metric M15: duplicates within activity.
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5.2 Findings

Overall, one evaluation within the author team and one evaluation with exter-
nal experts were completed and one prototype reconfiguration was performed.
Below, we describe these evaluation rounds and the implemented changes.

For the first internal evaluation round (see Table 2, 1.A), the assigned
quality levels of expert A regarding log A and the results of the prototype did
not match closely enough. A number of changes were made in the prototype as a
result. One main difference is the score for the metric form-based event capture.
Expert A is certain that no events of log A were recorded through electronic
forms and, therefore, the score should not be less than 3. After further analysis,
we noticed that this metric detects sets of events which have the same timestamps
in the same trace but for different activities. Such a pattern does not only occur
due to the form-based event capture pattern but can also be caused by other
reasons. Thus, we removed the metric form-based event capture and proposed a
new metric duplicates within activity that detects sets of events with the same
timestamp, the same event name and in the same trace. Originally, the metric
duplicates within log detected sets of events with the same timestamp and same
event name. However, using this detection method, we identified issues that are
already covered by duplicates within activity or duplicates within trace. Thus,
we modified the metric duplicates within log so that it detects sets of events
with the same timestamp but in different traces. For the metric missing event,
we adjusted the score quantification. Initially, we considered only the ratio of
affected events to total events. For event log A, just 1.26% of total events were
affected and, thus, the prototype assigns a high score to the metric missing
event. However, expert A observed that 12.85% of the total traces were affected
by missing events and, therefore, expected the score to be medium. Hence, we
concluded that, in terms of score quantification, it is necessary to consider the
ratio of affected traces to total traces.

In the second internal evaluation round (see Table 2, 2.A–2.C), the out-
comes of the reconfigured prototype met the expectations of each expert for
at least 12 of 15 metrics. As we obtained sufficient reliability, we assumed the
internal evaluation to be successful.

We continued with an evaluation round involving external experts
from academia and practice who were not engaged in the design of the app-
roach. A data expert from an Australian university acted as the expert for log
A, a data scientist working in the healthcare domain as the expert for log B,
and a research associate from Germany with Process Mining focus as the expert
for log C. Each of these external experts has gathered expertise with the cor-
responding log during previous research or industry projects and is therefore
capable of providing information on all relevant quality characteristics of these
logs. In all steps of the evaluation with external experts (see Table 2, 3.A–3.C),
we obtained sufficient reliability and, therefore, assumed the external evaluation
to be successful.

Our evaluation allowed us to improve our approach iteratively. Morever, by
using real-life logs and automatically delivering outcomes matching the quality
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levels manually assigned by log experts from academia and practice in a fraction
of the time needed for manual analysis, we demonstrate the approach’s appli-
cability in practice. Real-world fidelity is indicated by successfully using the
prototype with three logs with different characteristics. We received feedback
from the experts regarding the usefulness of both our approach and the proto-
type: The experts confirmed that timestamps are the cornerstones of event logs
and should be analyzed in detail. Therefore, the approach as a way of detect-
ing and quantifying timestamp quality issues in event logs was deemed useful
to practitioners and researchers alike. This applies to both the proposed frame-
work (Table 1) as well as the underlying set of metrics. At the same time, the
experts frequently proposed two extensions to further increase the approach’s
usefulness and completeness: (i) including domain-specific metrics to increase
the approach’s usefulness in highly specific fields and (ii) including more intel-
ligent metrics to increase the explanatory power and guidance of the approach.
The implementation as part of the ProM framework allows for interoperability
with other tools and was therefore welcomed by all experts. In summary, we are
confident that the approach and its implementation adequately support users
in detecting and quantifying timestamp quality issues in event logs and address
our research question.

6 Conclusion

Following DSR principles, we designed and implemented an approach for detect-
ing and quantifying timestamp imperfections in event logs based on 15 novel
data quality metrics structured along four data quality dimensions and log lev-
els each. The applied metrics and dimensions were subsequently evaluated using
real-life event logs and involving experts from academia and practice. Our frame-
work focuses on timestamp quality issues and provides a first step in quantifying
event log quality. The approach can detect common timestamp-related issues and
measure the quality of timestamp information in event logs. Furthermore, our
approach is domain-agnostic (e.g. by suppressing irrelevant metrics or adjusting
the weight of metrics). Thus, we support process stakeholders in determining
the suitability of an event log for Process Mining analysis. We also assist data
scientists in automatically identifying and assessing data quality issues in event
logs. Finally, our approach paves the way for future research on detecting and
quantifying quality issues of further event log components (e.g., activity labels).

These insights come with limitations: First, we intend to minimize the risk
that existing issues remain undetected (false negatives). This sensitivity, how-
ever, can cause the approach to identify issues that may be false alarms (false
positives) such as uniqueness issues caused by batched events [20]. However,
we mitigate potential over-detection by allowing users to review detected issues
and plan to implement a white-list functionality as part of future work. Sec-
ond, the evaluation was only performed on three different logs and under the
assumption that expert assessments are correct. Thus, we are running the risk
of the prototype being configured improperly if experts are biased or the logs
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only capture very special situations. We consider this risk to be low, given that
the logs cover a broad range of characteristics and the assessments of the inter-
nal and external experts for each log were very similar. Although we followed
established principles and systematically identified potential timestamp-related
quality issues from the literature and our evaluation showed promising results for
the approach and the prototype, a more thorough evaluation involving further
logs and experts should be conducted in the future (see [24]). Thereby, evalua-
tions (with case studies or controlled experiments) need to focus on generality
and completeness of the metrics and further examine the real-world fidelity of
the approach’s results.

We also identified areas where the approach can be extended. First, we want
to provide a more interactive detection approach whereby fine-grained user con-
figuration can be taken into account (e.g., for minimum and maximum values
or rules for certain metrics to detect violations). Second, the framework should
be seen as a foundation for future extensions. Therefore, we want to encour-
age researchers to introduce further metrics to underpin the quality dimensions.
Third, our approach can also be extended with other log attributes such as event
labels. Moreover, research so far lacks a systematic approach on how to define
quality measures. Our work, therefore, constitutes a starting point to design a
set of axioms for the definition of measures [27]. Finally, a natural extension
to this work is to provide the user with an opportunity to repair the detected
timestamp issues in a similar manner to those presented in [8,9]. Our vision is to
provide an integrated approach to detecting, quantifying, repairing and tracking
(timestamp) quality issues in event logs.
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2019. LNCS, vol. 11675, pp. 10–15. Springer, Cham (2019). https://doi.org/10.
1007/978-3-030-26619-6 2

https://doi.org/10.1007/978-3-642-29863-9_28
https://doi.org/10.1007/978-3-642-29863-9_28
https://doi.org/10.1002/asi.20652
https://doi.org/10.1002/asi.20652
https://doi.org/10.1016/j.is.2016.07.011
https://doi.org/10.1016/j.is.2016.07.011
https://doi.org/10.1016/j.ipl.2018.01.013
https://doi.org/10.1007/978-3-642-17722-4_5
https://doi.org/10.1007/978-3-642-17722-4_5
https://doi.org/10.1145/240455.240479
https://doi.org/10.1145/240455.240479
https://doi.org/10.1080/07421222.1996.11518099
https://doi.org/10.1080/07421222.1996.11518099
https://doi.org/10.5555/2017160.2017162
https://doi.org/10.5555/2017160.2017162
https://doi.org/10.1007/978-3-030-26619-6_2
https://doi.org/10.1007/978-3-030-26619-6_2


Automatic Repair of Same-Timestamp
Errors in Business Process Event Logs

Raffaele Conforti1, Marcello La Rosa2, Arthur H.M. ter Hofstede3,
and Adriano Augusto2(B)

1 Process Diamond, Melbourne, Australia
rconforti@processdiamond.com

2 The University of Melbourne, Melbourne, Australia
{marcello.larosa,a.augusto}@unimelb.edu.au

3 Queensland University of Technology, Brisbane, Australia
a.terhofstede@qut.edu.au

Abstract. This paper contributes an approach for automatically cor-
recting “same-timestamp” errors in business process event logs. These
errors consist in multiple events exhibiting the same timestamp within
a given process instance. Such errors are common in practice and can
be due to the logging granularity or the performance load of the log-
ging system. Analyzing logs that have not been properly screened for
such problems is likely to lead to wrong or misleading process insights.
The proposed approach revolves around two techniques: one to reorder
events with same-timestamp errors, the other to assign an estimated
timestamp to each such event. The approach has been implemented in a
software prototype and extensively evaluated in different settings, using
both artificial and real-life logs. The experiments show that the app-
roach significantly reduces the number of inaccurate timestamps, while
the reordering of events scales well to large and complex datasets. The
evaluation is complemented by a case study in the meat & livestock
domain showing the usefulness of the approach in practice.

1 Introduction

In real-life scenarios, one regularly finds inaccurate or unreliable data in the
records of business process executions (known as event logs) [1,2]. A common
case of inaccurate data in event logs regards the recording of timestamps. Each
event in an event log captures the start or completion of a process activity and
as such has a timestamp, e.g. activity “Reject purchase order” was completed at
12:30:00 pm of 23/02/2020. A common type of timestamp error is when a set of
events related to the same process instance have the same timestamp. This error
can be due to delays during the logging process, e.g. when the logging system
becomes overloaded; or to the granularity of the logging, e.g. the events do not
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capture the time but only the date. This is a frequent issue when the logging is
done manually [3] or when the logging system is a legacy system.

Analyzing event logs that have not been screened for timestamp errors is
likely to lead to wrong or misleading insights. For example, in the context of
automated process discovery, where the objective is to automatically discover a
process model from an event log, the presence of such errors may lead to mixing
up order dependencies between process activities, especially if the logging sys-
tem does not guarantee that events are recorded in the order of completion of
the respective activities, or if the logging system may collect data from different
sources. For example, given two activities A and B with same timestamp, these
may erroneously be assumed to be concurrent, i.e. they can be executed in any
order in the resulting process model, while in reality A is causal to B, i.e. A must
always precede B in any instance of the process model. Any insights derived from
a process model whose activities have wrong order dependencies, will be mis-
leading. Timestamp errors can also affect performance statistics derived from the
event log such as activity durations and waiting times. These statistics are used
in the context of performance mining, variant analysis and conformance check-
ing techniques, for example when checking the conformance of the as-is process
to business rules that involve temporal aspects of the process. Thus, timestamp
errors may also lead to wrong insights on the performance or conformance of the
process at hand.

While many approaches have been proposed to filter out or repair events in
order to improve the overall quality of an event log [4–12], only two of them
[6,8] address the problem of repairing timestamp errors and they do so under
a strict requirement: the presence of a (reference) process model with execution
time annotations as input.

In this paper, we propose an automated approach to repairing timestamp
errors in event logs. Specifically, we address the case where multiple events
belonging to the same process instance (called trace) have the same timestamp.
Our approach to tackle the “same-timestamp” error relies on two techniques. The
first technique estimates, for each trace, the most-likely order between the events
affected by the same-timestamp error, using information from correctly-ordered
events in the log, and repairs the log accordingly. The second technique assigns
a timestamp to each event that has been reordered, based on an estimation of
the duration of each process activity in the log.

We implemented our approach in a software prototype and conducted a series
of experiments with artificial and real-life logs, aimed at measuring the accuracy
and time performance of our approach in correcting same-timestamp errors,
under different settings. In addition, we carried out a case study with an Aus-
tralian organization in the meat & livestock domain as an initial assessment of
the usefulness of our approach in practice.

This paper is organized as follows. Section 2 introduces the required back-
ground and discusses approaches for event log filtering and repair. Section 3
presents our approach. Section 4 reports the experimental evaluation, including
our case study. Section 5 concludes the paper and discusses future work.
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2 Background and Related Work

Organizations often keep records of the execution of their business processes, e.g.
order-to-cash or procure-to-pay processes, in the form of event logs. An event
log is a set of traces where each trace captures the execution of a particular
process instance (a.k.a. case). Traces are recorded as sequences of events and are
identified by a unique case identifier (case id). Each event refers to the execution
of a specific activity within a process case at a specific time. For example, the
event with an activity labeled “Invoice released”, a case id “134”, and timestamp
“23-02-2020T12:30:00”, indicates that an invoice has been released for case 134
at 12:30 of 23 February 2020.

Process mining aims at automatically extracting actionable process knowl-
edge from event logs [13,14]. This knowledge may take the form of a process
model, a process performance report, and other artifacts. Data pre-processing is
that phase of a process mining project where raw data is transformed into an
understandable format, so that it can be used as input for knowledge discovery
techniques. A key step of data pre-processing is data cleaning, which includes:
(i) the removal of outlier data, and (ii) the correction of erroneous data. When
the data under consideration is an event log, the two activities are known as log
filtering and log repair.

Log filtering is a de-facto practice performed before starting any type of pro-
cess mining analysis. Filtering a log generally follows an unstructured approach
as different logs may be affected by different issues. Previous studies [1,2] have
identified a collection of recurrent quality issues that commonly affect event
logs, among these issues also incorrect timestamps. However, in the literature,
log filtering is usually addressed from a noise-oriented perspective, focusing on
removing infrequent traces and/or events from an event log [4,5,9] or event
stream [11,12].

The goal of log repair is to detect erroneous or missing data (e.g. an event or
its attributes) and repair it by relying on a reference model or observed correct
data. Rogge-Solti et al. [6] propose to identify and restore missing events using a
reference stochastic Petri net annotated with execution times. The method aligns
each trace in the log to the model and, if the alignment is not perfect, the trace is
repaired using the minimum cost alignment. Then, each event added as a result
of the repair is assigned a timestamp computed via Bayesian networks. Similarly,
Wang et al. [7] design an approach that, given a causal net, detects the events
having an incorrect activity label and uses the net to restore the correct activity
label. The main difference with [6] is that Wang et al. do not add new events to
the log, but only repair the erroneous ones. Complementing the work of Wang et
al., Shaoxu et al. [8] propose an approach to repair missing and incorrect times-
tamps, e.g. timestamps capturing only the hours. This approach determines the
most likely correct timestamps with the aid of input time constraints between
the observation of two consecutive activities. The new timestamps are assigned
with the goal of minimizing the distance from input time constraints. Finally,
Sani et al. [10] propose a general repair approach for infrequent behavior. Their
main idea is to identify pairs of subtraces that are observed frequently (in dif-
ferent traces) having a third (variable) subtrace in between. Once the pairs are
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identified, the occurrences of the inner subtraces are analyzed to detect the least
frequent ones, which are then replaced by frequent ones.

3 Approach

In this section, we present our approach for repairing event logs that contain
traces where multiple events have the same timestamp and may, as such, be incor-
rectly ordered. We start by formally introducing the required preliminary con-
cepts. Then, we describe our approach to reorder timestamp-equivalent events;
we analyse its complexity and show its ILP formulation. Finally, we discuss a
complementary technique to assign a timestamp to each reordered event.

3.1 Preliminaries

We define the notion of event log and the strictly-before and directly-follows
relations between events. Using these, we provide the notion of log automaton.

Definition 1 [Event Log]. Let Γ be a finite set of activities. A log L over Γ
is defined as L � (E , C,A, T , <) where E is the set of events, C : E → N is a
surjective function linking events to cases, A : E → Γ is a function linking events
to activities, T : E → N is a function linking events to timestamps, and <⊆ E×E
is a strict total ordering over the events based on the sequential position of the
events (as recorded in the event log and not according to their timestamp).

Definition 2 [Strictly-Before Relation]. Given a log L and two events e1, e2 ∈
E, e1 comes strictly-before e2, i.e. e1 � e2, iff e1 < e2 ∧ C(e1) = C(e2) ∧ �e3 ∈
E | C(e3) = C(e1) ∧ e1 < e3 ∧ e3 < e2.

Definition 3 [Directly-Follows Relation]. Given a log L and two activities x, y ∈
Γ , y directly follows x, i.e. x � y, iff ∃e1, e2 ∈ E | A(e1) = x∧A(e2) = y ∧ e1 �
e2. Additionally, we introduce the function # : Γ × Γ → N which retrieves the
number of times a directly-follows relation occurs in the underlying log.

The directly-follows relations recorded in a log can be summarised with a
directed graph, where each node represents an activity, and each arc connecting
two nodes represents a directly-follows relation between the corresponding activ-
ities. From here on, we refer to this graph as the log automaton (L-automaton).
Table 1. Example log.

Example log

〈a, b, d, f〉
〈a, b, c, d, f〉
〈a, b, d, f〉
〈a, b, c, b, d, f〉
〈a,d , b, c, f〉
〈a, c,d , b, f〉
〈a,d , c, f〉

Depending on the log quality, the L-automaton may
contain several infrequent directly-follows relations. In
fact, filtering the log or its L-automaton is common in
many process discovery techniques [15,16]. To improve
the quality of the L-automaton, and the effectiveness
of our technique, we recommend to apply one of the
many techniques to remove infrequent behavior from
the log [4,5,9]. In this paper, we rely on the method
in [5]. We refer to the filtered L-automaton as the fil-
tered log automaton (F-automaton). By construction,

the F-automaton’s arc set is a subset of the L-automaton’s arc set. Figures 1a
and 1b show the L-automaton and the F-automaton of the log in Table 1.
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Fig. 1. Automata examples.

A7 B7

C5

D7 F 7
4

1

2

2+1

3

1

1
1+1

2

2

1

4

(a) L-Automaton.

A7 B7

C5

D7

F 7
4

2

2+1

3 1+1

2

2 4

(b) F-Automaton.

A7 B7

C5

D7

F 7
4

2

3

1

4

(c) RF-Automaton.

Fig. 2. Automata examples – UDFRs highlighted in red. (Color figure online)

3.2 Repairing Events Order

Starting from the F-automaton, we designed a technique to reassign the
total order among the events having the same timestamp, namely timestamp-
equivalent events.

Definition 4 [Timestamp-Equivalent Events]. Given a log L and two events
e1, e2 ∈ E, e1 is timestamp-equivalent to e2, i.e. e1∼̇e2, if and only if (iff)
they belong to the same trace and they have the same timestamp. Formally,
e1∼̇e2 ⇔ C(e1) = C(e2) ∧ T (e1) = T (e2). It is possible to identify the set of the
timestamp-equivalent events as the quotient set of E by ∼̇, formally, Ω � E/∼̇.

The presence of timestamp-equivalent events may lead to unreliable directly-
follows relations (UDFRs). In the context of this paper, we say that a directly-
follows relation, e.g. d � b, is unreliable iff it is derived from two timestamp-
equivalent events, i.e. d∼̇b.

Definition 5 [Unreliable Directly-Follows Relation (UDFR)]. Given two activ-
ities x, y ∈ Γ , there exists an unreliable directly-follows relation between x and
y, i.e. x �u y, iff x � y ∧ ∃e1, e2 ∈ E | A(e1) = x ∧ A(e2) = y ∧ e1∼̇e2.

By construction, an L-automaton and even an F-automaton may include
UDFRs. The log in Table 1 displays in red the timestamp-equivalent events.
Projecting this information on the L-automaton and the F-automaton we can
highlight the UDFRs, captured in red in Figs. 2a and 2b.
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It is possible to remove the UDFRs from both the L-automaton and the
F-automaton. If we remove the UDFRs from the L-automaton, we refer to the
resulting automaton as the refined L-automaton (RL-automaton, Fig. 1c), while,
if we remove the UDFRs from the F-automaton, we refer to the resulting automa-
ton as the refined F-automaton (RF-automaton, Fig. 2c). Given that techniques
that remove infrequent directly-follows relations are based on frequencies, in
general, filtering the RL-automaton may not result into the RF-automaton. We
rely on the RF-automata to repair timestamp-equivalent events.

Exploiting the frequency of a directly-follows relation, we introduce the func-
tion Φ : Γ × Γ → [0, 1], which provides an estimate of the confidence level of a
directly-follows relation in an RF-automaton. This function is defined as:

Φ(x, y) � #(x, y)
∑

z∈Γ #(x, z)
(1)

Then, we identify the optimal order of timestamp-equivalent events by select-
ing the most likely sequence of timestamp-equivalent events among all their pos-
sible sequences. Given a set of timestamp-equivalent events ω ∈ P(E)1, first, we
define the set of all possible sequences of timestamp-equivalent events in ω as:

S(ω) � {ω ∈ E∗ | |ω| = |ω| ∧ ∀e ∈ ω ∃1 ≤ i ≤ |ω| [e = ωi]} (2)

Then, using the confidence level of the directly-follows relations, we measure
the confidence level of a sequence through the function % : E∗ → [0, 1]. The
latter function is ultimately used to discover the most likely sequence of a set
of timestamp-equivalent events. Formally, given a set of timestamp-equivalent
events ω ∈ P(E), we refer to the sequence with the highest confidence level (i.e.
the most likely sequence of a set of timestamp-equivalent events) as ωo ∈ S(ω),
such that %(ωo) ≥ %(ω) [∀ω ∈ S(ω)].

Following a pure probabilistic approach, the first implementation to come to
mind for the function % : E∗ → [0, 1] is the following:

%(ω) �
|ω|−1∏

i=1

Φ(A(ωi),A(ωi+1)) (3)

where the confidence level of the entire sequence is based on the likelihood of
pairs of events following each other. While in theory this implementation works,
in practice it may lead to a fault. Let us assume that we have three timestamp-
equivalent events e1, e2, and e3 ∈ E , with A(e1) = a,A(e2) = b, and A(e3) = c.
Also, let us assume that only the following directly-follows relations hold: a � b
and a � c (with a confidence level of 0.5 and 0.1, respectively). Then, all the
possible sequences that can be generated out of the three events will have a
confidence level of 0 (since b � c is missing), while, a sequence with a � b
should be preferred over other possible sequences (since Φ(a, b) is the highest).
For example, we may consider the sequence 〈a, b, c〉 or 〈c, a, b〉 as the most likely.

1 The powerset of E .
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Algorithm 1: Repair Log
input: Event log L = (E , C, A, T , <)

1 Set T ← getTraces(L);
2 for t ∈ T do
3 for ω ∈ t/∼̇ do
4 for e1 ∈ ω do
5 for e2 ∈ ω do remove (e1, e2) from < ;

6 Sequence ωb ← getHighestConfidenceSequence(S(ω));

7 for i ← 1 to
∣
∣ωb

∣
∣ − 1 do add (ωb

i , ω
b
i+1) to < ;

8 return (E , C, A, T , <)

Following this reasoning, an improved version of the function % : E∗ → R is:

%(ω) �
|ω|−1∑

i=1

Φ(A(ωi),A(ωi+1))
|ω| − 1

(4)

We note, however, that in the case of a set of events that are only observed as
timestamp-equivalent, also this revised version of the function % would always
return 0. We acknowledge this as a potential limitation of our approach, since
it is designed to repair the timestamp-equivalent events on the grounds of other
observations of the same events with different timestamps.

Returning to our working example, the log in Table 1 contains three traces
affected by timestamp-equivalent events (highlighted in red), specifically, ω1 =
〈d, b, c〉, ω2 = 〈c, d, b〉, and ω3 = 〈c, d〉. Our technique fixes each of the three
sequences separately. Working on the RF-automaton (Fig. 2c), we measure the
confidence level of each possible sequence of the timestamp-equivalent events by
analysing the confidence level of each arc of the RF-automaton. We recall that
the confidence level of an arc, e.g. Φ(b, d), is equal to the number of times (b, d)
is traversed divided by the sum of the number of times each arc with source b
is traversed, i.e. Φ(b, d) = 0.60 as there are 2 + 3 = 5 ways to leave node b, 3 of
which are through the arc (b, d).

Let us consider, ω1 = 〈d, b, c〉, Table 2 shows all the possible sequences and
the respective confidence levels. We can see that the most likely sequence of
events is ω1

o = 〈b, c, d〉. Considering ω2 = 〈c, d, b〉, we would reach the same
result, since the set of timestamp-equivalent events is the same as ω1. While for
the sequence ω3, which contains only two events, we can trivially determine that
ω3

o = 〈d, c〉, since Φ(c, d) = 0.
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Table 2. Selecting the sequence with the highest confidence level.

Sequence (ω) %(ω)

〈d, b, c〉 (Φ(d, b) + Φ(b, c)) /2 = 0.2

〈d, c, b〉 (Φ(d, c) + Φ(c, b)) /2 = 0.0

〈b, c, d〉 (Φ(b, c) + Φ(c, d)) /2 = 0.7

〈b, d, c〉 (Φ(b, d) + Φ(d, c)) /2 = 0.3

〈c, b, d〉 (Φ(c, b) + Φ(b, d)) /2 = 0.3

〈c, d, b〉 (Φ(c, d) + Φ(d, b)) /2 = 0.5

Algorithm 1 synthesises how our approach operates to repair a log affected
by timestamp-equivalent events. For each trace t in the log, we retrieve all the
sets containing the timestamp-equivalent events belonging to that trace (ω, see
line 2 and 3). Then, we perform two major operations over each set ω. First, we
remove the original strict total order defined for each pair of events (e1, e2) ∈ ω
(lines 5). Second, we introduce the repaired total order based on the sequence
of events with the highest confidence level (lines 6 and 7). After iterating this
procedure for each trace in the log, we return the repaired log.

3.3 Time Complexity and ILP Formulation

Time Complexity. The identification of the most likely sequence of events is an
NP-hard problem. We provide a sketch of its complexity by providing a polyno-
mial time transformation from the Maximum Travelling Salesman Problem (Max
TSP) (a well known NP-complete problem [17]) to the most likely sequence of
events problem. The Max TSP is the problem of identifying a Hamiltonian cycle
(a tour that passes through all the vertices) with maximum cost in a complete
asymmetric graph with non-negative weights. It is straightforward to show that
a Max TSP problem can be reduced to an instance of the most likely sequence
of events problem. This can be achieved through the application of the following
six polynomial steps: (1) select a random vertex v of the Max TSP problem; (2)
introduce two new vertices vi and vo; (3) for each incoming arc of v, i.e. a = (s, v),
create a new arc ai = (s, vi); (4) for each outgoing arc of v, i.e. a = (v, t), create
a new arc ao = (vo, t); (5) remove all arcs connected to v; (6) remove vertex v.
Now the Max TSP problem corresponds to determining the most likely sequence

a

b v

6
24

3

5

3

⇒ vo a b vi

6

2

4
3

5

3

Fig. 3. Example, Max TSP reduction to most likely sequence of events problem.
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of events leading from vo to vi. Figure 3 shows how to reduce a Max TSP prob-
lem to a most likely sequence of events problem. In the example, the asymmetric
graph contains three vertices, V = {a, b, v}. These three vertices are connected
via six weighted arcs A = {(a, b, 6), (a, v, 2), (b, a, 4), (b, v, 3), (v, a, 5), (v, b, 3)}.
As part of the reduction two new vertices vi and vo are introduced, as well as
arcs connecting these vertices to vertices which were originally connected to v.

ILP Formulation. In Sect. 3.2, we defined ωo as the most likely sequence over
the set S(ω) of possible sequences. To determine the most likely sequence over
the set S(ω) we propose the application of Integer Linear Programming (ILP),
where the confidence level of a sequence is measured using the function proposed
in Eq. 4.

Given a log L, the inputs for our problem are the set of events ω ∈ E/∼̇, the
event s ∈ E (not affected by timestamp error) which should precede the sequence
ωo, and the event f ∈ E (not affected by timestamp error) which should follow
the sequence ωo. Finally, for convenience we define the set ωf � ω ∪ {f}, and
ωfs � ω ∪ {s, f}. Using ωfs instead of ω allows us to take into account the
context of the sequence ω when repairing the order of the events.

Before presenting the ILP formulation, we also need to introduce the following
variables: i) for each event e ∈ ωfs there exists an auxiliary variable ue ∈ Z;2 ii)
for each couple of events (e1, e2) ∈ ωfs × ωfs if e1 �= e2 there exists a variable
xe1,e2 ∈ {0, 1}. If the solution of the ILP problem is such that xe1,e2 = 1, event
e2 directly follow event e1 in the most likely sequence.

The ILP problem aims at maximizing the confidence level of the sequence as
proposed in Eq. 4. We model the ILP problem of determining the best sequence
as a traveling salesman problem (TSP) [18]. Our formulation presents two main
differences from the original formulation. First, we try to maximize the distance
instead of minimizing it (see Eq. 5).

max
∑

e1∈ωfs

∑

e2∈ωfs

Φ(A(e1),A(e2)) · xe1,e2 . (5)

Second, we impose that f must close the cycle on s (see Eq. 6). The constraints
of our ILP problem (Eq. 5) are captured by Eq. 6, 7, 8, and 9.3

xf,s = 1 (6)
∑

e2∈ωfs\{e1}
xe1,e2 = 1 (7)

∑

e2∈ωfs\{e1}
xe2,e1 = 1 (8)

ue1 − ue2 +
∣
∣ωfs

∣
∣ · xe1,e2 ≤

∣
∣ωfs

∣
∣ − 1 (9)

2 ue is a mathematical escamotage to ensure that the combination of equations will
all have a strict order, which is defined by the ILP solver when it finds the solution.

3 Equation 7, 8, and 9 come from Miller et al. [18].
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In plain English they are the following. Equation 6; we connect the final event
to the start event to prevent them from being in the middle of the sequence.
Equation 7; we force each event e1 ∈ ωf to precede one and only one event
(Eq. 7). Equation 8; we force each event e1 ∈ ωf to follow one and only one event
(Eq. 8). Equation 9; for each couple of events (e1, e2) ∈ ωf × ωf where e1 �= e2,
we prevent the presence of sub-tours in the TSP problem, i.e. we enforce the
tour to visit all cities in one go (Eq. 9). The latter, in our context, means that
we enforce the presence of a single sequence covering all events.

3.4 Event Timestamp Estimation

Reordering timestamp-equivalent events does not fix their timestamps. Con-
sequently, we complement our events-reordering approach with a technique to
assign a timestamp to each reordered event.

To estimate an event timestamp, we rely on the distribution of the time
elapsed between the event and the preceding event within the same trace. For
simplicity, we refer to such time as duration of the event, whose distribution
corresponds to its probability density function (PDF). Given an event e ∈ E , we
formally define its duration with the function D : E → N.

D(e) �
{

T (e) − T (ep) if ∃ep | ep � e2 ∧ T (e) �= T (ep),
ε otherwise

(10)

Where ε is an arbitrary small value to avoid that when assigning a timestamp
we will cause two events to be timestamp-equivalent.

Given activity a ∈ Γ , we can define the multiset of its events’ durations as
Da � {(d, n) ∈ N × N | ∃e ∈ Ea,d ∧ n = |Ea,d|} where Ea,d is the subset of E
containing only events of activity a that have a given duration d, i.e. Ea,d �
{e ∈ E | A(e) = a ∧ D(e) = d}. We use the multiset to estimate the PDF
of the duration of events of activity a. For this purpose we define the function
estimating the duration of an event of activity a as f est

a : N × N → (N → R),
where the range is the PDF (fa) we want to estimate. This can be achieved
using approaches as the one proposed by Silverman [19] for the estimation of
multimodal distributions using kernel density.

Once the PDF of each activity is known, we can assign a new timestamp
to each ordered event following the durations dictated by the PDF. The new
timestamp is:

T +(e) �
{

T (ep) + fA(e) if ∃ep | ep � e2 ∧ T (e) �= T (ep)
ε + fA(e) otherwise

(11)

where fA(e) extracts a likely duration from the PDF fA(e). Finally, the
new timestamp for event e substitutes the old one in the log, i.e. T ⇐
T ⊕ {(e, T +(e))}.
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4 Evaluation

We implemented our approach as a standalone Java application,4 and used this
prototype tool to evaluate the accuracy and time performance of our approach
using artificial and real-life datasets. (See footnote 4) Finally, we conducted a
case study to gain initial evidence on the usefulness of our approach in practice.

All the experiments reported in this section were performed on a 6-core Xeon
E5-1650 3.5 Ghz with 128 GB of RAM running JVM 8 with 48 GB of heap space.

4.1 Datasets and Setup

We generated the artificial dataset from the BPMN model shown in Fig. 4. We
used this model since it exhibits properties often found in models discovered
from real-life logs, such as high degree of concurrency, unstructuredness, skips
and loop structures. Starting from a reference log obtained by simulating this
model, we injected different amounts of timestamp-equivalent events at three
levels of granularity by changing the percentage of affected events, traces, or
unique traces in increments of 5%, ranging from 5% to 40%. This produced
three sets of eight logs, for a total of 24 logs. Each of the 24 logs (as well as the
reference log) contains 3,000 traces, 45,330 events, and 24 activity labels. The
logs’ unique traces range from 1,391 to 2,361, while the reference log counts only
1,277. Even though all the artificial logs were generated from a single artificial
model as opposed to generating each log from different artificial models, we note
that the validity of the assessment of our approach is grounded on the variety
and amount of timestamp-equivalent events in each artificial log rather than on
the variety of the behavior captured by the underlying model.

Fig. 4. Process model used to generate the artificial log

Alongside the artificial logs, we used the real-life log from the BPI Challenge
2014 [20]. We chose only this log out of the collection available at the 4TU Data
Center5 because it was the only one affected by timestamp-equivalent events
for which we had access to the correct version (i.e. the original log without
events’ ordering errors), which we used as ground-truth in our experiments.
The BPI2014 log counts 46,616 traces, 466,737 events, 39 activity labels, 22,632
4 Available at https://doi.org/10.6084/m9.figshare.11868969.
5 https://data.4tu.nl/repository/collection:event logs real.

https://doi.org/10.6084/m9.figshare.11868969
https://data.4tu.nl/repository/collection:event_logs_real
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unique traces. The 39% of its events are timestamp-equivalent, for a total of
182,027, of which 113,334 are incorrectly ordered.

Using our approach we repaired the logs and measured the accuracy of the
repair by applying the Levenshtein edit distance [21] between the proposed repair
and the reference log. We adapted the Levenshtein distance to the concept of
traces, where instead of inserting, removing, or replacing characters we insert,
remove, or replace events. We decided to use this metric since it provides a fine-
grained measurement that allow us to assess the quality of a technique even in

Fig. 5. Edit distance for the logs N5e – N40e.

cases where the optimal solution is
not identified. For the artificial logs,
we also measured the fitness [22] of
the repaired logs w.r.t. the BPMN
model used as input, and the root-
square mean error (RSME) between
the assigned timestamp and the cor-
rect one.

We compared our approach
against three baselines: no-repair,
random repair, and näıve repair.
No-repair simply does not apply
any change to the affected log,
this baseline serves as bottom-line
for improvement. Random repair
randomly reorders the timestamp-
equivalent events. Näıve repair, for
each set of timestamp-equivalent
events, it collects all the traces con-
taining such a set of events and it
selects the most frequent trace out
of them, then it reorders the specific
set of timestamp-equivalent events according to the events’ order in the most
frequent trace. We could not use any of the timestamp repair methods available
in the literature [6,8] because they address different types of timestamp errors,
and both require as input a reference model annotated with execution times
information.

4.2 Results

Tables 3 and 4 show the results of our evaluation. They report: the number of
traces affected by timestamp-equivalent events, cumulative edit distance (cum.),
maximum edit distance, average edit distance computed over the entire log and
its standard deviation, average edit distance computed using only traces affected
by timestamp-equivalent events and its standard deviation, RMSE and fitness
(for artificial logs only).

Overall, the results show that our approach outperforms the three baselines
in all the measurements, performing consistently better across the whole dataset,
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as captured by the values in bold in the tables. Figure 5 shows the plots of the
cumulative edit distance, the average edit distance over the entire log, and the
average edit distance over the affected traces only. Two things can be evinced
from the graphs. First, the number of remaining timestamp-equivalent events is
proportional to the number inserted, regardless of the approach we use. Second,
our approach is the only one to always achieve an average edit distance on the
affected traces that is below the one of the affected log (see Fig. 5c). This implies
that the random and näıve baselines are only repairing traces that are easy to
repair, i.e. with an edit distance below the average. On the other hand, our
approach can repair complex traces, in fact it reduced the average edit distance
by 60% (on average across the dataset), and lowered the maximum edit distance
by 12.5% (on average across the dataset).

Fig. 6. Edit distance for the logs N5ut – N40ut.

Further, the results obtained
when timestamp-equivalent events
are injected at unique trace level
are remarkable (see Table 4, logs
N5ut – N40ut). In fact, the ran-
dom and näıve baselines are not
able to repair the log, i.e. they
reduce the cumulative edit dis-
tance on average by 0% and 5%
compared to the no-repair base-
line, while our approach maintains
an average improvement of 60%.
Figures 6a and 6b provide a graph-
ical snapshot of the benefits of our
technique, as we can see, the curve
representing our technique (black
in colour) sits well below the base-
lines. While, the random and näıve
baselines almost overlap with the
no-repair baseline.

In terms of accuracy when
assigning a timestamp to an event,
we improve the RMSE on average by 54%, with a minimum of 48% (achieved
over the most complex log: N40ut) and a maximum of 59%. Additionally, it
should be noted that the random and näıve baselines only achieve on average
an improvement of 0% and 4% (respectively). Moreover, the fitness of the logs
repaired by our approach is the highest across all tests.

Finally, the results on the real-life log support the fact that our approach
noticeably outperforms the three baselines. Indeed, while the random repair and
the näıve repair improve the cumulative edit distance of 3% and 2% (resp.)
compared to the no-repair baseline, our approach brings an improvement of
47%. These results, alongside those obtained on the artificial logs, confirm the
efficacy of our approach.



340 R. Conforti et al.

Table 3. Results of the experimental evaluation - Part 1.
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Table 4. Results of the experimental evaluation - Part 2.

Log Approach #Affected

traces

Distance Entire log Affected traces RMSE

in days

Fitness

Cum. Max Average

distance

Stand.

dev.

Average

distance

Stand.

dev.

N5ut No-repair 235 1253 22 0.418 1.878 5.332 4.340 109.84 0.978

Our 87 444 16 0.148 1.077 5.103 3.833 55.71 0.999

Näıve 235 1160 22 0.387 1.821 4.936 4.457 104.74 0.984

Random 235 1252 22 0.417 1.878 5.328 4.343 109.82 0.978

N10ut No-repair 363 1978 25 0.659 2.377 5.449 4.539 114.36 0.967

Our 151 761 19 0.254 1.402 5.040 3.865 58.06 0.999

Näıve 363 1849 25 0.616 2.319 5.094 4.652 110.99 0.974

Random 363 1975 25 0.658 2.376 5.441 4.544 114.34 0.968

N15ut No-repair 549 3092 25 1.031 2.956 5.632 4.672 114.92 0.949

Our 219 1181 19 0.394 1.777 5.393 4.039 57.98 0.999

Näıve 549 2946 25 0.982 2.911 5.366 4.773 112.68 0.958

Random 549 3089 25 1.030 2.955 5.627 4.676 114.90 0.950

N20ut No-repair 674 3895 25 1.298 3.288 5.779 4.715 116.26 0.950

Our 305 1587 21 0.529 2.028 5.203 4.016 59.31 0.998

Näıve 674 3736 25 1.245 3.250 5.543 4.816 114.44 0.949

Random 674 3895 25 1.298 3.288 5.779 4.715 116.23 0.939

N25ut No-repair 802 4745 25 1.582 3.565 5.916 4.680 116.36 0.925

Our 362 1879 19 0.626 2.160 5.191 3.871 60.14 0.998

Näıve 802 4507 25 1.502 3.511 5.620 4.792 113.70 0.938

Random 802 4739 25 1.580 3.564 5.909 4.684 116.34 0.926

N30ut No-repair 911 5449 25 1.816 3.764 5.981 4.663 116.51 0.915

Our 440 2225 19 0.742 2.330 5.057 3.897 59.83 0.997

Näıve 911 5228 25 1.743 3.722 5.739 4.763 114.48 0.928

Random 911 5446 25 1.815 3.764 5.978 4.665 116.49 0.916

N35ut No-repair 1093 6341 25 2.114 3.949 5.801 4.626 115.02 0.902

Our 530 2567 20 0.856 2.450 4.843 3.829 59.63 0.997

Näıve 1093 6117 25 2.039 3.914 5.597 4.704 113.24 0.916

Random 1093 6335 25 2.112 3.948 5.796 4.629 115.00 0.903

N40ut No-repair 1313 7584 25 2.528 4.134 5.776 4.505 114.83 0.882

Our 649 3023 19 1.008 2.575 4.658 3.695 60.13 0.996

Näıve 1313 7330 25 2.443 4.100 5.583 4.569 112.86 0.895

Random 1313 7582 25 2.527 4.134 5.775 4.506 114.82 0.882

BPI2014 No-repair 36442 144957 63 3.110 3.445 3.978 3.425 - -

Our 19838 77312 63 1.658 2.968 3.897 3.461 - -

Näıve 35000 142072 63 3.048 3.482 4.059 3.471 - -

Random 34070 140199 63 3.008 3.505 4.115 3.501 - -

Time Performance. On the artificial logs, our event-reordering technique
achieved an average execution time of 4.9 s (min: 0.9 s, max: 20.2 s), linearly
increasing with the number of timestamp-equivalent events. The time required
to repair the BPI2014 log was over 45 m, due to the high number of affected
events (over 180, 000), with an average time to fix a single event of 15 ms. Over-
all, the bulk of the time is taken by our timestamp estimation technique, with
an average of 4.7 m on the artificial logs (min: 1.8 m, max: 24.4 m), and 5.4 m for
the BPI2014 log. Such performance is expected, due to the inherent complexity
of estimating the probability density function (via kernel estimation) associated
with the duration of each event.
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4.3 Case Study

In collaboration with an Australian consultancy company we applied our app-
roach to an event log from the meat & livestock domain. The process recorded in
the log covers all stages livestock goes through from when cows are bred or pur-
chased at the market, to when they are slaughtered and the meat is processed.
The event log contains data originating from four different cattle farms (for a
total of 18,192 events), and records the processing of 3,032 cows over a timeframe
of about two years. In this context, thus, each animal identifies a process case.
Each cow is RFID-tagged, to record the activity each cow is involved in (e.g.
breading, backgrounding, feeding) throughout the various stages of this process.
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Fig. 7. Directly-follows graph of the log before and after repairing (shown in Disco).

When analysing the event log, we observed it contained 5,496 timestamp-
equivalent events out of 18,192. Specifically, the timestamp of these events did
not capture the time when the event occurred (i.e. hours and minutes) but only
the date. As already mentioned, this type of problem is frequent in real-life event
logs, and depends on the granularity of the logging system. In our case study,
this resulted in 2,748 cases where cows were slaughtered (activity “Processing”)
before leaving the feeding lot (activity “Feedlot - EXIT”), as can be observed in
Fig. 7a. This transition is not possible in reality, as confirmed by domain experts.

The application of our approach required no domain knowledge or additional
processing of the log. Figure 7b shows the directly-follows graph of the log after
repair, where the order of activities “Feedlot - EXIT” and “Processing” has
been swapped. Our approach was able to repair all inaccurate cases, requiring on
average 66.5 ± 3.086 sec to repair the log. The resulting graph is less cluttered and
6 Over a set of five executions.
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thus more readable. For example, the process cases that inaccurately transitioned
from “Feedlot - PURCHASE” to “Processing” have now converged into the
edge going from “Feedlot - PURCHASE” to “Feedlot - EXIT”. This graph was
validated by the business analyst involved in the case study, who confirmed the
correct sequencing of activities.

5 Conclusion

We proposed an automated approach for correcting same-timestamp errors in
event logs. These errors are quite common in real-life event logs [1–3], and may
lead to quality issues in process mining analysis. The approach first detects
the correct order of the events having the same timestamp, and then assigns a
timestamp to each reordered event relying on a multimodal distribution of the
duration of process activities.

We implemented our approach and assessed its effectiveness and efficiency
via an experimental evaluation with artificial and real-life logs, and a case study.
The experiments show that our approach reduces the amount of incorrect times-
tamps by at least 50%, both on artificial and real-life logs, while, the case study
conducted in the meat & livestock domain provides initial results on the useful-
ness of our approach in practice. However, more experiments in real-life settings
need to be conducted to obtain confirmatory evidence.

A possible avenue for future work is to fix events erroneously recorded with
incorrect (different) timestamps by humans. This scenario occurs when the cor-
responding activities are performed one shortly after the other. For example,
this has been observed for activities performed just after midnight in healthcare
logs, where the date is incorrectly recorded as that of the previous day, while the
time is recorded correctly. This issue of data quality is known as the “inadvertent
time travel” pattern [1]. Another human error leading to this pattern is when
the user inadvertently presses keys adjacent to the intended ones when entering
an event timestamp into a log [1]. An idea would be to adapt our approach
by introducing a preliminary step that, using our probabilistic model, identifies
such cases and assigns them an equal timestamp. This would allow us to treat
them by applying the approach proposed in this paper.

Lastly, another interesting avenue for future work is to extend the current
approach to repair event logs with same-timestamp errors in the presence of
multiple life-cycle events for each activity. Specifically, if there are only start
and complete events for each activity, we can process all the start events and
all the complete events separately, fixing the two types of event in two stages.
On the other hand, the presence of multiple life-cycle events per activity would
warrant a more elaborated approach.

Acknowledgments. This research is partly funded by the Australian Research
Council (DP180102839).
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Abstract. The dominating process lifecycle models are characterized by deduc-
tive reasoning; that is, during the process analysis stage, problem-centered
approaches such as Lean’s seven types of waste are used to identify pain points
(e.g., bottlenecks), and defined response patterns are deployed to overcome these.
As a result, exploitative business process management (BPM) has reached a high
level of maturity. However, explorative BPM, with its focus on adding new value
to business processes, lacks an equally mature, deductive set of design patterns.
This paper proposes to close this gap by offering seven explorative process design
patterns that support the identification of options to create new value from existing
business processes. Derived from secondary data analysis, the patterns are pre-
sented and comprehensively exemplified. Contributing these seven types of pro-
cess exploration has the potential to help complement the focus on operationally
excellent processes with a view on revenue-resilient business processes.

Keywords: Explorative BPM · Process design · Value generation · Revenue
resilience

1 Introduction

Until today, business process improvement, in practice and academia, has largely been
built on the hypotheses that (1) a process exists, (2) weaknesses of this process can be
identified, and (3) methods are available or need to be developed to overcome these
weaknesses. A typical example is Lean Management [1]. At the core of this approach
is a set of seven defined types of waste (e.g., re-work, over-engineering), which define
the pain points motivating process improvement. In a similar way, Six Sigma addresses
process shortcomings grounded in variation, and robotic process automation deals with
consistency and performance issues resulting from the deployment of human resources.
In addition to such broader methodologies, a number of papers have proposed more
fine-granular process improvement patterns; that is, heuristics for enhancing particular
aspects of business processes (typically time, cost, quality) that may or may not be useful
in a specific context [2].

These approaches to process improvement have in common that they are reactive
(responding to a pain point), deductive (a model correlates an issue with a response), and
reductionist (they lead to a streamlined version of an existing process). Examples are
the knockout principle to streamline decision-making processes [2] or the elimination
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pattern to accelerate a process [3]. It has been argued that such an approach to ratio-
nalizing a process is a legacy of Taylorism and Industrial Engineering [4]. As a result,
improved processes tend to be more cost-effective, faster, and compliant (e.g., with
quality expectations) [2–4]. This improvement paradigm has been labeled exploitative
business process management (BPM) [5].

However, in the opportunity-rich environment of emergingdigital technologies, inno-
vative business models, and new co-engagement models with external stakeholders,
exploitative BPM is no longer sufficient. The main reason is that exploitative BPM’s
focus on operational efficiency does not include a response strategy for disruptive threats
to the revenue model of a customer-facing business process. Thus, organizations need
to deploy ambidextrous BPM and explore previously untapped revenue opportunities
as they relate to their existing business processes. This structured investigation of new
sources of process value is called explorative BPM [5].

Exploitative and explorative BPM differ in the body of related knowledge and the
set of tools, methods, and techniques available. BPM professionals have been very
much sensitized to and matured the practice of responding to pain points (“What is
broken?”) within a business process. For example, a bottleneck within a process is a
well-defined construct, and possible response patterns (e.g., reduce demand, increase
capacity) are well documented and understood. The exploration of opportunity points
(“What is possible?”), however, is absent in the practice and academic study of BPM.

This paper is driven by the aim to identify a set of patterns that provides deductive
guidance on how to expand a business process in the search for new value propositions.
This could materialize as new revenue in a for-profit company or new forms of relevance
within the public sector. Therefore, the research question of this paper is, “What are
the explorative process design patterns that help to create new process value?” The
focus on value creation [6] is a clear difference to the aim of identifying non-value-
adding activities, which dominates exploitative BPM and techniques such as value-
stream mapping. Value capture [6], however, is out of scope as part of this paper.

In order to address this research question, first, the existing body of knowledge on
process improvement was comprehensively studied, and patterns relevant in the context
of this paper were identified. Then, secondary data in the form of documented cases
of growth-minded organizations were studied, and a conceptualization of the identified
practices in the form of process design patterns took place. Both approaches together
led to seven explorative process design patterns that will be presented here.

There are, of course, a variety of ways for how an organization can create new value
by offering entirely new processes. For example, a product company might start to also
offer complementary service processes. Such entirely new forms of value are out of
scope in this paper due to the very comprehensive space from which such ideas could
come from. Furthermore, specific technology-induced process improvements will not be
considered due to the plethora of possibilities, the speed of emergence, and the fragility
of these. For example, a blockchain-empowered process might facilitate provenance
along a supply chain and as a result might allow a surcharge for products.

This paper is structured as follows. Section 2 contextualizes the research by summa-
rizing the body of knowledge on exploitative process improvement before introducing
the notions of revenue resilience and explorative BPM. Section 3 is the core of the paper
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as it presents the research method and the seven explorative process design patterns,
which are discussed and compared in Sect. 4. The final section, Sect. 5, summarizes the
paper, discusses its limitations, and outlines future research directions.

2 Research Context

2.1 Exploitative Process Improvement

Exploitative process improvement is dedicated to process efficiency and effectiveness
within a given value proposition. Related approaches are either comprehensive method-
ologies (e.g., Lean Management, Six Sigma, Theory of Constraints, Business Process
Reengineering) or sets of fine-granular, operational improvement heuristics. The former
tend to concentrate on the issue identification and are either light and unstructured (e.g.,
brainstorming) or very narrow (e.g., how to overcome variation) in terms of suggesting
actual improvements. The latter are grounded in the tradition of TRIZ—that is, the the-
ory of the resolution of invention-related tasks—which proposes a set of generalizable
solution patterns [7]. Examples for such process improvement patterns are elimination
(delete an activity), integration (merge two activities), automation (automate an activity),
or optionality (make an activity optional for some stakeholders).

Reijers and Mansar [3] have written influential papers describing process redesign
heuristics derived from literature and personal experience, and later [8] assessed these
via surveys with experts. These improvement patterns have been evaluated along the
exploitative dimensions of time, cost, quality, and flexibility. One of the seven com-
ponents in their framework captures customer-oriented patterns. However, the related
patterns are about a more efficient interaction with the customer (e.g., reduce the number
of customer contacts) and less about creating new value for customers.

Hanafizadeh, Moosakhani, and Bakhshi [9] further built on this research and pro-
posed a method to correlate redesign practices with organizational strategy. Kim et al.
[10] present 16 process patterns concentrated on changes in the control flow. A con-
solidating framework for exploitative process improvement patterns has been proposed
by Zellner [11, 12]. A comparison of process improvement patterns with patterns from
domains such as software development, enterprise application integration, or work-
flow management is presented by Falk et al. [13]. The focus here has been on process
problems; that is, “the issue that needs to be solved by means of the […] pattern” (e.g.,
dissolve bottleneck) [13]. The concentration on pain points is also exemplified by propos-
als to highlight process weaknesses [14]. A comprehensive literature review on business
process improvement patterns can be found in Missaoui and Ghannouchi [15].

Lohrmann and Reichert [2] have assessed exploitative process improvement patterns
considering real-world constraints, such as the role of senior stakeholders or the cost
of adapting available information technology systems. A quantitative, value-based, and
mainly exploitative approach for process improvement has been proposed by Bolsinger
et al. [16]. This value-based approach has been used, among others, to decide about
those instances of a process that help to maximize its value contribution [17].

Process anti-patterns (aka weakness patterns [18, 19]) describe insufficient solutions
and are recognized by the appearance of failures [20] (see the seven types of waste as part
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of the Lean Management approach as a high-level example). Thus, process anti-patterns
could trigger the deployment of process improvement patterns [21].

A holistic framework that puts process improvement patterns in the context of other
factors, such as aims, actors, or tools, can be found in Vanwersch et al. [22]. A con-
solidating Process Orbit has been suggested by Dumas et al. [23]. The rapid process
improvement approach NESTT is characterized by the co-existence of exploitative and
explorative improvement techniques [24].

Alternative views on process improvement can be found in papers that either focus
on a specific digital technology (e.g., blockchain, [25]) or specific types of process
modifications (e.g., process individualization, [26]).

2.2 Revenue Resilience

Since the days of Scientific Management and Taylorism, the primary process design
ambition has been on operational efficiency. This has been supported by exploitative
process improvement tools, methods, and techniques that continue to reach new levels
of sophistication (see e.g., robotic process automation). However, since the emergence of
disruptive innovation [27], organizations are aware that operational efficiency is a neces-
sary but no longer sufficient condition for success. An operationally efficient process can
become obsolete when the value proposition of the business process is threatened, and
the process itself could ultimately become non-relevant. This becomes tangible when
the (process) revenue curve is below the (process) cost curve (Fig. 1).

Fig. 1. Revenue resilience

Revenue resilience describes the capability to sufficiently defend and grow the rev-
enue base in light of disruptive forces. Thus, revenue resilience as a design paradigm
matters for customer-facing processes that are revenue-sensitive. However, so far, there
is only an implicit relationship between process goals and revenue in the assumption
that a time- and cost-efficient and quality-conform process will attract customers.

The search for new revenue (i.e., monetized value) models for a business process is
the focus of explorative BPM. Unlike the reductionist approach of exploitative BPM,
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explorative BPM is a constructionist approach as it creates new, additional process
features in an attempt to open new revenue channels.

A revenue-specific lens on business process is non-existent, and this needs to be the
focus of explorative BPM. Inductive approaches (e.g., process mining) are not an option
as explorative BPM is dedicated to creating new value, and this cannot be inductively
derived from historical data, which are largely used as part of process mining. There
are a number of approaches proposing abductive ways for the design of new processes
(e.g., design thinking) [28, 29]. Here, customer behavior is studied and process designs
are iteratively built. The shortcomings of abductive exploration, however, are the lack
of predictability in the outcomes and the dependence on (non-reliable) customer input
[30]. Deductive approaches have proven to be of value for exploitative BPM, and it is
proposed to develop similar patterns for explorative BPM; that is, heuristics that prompt
specific design actions.

The aim of explorative BPM—the search for new value—is comparable to the inten-
tions of a business model; that is, a description of how an organization creates, captures,
and monetizes value. Common approaches, such as the Business Model Canvas [31],
propose nine elements that provide structure to this investigation. A dedicated business
process lens, however, is missing in business models. Implicitly, a process perspective
can be found in the elements of key activities and channels. In terms of the value to be
generated from a business process, the elements of value proposition, cost structure, and
revenue streams are most relevant. As such, this paper and its proposed set of explo-
rative process design patterns complement a business model by (1) providing an explicit
view on processes as a source of new value, and (2) shifting the dominating focus of
exploitative BPM, which concentrates on cost structures, to the study of how business
process explorations can lead to new revenue streams.

The business model literature has also proposed business model patterns; that is,
architectural components that could trigger new business models (e.g., Robin Hood,
add-on, two-sided market) [32, 33]. Though most of these business model patterns are
not process-specific, some of them can be tailored to business process design. Therefore,
the related literature has also inspired the explorative business model patterns to be
presented in the next section.

3 Process Exploration via Design Patterns

3.1 Research Method

First, a comprehensive analysis of existing, deductive process improvement patterns
was conducted (see Sect. 2.1) to derive an understanding of the level of granularity of
those exploitative heuristics that have been successful in academia and practice. This
provided important guidance for the subsequent conceptualization. Second, organiza-
tions with expanding revenue models were studied. These were either global, growth-
minded organizations, such as Amazon and Uber, or Australian cases, such as Qantas
or Domino’s. Their growth model was then re-interpreted with a view of the underlying
process design implications. Prerequisites were that the organization’s actions:

– had to have an impact on the revenue resilience of the organization;
– could be conceptualized from a process viewpoint;
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– were not grounded in the design of a new process, as the possibilities of entirely
new process designs were regarded too difficult to conceptualize and would follow an
abductive and not a deductive approach; and

– could be articulated in the form of an explorative design pattern similar in granularity
to established process improvement patterns.

As patterns are proven solutions to recurring situations [34], further examples needed
to be identified based on secondary data once the pattern was identified to ensure a
wider applicability. In the following, we present the seven explorative process design
patterns derived from this process. Unlike reductionist process improvement patterns
(e.g., elimination), the following patterns all extend the process model; that is, lead to a
more comprehensive process. Each pattern will be described as follows: (1) the context
describes comparable, dominating exploitative views and the contextual factors leading
to the emergence of this design pattern; (2) a definition provides clarity on the nature
of the design pattern; (3) the type of value1 (e.g., product revenue, commission model)
catalyzed by this pattern will be described; (4) a simple conceptual model of the pattern
provides a semi-formal visualization in terms of the pattern’s schematic impact on an
existing process model; (5) the example describes the organizations which inspired this
pattern and, with this, provides clarity on the pattern’s deployment in practice; and (6)
finally, a guideline provides design support for the application of the pattern, including
a description of relevant process characteristics.

The purpose of explorative design patterns is to increase the awareness of a process
designer for the existence of growth opportunities leading to a larger process design
space. The assessment of the actual (technical, ethical, legal) feasibility, desirability, and
viability of the opportunities arising from the deployment of these patterns is context-
specific and, therefore, beyond the scope of this paper.

3.2 Process Generalization

Context – The essence of a business process is the interplay of the control flow logic
of the process model and the item (e.g., a product, a person) that is processed along
the defined process. Exploitative process improvement takes the item for granted and
centers on a reductionist approach to streamline the flow of the item.

Definition – Process generalization is the exploration of an existing process capability
that can be used for additional items; that is, the provision of new products or services
with only minor changes to the process. Therefore, process generalization re-purposes
(re-uses) a process and facilitates the generation of new value by providing new products
or services cost-effectively to the market.

Value – Process generalization allows new revenue to be generated from new products
or services via the re-use of an existing process capability leading to economies of scope
(multiple products/services sharing a process) and a higher return on the process.

1 In this paper, revenue is used as a proxy for value monetization.
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Pattern – Unlike in data modeling, the generalization of process models is far less
studied. The dominating view is on specialization as the decomposition of a process
activity into a sub-process. In order to deploy process generalization, the process designer
needs to determine the essential process capability and then identify further items that
could capitalize on this capability.As a process pattern (Fig. 2), one could think of process
generalization as a way to add new tokens to an existing process model. While most
organizations first create a new service or product and then build the required processes
related to procurement, production, and distribution (‘process follows product’), process
generalization represents a ‘product follows process’ paradigm.

Fig. 2. Process generalization

Example – The ride-sharing companyUber is a story of process generalization. In 2011,
Uber launched a platform model offering ride-sharing services in San Francisco. As is
well known, Uber’s ride-sharing service is now available in many countries around the
world. Uber’s process capability comprises the facilitation of crowdsourced mobility as
a service. The process consists of (1) booking via an app, (2) pick-up, (3) transportation,
(4) arrival, (5) integrated payment, and (6) an optional mutual rating.

Process generalization in the context ofUber prompts the question, ‘What other items
beyond people could be transported between two points?’ In 2014, UberEats provided
the answer: food. Since then, UberEats has delivered millions of pizzas, burritos, and
hamburgers, largely re-using the process capability that has been built as part of the ride-
sharing solution. The addition of the token food to Uber’s process capability required
modifications to the process, as the drivers now had to find parking when picking up
the food and when delivering it to the customer. Going up into buildings to deliver food
added a further, sometimes time-consuming, activity for the driver.

Uber’s process generalization has further continued. Since November 2017, Uber
has partnered with the Australian airline Qantas, and it is now possible to book an Uber
to or from selected Australian airports using the Qantas app. In this case, Uber’s process
capability is seamlessly embeddedwithin a flight booking process, with the trigger of the
booking now coming from a Qantas system as opposed to the Uber app. This example
shows how the token ‘airline passenger’ has been added to Uber’s process.

A further process generalization took place in March 2018, when Uber Health was
launched in the United States, and the token ‘patient’ was added to Uber’s process.
Uber Health allows healthcare professionals to order an Uber ride for patients going to
and from the care they need. An Uber Health API (application programming interface)
facilitates the integration into healthcare products. The patient does not require the Uber
app and can receive notifications via calls or texts.

In October 2019, Uber Pets added the token, ‘pet,’ to the Uber process. For an
additional fee, passengers can take their pet with them on their ride. Finally, in April



356 M. Rosemann

2020, Uber Direct added the token ‘delivery from grocery stores,’ and Uber Connect
allowed sending the token ‘parcel’ via Uber’s established process capability.

This sequence of adding tokens shows how a core process capability, initially
designed for the transport of people, has been generalized toward pizza, passengers,
patients, pets, and parcels. Once this pattern of exploration has been established, it is not
only a descriptive but also a potential predictive method. For example, one can easily
imagine how Uber might add express medication (pills) to its process capability.

A further example for process generalization is Amazon’s extension from being an
e-commerce company selling books to scaling up its process capability to purchase,
store and distribute a vast diversity of products ranging from toys to tomatoes.

Companies mastering process generalization can create value going beyond revenue
generation when they make significant societal contributions due to their ability to re-
deploy their processes. For example, the French luxury goods producer LVMHwas able
to switch from producing Christian Dior perfumes to the production of much-needed
hand sanitizers to fight COVID−19 in a mere 72 h. In a similar way, textile factories
produced masks quickly, and the German car manufacturer Volkswagen re-deployed 3D
printing capabilities for medical equipment.

Guideline – In order to explore process generalization, a process designer needs to
identify items that would benefit from the process capability. This requires specifying the
essence of the process capability and then identifying items with similar characteristics
(e.g., books and toys) and demands (e.g., the need to move people and food).

An organization could consider process generalization if it provides a mainstream
process (e.g., e-commerce, mobility) for a subset of the possible items that could benefit
from this process. Following this argument, one could envisage that an organization that
has the process infrastructure to broker video content might enter the music brokerage
market, and vice versa.

3.3 Process Expansion

Context – Scoping a process is one of the most fundamental process design decisions.
The more comprehensive the scope, the higher the potential to generate, and charge
for, additional value for customers. As such, process expansion is in sharp contrast to
established, reductionist value-stream mapping approaches, which focus on identifying
those activities that do not add value and are then targets for elimination.

Definition – Process expansion is an assessment to test if an existing process could
create additional value by adding further activities to the process. Such an expansion
needs to be grounded in a competitive advantage (e.g., the availability of data that
facilitates the process expansion).

Value – The organization creates new billable value in addition to the value proposition
of the existing process.

Pattern – When an organization deploys process expansion, it adds new activities to
the process. These activities can be visible to the customer or not and could be at the
start (see Fig. 3) or at the end of the process.
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Fig. 3. Process expansion

Example – Food delivery companies such as Deliveroo, DoorDash, UberEats, or
Swiggy offer an order-to-delivery process. Their process capability consists of the ability
to take a food order, to source the food from a provider, transport and deliver the food to
the customer, process the payment, and facilitate a customer rating. While conventional,
exploitative process improvement techniques would seek to streamline (e.g., tour opti-
mization) or modernize (e.g., voice-enabled ordering) this process capability, process
expansion encourages us to look beyond the existing process boundaries by capitalizing
on available data. In the case of food delivery companies, these are the location-sensitive
purchase orders of customers. This dataset provides insights into what types of food are
popular in what areas and into the average distance between the restaurant and the cus-
tomer. An analysis of this geo-information points to popular types of food with high
delivery times. It is exactly this kind of analysis that has motivated many of these food
delivery companies to open dark (or ghost) kitchens; that is, setting up new places where
food is produced for the exclusive purpose of food delivery. A similar example of process
expansion is Netflix entering the market for the production of content based on customer
preferences and so-called micro-genres.

As indicated, process expansionmight also occur at the end of a process. In particular,
thiswill be the case if continuous connectivity can be established [35]; that is, via a sensor,
the product-providing company stays in touch with the customer (e.g., Tesla continues
to sell upgrades to its customers after the purchase of the car).

Guidelines – Process designers interested in process expansion need to assess the
datasetswhich are emergingwithin the process and evaluate the contents of the triggering
event (e.g., purchase orders). These data then need to be studied in terms of competitive
insights; that is, does producing rather than sourcing provide a path to new value?

Processes that could trigger a consideration of process expansion are high volume
processes with start events that have a high number of attributes. These attributes need
to inform a possible process expansion (e.g., point to products or services in demand).

3.4 Process Differentiation

Context – The reductionist lens of process exploitation hasmade the elimination of pro-
cess variants and the standardization of processes a core design principle. An explorative
view on a process, however, is about the assessment of how a new process differentiation
can satisfy the demands of distinct groups of process customers.

Definition – Process differentiation is the creation of one or more additional process
variants with the aim of offering a new value proposition for a subset of the existing pro-
cess customers or attracting entirely newcustomers to the process. Process differentiation
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is not the conceptual opposite of process generalization. While process generalization is
about identifying entirely new tokens (products) that benefit from the existing process
capability, process differentiation focuses on nuancing what is largely the same offering
in terms of process qualities such as response time.

Value – An additional process variant creates new value when it provides a new form of
convenience for a subset of process customers for which they are (1) willing to pay or (2)
appreciate the opportunity to pay less. Process differentiation is grounded in differential
pricing for process variants, each with a distinct performance promise. The willingness
to pay a surcharge in return for an improved process performance (e.g., faster processing
time, personalized service) creates a new process revenue model. It can, however, also
create new revenue if a downscaled process variant (i.e., lower process performance for a
lower fee) attracts customers who would have otherwise regarded the previous service as
unattractive. Thus, process differentiation provides an organization with the opportunity
to up-sell or to down-sell.

Pattern – When an organization deploys process differentiation, it introduces a triaging
point with new, distinct process variants into a business process (Fig. 4). The new process
variant still provides the same product or service (e.g., resolving a call enquiry), but
with either improved process features (e.g., talking to an expert) or with reduced process
features (e.g., interacting with a chatbot or self-service).

Fig. 4. Process differentiation

Example – Atypical example of process specialization is a newmoney-for-timeprocess
variant. In this case, an additional fee is charged to the process customer in return
for an accelerated processing time. Such examples can be witnessed in theme parks,
airport security checks, or repair processes for electronics. Call centers of some airlines
charge a fee for a staff-supported booking as opposed to a self-managed online booking.
Payment does not require a process-specific payment but could be a cumulated payment,
like in airline loyalty programs, and subsequently leads to a reduced waiting time. An
elaboration on these and further examples can be found in Sandel [36].

Guideline – A process designer who explores process differentiation needs to assess
if there is a market (i.e., a willingness to pay) for a variant of the existing process that
outperforms the existing variant (e.g., in terms of time or quality of service) or if an
additional process variant that is a downgraded version would attract new customers.

This process design pattern needs to be carefully studied in light of its ethical value.
For example, retailers, unlike airlines, are reluctant to deploy this pattern in their super-
markets; that is, high-spending customers do not get a fast check-out, as retail shopping
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is seen as an egalitarian space. Process differentiation requires a time-sensitive process to
make waiting time (or the lack of it) a purchasable item. Thus, these tend to be processes
with a high process volume and a rather simple value proposition.

3.5 Process Initiation

Context – A dominating focus of exploitative process improvement is the acceleration
of a business process; that is, minimizing the time between the start and the final event.
This metric is commonly known as the time-to-customer or processing time. The digital
economy, with its richness of sensors and data, however, provides an opportunity to
explore if a process could be initiated earlier by identifying new triggering events.

Definition – Process initiation is the exploration of how new data sources can be used
to reduce process latency; that is, the time between the occurrence of a demand and the
initiation of the related process. This metric is also called time-to-process.

Value – Process initiation leads to new value if a reduced process latency constitutes
a source of competitive advantage; that is, organizations that respond faster to an event
than others will secure a higher share of the market.

Pattern – Process initiation is about the exploration of the ideal starting event for the
process with an ambition to create or access this event as soon as possible (Fig. 5).

Fig. 5. Process initiation

Example – Examples for how to reduce time-to-process can be found in the domain of
the Internet of Things. For example, a manufacturer using sensors to monitor the status
of a machine will be able to trigger a predictive maintenance process faster and, in turn,
create new value for its customers (who no longer have to monitor the machine). In a
similar way, a retailer providing the opportunity to order its products via voice-enabled
assistants will have a competitive advantage over those that require a customer to enter
such orders on an e-commerce site. Amazon Dash Replenishment, the successor of the
simple dash button, is an example of a sensor that leads to the generation of events
trigging a re-fill process (e.g., for printer cartridge). These are all examples of where the
process-owning organization has invested in the creation of new data (e.g., via a sensor).
Advanced analytics can be used to create leading as opposed to lagging signals and early
fulfillment (e.g., Amazon’s predictive shopping process).

Guidelines – In order to explore process initiation, a process designer needs to identify
those signals that could act as (earlier) triggering events for a business process. This
requires two alternative assessments of the process: (1) Can new (technical or social)
sensors be created? (2) Could the ability to conveniently create a new event be embedded
in existing channels (e.g., by developing an Alexa skill)?
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3.6 Process Commercialization

Context – Exploitative business process improvement is very much characterized by
making the business process the unit of analysis and then working with the variables as
defined within this unit of analysis. This leads to a careful analysis of the various process
elements (e.g., control flow, data, resources) and how these could be arranged in more
efficient and effective ways. Explorative process improvement, however, goes beyond
the business process and explores further environmental opportunities in its search for
process-enabled, new revenue models. The next three design patterns have such a lens
and explore new value opportunities as they relate to third parties.

Definition – Process commercialization is an assessment of whether there is a market
external to the organization that would be interested in deploying the entire process, or
relevant parts of it, as a service.

Value – Selling a process capability to a third party creates an entirely new revenue
channel and leads to new markets, new customers, and pricing and process provision
models in addition to the existing value proposition of the process for its current customer
base.

Pattern – The entire process or, more typically, a subset of the process is provided as a
service to a third party (Fig. 6). In a much broader definition of this design pattern, one
might also consider making (idle) resources (e.g., machines or staff) of the process or
data as they are generated within this process available to third parties or platforms.

Fig. 6. Process commercialization

Example – Airlines have, over the years, matured the process capability to calculate
prices dynamically; that is, basedonanumber of relevant context factors, such as calendar
time, time of the day, weather, events, etc., the ticket price is re-adjusted frequently. The
capability of the dynamic pricing process is a feature unique to this industry and has only
recently been adopted, for example, in the domain of e-commerce. However, there are a
number of industries thatwould benefit fromhaving access to a process capability helping
them to calculate the price of a product or service dynamically (e.g., cinemas). Other
examples of process commercialization can be found in the domain of open banking.
Here, a bank makes specific capabilities (e.g., budget calculation, savings management)
available as a plug-in solution to third-party customers. Amazon Web Services was at
least at the start of commercializing a ‘storage-as-a-service’ process.
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Guideline – A process designer exploring process commercialization needs (1) to
conduct an environmental scan in order to assess the market demand for the capa-
bilities of the process and (2) assess the feasibility to make this capability available
as a process-as-a-service offering. Relevant processes will need to have an isolatable
capability.

3.7 Process Integration

Context – Common BPM approaches focus on the activities of a process and assess
these in terms of their value, degree of automation, variation, weaknesses, and so on.
Events—the other constitutional element of a business process—have attracted far less
attention and are often only seen in their immediate role within the process. While the
design pattern process initiation has a temporal focus (process latency) and is dedicated
to exploring earlier access to the starting event, process integration is about exploring the
value of events for third parties and integrating their process-centered value proposition
within a larger ecosystem of business processes.

Definition – Within process integration, an event is assessed beyond its value for the
process, and it is evaluated if the event could meaningfully trigger complementary third-
party processes (trigger-as-a-service).

Value – Process integration creates a new revenue channel if third parties are willing
to pay a commission for accessing and benefiting from the event. The process-owning
organization acts in this case as an event broker.

Pattern – As part of the deployment of the process integration pattern, an event will fire
more than the existing process and also trigger additional third-party processes (Fig. 7).
These could be events in all stages of a process, from start to end events.

Fig. 7. Process integration

Example – A customer booking a flight creates a digital signal that he/she will not be at
home. As there is a high probability that a pet might require attention during the absence
of the traveler—the Australian airline Qantas, for example, estimates that two-thirds of
its customer base are pet owners—the related event has potential high economic value for
relevant service provides. Thus, Qantas has started a partnership with a company called
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Mad Paws that provides insured pet sitting as a service. As part of the flight booking
process, the related event (‘customer expressed an interest in pet sitting’) is brokered
to Mad Paws, and Qantas monetizes this event brokerage accordingly. In a similar way,
Qantas embeds Uber services in its process (see Sect. 3.2).

Guideline – Similar to process commercialization, process integration requires a strong
environmental sensing capability, as complementary third parties need to be identified
who might be interested in, and benefit from, access to events within the control of the
business process. This will be of particular relevance when the process provider only
satisfies a subset of the customer’s needs.

3.8 Process Attention

Context – The uptake of process monitoring and tracking in the form of smart things
and geo-information systems has placed increased emphasis on process observation.
Customers can now follow the item they have ordered (e.g., food, a parcel) via convenient
interfaces. Such process observations lead to an increased (digital) attention that is
devoted to processes and can be the source of new value for the organization.

Definition – Process attention is the exploration of whether the time a user spends
observing a process could be utilized to generate new value.

Value – Value via process attention is generated if the attention of the process user
can be channeled in a two-sided business model toward promotional intentions of third
parties. If so, an organization acts as a broker of attention time.

Pattern – Process attention adds an additional layer to an existing and otherwise
unchanged business process. This layer is the sphere of the process that is observed
by the process customer, and the time invested in this observation might be the source of
commercial value as it is valuable for a third party (Fig. 8). Process attention might be
in addition to the process (complementary advertisement) or embedded in the process.

Fig. 8. Process attention

Example – The pizza chain Domino’s developed a so-called pizza tracker that allows
customers to track each stage of their order in real time, covering themain stages of pizza
making, baking, and delivery. The Domino’s GPS driver tracker even allows customers
to geo-track the progress within the delivery. According to Domino’s, an analysis of
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customer behavior has shown that customers are spending up to 8 min observing the
progress of their order through the various stages. This ‘share of digital attention’ has
now the potential to stream additional advertisements. An example of an advertisement
that is embedded in the process is the New York-based start-up FreeATM that provides
free-of-charge ATM services with integrated, context-sensitive (e.g., time of the day,
socioeconomic status) 10-s videos before cash is provided to the customer.

Guideline – Applying process attention to one’s business processes will require either
a public process monitoring capability that is widely used (e.g., tracking of deliveries) or
the ability to integrate advertisements within the process, without that the customer opts
out or switches immediately to another provider. Like process differentiation, process
attention demands a careful assessment of its ethical concerns.

4 Discussion

Identifying revenue opportunities related to existing business processes is a task of
increasing relevance, but which, so far, has been out of scope for the BPM community.
The seven explorative process design patterns presented here are a first attempt to provide
a simple set of deductive prompts so that a revenue-sensitive lens on the management
of business processes becomes more reliable.

The seven patterns have been presented in isolation, but, of course, can be deployed
in combination as they complement each other in various ways; that is, they are a system
of patterns. For example, process differentiation and process attention go hand-in-hand
if an organization offers a process in which one variant includes an advertisement and
the other a payment for not being exposed to the advertisement. This is common in
music-streaming processes, for example. In a similar way, the same third party might
be interested in accessing an event of the business process (process integration) and
promote its services (process attention). Uber providing embedded services for Qantas
is a combination of process generalization (people> passenger) and process integration.

Table 1 provides a consolidating overview of the seven explorative process design
patterns. Unlike (reductionist) exploitation, process exploration is additive, and the spe-
cific additions to the existing business process are listed below. The first four patterns
create new value within the organization, while the last three create a new revenue model
involving a third party. Finally, the type of new revenue generated varies greatly across
these seven patterns. Process generalization is the most straight forward as it adds new
products to the business process. Process expansion and differentiation facilitate the
opportunity to charge for new activities, either as an additional element for the entire
process or in the form of a differentiated process variant. Process initiation creates amore
indirect revenue impact in cases where process latency (time-to-process) is a competitive
advantage.

The last three patterns create new market models (the last two are two-sided market
models) as they facilitate revenue streams in addition to the existing business process.
This could come in the form of a licensing model (charging for the use of a capabil-
ity as part of process commercialization) or as a commission model when charging
occurs for access to a process event (process integration) or customers’ time (process
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Table 1. Comparison of the seven design patterns.

Pattern Addition Third party? Revenue model

Process
generalization

New product No New product offering

Process expansion New activity No New margin grounded in
new value-adding activity

Process
differentiation

New variant No New margin grounded in
the tailored provision of
alternative process
performances

Process initiation New (start) event No New customers because of
earlier process provision

Process
commercialization

New customer for
activity

Yes License for use (e.g.,
per-per-use)

Process integration New customer for the
event

Yes Commission model (e.g.,
pay-per-event or
conversion)

Process attention New customer for
attention

Yes Commission model (e.g.,
pay-per-click or time)

attention). In these three patterns, third party involvement is needed, while it may be
part of the design in some of the other patterns (e.g., process generalization: UberEats
involves restaurants). The involvement of third parties also shows that an idea that started
with deploying an explorative business design pattern can quickly become a more com-
prehensive undertaking, relying on further factors far beyond business processes—for
example, establishing a mutually beneficial partnership model. This demonstrates how
tightly coupled some of the proposed patterns are with the domain of business model
innovation and business model patterns.

5 Conclusions, Limitations, and Future Work

Explorative BPM is dedicated to creating new value from existing business processes.
Thus, it goes beyond the established, reactive time–cost–quality-bound approach of
exploitative BPM. However, while the latter is nowadays a mature discipline, the body
of knowledge, including the tools, methods, and techniques for explorative BPM, is
still in its infancy. This is concerning, as disruptive innovation tends to threaten an
organization’s revenue model and its business processes as opposed to its model of
operational excellence. As a result, exploitative BPM can be seen as a necessary—and
explorative BPM as the sufficient—condition for revenue-sensitive processes.

This paper contributes to the understanding of explorative BPM by proposing seven
design patterns that help as heuristics in identifying new sources of revenue models for
existing business processes—process generalization, process expansion, process differ-
entiation, process initiation, process commercialization, process integration, and process
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attention. However, unlike exploitative process improvement patterns (e.g., elimination),
which tend to lead to predictable outcomes asmost variables are under the organization’s
control (e.g., bottleneck disappeared), explorative design patterns are far less predictable
in their results. Rather, endogenous variables are important too for their success (e.g.,
customers or third parties need to desire and adopt a new process value on offer). This
also explains why explorative process improvement patterns are close to businessmodels
and broader than exploitative process improvement patterns.

This paper is largely conceptual in nature and, as a result, comes with a set of
limitations. First, the paper is not grounded in a comprehensive secondary or primary data
set, and it can be assumed that this absence of empirical insights has led to compromises
in terms of the detailed understanding of each of the seven patterns or the completeness
of this list of patterns. Second, at this stage, there is only a schematic and not a formal
articulation of each pattern provided. Third, a structured analysis of revenue models as
they are discussed within the business model literature [31, 32] has not been conducted.
Fourth, the guidelines are limited; that is, we must ask under what circumstances is a
pattern applicable, what capabilities are required, and what are its implications?

As one of the first contributions toward explorative process design patterns, this
paper has the potential to trigger a number of future investigations. One obvious pathway
would be the detailed study of the contextual factors that constitute the relevance and
ultimate success of these patterns. For example, what are the process characteristics and
contextual factors (e.g., customer and markets) that lead to the successful deployment
of a proposed design pattern (i.e., the generation of new value)? Future research could
also study comparative benefits between the design patterns, such as articulate these
as a design selection problem and help prioritization among them. Finally, case-based
research could lead to a deeper understanding of the deployment of these patterns and
related assessments, including their feasibility, viability, and desirability.
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Abstract. To support companies in systematically improving their business pro-
cesses, academia has developed and published various business process maturity
models in recent decades. Tarhan et al. (2016) expressed initial doubts about the
quality of many of the models in their literature review. This paper extends their
review by five years (2015–2019) and additionally analyzes the publication outlets
as an indicator of model quality. The results strongly provide that business process
maturity models are mainly released in less-recognized journals. A reason for this
might be problems with replicability and relevance, which are the main criteria
for acceptance in higher-quality journals. This finding motivated the derivation of
literature-based criteria to increase the transparency, the replicability, and the con-
tent relevance of these models. These criteria are a first step to support researchers
in publishing more transparent and replicable business process maturity models
and to guide reviewers when evaluating papers that are considered for publication.
In addition, practitioners benefit from more useful and accessible models.

Keywords: Business process · Business process management ·Maturity model ·
Systematic literature review · Publication outlets · Transparency · Replicability

1 Introduction

To be able to compete in today’s environment with permanent competitive pressure,
more complex value chains, and economic uncertainty, a continuous improvement of the
underlying business processes is necessary. Business processmaturitymodels (BPMMs)
are regarded as an essential instrument [26] when determining the organization’s sta-
tus, deriving improvement measures, and conducting cross-company comparisons [15].
Thus, these models offer a structured approach to initiate and support short-term oper-
ational projects as well as facilitate long-term strategic changes [15]. As a response to
practical interest, a steady increase in publications can be observed over recent decades
[46, 48]. Pöppelbuß and Röglinger were the first to reflect critically on this and therefore
questioned “[…] whether high quantity goes along with high quality” [46, p. 1]. Tarhan
et al. [56] conducted a systematic review of the literature published between 1990 and
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2014. In line with Pöppelbuß and Röglinger [46] observation, one of their findings was
initial doubt about the quality and usefulness of some reviewed BPMMs. Since then,
five years have passed. Therefore, this paper complements the previous review with a
detailed search for and analysis of recent BPMM developments. Accordingly, the first
research question is:

(1) Considering the most recent BPMM publications, how has the state of research
regarding BPMMs changed in the last five years?

The results indicate only minor changes in the research area. To further investigate
whether a critical perspective on the quality of some BPMMs may be justified, we
additionally address the following research question:
(2) How well recognized are the publication outlets of BPMM articles?

Thefindings indicate that the papers aremainly published in less-recognized journals.
This can be attributed to a low reproducibility of the design/concept and method as
well as little relevance to theory and practice, which are fundamental requirements for
publication in highly ranked journals [7]. To improve on these issues, we posit a third
research question:
(3) Which criteria should authors consider when publishing BPMMs?

The study at hand contributes to existing knowledge (1) by guiding researchers in
implementing greater transparency and thus creating a solid and substantiated BPMM
and (2) by providing reviewers with a detailed checklist to rely on when evaluating
submitted models in the future, which will also lead to more applicable models in
practice.

The remainder of the article is structured as follows: The next chapter describes the
approach and the results of the extended literature review. In addition, the publication
outlets of all journal publications are analyzed. Subsequently, criteria for publishing
transparent and replicable BPMMs are first derived and then applied to five recently
released models. This research concludes with a summary of the key results, theoretical
and managerial implications, and the description of further research opportunities.

2 The Status Quo in BPMM Research

In the past, several literature reviews of BPMMs have been conducted, e.g., [58, 61]. The
most comprehensive review was published by Tarhan et al. [56]; their review focuses on
challenges in the field of BPMM and tries to stimulate further research. The review is
conducted in a general “all-inclusive manner” with no specific focus on a certain domain
or aspect of business processmanagement (BPM). They examined studies that were pub-
lished between 1990 and 2014 in academic journals, conference proceedings, and books.
Overall, 61 studies out of 2,899 references were selected for further analysis. In line with
Wendler [61], they state that the majority of publications involved the development of
a BPMM, the application of a model, or a comparison between models. A key finding
is the lack of empirical research on model development. In addition, Tarhan et al. [56]
call for more prescriptive rather than descriptive models to provide more guidance for
organizations to progress to the next maturity level. They stress that a major prerequisite
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for a model to fulfill its prescriptive purpose is comprehensive documentation. Most
notably, the authors report that only a few studies examine the relationship between
BPMMs and improved business performance. Therefore, they conclude: “[…] 4 out of
9 leading maturity models have not been subjected to an empirical validation reported
in the existing literature at all […]. These numbers indicate that there is very limited
empirical evidence on […] the usefulness of the maturity models.” [56, p. 128].

2.1 Review of Recently Published BPMM Research

Because Tarhan et al. [56] review process ended in 2014, this paper extends the previous
search with a detailed analysis of the latest BPMM developments (2015–2019). The
original search (OS) adopted search terms and databases from Tarhan et al. [56] and is
complemented by a forward (FS) and backward search (BS). Initially, 5,221 references
(OS: 2,744; FS: 489; BS: 1,988) were retrieved, with 69 of those (OS: 49; FS: 16; BS: 4)
considered relevant for further analysis. Combined with the 61 articles that have been
identified byTarhan et al. [56], these findings indicate that in almost 30 years, 130 articles
have been published in the field of BPMM. Moreover, the publication rate has increased
considerably in recent years (see Fig. 1), and the publication type has changed. While
the majority of studies used to be published in conference proceedings (journals: 25;
conferences: 29; books: 7), in the last five years, articles are more frequently published
in journals (journals: 39; conferences: 30; books: 0).
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Fig. 1. Distribution of articles by year.

A more detailed analysis shows that McCormack and Johnson’s maturity model
(BPO-MM) [37] (27 studies), Rosemann and de Bruin’s model (BPM-CF) [49] (24),
and OMG’s BPMM (BPMM-OMG) [45] (23) are the ones most frequently referred to
in the literature. These three models, along with the Capability Maturity Model Inte-
gration (CMMI) [54], reveal the strongest increase in publications between 2015 and
2019. Moreover, the BPO-MM, BPM-CF, and BPMM-OMG are the most commonly
used models to examine the relationship between BPMMs and improved business per-
formance (1990–2014: 7; 2015–2019: 7). Nevertheless, the total number of those articles
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remains low. Tarhan et al. [56] reported a set of nine ‘leading’ maturity models based on
the recognition that the models received in academia. Based on the findings of this com-
plementary review, we suggest adding another three to the list of ‘leading’ models – the
CMMI, the Process Performance Index (PPI) [50], and the Business Process Maturity
(BPM-MC) [35]. To analyze the most recent research streams, all articles were classified
in terms of content and focus in accordance with the procedure used by Tarhan et al.
[56] (see Appendix A). The subcategories ‘description’ (20), ‘empirical study on appli-
cation/validation’ (24/22), and ‘theoretical analysis’ (21) show the strongest increase
(see Fig. 2).
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Fig. 2. Number of articles per BPMM by research content (Note: An article may have multiple
research contents and may address multiple BPMMs).

The number of studies presenting a developedmodel (‘release’) clearly decreased (5).
The call for more empirical research on the development of maturity models has not yet
been accounted for. The subcategory ‘meta-analysis’ replaces ‘development’ as the one
with the most published studies (see Fig. 3). The other three subcategories, in particular
‘meta-analysis’ (23), have experienced strong growth.
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Returning to Tarhan et al. [56] hypotheses, it can be stated that hardly anything has
changed in the area of BPMMs (see Table 1). H2 and H3 remain valid, whereas minor
progress has been made concerning H1 and H4. It appears that most of Tarhan et al.
[56] recommendations, e.g., refining the prescriptive features of existing BPMMs, have
been neglected to date, which leads us to the conclusion that the initial doubts about the
quality of BPMMs remain valid. To substantiate this hypothesis, we extend the literature
analysis by examining the publication outlets of the individual articles in the following
paragraph. Highly ranked journals are known to pay particular attention to scientific
standards, so it should be difficult to publish articles with qualitative weaknesses in such
outlets. Thus, if the assumption of lower quality is substantiated, this should be reflected
in the publication outlets.

Table 1. Summary of the findings regarding the hypotheses proposed by Tarhan et al. [56].

Hypothesis by Tarhan et al. [56] Results (2016) (p. 129) Results (2020) 

H1: The BPM academic communi-
ty has put more effort and empha-
sis on developing maturity models 
than empirically evaluating them. 

Around one-third of the 
studies introduce a BPMM 
(20 models in 61 studies). 
Only 2 out of 9 leading 
models are referred to by 
studies that involve empiri-
cal works on their develop-
ment, application, and vali-
dation. 

Around 7 % of the studies 
introduce a BPMM (5 mod-
els in 69 studies). None of 
the three leading models 
have been used in empirical 
works on the development, 
application, and validation 
of BPMMs. 

H2: There is a lack of studies 
validating that an increased pro-
cess maturity level of an organiza-
tion with respect to a BPMM leads 
to an improved business perfor-
mance. 

Only 7 out of 61 studies 
confirm that an increased 
process maturity level leads 
to an improved business 
performance. 

Only 7 out of 69 studies 
confirm that an increased 
process maturity level leads 
to an improved business 
performance. 

H3: Most BPMMs display descrip-
tive rather than prescriptive char-
acteristics. 

The majority of the pro-
posed models possess de-
scriptive properties and 
show limited prescriptive 
features.  

The three leading models 
possess mainly descriptive 
properties and have limited 
prescriptive features. 

H4: The distinction between a 
maturity model and an assessment 
model is not well defined in the 
BPMM research. 

Only 2 out of 9 leading 
models make a distinction 
between the maturity model 
and the assessment model. 

2 out of 3 leading models 
make a distinction between 
the maturity model and the 
assessment model. 

2.2 Publication Outlets of BPMM Research

From a BPMM author’s perspective, the journal’s level of recognition plays a decisive
role, as it impacts the highest possible model application and dissemination rate. Conse-
quently, authors will try to publish their models in the most highly recognized journals.
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Over the years, there has been a growing interest in creating systematic and objective
evaluation methods to determine the quality of a journal. Several researchers, including
Garfield [19] and Hirsch [24], have proposed so-called impact factors. In general, the
higher the impact factor is, the higher the ranking of the journal and thus the reputa-
tion of the published paper. Accordingly, we analyze the publication outlets of the 64
articles that have been published in academic journals (1990–2019). This accounts for
49% of all 130 reviewed publications. To determine the value of the publications, three
impact factors are used: (1) the index by Thomson Reuters (Reuters Index) [60], (2)
the H Index by Hirsch [24], and (3) the SCImago Journal Rank (SJR) indicator [51].
The impact factors are based on data from SJR – SCImago Journal & Country Rank
(www.scimagojr.com, as of January 2020). Unlisted journals, such as “Computer and
Information Science”, are rated with an impact factor of 0. Beyond that, the mean values
of each impact factor are calculated (see Table 2). Considering all publications (1990–
2019), the average Reuters Index is 2.4, the average H Index is 43.6, and the average
SJR index is 0.5. Furthermore, the analysis is extended to several subcategories that are
related to model development and application in general. When comparing the means,
the values from the 2015–2019 publications are mostly below those of the 1990–2014
publications. Herein, the subcategories ‘release’, ‘empirical study on application’, and
‘application’ show the greatest differences between the periods.

To assess the influence and relevance of the journals, the mean values (1990–2019)
are comparedwith the average impact factor of selected overarching subject categories of
the journals. For that purpose, the top 50 journals were identified using the SJR website
to calculate their average impact factor (see Table 3). It is striking that for the period from
1990–2019, the highest values of the considered article categories (see Table 2; Reuters
Index: 3.2 for ‘release’ publications, H Index: 47.7 for ‘development’ publications,
SJR: 0.6 for multiple categories) only reach the lowest mean values of the selected
subject categories (see Table 3; Reuters Index: 2.8, H Index: 47.4, SJR: 1.0 in each
case for ‘Management Information Systems’) and are well below their average values
(Ø subject categories, as shown in Table 3). To better understand the significance of the
individual values, Table 3 also lists the lowest and highest values of each index across
all subject categories and across the selected overarching subject categories. Although it
must be acknowledged that impact factors change over time, the comparison provides a
strong indication that articles about BPMMs are published in less-recognized journals,
which are of minor relevance in the scientific community. This finding is supported by
van Looy, who notes that “[…] the many existing BPMMs are assumed to differ in
quality” [57, p. 18]. Reasons for this might be an insufficient theoretical foundation and
methodology as well as unsatisfactory model documentation; these reasons can lead
to a lack of replicability, which seems to be a general problem with maturity models
[2, 5, 13, 38]. Since the replicability of a design/concept and the methodology are key
criteria that are regularly used in peer-review processes and by editors when evaluating
submissions [7], these results are hardly surprising. To improve on this issue, researchers
need to pay particular attention to transparency, which serves as a strong indicator of
the ability to replicate research results [1, 10]. Furthermore, to increase the chances of
publication, research has to be considered relevant to theory and practice. Research is
considered relevant if it is significant or useful [9]. To ensure this for BPMMs, authors

http://www.scimagojr.com
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Table 2. Impact factors of BPMM research.

Article classification Period # Articles Reuters Index H Index SJR 

Release 
1990–2014 6 3.9 59.8 0.4 
2015–2019 4 2.1 27.5 0.5 
1990–2019 10 3.2 46.9 0.5 

Description 
1990–2014 4 1.2 33.3 0.3 
2015–2019 11 2.5 43.3 0.8 
1990–2019 15 2.2 40.6 0.6 

Empirical study  
on application 

1990–2014 10 3.8 60.3 0.9 
2015–2019 11 1.3 20.6 0.3 
1990–2019 21 2.5 39.5 0.6 

Development 
1990–2014 9 2.9 51.3 0.4 
2015–2019 3 2.8 36.7 0.7 
1990–2019 12 2.9 47.7 0.4 

Application 
1990–2014 6 5.2 83.0 1.2 
2015–2019 10 1.4 20.8 0.3 
1990–2019 16 2.8 44.1 0.6 

Total 
1990–2014 25 3.4 61.8 0.7 
2015–2019 39 1.8 31.9 0.4 
1990–2019 64 2.4 43.6 0.5 

Note: The mean values include the impact factors of publications from FS and BS. Since 
Tarhan et al. did not perform any FS or BS, we also analyzed the mean values without articles 
found in the FS and BS, which revealed only minor differences and did not affect the conclu-
sions

should refer to empirically studied cause-effect relationships when defining the model
content, especially with respect to the BPM application fields. This addresses our third
research question. In an endeavor to provide better guidance for authors, reviewers, and
editors, we again review existing literature to identify transparency and content criteria
and thus seek to increase not only the quantity but also the quality of publications in the
years ahead.

3 Transparency and Content Criteria for BPMM Development

To date, only a few publications have contributed to the development and communica-
tion of maturity models in general: on the one hand, procedure models, such as those by
Becker et al. [5] or de Bruin et al. [12], have been published; on the other hand, general
design principles by Pöppelbuß and Röglinger [46] have been released. None of the
related work has aimed at deriving transparency and content criteria. Our study repre-
sents a first step to address this issue. Against this background, we conducted a literature
search in the EBSCO, Google Scholar, ScienceDirect, and Web of Science databases
with the search terms ‘maturity model’, ‘capability model’, ‘design science’, ‘trans-
parency’, ‘business process management’, ‘business process’, ‘business performance’,
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Table 3. Impact factors of the top 50 journals in selected subject categories.

Subject category according to SJR Reuters Index H Index SJR 

Range incl. all subject categories {0;206.9} {0;1096} {0.1;72.6} 

Range incl. 12 selected subject categories {0;19.4} {0;335} {0.1;30.5} 

Business and International Management 5.3 103.1 3.1 
Business, Management and Accounting (misc.) 3.7 84.5 1.9 
Computer Science Applications 7.4 144.6 2.6 
Economics and Econometrics 5.6 137.2 7.4 
Industrial and Manufacturing Engineering 5.2 101.8 1.8 
Information Systems 6.0 93.3 1.8 
Information Systems and Management 3.5 57.9 1.1 
Management Information Systems 2.8 47.4 1.0 
Management of Technology and Innovation 4.7 98.4 2.5 
Management Science and Operations Research 3.7 85.2 1.8 

8.6erawtfoS 124.3 2.2 
Strategy and Management 5.6 123.7 3.5 
Ø Subject categories 5.0 100.1 2.6 

‘empiric*’, and ‘valid*’. It should be noted that our search included only academic liter-
ature and excluded publications, such as white papers, expressions of opinions, student
papers, PowerPoint presentations, and papers published in nonacademic journals and
magazines. After reviewing the titles, abstracts, keywords, content, and removing dupli-
cate studies, a total of 33 relevant articles were identified [4, 5, 8, 12, 14, 16, 17, 20–23,
25, 27–29, 31–34, 36–42, 44, 46, 47, 52, 55, 59, 61]. The criteria proposed in the publica-
tions were highlighted, were then structured according to their intended use, and dupli-
cates were eliminated. Finally, they were grouped according to the three dimensions:
(1) methodology, (2) model documentation, and (3) model content scope (see Tables 4
to 6). Although we do not claim that the derived set of criteria is exhaustive, we are
confident that it will provide a good starting point for further research and discussion.

3.1 Literature-Based Criteria

Methodology: To ensure scientific rigor and to create a theoretically sound model, an
appropriate methodologymust be adopted in the design and evaluation process. Drawing
on existing knowledge, several procedure models, such as de Bruin et al. [12] and
Becker et al. [5], have been proposed to provide standardized and methodological steps
(see Table 4). For model development, explorative research methods – especially focus
groups, case studies, or Delphi studies – are suggested in addition to literature reviews
[5, 12, 32, 59]. Simulations, experiments or qualitative research methods, e.g., expert
interviews, can be considered for improving models [5, 21, 55]. For model validation,
the studies suggest the use of field experiments, surveys, expert interviews, focus groups,
and case studies [38, 55, 61].
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Table 4. BPMM criteria for the dimension ‘methodology’.

Element Criteria for BPMM publication 

Procedure model e.g., Becker et al. [5], de Bruin et al. [12] 

Development method Literature review, case study, Delphi study, focus group 

Evaluation method Demonstration with prototype, experiment with prototype or  
system, benchmarking, survey, expert interview, focus group 

Application method Case study, field experiment, survey, expert interview, focus 
group 

Model Documentation: Due tomodel application and dissemination depending on doc-
umentation quality, the provision of a high degree of transparency is important for the
respective user groups. Therefore, describing the model’s purpose (descriptive, prescrip-
tive, or comparative) is essential [46] (see Table 5). In addition, model components, such
as the title and a description for each maturity level, the number of dimensions and ele-
ments, and a description for each activity, should be provided [17, 34, 46]. Depending on
the model purpose, additional elements should be published. For descriptive models, the
evaluation criteria and methodology should be described, whereas for prescriptive mod-
els, improvement measures, decision criteria, and methodology should be highlighted
[46].

Table 5. BPMM criteria for the dimension ‘model documentation’.

Element Criteria for BPMM publication 

Purpose of use Descriptive, prescriptive, comparative 

Basic components Number of levels, descriptor for each level, generic description 
of the characteristics of each level, number of dimensions, num-
ber of elements for each process area, description of each activi-
ty as it might be performed at each maturity level 

Components of                  
descriptive maturity 
models 

Intersubjectively verifiable criteria for each maturity level and 
level of granularity, target group-oriented assessment  
methodology 

Components of               
prescriptive maturity 
models 

Improvement measures for each maturity level and level of  
granularity, decision calculus for selecting improvement 
measures, target group-oriented decision methodology 

Model Content Scope: To assess the content of the model, we rely on BPM factors,
whose influence on business performance has been empirically confirmed by at least
two independent studies. This resulted in five relevant constructs: (1) organization,
(2) supply chain integration, (3) process, (4) IT, and (5) employees (see Table 6).
‘Organization’ addresses the company structure, which is adapted to the process view
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Table 6. BPMM criteria for the dimension ‘content scope’.

Element Criteria for BPMM publication 

Organization Organizational structure, strategic alignment, culture 

Supply chain integration Supplier orientation, customer orientation 

Process Process focus, process owner, definition and documentation of 
processes and process measurement, design of processes,  
measurement of processes, improvement of processes 

IT Support of IT tools 

Employees Design of jobs and workplace, employee development, employ-
ee involvement and motivation, employee information exchange 

[e.g., 8, 29]. Furthermore, the strategic focus determines the alignment of the busi-
ness processes, whereas the corporate culture is based on teamwork, willingness to
change, and a cooperative management style [e.g., 39, 47]. ‘Supply chain integra-
tion’ addresses the relationships among companies, their suppliers and customers. It
is mainly about joint planning, forecasting, and process improvement between suppliers
and companies as well as understanding customer needs and increasing their satisfaction
[e.g., 8, 39]. The third construct ‘process’ relates to the coordination and improvement
of business processes. In addition to the process view, this includes the determination
of process owners [e.g., 25, 28]. The definition and documentation of the essential pro-
cesses are the starting point for the design, evaluation, and continuous improvement
of the processes [e.g., 36, 40, 44, 52]. The construct ‘IT’ involves the redesign and
application of suitable IT systems both within and across companies [e.g., 14, 47]. The
construct ‘employees’ addresses the recruitment, commitment, and development of staff
[e.g., 8, 25, 47]. Moreover, it places emphasis on the interaction and communication
between employees and management [e.g., 23, 31]. These dimensions represent capa-
bilities that have a proven effect on the organization’s performance. Therefore, at least
one construct should be thematically addressed by BPMMs.

3.2 Evaluation of Recently Published BPMMs

To further emphasize the observation that many BPMM publications show qualitative
weaknesses, we assessed the five models that, according to the literature review in
Sect. 2.1, were released between 2015–2019: (1) the MM-AND [3], (2) the MM-BER
[6], (3) the MM-CHA [11], (4) the MM-FRO [18], and (5) the MM-SLI [53]. Using
a structured content analysis [30], the coding process was performed using MAXQDA
Plus 2018. Each article represents a unit of analysis. Initially, coderA,who developed the
criteria, coded the articles based on the codebook. To confirm that the criteria application
is not limited to one researcher, a second coder (coderB,whohas studiedmaturitymodels
for years) independently worked on the same five models. Criteria that are not included
in the codebook but mentioned in the articles were assigned to the category ‘others’
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and analyzed separately. This category was used for the evaluation method of the MM-
AND, as informal interviews, secondary documents, and observations were applied in
addition to expert interviews. After the coding process, both files were merged, and the
coded sections were compared against each other. An “agreement rate” (representing
the number of matching recordings divided by the number of all recordings) of 84.03%
was achieved. This value falls within the range that is considered reliable [43, p. 143].
Before the data were interpreted, all disagreements were discussed until a consensus
decision was reached. The detailed results of the analysis can be found in Appendix B.

Although procedure models for the creation of maturity models have been publicly
available for approximately ten years, only two articles (articles about the MM-BER
and theMM-SLI) refer to such procedure models. When developing models, the authors
draw solely on existing literature; other methods are not applied. One article reports
an extensive evaluation process using different methods, such as case studies and inter-
views (MM-AND), whereas the other articles do not even address the evaluation of their
models. It remains unclear whether an evaluation took place or whether the evaluation
is simply not described. In contrast, validation in practice is reported more frequently
(MM-BER, MM-CHA, MM-FRO), mainly using case studies (MM-CHA, MM-FRO).
Furthermore, it can be concluded that basic components are usually documented, includ-
ing the number of maturity levels, the descriptors for each level, and the number of
elements for each process area. However, the important criterion ‘description of each
activity as it might be performed at each maturity level’ is not addressed, although this
criterion is crucial for both model applicability and dissemination in practice. No article
adequately addressed criteria for descriptive models, and criteria for prescriptive pur-
poses are not considered at all. We therefore conclude that the previously described lack
of quality [46, 57] has not improved in recent years – at least not with regard to the
five models under investigation. Two models consider almost all content criteria (the
MM-BER and the MM-CHA), whereas the others have room for improvement. The cri-
teria ‘strategic alignment’ and ‘definition and documentation of processes and process
measurement’, which are incorporated by all five models, are considered to be partic-
ularly important. It is striking, however, that ‘process focus’ and ‘design of jobs and
workplace’ are addressed by only one model each. ‘Management of financial resources’
and ‘management contract’ are, for example, elements that are not included in the code-
book but mentioned in the maturity models. Our literature search did not identify at
least two independent studies that verified the influence of these factors on business
performance. Thus, no statement about the relevance of these elements can be made.
Furthermore, it can be concluded that in almost all cases, comprehensive documentation
that would allow for replicability and self-assessment by companies is not accessible.
This reinforces the approach of improving transparency and relevance to achieve greater
replicability and to publish BPMMs in higher quality journals.

4 Conclusion

This paper provides several theoretical contributions. First, it updates the exhaustive
literature review that was conducted by Tarhan et al. [56]. We find that in the past five
years, more BPMM articles have been published, but the research gaps originally iden-
tified by Tarhan et al. [56] remain valid. Special focus should be given to contributions
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that address the impact of BPMMs on business performance. However, empirical stud-
ies on the development of maturity models should also be further emphasized. Second,
we extended Tarhan et al. [56] work by analyzing the outlets in which BPMMs were
published. We find that BPMM articles of the past three decades have been mainly
published in less-recognized journals. We argue that an important reason for this is a
lack of methodological rigor and a low level of model documentation, which both limit
the model’s replicability, a key factor by reviewers in high-quality journals. Third, the
study introduces criteria in three dimensions (methodology, model documentation, and
content scope) to improve the transparency and relevance of BPMMs. The criteria were
assessed using five previously published BPMMs. In particular, the dimension ‘method-
ology’ has been strongly neglected. The ‘model documentation’ and ‘model content
scope’ dimension were addressed better; however, decisive criteria that would allow the
application of the model in practice are still missing. The results underpin the need to
increase transparency to achieve greater replicability and consequently to publish these
models in higher-quality journals that have more relevance and influence on both the
scientific community and practice.

Our proposed criteria constitute a first step towards overcoming this challenge but do
not represent an exhaustive list of criteria that must be followed. Instead, these criteria
are a starting point towards better BPMMs that can provide some orientation. The criteria
can be valuable for (1) supporting academia in the publication of scientifically sound
and transparent work on BPMMs and (2) providing reviewers with a detailed checklist
to rely on when evaluating submitted models in the future. In addition, decision makers
in companies can also benefit from well-founded and more transparent BPMMs. Thus,
more efficient model selection and application can be ensured. Moreover, this study is
a good starting point for decision makers who are thinking about applying a maturity
model to improve business processes. By extending the literature review (2015–2019),
practitioners obtain an overview of which current and ‘leading’ BPMMs are suitable for
each area andwhere limitations exist. Finally, the extended overview enables researchers
to build on the identified research gaps. A limitation of the paper is that the criteria are
based solely on the literature. To confirm the criteria’s usefulness, a long-term study
would have to be conducted. Furthermore, the criteria have only been tested on a small
number of models. An application to other maturity models should be considered. In
addition to the lack of quality, there may be other reasons for not publishing BPMMs in
higher quality journals. Further investigations are needed, such as examining the reviews
of BPMM papers that are submitted to highly-ranked journals. Despite the limitations
mentioned herein, we believe that such research helps to improve BPMMs, which is
warranted to further support the continuous improvement of business processes in times
of increasing competitive and economic pressure.

Appendix A. Categorization of the Studies

Due to page restrictions, the complete list of the 69 references for the supplementary
systematic literature analysis (2015–2019) (see Digital Appendix A) and their catego-
rization of the studies (see Digital Appendix B) can be found in the supplementary
material.
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Appendix B. Overview of the Five Analyzed BPMMs

Criteria for transparency MM-
AND 

MM-
BER 

MM-
CHA

MM-
FRO 

MM-
SLI 

Literature review x x x x 
Case study 
Delphi study 
Focus group 
Procedure model  x   x 
Demonstration with prototype 
Experiment with prototype or system 

gnikramhcneB
yevruS

Expert interview x     
Focus group 

xsrehtO
Case study   x x  
Field experiment 

yevruS x 
Expert interview 
Focus group 

xevitpircseD x x x x 
xevitpircserP x 

evitarapmoC x 
Number of levels x x x  x 
Descriptor for each level x x x  x 
Generic description of each level x x x  x 
Number of dimensions x x x x x 
Number of elements for each process area x x x x x 
Description of each activity 
Intersubjectively verifiable criteria x x   x 
Assessment methodology   x  x 
Improvement measures 
Decision calculus to select measures 
Decision methodology 
Organizational structure  x  x x 
Strategic alignment x x x x x 

erutluC x x 
Supplier orientation  x x   
Customer orientation x x x   
Process focus   x   
Process owner  x x   
Definition and documentation x x x x x 
Design of processes x x x x  
Measurement of processes x x x x  
Improvement of processes  x x  x 
Support by IT-tools x x x x  
Design of jobs and workplace    x  
Employee development  x x x x 
Employee involvement and motivation  x   x 
Employee information exchange  x x   
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Abstract. Stakeholder engagement is well established as a critical success fac-
tor in Business Process Management (BPM) projects. Yet, guidelines to identify
the relevant stakeholder groups and their specific activity is lacking. This study
addresses this gap through a typological framework of stakeholder groups in pro-
cess improvement (PI) projects. The framework is developed inductively from
an in-depth case study and contextualized through a synthesis of literature from
two different areas; process management and stakeholder research. The resulting
framework offers a comprehensive matrix of six diverse stakeholder groups based
on their affiliation to a BPM project and their role in the process. The framework
differentiates between internal and external stakeholders and identifies three cat-
egories of each, namely; those impacted by; a catalyst for; and/or a facilitator
of ; the process improvement efforts. The framework recognizes the fundamental
differences between BPM stakeholders with insight into the origin of those differ-
ences and provides a basis for planning and executing engagement activities with
different stakeholder groups.

Keywords: Business Process Management · Process improvement ·
Stakeholders · Stakeholder-Groups · Stakeholder engagement · Stakeholder
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1 Introduction

Organizations invest in continuous improvement of their business processes to achieve
efficiency and innovation objectives, making the study of Business ProcessManagement
(BPM) a rapidly growing field. While BPM should be a continuous practice that facili-
tates efficiency and effectiveness, in reality it is often practiced in organizations through
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short-term process improvement (PI) projects aiming to solve specific inefficiencies or
create specific gains. Process improvement (PI) projects are often diverse in nature [1]
but commonly go through lifecycle stages of process identification; discovery; analy-
sis; redesign; implementation; and monitoring and controlling [2]. The current body of
BPM research has been effective in sharing technical developments that have proven
to show high impact outcomes [3]. However, managerial and organisational challenges
have not been so well addressed by the existing technically oriented research [4]. The
literature does recognise the critical role that people play in BPM initiatives [e.g. 4, 5]
but the management of the non-technical (human) aspects of BPM initiatives requires
more attention and is noted as an under-researched area in BPM [4, 6].

There are many success stories involving BPM projects, but also substantial failures
reported [7–9]. It is suggested that 60–80% of BPM projects fail, [9, 10] representing
a significant waste of organisational resources. Such failure rates also challenge the
relative value of BPM generally. Fundamental to the success of any BPM project is the
identification, engagement and management of stakeholders [9, 11, 12]. Although this
can be said of any project, given the continuity andwide-spread nature of BPMpractices,
it demands a fresh look at understanding stakeholder engagement. Given that BPM is
meant to be an organisational-wide, ongoing, practice, the relationship between parties
involved in diverse improvement projects differs from discrete, non-BPM projects. This
difference can be expected to amplify the importance of stakeholder engagement, as the
legacy of one BPM activity builds upon the next.

The importance of stakeholder engagement is being increasingly acknowledged.
Furthermore, appropriate stakeholder engagement has specifically been listed as a critical
success factor for process improvement (PI) initiatives [e.g. 9, 13–15]. Yet to date, there
is very little guidance on stakeholder enagement in BPM projects, with no consistency
in the definition; the various terms used to describe different stakeholders, and confusing
discussions on who are the stakeholder groups influencing BPM projects. For example,
the literature refers to various groups such as ‘users’ [13], ‘front-line staff’ [9] and
‘process participants’ [2], among others. The lack of a clear understanding of key BPM
stakeholders inhibits the ability to identify, plan, and interact with themwhich is essential
in enabling appropriate stakeholder engagement. The lack of a guiding framework leads
to practitioners grouping stakeholders in differentways, potentiallymissing some groups
entirely in engagement plans for PI initiatives. Excluding stakeholders could contribute
to project failure.

This research aims to answer “what are the key stakeholder groups involved in and
affected by Process Improvement Projects?” to gain insights into the roles they play and
their influence within projects.

While there are many definitions of the term stakeholder we adopt Freeman’s [16]
widely used definition “any group or individual who can affect or is affected by the
achievement of the organization’s objectives”. Freeman’s definition covers both individ-
uals and groups however, in this research, we focus on ‘stakeholder groups’ as organiza-
tions manage most of their stakeholders as ‘groups’ (or clusters) rather than individually.
In the paper we present a review of related work (Sect. 2), the studymethod (Sect. 3), and
the findings (Sect. 4) presenting the typological framework and the supporting evidence
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base (Table 2). Each of the six identified stakeholder groups of the framework is detailed.
The paper concludes with a discussion and outlook for future work.

2 Literature Review

This section summarizes two key areas of related research, both intended to further
delineate the research gap. In Sect. 2.1 we summarize different stakeholder theories
popular in general organizational contexts, critiquing their applicability in the context
of process improvement projects. The second Sect. 2.2 presents a brief overview of
how existing BPM studies cluster and discuss stakeholders, highlighting the lack of any
formal approach to systematically and holistically identifying BPM stakeholder groups.
Insights from here1 are used to triangulate and support empirical insights that emerged
from the case study (see Sects. 3 and 4).

2.1 Stakeholder Theories

The question of ‘who is a stakeholder?’ is a complex one [e.g. 17, 18]. Many theories
have been put forward, however the topic is still debated [19]. In this section we outline
two popular theories which have been used in BPM literature, Freeman’s [16, 20] stake-
holder theory and Mitchell et al.’s [21] theory of stakeholder identification and salience.
Finally, we also consider a more recent theory by Miles [22] which has attempts to pro-
vide different categories of stakeholders. Each theory offers a different perspective on
stakeholders; Freeman focuses on taking a stakeholder perspective in managing organi-
zations; Mitchell [21] emphasizes which stakeholders should be focused upon during a
project, and Miles [22] attempts to define a meta-theory.

Freeman’s Stakeholder theory [16, 20] covers many complex issues including the
identification and management of stakeholders. He concentrates on managing organiza-
tions from a stakeholder perspective, instead of a shareholder one and argues this has
an influence on activities and performance, including value creation, ethics and man-
agerial mindset [18]. Freeman [16] delineates between ‘primary’ stakeholders as those
who are of critical importance to the ongoing viability of the company, and ‘secondary’
stakeholders who influence the primary stakeholders. Freeman acknowledges the groups
he identifies as high level [16] and while this appears to be a comprehensive view of
stakeholder groups, it does not take into account (i) the different situations under which
activities are conducted; nor (ii) which stakeholders are key to the organization in differ-
ent contexts. Yet, these limitations are important, for example, where customers may be
identified as a key stakeholder group in a situation where a Customer Relationship Man-
agement (CRM) system is implemented, but they may not be a key group in a different
context.

TheTheory of Stakeholder Identification andSalience byMitchell et al. [21] attempts
to address the issue of context and importancewhen identifying stakeholders. This theory
posits that there are three important attributes held by stakeholders in differing degrees;
‘power’ - the level of influence held by the stakeholder; ‘legitimacy’ - the characteris-
tic of the relationship between the stakeholder and the company; and, ‘urgency’ - the

1 Together with a systematic literature review that was conducted as explained in Sect. 3.
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nature of the claim of the stakeholder and how soon those claims require attention [21].
Mitchell et al.’s [21] theory considers 8 groups of stakeholders split into 4 key sub-groups
accessing varying degrees of the three attributes (power, legitimacy and urgency). While
their classification is very useful for understanding the shifting priorities during a (PI)
project, the concept of ‘power’ in a project is a subjective assessment which may differ
between evaluators. Detailed guidelines on how to identify those stakeholders that fall
into the different groups are not provided. This is a considerable gap especially when
considering the transitory nature of the stakeholder groups.

In recent times, further attempts have beenmade to define stakeholders. For example,
Miles [22] built a stakeholder model which incorporates 855 classifications of stakehold-
ers from previous research to define a meta-theory. The author classified stakeholders
into four groups, influencer, claimant, collaborator, and recipient. Influencers have the
ability to influence an organization; a claimant lacks power but has a claim on the com-
pany which they actively pursue; the collaborator also lacks power but does not have
a strategy; unlike the claimant. Finally, the recipient also lacks power and passively is
impacted by the organization. Like Mitchell et al. [21] Miles [22] does not address the
subjective nature of the concept of ‘power’.

Despite the influence of both Freeman et al. [16] and Mitchell et al. [21] the cate-
gorizations they provided have not been widely used in practice, hence the continuing
attempts to afford definitive solutions. One reason is the problematic concept of stake-
holder power. Power is not something that is easy to identify or demarcate, hence we
argue against its practical applicability when trying to identify different stakeholders.
Furthermore, in the context of PI projects stakeholder groups are likely to fall into the
different categories at different points within the project, for example an end user may
be a different stakeholder during the initiation phase of a project than they are during
its implementation phase. Davison et al. [23] recognizes the need for different stake-
holder categories at different times in their framework, utilizing four stakeholder groups
based on ‘group needs’. However, their framework does not go far enough to distinguish
between internal and external stakeholder groups, nor do they acknowledge different
contexts for stakeholder groups.

2.2 Stakeholders Within Process Management Literature

While ‘stakeholders’ are often acknowledged within the process management literature,
much of the literature either does not define the term or does so with very general expres-
sions, such as ‘employee’, ‘users’ or ‘management’. An example of this is Stary [24]who
focuses on stakeholder involvement in Business Process Management (S-BPM) activ-
ities but, rarely refer to any specific group, beyond giving occasional examples, such
as ‘employee’. A similar approach is taken by Fleitchmann & Stary [25]. This general
approachmay be appropriate when focusing on the transactional nature of the interaction
with stakeholders, however, it is not useful when seeking to influence stakeholder buy-
in. General categorizations, such as ‘employees’, are too broad and fail to acknowledge
the extensive range of different factors influencing such a group. Bandara et al. [13]
addresses this generalization by referring to three primary stakeholder groups relevant
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to their research. However, other groups of stakeholders were referenced by the inter-
viewees specifically; ‘process owner’, ‘middle management’ ‘leadership’, ‘employee’
[13] indicating a breadth previously ignored.

Stakeholder type and role are also used to distinguish stakeholders. Trkman (10)
defines the type of stakeholder as ‘specialist’ or ‘generalist’. This is relevant in PI projects
as the specialists’ narrower, but deeper skillset can produce higher productivity and
quality, whereas the generalists’ broader, but shallower skillset may make them more
flexible and adaptable to change [9].While offering a viable segregation of stakeholders,
as it is possible that the level of engagement for each of these groups may differ. The
reasons for this may vary according to the level of personal investment committed to
the activity or the depth of their knowledge. Dumas [3] and Lederer & Groeke [25]
offer a focus on roles in BPM but their inclusion is not extensive. Roles, while valid as
specific job roles, may not be able to be utilized to build a comprehensive stakeholder
management plan, as those impacted by theBPMchange and those required to implement
it may not be included.

In sum, there is little evidence in the process management field which attempts to
comprehensively define all stakeholders relating to a project. One exception is Haile-
mariam and vom Brocke [26], where all stakeholders of an Ethiopian government ser-
vice were defined. They supported all the stakeholders in the organization contributing
to a coalition. However ultimately the groups were so wide-ranging including ‘suppli-
ers’ and ‘society’, as to exclude them from any meaningful engagement due to their
all-encompassing nature.

3 Methodology

We aimed to explore the characteristics of different stakeholder groups and selected a
typological analysis following [27] to develop a set of “related but distinct” BPM stake-
holder groups that are “easily recognizable”. The study deployed an inductive approach
where the supporting evidence was primarily from a single case study, contextualized
and triangulated through literature synthesis from two areas; process management and
stakeholder research.

Single case studies are known to provide rich insights and to be well suited for
exploring under-researched phenomena [28, 29]. The case selection criteria determined
that; the (i) PI project studied be an end-to-end improvement process (ii) with multiple
teams impacted (their day–to-day processes were changed) or were involved with (were
part of the project team who implemented the change) the improvement initiative (iii)
the PI project had been completed within the past six months. The case study was
undertaken in Bank ABC2, an ASX listed regional Australian bank, with its Head Office
in Brisbane, Queensland. The PI project selected as the unit of analysis applied robotic
process automation (RPA) to enhance the process of receiving credit applications for
asset purchases for businesses, received from bank branches and a broker network. The
data collection occurred fromApril 2019 toSept 2019.The investigationwas exploratory,
aiming to develop a deeper understanding of stakeholder groups within a PI initiative.

2 Bank ABC is a pseudonym to protect the anonymity of the organization and participants as per
agreed data collection agreements and research ethics adhered to.
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Case datawere collected through nine (9) in-depth interviews (as summarized inTable 1).
The respondents were selected to represent the different organizational and project roles
pertaining to the selected PI project.

Table 1. Overview of case study interviewees

# Organizational-role level Project-role

1 Team Leader Project Manager

2 Senior Management Project team member (business representative)

3 Team Leader End user

4 Individual Contributor Project team member

5 Middle Manager End user

6 Individual Contributor Project team member

7 Individual Contributor End user

8 Individual Contributor End user (external)

9 Senior Management Project sponsor

[*Note: The organisational level represents the reporting hierarchy within the case study. Senior
Management, reports to an executive (a category not included in the sample respondents); aMiddle
Manager, has team leaders report to them; a Team Leader has individual contributors report to
them and; an Individual Contributor have no direct reports].

The interviews were complemented with related project documents. These included
project updates, annual reports, post-implementation review and an RPA strategy docu-
ment. Interviewswere the primary evidence base andwere augmented through document
analysis for further detail and triangulation. Several respondents were initially identified
via a key informant who was intimate with the project and identified others who played a
significant role within the project. The initial list grew through snowball sampling [30] as
the interviews unfolded allowing us to track important participants. The interviews were
semi structured in nature, where the respondents were asked to describe their own role(s)
and the roles of others within the selected project’s whole lifecycle. Details such as the
perceived nature of engagement, related challenges, organizational and process contexts
etc. were discussed in the interviews to create opportunities to obtain deeper insights.
Each interview was approximately 60 min, and were audio recorded and transcribed.
A structured literature review (following guidelines outlined by [31]) was also under-
taken3 as another source of input for this exploratory investigation, where a total of 123
papers were collected and analyzed. The emerging case study findings were constantly
compared with and supported by the literature.

The overall case analysis approach was inductive, drawing on supportive insights
from the literature. It included multiple coding phases, following the four-step pro-
cess to typology building suggested by [27] slightly adapted for our research context.

3 The paper extraction strategies applied are detailed as ancillary material at (https://drive.google.
com/file/d/1YjuEceQt_WLJ_-p6SLGKZp8yN574YxFx/view?usp=sharing).

https://drive.google.com/file/d/1YjuEceQt_WLJ_-p6SLGKZp8yN574YxFx/view%3fusp%3dsharing
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The steps include: 1) Identify existing organizing frameworks. This was done based on
our analysis of stakeholder literature and was used to suggest areas that might serve
as points of difference that can be used to distinguish between categories. These major
themes were used to guide the development of questions for a semi-structured interview
process. 2) Analyse the data. Major themes were developed inductively from the data
based on 243 initial open codes, and the research team used constant comparison with
literature to contextualize the codes. 3) Derive dimensions of commonality and differ-
ence. As the data was analyzed, the research team analyzed and discussed important
sources of commonality and variation between the various stakeholder groups included
in the case data. 4) Develop typological categories. The team lookedwithin those sources
of commonality and variation for patterns of similarity and difference. The identified
patterns of similarity and difference were then developed into “ideal types” which form
the categories in the typology.

The overall analysis was governed by coding guidelines and rules and supported by
NVivo 12 (a qualitative data analysis tool). Coding quality was validated by a second
coder throughout the analysis and the coded content was reviewed through regular coder
corroboration sessions where the coding was discussed, challenged and improved.

4 Study Findings

The first distinction in our findingswas the classification of the stakeholders as ‘internal’
or ‘external’ (see Table 2). This categorization typically refers to whether a stakeholder
group is from inside the organization or external to it, which aligns with Freeman’s [20]
concept of ‘primary’ and ‘secondary’ stakeholders. This distinction is important as there
are some fundamental differences between such stakeholders, specifically job security;
information flow; and numerous vested interests. The organizational boundary between
internal and external stakeholders can differ based on the scope of the PI. For example,
in an improvement to the payroll process for an organizational group, ‘internal’ would
be anyone within that company group. However, if the PI impacted a subsidiary of the
organization, then the scope of the subsidiary would be where the internal boundary
would be drawn. Groups external to the company should be considered separately to
stakeholders within the organization as the relationships are fundamentally different.
Such groups often share different information than internal stakeholders and will either
be in a client/consultant relationship or similar which will moderate behaviors [32] and
require different treatments with alternate engagement opportunities.

Our analysis resulted in a further categorization of initial stakeholder groups.Namely,
those who can be either impacted by the PI project, a catalyst for it, or a facilitator of
the PI efforts (see Table 2). The stakeholders who are impacted by the change are likely
to be those whose role is most disrupted by the PI project and who could be perceived
as having the most ‘to lose’. A catalyst is a stakeholder personally invested in it and
advocating for its success. A facilitator of the change includes those who seek to ensure
the project is a success, however, is unlikely to be as invested in the change to the same
degree as a catalyst.
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Table 2. Summary Case study findings

1 2 3

Stakeholder Group Roles and responsibilities Case evidence found through
interviewee responses

1 2 3 4 5 6 7 8 9

Internal-Catalyst: Stakeholders who
instigate the PI project and are
employees of the company. They set
overall objectives and provide
resources to effect the change
e.g.: Executives, top level management,
senior management, top leadership,
middle managementa, decision makers,
process owner, management team [2, 9,
13, 14, 23, 33, 34]

- Instigate PI project
- Provide resources
- Provide direction during PI
- Confirm scope
- Set measures for success
- Clears roadblocks during PI
- Accountable for PI outcomes

√ √ √ √ √ √ √

Internal-Facilitator: Employees who
undertake the project This group has
been tasked with implementing the
process change
e.g. Facilitator, system engineer, BPM
group, Process analysts, Business
Process consultant, Business Process
architect, change agents, project team
[2, 23, 24, 35–37]

- Clearly define scope
- Manage project implementation
- Manage stakeholders
- Determine/provide/build solution
- Supply specialist solution
knowledge/skills
- Responsible for PI outcomes
Monitor results

√ √ √ √ √ √ √ √ √

Internal-Impacted: Employees of the
company and whose day-to-day work
will change as a result of the PI project
e.g. Users, front line staff, process
participants, system engagers,
employee, staff, middle management,
internal participants [2, 13, 23, 35–40]

- Provide information to project team
- Follow new process directions

√ √ √ √ √ √ √ √ √

External-Catalyst: External
stakeholder-group who have the power
to force change upon the company or to
directly influence the instigation of a PI
project within the organisation
e.g. Government, other regulatory
bodies, customer, investor, society [23,
26]

- Direct change requirements, or
- Directly influence instigation of PI

√ √ √

External-Facilitator: External
stakeholders who have been engaged to
implement the PI. These stakeholders
may work inside the company offices or
remotely
e.g. External consultant, IT vendor,
system engineers, supply chain partners
[2, 13, 33, 41–44]

- Manage project implementation
- Manage stakeholders
- Provide/build solution
- Supply specialist solution
knowledge/skills
- Work to contractual obligations and/or
statement of work.

√ √ √ √ √ √ √ √ √

(continued)
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Table 2. (continued)

1 2 3

Stakeholder Group Roles and responsibilities Case evidence found through
interviewee responses

1 2 3 4 5 6 7 8 9

External-Impacted: This
stakeholder-group will notice a change
in their interactions with the company
as a result of the PI project being
implemented
e.g. Customer, Front-end/Back end
partners, suppliers, investor, external
participants [26, 39, 40, 44]

- Adopt/choose to adopt solution
√ √ √ √ √

aRefer to internal-catalyst stakeholder-group section for an explanation of how middle managers
can potentially belong to multiple stakeholder-groups, based on different contextual factors.

In summary, our analysis identified six stakeholder groups, namely; internal-
catalyst, internal-facilitator, internal-impacted, external-catalyst, external-facilitator and
external-impacted. Table 2 summarizes the supporting evidence. Column 1 lists and
defines each stakeholder group, providing examples of designations extracted and
mapped from the literature. Column 2 further elaborates on the stakeholder group by
listing typical roles and responsibilities (observed from the case data and supported by
literature) pertaining to each group. Column 3 presents an overview of the case data
depicting which interviewees supported the suggested stakeholder grouping. The next
sub-sections further describe each stakeholder group.

The categories of internal and external stakeholders are mutually exclusive, as they
refer to being employed by the organization. Although internal stakeholders are likely to
fall into one group, due to technical or organizational context, it is possible that individual
stakeholders may fall into more than one group e.g. be both a catalyst and a facilitator.
This insight can be valuable when considering engagement. For example, if stakeholders
are in both Internal-Facilitator and Internal-Impacted groups, they are likely to be highly
motivated to ensure the change is successful and would require different treatment to
stakeholders who were solely impacted by the change.

4.1 The Internal–Catalyst Role

Seven of the nine interviewees (with 73 coding references) contributed to identifying
and confirming the Internal-Catalyst as an important stakeholder group for PI projects,
describing them as; “Group executives and senior management who are the ones who
decide on what processes should be automated” (Interviewee 1), and mentioning that
“at a senior level, [they] would have a very strong interest in the fact that they had spent
a considerable amount of money on external resources” (Interviewee 1).

Although prior research does not classify PI stakeholders as we do in this study,
they do mention the eminent role of those who ‘support’ the initiative; often inferring
corporate executive support. Despite the lack of clarity over what ‘support’ is in prac-
tice, it is considered critical to the success of PI projects [9, 13, 14, 38]. Some mention
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‘decision-makers’ [23], ‘executives’ [34] and ‘senior managers’ [45]. The role of the
‘process owner’ loosely defined yet considered a critical success factors for PI imple-
mentations is also referred to as a ‘driving force’ for continuous improvement and being
responsible for “initiating…. improvement projects” [2].

Whilst the name of this stakeholder group may vary, the described role is to instigate
process change, provide resources and be seen to support the change throughout the PI
project lifecycle. The role is often perceived as being particularly critical at the start
of a PI project as it holds the ultimate authority over whether an initiative is able to
commence [23]. It should be noted that different characteristics of different processes
and organizations and PI projects would result in different levels of management being
the catalyst. For example, a project to improve an operational level process may be
instigated by middle management as it may have a more concentrated scope and lower
organizational visibility, whereas a strategic process may have a much higher profile and
broader impact resulting in senior management being the catalyst.

4.2 The Internal-Facilitator Role

All nine interviewees (100%) identified the Internal-Facilitator as an important stake-
holder groupwith 206 coding references. Interviewee 2 described themas those; “making
sure as a consultant/overseer that the optimisation was headed in the right direction and
focused on the right things, in particular, the outcomes, and they also made sure that it
minimised the impact to the business”.

Stary [24] describes ‘facilitators’ as those who transfer knowledge to staff about the
changes being undertaken. Davison et al. [23] use the same term but defines the role
differently, as being involved in system builds and having a key role in the management
of other stakeholders. Other authors divide this group further into subgroups based upon
their technical skills. For example, Dumas et al. [2] use the terms ‘process analysts’
(those who undertake modelling and improvement activities), ‘BPM Group’ (the team
overseeing the BPM efforts) and ‘system engineers’ (those responsible for building and
implementation of systems). Lederer Antonucci and Gocke [35] describe; ‘Business
Process Consultants’ as those who are responsible for the ‘change and project manage-
ment’ and ‘Business Process Architects’ as those who support senior management in
the design of process changes and defining the standard terminology to be used within
the organization. ‘Process Analysts’ are also mentioned as one group heavily involved
with ‘the business’ and the implementation of changes [35].

Whilst some authors provide very detailed definitions of this group, other authors
give vague definitions.DeWaal&Batenberg [36] identified stakeholderswho implement
the PI project as ‘change agents. This group is responsible for how the change gets
implemented, includingmanaging other stakeholders and themethods used to implement
the change [36]. A similar approach to defining the group implementing change is
also used by Finney [37], who call them the ‘project team’. These descriptions are
problematic, first, because it is too vague and, the second, because the people facilitating
the change may not actually form part of the formal ‘project team’ causing further
confusion.
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4.3 Internal-Impacted

All nine interviewees (100%) referred to the Internal-Impacted stakeholder group with
370 coding references, where the respondents’ statements typically exclaimed “it very
much has directly impacted everything I do” (Interviewee 7).

This group is rarely defined in the PI project literature and existing category descrip-
tions vary. Dumas [2] describe this group of stakeholders specifically as ‘process partic-
ipants’ and similarly to Davison et al. [23], ‘process participants’ are described as those
who carry out the process daily. Trkman [9] deconstructs this stakeholder group into
specialists and generalists where reasoning for this distinction is based on the notion of
a ‘trade off’ between the role types. Since generalists have a broader set of skills, they
are more adaptable as processes change, whereas specialists have a deep yet narrower set
of skills and are thus less able to develop new skills, but their specialization allows them
to produce higher quality work and they are also more productive [9]. Common terms
used for those impacted by a PI project are frequently abstract. As much of the literature
relates to system implementation, it is unsurprising that the term ‘users’ is commonly
found [e.g. 13, 39, 46, 47]. Another abstract term is that of ‘employee’ [e.g. 13, 26, 39,
46, 47]. This group of stakeholders most impacted through the PI project activity have
been defined in many different ways including role type or extent of expertise.

4.4 External-Catalyst

Evidence of the External-Catalyst stakeholder group surfaced in three interviews (33%),
with 3 coding references with respondent statements defining this group as “executives
are sold a very good story from people like [external consultancy] externally because
it does work” (Interviewee 5). The case evidence shows that the external catalyst did
not force change upon the company, however it did directly persuade the company to
instigate change. This stakeholder group are thosewho have a direct role in the PI project,
therefore customerswould not fit into this category of stakeholders unless organized such
as a lobby group, or a particularly influential customer.

Davison et al. [23] defines external stakeholder groups as ‘outside agencies’, who ini-
tialize PI projects and conflates many different types of groups under the same definition.
Hailemariam and vom Brocke [26] refers to the ‘government’ as an external instigator
of projects but also includes ‘society’ which is somewhat vague and could be seen to
incorporate numerous other groups such as, customers, and investor stakeholder-groups.

4.5 External-Facilitator

Presence of an External-Facilitator stakeholder group emerged in all nine interviews
(100%) (with 83 coding references) and the respondents identified the potential impact
on the organization as “the [external facilitator] guys were really nice and cool to work
with, but they’re very time constrained to what they need to do, and they’ve only got a cer-
tain amount of time to do it,” (Interviewee 8) balanced by the statement that “for the more
difficult things we used the consultants to help us where we got stuck” (Interviewee 2).

Davison et al. [23] refer to those who are involved in the implementation of the
project as ‘suppliers’ or ‘contractors’. Bandara et al. [13] names ‘vendors’ as one of the
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three major groups of stakeholders in PI projects because this group have a different
‘agenda’, that is, to successfully sell their systems to users and PI experts. Dezdar and
Ainin [33] also refer to external stakeholders as ‘vendors’, or ‘consultants’. However,
other researchers consider external stakeholders somewhat differently supporting the
proposition that they a distinct ‘facilitator’ group. Ravensteyn et al. [41] refer to ‘process
consultants’ and ‘developers’ as external parties involved in the change. Dumas et al. [2]
have a similar view identifying the group as responsible for system development and roll
out, ‘system engineers’. They suggest this stakeholder group could be internal however
they recognize their responsibilities are often ‘outsourced to external providers’ [2]. The
key difference between facilitator groups in this typology is that the External Facilitators
have different motivations to the Internal-Facilitators but have a skill set necessary to
implement the changes.

4.6 External-Impacted

Five of the nine interviewees (55%) discussed the presence of an External-Impacted
stakeholder group, with 51 coding references, which displayed similarities with the
internal-impacted group. The key difference between the internal and external impacted
stakeholder groups is that the external stakeholder group may elect to use the product
or not. This is demonstrated in comments made by the interviewees such as “It’s a lot
easier to tell branches, ‘let’s roll it out, bang, everyone use this, we’re getting rid of
the checklists.’ It’s completely different with brokers when they can deal with five to six
different financiers, and they’ll have a different form for everyone, when previously they
can just send in their own version” (Interviewee 8). This quote demonstrates the choice
these external stakeholders have in using the service provided.

A clear understanding of this group is not presented in the existing literature. The
idea of suppliers and customers as stakeholders is however acknowledged by Ohlsson
et al. [44]. They address them as ‘back-end’ and ‘front-end’ network partners. Other
literature conflates customers and employees into one group, called ‘end-users’ [39].

5 Discussion and Conclusion

This study aimed to provide a comprehensive typological framework of stakeholder
groups in PI projects. A case study analysis was used to identify patterns and groupings
that consistently identify all stakeholders and to compare activities within and across
a PI project. The internal/external dichotomy and the catalyst/facilitator/impacted tri-
chotomy creates a simple yet comprehensive 2 × 3 matrix of six stakeholder groups
based on their position in relation to the PI improvement initiatives and their role in the
PI project. In conclusion the answer to the research question “What are the key stake-
holder groups involved in and affected by Process Improvement Projects” involves a
framework of six (6) stakeholder types. Furthermore, the categorization presented here
is holistic and complete, where all stakeholders of a given PI project can fit and be
represented by one or more of the six categories outlined. The framework recognizes
the fundamental differences between the internal and external stakeholders. This is a
valuable distinction when considering factors that influence stakeholder engagement.
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Additionally, the inclusion of the project facilitators both internal and external to the
company ensures the recognition of all influencing stakeholder groups who can impact
the outcome of the project.

As the stakeholder groups are not based on an organizational structure, or the level
of the stakeholder within the organization we argue that this gives the framework a
high degree of flexibility. This means the framework can be adopted in a multitude
of situations. For example, diverse improvement projects such as one instigated by a
government directive, a Group Executive or a Team Leader can all be accommodated
by this framework. Another factor that contributes to the value of the model is that,
unlike the stakeholder groups proposed in other models our framework does not make
assumptions about the subjective attributes of stakeholders, such as their commitment
or level of power, and thus can be applied consistently. This objectivity will allow direct
comparisons to be made across different PI projects. It will also aid clearer analysis into
how stakeholders and their treatment influence project success, which can be used to
understand or develop strategies to improve success rates.

The study contributes to the current research in understanding stakeholders involved
in and impacted by process improvement initiatives, thus contributing to a better under-
standing of the ‘people’ aspect of BPM. It contributes to current stakeholder research by
providing a clear categorization of stakeholders for PI projects. This contribution will
provide a basis for comparing the results of research across different studies, through the
use of a common language. Providing the basis for such common language is as a valu-
able theoretical contribution as outlined by Gregor [48]. In addition, as the definitions
provided are clear and comprehensive this assists with efforts taken to compare study
results. The framework can also be used in future BPM research, as a tool to identify
and study participants.

The typological framework has multiple practical contributions and implications.
For example, using the stakeholder categorization as a checklist can help practitioners
to avoid overlooking any key stakeholder group in the design and execution of critical
engagement and communication plans. Study findings can provide an alternative way of
viewing targeted strategies for engagement, through focused engagement initiatives for
the different stakeholder groups. Due to the fact that the categories presented here are not
job/role specific (i.e. does not refer to specific organizational roles such as ‘executives’,
or ‘users’) it is applicable to all types and sizes of PI projects regardless of project-
based specificities. In addition, the consistent categorization of stakeholders provides
a mechanism to capture and compare stakeholder learnings across different projects.
Future researchers can use this typological framework to assist with their study designs;
specifically, sample framing.

Aswithmost research there are limitations to this study. The current results are based
on the analysis of data from a single case study. A larger sample of cases could be used to
explore multiple PI project contexts, including collating further data on all stakeholder
groups. The model can be further enhanced by identifying key sub-groups, which could
include stakeholders who fit into more than one of the six groups or other aspects such as
stakeholder power, suggested in some stakeholder theories [e.g. 21, 22]. Future research
could be undertaken to derive an understanding of the potential influences that each
stakeholder group offers and how such influence changes across the different stages
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of a PI project’s lifecycle. Researchers can also expand this framework by identifying
stakeholder engagement factors pertaining to the different stakeholder groups to gain a
deeper understanding of how each of these different stakeholder groups may engage in
PI projects. As stated in Sect. 4, it is possible that stakeholders can be members of more
than one stakeholder group. Future research could investigate how being members of
more than one group impacts engagement and how that impacts PI outcomes. Another
worthy area of study would be undertaking research to understand how the different
stakeholder groups influence each other.
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Abstract. This research addresses the lack of sufficient guidance to SMEs with
regards to how BP-IT alignment can be achieved in an affordable and scalable
manner. The design science approach focused on SME managers and consultants
as potential users of the Aligner that incorporates game-based training for raising
awareness andmaturity building. The deliverables are theAligner designmanual, a
game design document as well as a prototype of the user interface, all of which can
be considered a blueprint for game production. All parts of the blueprint are based
on theoretical grounding and/or support from the literature and were demonstrated
to and evaluated with the relevant stakeholders. Evaluation by representatives of
both user groups indicate that the concept and UI prototype of the Aligner are
indeed suitable for addressing SME-specific circumstances of BP-IT alignment.
Given also the affordance and scalability of a gamified solution in principle, the
validated blueprints promise to be useful for the development and application of
practical games and incorporate transferable know-how for BPM-related game
design regarding BP-IT alignment in SMEs.

Keywords: Business process management · Strategic alignment · BP-IT
alignment · SMEs · Design science · Gamification · Game-based learning

1 Introduction

The alignment between IT and business has been in top three of the most important
IT management issues for many years (Kappelman et al. 2019), and also business pro-
cess management (BPM) requires the successful integration of change management,
IT management, and project management. As companies are proceeding with digital
transformation, a holistic process-oriented view seems to be even more important, and
the conceptualization and measurement of maturity in business process orientation has
been on the research agenda for more than a decade (e.g. Willaert et al. 2007).

However, the organizational challenges faced during the process of aligning IT with
the business processes vary depending on factors like industry, size and business strategy.
In particular, small and medium enterprises (SMEs) tend to struggle with BPM from
concept to implementation and often lack the capability of appropriately integrating
processes, people and technology. While SMEs are essential for both developed and
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developing economies, only few research attempts address the need for an IT-business
alignment solution that fits the specific SMEs circumstances.

In search for a solution which guides the IT-business alignment practice and which
is easily scalable and affordable for SMEs, we focus on a game-based learning approach
for providing the know-how of BP-IT alignment specifically to stakeholders in SMEs
and their environment, aiming to increase the maturity of their alignment activities.
Accordingly, the question of this research is “How can a game-based learning approach
support SMEs in their alignment of IT with their business processes?” A design science
approachwas chosen, and contextualization, demonstration and evaluation of the artifact
were carried out in Egypt, where SMEs are also considered a main pillar of economic
growth and employment.

This paper is structured as follows. After analyzing the BP-IT alignment challenges
in SMEs, the researchmethodology and its corresponding findings are presented in terms
of design science phases. Then, the research contribution is related to other game-based
learning attempts in the BPM area, and the conclusion reflects on the research limitations
and points to future research.

2 BP-IT Alignment Challenges in SMEs

The support of information technology (IT) for business processes is one of the key
success factors of BPM. IT can provide a variety of functions within business processes,
and it may have various roles in business process re-engineering (Eardley et al. 2008).
The BP-IT alignment is part of the overall effort of strategically aligning business and
IT (e.g. Avison et al. 1996). This not just a single-time activity but rather a constant
balancing action (Burn 1997). IT alignment could be nurtured as a cultural phenomenon
where all associates within the firm and business partners not only care about it but
also attempt to integrate it in how they do their job (Chan and Reich 2007). Meanwhile
large organizations have mostly understood that they can ensure the effective use of IT
in business improvement only through a clearly focused integration between corporate
strategy and IT strategy, both of which now being increasingly merged as a digital
strategy (Schallmo et al. 2018; Yeow et al. 2018). However, SMEs cannot simply follow
the same path.

The term ‘SME’ covers multiple definitions andmeasures that vary from one country
to another. The criteria, based on which SMEs are defined, mostly include the number
of employees, total net assets, sales and investment level. Notably, the most common
foundation for definition is employment, and along that line SMEs are defined to have up
to 250 employees (Ayyagari et al. 2007). SMEs dominate the economic structure also in
Egypt just as in most other Mediterranean countries (El-Saady 2011) and are perceived
as an enabler to sustainable growth and a dynamic employment force in developing
countries (El-Said et al. 2014).

There are many factors that characterize SMEs and differentiate them from large
firms in terms of both internal and external business operations. For instance, with less
internal differentiation in SMEs, many capabilities like strategic planning, purchasing
and information technology infrastructure tend to be more centralized (Hong and Jeong
2006). While for some decades of the last millennium ICT usage as well as internet
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penetration was clearly lacking behind in SMEs, the gap between larger firms and SMEs
is still significant but narrowing (Barba-Sánchez et al. 2007). Hicks et al. (2006) have
shown that IT in general may still be considered a problem area for SMEs, as the main
issues recognized by SMEs were related to a failure in the information exchange both
internally between applications and with external entities.

SMEs like all operating enterprises entail a number of business processes. However,
SMEs have always faced considerable challenges in integrating IT into their business
processes, often leading to a failure (Brown and Lockett 2004). Bazhenova et al. (2012)
argue that SMEs make limited use of BPM concepts due to the lack of entrepreneurs’
confidence in attaining the benefits of BPM as well as to the management’s adherence to
obsolete principles. For example, SMEs make only little use of IT systems to measure
business performance (Placide et al. 2008). Often this is due to operating inadequate
information systems. Inadequacy here means the lack of several performance charac-
teristics such as capability of handling integrated data from numerous sources, ability
to present data and/or information in real time to users, reducing the probability of data
overload via supplying the right users with performance information, proving reliability
through delivering accurate performance information to its users, and facilitating access
of information (Garengo and Bititci 2007; Aranda and Arellano 2010; Taylor and Taylor
2014).

The literature does provide guidelines for strategic IT alignment (e.g. Avison et al.
2004; Chan et al. 2006) as well as for applying BPM and BPRwith a focus on alignment
of IT with business processes (e.g. Miao 2010; Santos et al. 2008). Yet, all of these
approaches have no clear distinctiveness for SMEs, i.e. it lacks alignment approaches
that take into account the specific challenges of SMEs in BPM. It is certainly true also
for SMEs that “a better organization of business processes and a strong culture can be
beneficial towards any company, regardless of the number of employees” (Şerban 2015).
Therefore SMEs should not be discouraged to reap the potential benefits of BPM, and the
classic BPM lifecycle for optimizing business process and aligning the necessary human,
technological and other resources with strategic goals (Lederer et al. 2017) should be
the basis also for SMEs. However, SMEs often face a lack of capabilities needed to
accomplish successful BP-IT alignment, thus bearing a higher risk of failure to their
BPM activities.

Extant research not having addressed the still noticeable lack of BPM competencies
in SMEs is considered as the research gap and as the starting point for the design science
journey. The artifacts aims to increase the maturity of the stakeholders involved in align-
ment, i.e. mainly management, BP owners, IT decision makers, and consultants. Here
‘maturity’ firstly relates to the individual capabilities of understanding the challenges
and accomplishing the BP-IT alignment. However, the individual gains will only have
a sustainable effect when increasing the BP-IT alignment capabilities of the SME as an
organization – e.g. moving from ad hoc approaches to more systematic and controlled
activities – just as maturity is used as a measure to evaluate organizational capabilities in
software development or BPM (Rosemann and De Bruin 2005). This is in line with the
shifting focus of alignment research to focus on the continuous process of interrelating
IT and business resources (Yeow et al. 2018).
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Building up and strengthening BPM competencies in SMEs in support of BP-IT
alignment must take into account that (a) SMEs have, in comparison, less resources for
training and consultancy and (b) the number of SMEs is huge and therefore personal
interaction might not be a viable option on a large scale. Considering affordance and
scalability as themain requirements,we focus ongame-based learning. The idea of game-
based learning is to teach knowledge and/or skills using a game, which is a contained
unit with a definitive start, game play and ending (Kapp 2012). In the same line, Gartner
(Burke 2014) defined gamification as “the use of gamemechanics and experience design
to digitally engage and motivate people to achieve their goals.” A serious game typically
comprises a primary purpose, target audience, technology strategy, core gameplay, and
key mechanics, while each element varies from a single organizational scenario to the
other (Raftopoulos and Greuter 2015).

The application of game-based learning in the enterprise has shown to be an effective
catalyst to many business processes, and a valid solution to multiple organizational
problems including technological illiteracy, employee compliance issues, employee lack
of motivation and many more (Baxter et al. 2017; Friedrich et al. 2020; Larson 2020).
Specifically, Kapp (2012) stated that gamification is helpful for scenarios where the
leaders must constantly update their employees’ knowledge, which is the case in almost
every automation process or IT-related scenario. However, exploitation, manipulation,
harms, as well as social negative impacts are some of the ethical issues that were found
as drawbacks of the gamification practice in enterprises (Kim andWerbach 2016). These
pros and cons of game-based learning apply also to SMEs.

3 Methodology: Designing and Evaluating the Aligner

The research adopted a design science approach as outlined by Peffers et al. (2007).
Accordingly, the following sections present methodology and results of the phases
through which the artefact (named Aligner) has been created and evaluated with the
aim of supporting SMEs in their alignment of IT with their business processes.

The research model shown in Fig. 1 illustrates the two types of stakeholders that
are intended to use the artifact. The key figure is the SME manager (CEO, CIO, BP
owner, head of IT, or whoever is responsible for the alignment; could be more than one
per company) who is challenged with addressing the problem “how to align” between
the business processes of the SME and its IT (including external IT capabilities). The
alignment is conceptualized as three stages: clarifying expectations before IT implemen-
tation and/or BPR, activities during implementation (e.g. change management, system
customization), and evaluation of alignment results after implementation and utilization.
The model also proposes the IT and/or BP consultant as a possible use case. The main
role of the consultant is to advise the SME manager, i.e. to contribute to competency
building and raising maturity (and not to replace the internal role).

3.1 Problem Identification and Objectives of the Artifact

The artifact outcomes and the design objectives were developed on the basis of data col-
lected from interviews alongwith re-visiting the literature.The literature review indicated
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Fig. 1. Research model for designing and evaluating the Aligner artifact

that the lack of specific BP-IT alignment guidance constitutes a problem for SMEs. To
confirm this problem identification in practice and to develop a better understanding of
the problem dimensions, an interview guide was designed as the data collection instru-
ment. The aim was to address the three stages of IT alignment to the SMEs business
processes (see Fig. 1) through inquiring details about acquiring the IT solution, the man-
agement expectations prior to implementation, the method of following up on the role
of IT in their company, the activities done during implementation from both internal
and external stakeholders, whether the expectations were met, and finally the method of
measuring the return on IT investment. The semi-structured interviews were conducted
with three SMEmanagers as well as two experienced IT consultants in Egypt in order to
obtain in-depth multi-dimensional knowledge about the alignment challenges in SMEs.
After documenting the interview recordings1, main issues faced by SMEswere analyzed
according to the three stages of alignment in the researchmodel. One companywas iden-
tified as an outlier because the main IT used was only an online tool without relation
to core business processes, and accordingly the aforementioned alignment phases were
non-existent in that case.

In order to ensure the practicality and appropriateness of the artifact design, another
survey2 was developed and administered for the purpose of clarifying the typical SME
managers’ needs with regards to game utilization. This instrument allowed for efficiently
reaching awider scope of SMEmanagers as theAligner’smain target user. The question-
naire was based on the experience design process and method proposed by Kim et al.
(2011). 16 SME managers were surveyed in order to identify the main game design

1 The full interviews are available at https://drive.google.com/file/d/1JW8nZ7sMaHTPXDu9W
RMypXvidBfCqaLZ/view?usp=sharing.

2 The survey details are available at https://drive.google.com/file/d/1vgo9fm6XDKs8qzyY0OKV
hd86duVyUuPL/view?usp=sharing.

https://drive.google.com/file/d/1JW8nZ7sMaHTPXDu9WRMypXvidBfCqaLZ/view?usp=sharing
https://drive.google.com/file/d/1vgo9fm6XDKs8qzyY0OKVhd86duVyUuPL/view?usp=sharing
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needs for ensuring the highest possible user likeability, understandability and eventually
learning impact.

3.2 Design and Development of the Artifact

Implementing a full game was out of the scope of this research. Hence, the artifact
includes only the blueprints for a gamified learning tool which aim to provide the recipe
required for the game-based learning that can be implemented in multiple forms: mobile
game, video game or through an online web application.

The design and development phase started with developing the game concept and
ideology. The game-based learning literature was analyzed to ensure the inclusion of
important gamification features. The most common game mechanics were identified
to be: achievements, exercises and synchronizing with the community, time and luck
cf. (Dale 2014). Based on the artifact design objectives as well as the game needs
survey results, achievements, exercises, synchronizing with the community and time
were chosen to be incorporated in the solution design. The solution was planned with
the intention to fulfill each one of the design objectives (see Sect. 4.1) in order to
maximize the potential of achieving the desired outcomes. Case-based learning was
applied to address the first and sixth objectives ‘Include and communicate the BP-
IT alignment lessons learned’ and ‘Provide case-based learning’. ‘Entail step-by-step
(sequential) learning’ was met through providing a phased approach to the Aligner, in
which each phase has levels and each level builds up knowledge based on the previous
levels. Integrating the alignment phases (as per researchmodel) with theoretical material
aimed to satisfy the third and eighth objectives ‘Provide the know-how of integrating IT
into their business processes’ and ‘the artifact should cover the three alignment phases’.
In order to accomplish the objective ‘Easy to use bymanagers’, it was planned to conduct
feedback interviews in the evaluation phase.

Furthermore, there are two gamification learning practices: retrieval practice and
spaced retrieval combined, they form a strong basis for increased learning and retention
of knowledge. Retrieval practice involves the learner recalling information previously
communicated in the game, whereas the idea behind spaced retrieval is to space the
content provided to the learners over time rather than all at once (Kapp 2012). Both
learning practices were used to reach the objective ‘It should have an interactive app-
roach’. Finally, certain elements of games were used to guarantee effective game-based
learning challenge, immediate feedback (score and providing correct answer after the
user submission), problem-solving, a sense of accomplishment, autonomy and mastery
(trophies, leader board and user profiles).

3.3 Demonstration and Evaluation

The demonstration of the solution was used to test the understandability and logic of the
Aligner for both target groups, i.e. SME managers and consultants. The demonstration
process conducted included first introducing and briefly explaining the purpose of the
Aligner to the SME managers, then presenting the design manual and going through its
different levels. They would then evaluate the Aligner’s usability through answering the
evaluation criteria questions prepared for the next phase. Finally, the interviewees were
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asked a pre-established list of questions before and after playing the Aligner using the
UI developed in order to test their understanding of BP-IT alignment and whether the
game increases their level of maturity. The UI prototype was tested in the evaluation
phase with two managers in one of the SMEs interviewed in the data collection phase.
The demonstration process with the consultants/experts took on similar steps except for
not asking to play the game but allowing the experts to read the content of the UI design
through which the design features are highlighted. This was followed by noting down
their impressions and comments with regards to the concept and game design. The GDD
was not included in the evaluation phase as the focus here was on understandability and
user experience and the developer was accordingly not seen as a relevant stakeholder to
the game outcomes.

To evaluate the artifact, the IT consultants were subjected to two rounds of feed-
back interviews. The criteria for artifact evaluation were selected from the set of criteria
provided by Prat et al. (2014) classified into goal, environment, structure, activity and
evolution. The first round of evaluation took place after developing both the game design
manual as well as part of the UI which had not yet been finalized. In the first round of
interviews, the Aligner design manual was fully showcased to two consultants who have
dealt with several SME clients and only a few screenshots of the Aligner UI were pre-
sented. They were asked to evaluate the solution according to the criteria selected. After
the game design manual and UI were developed, a feedback interview was conducted
with a different third consultant in the second iteration who was also asked to evaluate
after carrying out a full demonstration on all artifact components. The list of criteria
addressed to the consultants in the feedback interviews to evaluate the artifact included
validity, generalizability, understandability, ease of use, fitness with target organizations
(SMEs), simplicity to the target users (SMEmanagers), clarity, level of detail sufficiency,
and utility to people and organizations.

The second iteration also involved an evaluation with a sample SME, including
answering a set of questions3 before and after the manager playing the Aligner as well
as directly asking about the selected criteria, i.e. performance, efficacy, and utility. The
intention was to test the user’s understanding before and after playing the Aligner to
view if there would be any difference in the user’s maturity with regards to the three
alignment phases.

Finally, communication of the research findings included direct communication with
the practice stakeholders involved in the research. Academically, the work has been
submitted as M.Sc. thesis as a basis for this submission. Dissemination of the artifact
for further development and application in practice is still under consideration.

4 The Aligner as a Maturity Accelerator

4.1 Problem Identification and Objectives of the Artifact

The interviews largely confirmed the research problem identified upfront, yet they pro-
vided further depth to the research problem with regards to the problems faced by SMEs
that specifically impact their BPM-IT alignment:

3 Full testing questionnaire with the SME manager’s before & after results is available at: https://
drive.google.com/file/d/1WdkNdSBQ7PvDbIVm2UFeHCcWOfI0Sca0/view?usp=sharing.

https://drive.google.com/file/d/1WdkNdSBQ7PvDbIVm2UFeHCcWOfI0Sca0/view?usp=sharing
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• SME managers generally understand the necessity of process automation and their
expectations extend to a variety of benefits of IT usage in their companies. However,
they lack the awareness of the need to follow up on the role of IT in their company, they
have unclear ROI expectations and do not envision a change management initiative
as a BPR/BPM success factor.

• SMEs are usually unready for the solution implementation in the activities phase as
they provide data of low quality to the consultants and/or vendors. Not only do the
SME clients almost never have an internal team dedicated for the implementation, but
it was also stated that there is no valid form of following up neither on the system’s
alignmentwith strategy nor on the system’s functionalitywith regards to their business
needs. Additionally, neither proper testing nor analysis takes place to understand their
business problem and their need for BPM. It has also beenmentioned that SME clients
typically do not understand the IT consultants’ plans or any of their approaches to
provide BPM services or to achieve the IT alignment. The issues leading to failed
alignment include the non-existent awareness when it comes to the selection of the
solution as well as insufficient analysis carried out by internal management. The
SME managers select the solution based on trustworthiness and price, with little
consideration for technical integration or business process alignment.

• Results of analyzing the answers to the questions tackling the evaluation phase include
the insufficient business needs analysis from the SME’s side which is due to not being
aware of the importance of such activity, leading to improper understanding of this
alignment between technical and business dimensions in their company. There is
neither a standardized nor a consistent way of continuously evaluating the solution
in relation to their ongoing business processes. None of the SME managers inter-
viewed expressed a need for evaluation; however, methods to obtain the return on
their investment included speed of operations, higher productivity and efficiency.

The following desired outcomes of the artifact were the result of the analysis: increase
SME managers’ overall understanding of the role of IT in their company business pro-
cesses, increase SMEs’ ability to alignBPRwith IT, increase SMEmanagers’ confidence
in attaining the benefits of BPM-making (Bazhenova et a. 2012), and finally to teach the
critical role interdependence plays between technology, practice, and strategy (Akhavan
et al. 2006). These outcomes are what the research artifact aims to achieve in order to
solve the research problem.

The results of the game needs survey showed that the autonomy need was dominant,
which is why the game should entail a unique private user profile that displays their
status and where they stand in the game. The factor competence also represented major
importance to the survey respondents, accordingly, a trophies systemwas created in order
to encourage a sense of achievement and boost the users’ self-confidence regarding their
performance. The online gaming approach was found to be the most suitable so as to
connect the different managers across the enterprise, allowing the generation of the
relatedness factor since it averagely scores third in priority. Accordingly, managers get
to view the other users’ current game status and the trophies collected as well as to
engage together to a certain extent in a few of the game sections.

The main artifact design objectives can be summarized as follows: include and
communicate the BPR-IT alignment lessons learned; entail step-by-step (sequential)
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learning; provide the know-how of integrating IT into their business processes; it should
be easy to use by SME managers and have an interactive approach; provide case-based
learning; it should have a scoring model that forms the feedback to the user based on
questions and answers; the artifact should cover the BPR-IT expectations; activities
during implementation, and IT alignment evaluation.

4.2 Design and Development of the Aligner

The artifact deliverables include a game designmanual, a game design document (GDD)
and a prototype of the User Interface (UI). According to practitioner’s recommendation,
each deliverable was developed for a different target group: the game design manual
is for the game designer who is responsible for the designs and layouts of the game;
the game design document is for the game developer who turns those designs into a
functioning game; and the UI prototype is for demonstration and evaluation purposes.

The Aligner design manual4 comprises two sections, one that discusses the theoreti-
cal background of the Aligner, followed by the storyline section containing the script of
all Aligner phases shown in Fig. 2. Each phase consists of separate levels that the user
must pass in order to move on to the next phase. Essentially, the Aligner consists of three
main phases according to the three identified alignment stages, i.e. expectations, activi-
ties and evaluation. The levels were created in order to tackle different sub-concepts that
are crucial to ensure the user understanding of the phase through the use of cases. The
cases upon which the potential game users are tested were selected based on the BPM
lifecycle (Dumas et al. 2013) considering the close relation between the lifecycle phases
and the BP-IT alignment stages identified in the research model. Eventually, the BP-IT
alignment itself accounts only for a smaller fraction of the Aligner content because user
must acquire important pre-requisite knowledge in order to fully understand the BPM-IT
alignment material that is introduced towards the end of the game.

Fig. 2. The Aligner’s hierarchy of levels.

4 The full Aligner Design Manual is available at https://drive.google.com/file/d/1qmuteISwek1
jXeBZzyArTGwTM0IiMA0H/view?usp=sharing.

https://drive.google.com/file/d/1qmuteISwek1jXeBZzyArTGwTM0IiMA0H/view?usp=sharing
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Stage 1 “Expectations” comprises three levels. The first one is an introductory level
that provides the user with the minimum of understanding required to proceed with the
game (Dumas et al. 2013), and Levels 2 and 3 were mapped to the first two stages in the
BPM lifecycle,

Stage 2 “Activities” consists of four different levels. Levels 4 and 5 were mapped to
the third and fourth stages in the BPM lifecycle, respectively. Levels 6 and 7 follow the
main concepts of the fifth stage in the lifecycle as explained by Dumas et al. (2013, p. 2).
However, the content of Level 6 was taken from Scheer et al. (2003), solely focusing
on BP change management activities. And the content of Level 7 was obtained from the
process automation chapter of Dumas et al. (2013; 297–347).

Stage 3 “Evaluation” is designed to develop the users’ awareness of the need to
assess their IT alignment as well as their ability to do so. Accordingly, it clarifies the
role of IT alignment in a case company followed by an application exercise through
which users may relate to their own SME scenario. The case used is based on real life
case (as described by a local advertising agency director) to specify KPIs, strategy and
business needs as realistic as possible. The second question, inspired by the strategic
alignment model by Avison et al. (2004), focuses on the strategic alignment between
IT and the business strategy (obtained as an input from the user in Level 2). The last
question provides the user with the knowhow needed to assess the IT alignment with the
business performance based on the KPIs obtained from the user in the opening page of
the Aligner (see Fig. 3).

Fig. 3. Opening page (clipping) of the Aligner

The scoring, more specifically the trophy system, in the Aligner is based on the
progressive percentage concept as in the BPR maturity model proposed by Ramzi et al.
(2016). There are a total of five trophies in the game: 1-‘Kick-Start’ is obtained by the end
of the introduction level regardless of the score or amount of correct answers obtained
by the user as it is based on the initial maturity level, which does not yet demonstrate
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any development in the user’s expectations. This trophy is granted to the user regardless
of his/her performance, only as a form of boosting their self-confidence and sense of
achievement. As soon as the user has correctly solved 15% of the game after level 2,
the 2-‘all-set’ trophy is received along with the user’s initial 150 points. After correctly
solving 50% and 70% of the game after Level 2, the third and fourth trophy are received,
respectively. Finally, the Aligner trophy is only granted when the user is able to solve
100% of the game correctly. Apart from the trophy system, each question is given 50
points, and each trophy grants 100 extra bonus points. This is how the score is calculated
for each user.

The prototype of the UI5 was designed by a professional graphic designer to whom
the results of the game needs survey and the design objectives were communicated. The
UI development entailed regular meetings to ensure that the UI reflects the core game
concepts and functionality for higher validity of demonstration and evaluation results. It
mainly shows samples of the different question types, the various features that fulfill the
several game needs including the user profile and the company scoreboard (see Fig. 4).
The user profile shows the user status in the Aligner along with a leader-board on the
right hand side that displays the status of the user in comparison to those of the other
managers in the same company. This feature would only exist in the multi-player mode.
The color palette was meant to have a darker nature as explained in the GDD to give the
user a sense of elegance and seniority to fit with the company managers as target users
for the game. The GDD6 is a document through which the core concepts necessary for
the game development are shown along with the game play and the game mechanism.

Fig. 4. Sample user profile of the Aligner

5 The UI design is available at https://drive.google.com/file/d/1UuIJ1tbX45AMRTt8WMbnZDQ
64nEDDWAa/view?usp=sharing.

6 The full GDD is available at https://drive.google.com/file/d/1-BR6teKO-3ZbWzv3aOakknTD
UMKZPfV6/view?usp=sharing.

https://drive.google.com/file/d/1UuIJ1tbX45AMRTt8WMbnZDQ64nEDDWAa/view?usp=sharing
https://drive.google.com/file/d/1-BR6teKO-3ZbWzv3aOakknTDUMKZPfV6/view%3fusp%3dsharing
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4.3 Demonstration and Evaluation: Increasing Stakeholders’ Maturity?

The first round of demonstration and feedback interviews revealed some significant
comments and suggestions. The artifact suggestions were all based on the consultants’
conduct with their clients and the awareness level they believed was needed from the
clients’ end. For example, one consultant proposed the idea of allowing the user to
specify certain benefits/expectations during the expectations phase to be used later on in
the evaluation phase in order to assess the extent of fulfillment to these benefits. Other
suggestions included: adding more options in different MCQs; “process automation”
(level 7) as a focus to allow the user to propose how automation can be executed in
certain scenarios; translating the Aligner into Arabic for reaching the local user base
(however, this remained controversial among the consultants). In general, efficacy and
validity were rated “high” (out of low, moderate or high), the ease of use was rated
“high” and also the simplicity and clarity of message. Generalizability was rated “high”
for industrial sectors with strong SME participation (assuming that the game will not be
relevant in industries with complicated processes like oil & gas or car manufacturing).

The second round of demonstration and evaluation included a feedback interview
with another consultancy. The interviewee believed theword ‘IT’ can be slightlymislead-
ing for SMEs based on his experience with clients. However, his feedback was generally
positive as he described the Aligner as a solution particularly to those SMEs that have
clear objectives, which could even benefit third parties (like themselves) through facil-
itating the consultation and knowledge transfer needed to deliver successful projects.
The only threat from his perspective was that Aligner’s success is largely dependent on
the user who is playing, implying that the target segment should only be the ones who
are willing to learn and change their company to the better. The validity of solution was
ranked high but generalizability was ranked low since it would work only with a specific
type of SME managers. Understandability was rated as high, yet emphasizing the need
for Arabic translation.

The SMEmanager described the Aligner as easy to use, simple, clear with sufficient
level of detail, and that the nature of the game fits with the target organizations (SMEs).
A dynamic method of user interaction like audios or videos was suggested. The quality
of the solution in practical use to people was rated as 4, whereas, for organizations as
3–4 (out of 1= lowest to 5= highest). Finally, the manager solved the questions before
and after playing the Aligner manually on paper during the feedback session. The results
indicated that the user’s understanding increased after playing the game as his answers
to many of the questions changed. The interviewee’s evaluation results to the Aligner
were similar to that of the consultant in this round of evaluation.

5 Contribution to Game-Based Learning of BPM

The deliverables of this research are the Aligner design manual, the game design doc-
ument as well as a prototype of the user interface, all of which can be considered as
blueprints for game production. All parts of the blueprint are created based on theoret-
ical grounding and/or support from the literature. Some of the game levels are even in
line with approaches of the big players in the field; e.g. the communication management
and the introduction of different training phases and types at Level 6 (Organizational
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Change Management) in the Aligner design manual has shown great resemblance with
the change management plan utilized by SAP (as participating consultant at an SAP
partner has confirmed during evaluation).

A few attempts towards gamification in the area of BPM exist, but not in the same
directions as this research. For example, Elise Olding (research director at Gartner)
argues that the appropriate gamification could tackle BPM challenges such as creating
a culture of continuous improvement, sharing best practices and having process visibil-
ity (Mak 2012). To that end, she provides rather general recommendations (which have
been taken into account also in our design process) including defining process objectives,
metrics and desired outcomes; understanding what works in a particular culture; assign
value to each activity or task; planning for iterations and increasing the challenges; find-
ing the needed skills to help with user interface design, game design or implementation.
However, the Gartner report discusses the gamification of business processes as such
(with the aim to foster continuous improvement), but does not address the issue of IT
alignment.

From the research perspective, a well-elaborated approach (also based on a design
science) is the gamification of collaborative business process modeling as presented by
Pflanzl (2016): the prototype provides an experimental set of quality metrics addressing
aspects of the readability, understandability and completeness of process models and
has been tested and evaluated through a controlled student experiment. Typical game
elements such as points, badges and a leaderboard were implemented so that users would
learn more about the quality of business process modeling. However, the deliverables of
this research do not include a game manual or a game design document that could serve
as a transferrable blueprints.

Mancebo et al. (2017) presented a tool that supports the definition of games on
BPMS platforms and enables their evaluation from execution logs. The authors aim to
improve the sustainability of business processes through encouraging users to be more
environmentally friendly, and to that end they proposed different process measures. The
transferable deliverables include a UML diagram of the domain model as well as list of
derived measures proposed to assess sustainability. The research elaborates more on the
(required) game functionalities, however, it does not report about any test or evaluation
of the game.

Pflanzl and Vossen (2018) concluded that the current state of the art offers numer-
ous possibilities for research at the intersection between process modelling and games,
among which finding new application scenarios in other phases of the BPM life cycle.
The unique contribution of this research is that it has created blueprints for the gamifica-
tion of disseminating knowledge and raising awareness regarding the BP-IT alignment,
taking into account the specific circumstances of SMEs – both of which had not been
addressed by research before.

The Aligner as the artifact in focus received a somewhat positive evaluation. How-
ever, this research could not test the actual effect of utilizing theAligner’s in context with
respect to increasing motivational affordances, raising maturity and invoking expected
behavioral outcomes. Hence, the question “Does gamification work?” (Hamari et al.
2014), i.e. whether the Aligner actually supports SMEs in their alignment of IT with
their business processes, remains to be answered in future research.
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6 Conclusion

This research aimed to address the problemof insufficient BP-IT alignment in SMEs, and
the research gap was found to be the lack of sufficient guidance to SMEs with regards to
how BP-IT alignment can be achieved in an affordable and scalable manner. The design
science approach focused on SME managers and IT consultants as the stakeholders and
potential users of the artifact that incorporates gamified training for raising awareness
and maturity building. The deliverables are the Aligner design manual, a game design
document as well as a prototype of the user interface, all of which can be considered
a blueprint for game production. All parts of the blueprint are created based on theo-
retical grounding and/or support from the literature. The blueprints were demonstrated
through various ways to both relevant stakeholders, and feedback of the first iteration
was incorporated into the design. Evaluation by representatives of both user groups indi-
cate that the concept and UI prototype of the Aligner are indeed suitable for addressing
SME-specific circumstances of BP-IT alignment, particularly to build up maturity from
a basic level of understanding.

The research contribution could be allocated to the field of business process ori-
entation and/or of process-aware organizations. The validated blueprints are useful for
practical game development and application and provide transferable know-how for
BPM-related game design regarding BP-IT alignment in SMEs. Given also the affor-
dance and scalability of a gamified solution in principle, the developed artifact has the
potential of contributing to raising alignment maturity in SMEs.

Limitations of the research include:

• Aging of basic BPM literature and limited sources with the needed level of depth; in
result some cases in the game (e.g. a university case) lack relevance to SMEs.

• Some game aspects were “tweaked” to suit the audience targeted and to increased like-
ability and decrease complexity; thismayhave reduced the reliability of the knowledge
dissemination

• The Aligner does not touch on all aspects regarding the BPM lifecycle and how to
properly carry out its activities; only qualitative process analysis is introduced in level
4 to users (since the consultants emphasized on the need to provide lowest level of
complexity possible with the highest level of knowledge provision).

• A low number of interviews conducted in both the data collection and the evaluation
phases as well as possible bias of interviewees challenge the generalizability of the
results.

• Time and other resource limitation resulted in limiting the game to only a blueprint
rather than a fully functioning game, i.e. not being able to carry out a full demonstration
and evaluation. In particular, the effect of utilizing the Aligner on BP-IT alignment in
an SME context was not tested.

Future research should involve a higher number of the stakeholders to increase the find-
ings’ generalizability, develop a full game for demonstration and evaluation, and perform
longitudinal case studies to test the impact on alignment capabilities andmaturity in con-
text. Furthermore, the game design would highly benefit from the competition aspect
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(as indicated in game needs survey), and this needs further understanding in order to
successfully improve game features as well as game outcomes.

References

Akhavan, P., Jafari, M., Ali-Ahmadi, A.R.: Exploring the interdependency between reengineering
and information technology by developing a conceptual model. Bus. Process Manag. J. 12(4),
517–534 (2006)

Aranda, C., Arellano, J.: Strategic performance measurement systems and managers’ understand-
ing of the strategy: a field research in a financial institution. J. Account. Organ. Change 6(3),
330–358 (2010)

Avison, D., Jones, J., Powell, P., Wilson, D.: Using and validating the strategic alignment model.
J. Strateg. Inf. Syst. 13(3), 223–246 (2004)

Avison, D.E., Eardley, W.A., Powell, P.: How strategic are strategic information systems? Aust. J.
Inf. Syst. 4(1), 11–20 (1996)

Ayyagari,M., Beck, T., Demirgüç-Kunt, A.: Small andmedium enterprises across the globe. Small
Bus. Econ. 29(4), 415–434 (2007). https://doi.org/10.1007/s11187-006-9002-5

Barba-Sánchez, V., Martínez-Ruiz, M.D.P., Jiménez-Zarco, A.I.: Drivers, benefits and challenges
of ICT adoption by small and medium sized enterprises (SMEs): a literature review. Probl.
Perspect. Manag. 5(1), 103–114 (2007)

Bazhenova, E., Taratukhin, V., Becker, J.: Impact of information and communication technologies
on business processmanagement on small andmediumenterprises in the emerging countries. In:
Proceedings 11th International Conference of Perspectives in Business Informatics Research,
Nizhny Novgorod, Russia, pp. 65–74 (2012)

Baxter, R.J., Holderness Jr., D.K., Wood, D.A.: The effects of gamification on corporate com-
pliance training: a partial replication and field study of true office anti-corruption training
programs. J. Forensic Acc. Res. 2(1), A20–A30 (2017)

Brown, D.H., Lockett, N.: Potential of critical e-applications for engaging SMEs in e-business: a
provider perspective. Eur. J. Inf. Syst. 13(1), 21–34 (2004)

Burke, B.: Gartner Redefines Gamification. Gartner Blog Network, 4 April 2014 (2014). https://
blogs.gartner.com/brian_burke/2014/04/04/gartner-redefines-gamification/

Burn, J.M.: A professional balancing act – walking the tightrope of strategic alignment. In: Sauer,
C., Yetton, P.W. (eds.) Steps to the Future – Fresh Thinking on the Management of IT-Based
Organizational Transformation, pp. 55–88. Jossey-Bass Publishers, San Francisco (1997)

Chan, Y.E., Reich, B.H.: IT alignment: an annotated bibliography. J. Inf. Technol. 22(4), 316–396
(2007)

Chan, Y.E., Sabherwal, R., Thatcher, J.B.: Antecedents and outcomes of strategic IS alignment:
an empirical investigation. IEEE Trans. Eng. Manag. 53(1), 27–47 (2006)

Dale, S.: Gamification: making work fun, or making fun of work? Bus. Inf. Rev. 31(2), 82–90
(2014)

Dumas, M., La Rosa, M., Mendling, J., Reijers, H.A.: Fundamentals of Business Process
Management. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-33143-5

Eardley, A., Shah, H., Radman, A.: A model for improving the role of IT in BPR. Bus. Process
Manag. J. 14(5), 629–653 (2008)

El-Saady, R.: The role of SMEs in Mediterranean economies: The Egyptian experience SME unit.
General Authority for Investment, Cairo (2011)

El-Said, H., Al-Said, M., Zaki, C.: Small and medium enterprises landscape in Egypt: new facts
from a new dataset. Int. J. Entrepreneurship Small Bus. 20(3), 286–309 (2014)

https://doi.org/10.1007/s11187-006-9002-5
https://blogs.gartner.com/brian_burke/2014/04/04/gartner-redefines-gamification/
https://doi.org/10.1007/978-3-642-33143-5


BP-IT Alignment in SMEs: A Game-Based Learning Approach 415

Friedrich, J., Becker, M., Kramer, F., Wirth, M., Schneider, M.: Incentive design and gamification
for knowledge management. J. Bus. Res. 106, 341–352 (2020)

Garengo, P., Bititci, U.: Towards a contingency approach to performance measurement: an
empirical study in Scottish SMEs. Int. J. Oper. Prod. Manag. 27(8), 802–825 (2007)

Hamari, J., Koivisto, J., Sarsa, H.: Does gamificationwork?A literature review of empirical studies
on gamification. In: Proceedings 47th Hawaii International Conference on System Sciences,
pp. 3025–3034. IEEE (2014)

Hicks, B.J., Culley, S.J., McMahon, C.A.: A study of issues relating to information management
across engineering SMEs. Int. J. Inf. Manag. 26(4), 267–289 (2006)

Hong, P., Jeong, J.: Supply chain management practices of SMEs: from a business growth
perspective. J. Enterp. Inf. Manag. 19(3), 292–302 (2006)

Kapp, K.M.: The Gamification of Learning and Instruction: Game-Based Methods and Strategies
for Training and Education. Pfeiffer, San Francisco (2012)

Kappelman, L., Torres, R., McLean, E., Maurer, C., Johnson, V., Kim, K.: The 2018 SIM IT issues
and trends study. MIS Q. Executive 18(1) (2019). Article no. 7

Kim, J., Park, S., Hassenzahl, M., Eckoldt, K.: The essence of enjoyable experiences: the human
needs. In: Marcus, A. (ed.) DUXU 2011. LNCS, vol. 6769, pp. 77–83. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-21675-6_9

Kim, T.W.,Werbach, K.:More than just a game: ethical issues in gamification. Ethics Inf. Technol.
18(2), 157–173 (2016). https://doi.org/10.1007/s10676-016-9401-5

Larson, K.: Serious games and gamification in the corporate training environment: a literature
review. TechTrends 64(2), 319–328 (2019). https://doi.org/10.1007/s11528-019-00446-7

Lederer, M., Knapp, J., Schott, P.: The digital future has many names—how business process
management drives the digital transformation. In: Proceedings 6th International Conference on
Industrial Technology and Management (ICITM), pp. 22–26. IEEE (2017)

Mak, H.W.: Gamification Potential for Business Process Management. Gartner Report, 24
September 2012. https://www.gamification.co/2012/09/24/gartner-bpm-gamification/

Mancebo, J., Garcia, F., Pedreira, O., Moraga, M.A.: BPMS-Game: tool for business process
gamification. In: Carmona, J., Engels, G., Kumar, A. (eds.) BPM 2017. LNBIP, vol. 297,
pp. 127–140. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-65015-9_8

Miao, Y.-J.: How does the enterprise implement business process reengineering management.
In: Proceedings International Conference on E-Business and E-Government, pp. 4100–4102
(2010)

Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science research
methodology for information systems research. J. Manag. Inf. Syst. 24(3), 45–77 (2007)

Pflanzl, N.: Gameful business process modeling. In: Proceedings 7th International Workshop
on Enterprise Modeling and Information Systems Architectures (EMISA). Vienna, Austria,
pp. 17–20 (2016)

Pflanzl, N., Vossen, G.: What do business process modelling and super mario bros. have in com-
mon? A games-perspective on business process modelling. Int. J. Concept. Model. Spec. Issue
Concept. Model. Honour of Heinrich C. Mayr, 69–76 (2018). https://doi.org/10.18417/emisa.
si.hcm.7

Placide, P.-N., Raymond, L., Fabi, B.: Adoption and risk of ERP systems in manufacturing SMEs:
a positivist case study. Bus. Process Manag. 14(4), 530–545 (2008)

Prat, N., Comyn-Wattiau, I., Akoka, J.: Artifact evaluation in information systems design-science
research-a holistic view. In: Proceeding of the 19th Pacific Asia Conference on Information
Systems (PACIS 2014), p. 23 (2014)

Raftopoulos, M., Walz, S., Greuter, S.: How enterprises play: towards a taxonomy for enter-
prise gamification. In: Proceedings of the Annual Conference of the Digital Games Research
Association (2015)

https://doi.org/10.1007/978-3-642-21675-6_9
https://doi.org/10.1007/s10676-016-9401-5
https://doi.org/10.1007/s11528-019-00446-7
https://www.gamification.co/2012/09/24/gartner-bpm-gamification/
https://doi.org/10.1007/978-3-319-65015-9_8
https://doi.org/10.18417/emisa.si.hcm.7


416 M. S. Ismail and R. Klischewski

Rosemann, M., De Bruin, T.: Towards a business process management maturity model. In: Pro-
ceedings 13th European Conference on Information Systems. Regensburg, Germany, pp. 26–28
May 2005

Santos, J., Sarriegi, J.M., Serrano, N.: A support methodology for EAI and BPMprojects in SMEs.
Enterp. Inf. Syst. 2(3), 275–286 (2008)

Schallmo, D., Williams, C.A., Lohse, J.: Clarifying digital strategy – detailed literature review of
existing approaches. In: Proceedings 29th ISPIM Innovation Conference, Stockholm, Sweden,
pp. 17–20 June 2018

Scheer, A.W., Abolhassan, F., Jost, W., Kirchmer, M.F. (eds.): Business Process Change Man-
agement: ARIS in Practice. Springer, Berlin (2003). https://doi.org/10.1007/978-3-540-247
03-6
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Abstract. Imperative process models have become immensely popular.
However, their use is usually limited to rigid and repetitive processes.
Considering the inherent flexibility in most processes in the real-world
and the increased need for managing knowledge-intensive processes, the
adoption of declarative languages becomes more pertinent than ever.
While the quality of imperative models has been extensively investigated
in the literature, little is known about the dimensions affecting the qual-
ity of declarative models. This work takes an advanced stride to investi-
gate the quality of declarative models. Following the theory of Personal
Construct Psychology (PCT), our research introduces a novel method
within the Business Process Management (BPM) field to explore qual-
ity in the eyes of expert modelers. The findings of this work summarize
the dimensions defining the quality of declarative models. The outcome
shows the potential of PCT as a basis to discover quality dimensions and
advances our understanding of quality in declarative process models.
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Grid

1 Introduction

In the development of process-aware information systems (PAIS), process mod-
els are used for enactment and management purposes [4]. Besides their ability to
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provide a blueprint for process execution, process models are used for require-
ment elicitation, communication and process improvement. Process models are
expressed using languages from either the imperative or declarative paradigm.
While imperative models describe all the process executions explicitly, declara-
tive models rather specify the constraints guiding the overall process and allow
any execution not violating the given constraints to occur. When dealing with
rigid and repetitive processes, imperative languages are the best candidates.
However, when it comes to knowledge-intensive processes where flexibly is an
inherent requirement, imperative languages become unable to represent pro-
cesses concisely. Alternatively, the constraint-based approach of declarative lan-
guages allows abstracting the details of specific process executions and modeling
the general interplay of events. The flexibility of declarative languages comes
at the cost of their understandability [16]. Considering the rich semantics of
declarative languages and the different ways in which constraints can interact,
it becomes hard for the reader to infer the process executions allowed by the
model [34].

To support the understandability of declarative models, several hybrid rep-
resentations extending models with textual annotations and simulations have
emerged (review in [3]). Nevertheless, understandability challenges remained
apparent [1]. Refining models to improve their quality is an alternative to over-
come these limitations. While there is a rich body of literature investigating
the quality of imperative models (e.g., [10,17,29,30]), only a few contributions
exploring the comprehension of declarative models exist (e.g., [20,37]). A review
by Corradini et al. [10] identified 50 guidelines addressing the quality of pro-
cess models. However, many are limited to imperative languages and several of
their focal constructs (e.g., gateways, pools and lanes, message events) are not
relevant to declarative models. Similarly, the use of a single start event and the
necessity to minimize concurrency in the model [10] are guidelines common to
imperative modeling that counteract the constraint-based approach of declar-
ative languages. Indeed, declarative models can have several entry-points [37].
Likewise, imposing a sequential-flow would need to over constrain the declarative
model, increasing its complexity - and reducing its understandability. In addi-
tion, modeling with constraints introduces conceptual challenges (e.g., hidden
dependencies [37]), which are absent when modeling imperatively. Nonetheless,
guidelines addressing the visual clarity of models (e.g., avoiding overlapping ele-
ments and line crossings) can be applied to both language paradigms. As a step
towards the development of a more comprehensive framework for assessing the
quality of declarative models, we use Personal Construct Theory (PCT) [24] to
elicit quality dimensions used by experts when evaluating declarative models.
Afterwards, we turn to the literature to discuss the similarities with existing
guidelines and mark the key disparities requiring further investigation.

PCT directly fulfills our aim to elicit the criteria used by experts to judge
model quality. It postulates that individuals develop a set of personal constructs
(i.e., scales) to frame their experiences based on their similarities and differ-
ences [24]. In our context, the constructs offer scalar dimensions used by experts
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to differentiate the qualities of process models. Tapping into these constructs
provide a means to articulate each expert’s mental model, making the criteria
by which model components are judged more tractable. Moreover, grounding our
study in PCT overcomes many of the limitations of interpretive studies exploring
the quality of process models, in particular those reliant on techniques such as
interviews and think-aloud (e.g., [6,37]). Insights obtained from interviews are
usually bound by the interviewer’s questions, leaving no chance to discover other
relevant aspects beyond the repertoire of questions. As for think-aloud, it helps
people to voice their thoughts out-loud and thus reveal their inner thoughts.
However, as individuals tend to know more than they can readily articulate [12],
part of their thought remains tacit and not readily evident in verbal utterances.
PCT overcomes this limitation by removing the bounds of predetermination - the
interview structure - offering in its place a framework for a series of comparisons.
The similarities and differences between elements (e.g., those of process models)
provide the basis for - and scope of - the technique. Through this comparison
process, each individual’s constructs can be articulated without constraint. Col-
lectively, these benefits motivate our choice of PCT to articulate the constructs
under girding judgments of quality. Following analysis based on grounded the-
ory [8], the constructs articulated are aggregated to propose a multi-dimensional
framework for the assessment of declarative model quality.

Our contribution is twofold. Firstly, we develop a multi-dimensional frame-
work that has the capacity to more comprehensively assess the quality of declara-
tive models. Secondly we demonstrate the potential of PCT in conducting inter-
pretive analysis of process modeling. Our findings enhance the understanding
of the dimensions of quality in declarative modeling and promote their use in
industry. Moreover, these emergent dimensions of quality have the clear potential
to support teaching of declarative modeling, helping students identify pertinent
aspects requiring more attention when modeling processes declaratively. Finally,
further adoption of PCT in the process modeling field would add to the stream
of research exploring the mental models of practitioners. Sect. 2 presents the
background, Sect. 3 introduces the related work, Sect. 4 explains the research
method, Sect. 5 presents the findings, Sect. 6 discusses the findings and Sect. 7
wraps-up the key contributions and delineates the future work.

2 Background

DCR Graphs. DCR Graphs consist of nodes and edges: the nodes indicate
events, the edges indicate relations between the events. Events can be assigned
to roles. To maximize flexibility, events that are unconstrained can be executed
at any time and any number of times. Events have a state marking, which is a
tuple of three Boolean values: executed, included and pending. Executed indicates
that the event has executed at least once in the past. Included indicates whether
the event is currently relevant for the process: irrelevant (excluded) events cannot
be executed, but also cannot constrain the execution of other events. Pending
indicates that the event must be executed some time in the future, i.e. the event
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is a requirement that must be fulfilled before we can end the process. Pending
events are generally referred as required events.

There are five basic relations. A condition restricts an event by stating that
it cannot be executed before another event has fired at least once. Milestones
constrain an event by stating that as long as a particular other event is pending,
it cannot be executed. The exclusion and inclusion relations can be used to
remove or add back an event from or to the process, effectively toggling event’s
included state. Finally, the response relation indicates that the execution of one
event makes another event pending (i.e., required). The last three relations imply
a dynamic behavior in the model as they are not constraints in the traditional
sense, but rather capture effects that some events have on others. Relations and
events can be combined together to model specific behavioral patterns.

Several extensions complement the core notation above. Hierarchy can be
achieved through nesting [21], which allows one to group several events together
(into a nest event), and then add a single relation to or from all of them. It simply
acts as a shorthand for having a relation for each individual event and therefore
does not add additional semantic meaning. The notion of multi-instance sub-
processes [13] on the other hand, significantly extends the language by allowing
one to model sub-process templates which can be instantiated many times. For
example, a funding application round may consist of many individual applica-
tions, each application instance having their own unique internal state. Finally
one can model the influence of contextual data on the process by adding data
expressions to relations, indicating under what circumstances they should be
activated [36]. For example, a response relation between “check expenses report”
and “flag report” can be activated only if the amount exceeds a thousand euros.

Mental Models and Personal Construct Psychology. A mental model
is an abstract representation of a situation or a system in the individual’s
mind [18]. Research on mental models addresses two aspects: their structure
and change over time. Studies of the structure of mental models contribute to
the theory of human reasoning and are used to evaluate individuals’ decision
making [23]. Change-oriented studies focus on dynamics where the system state
changes over time. These studies investigate how individuals’ mental models
evolve and adapt [19]. In this work, we lean to the former, striving to articulate
mental models whose structure reveals experts’ judgement of declarative pro-
cess models. The structure of the mental model - comprised of scalar constructs
- provides direct insight into the criteria on which their assessment of quality is
based.

To tap into individuals’ mental models, we refer to the PCT theory of George
Kelly [24]. Kelly assumed that individuals develop unique systems of interrelated
personal constructs (i.e., scales), allowing them to understand and predict their
surrounding world [24]. These personal constructs emerge from the individuals’
past and ongoing experiences. Individuals organize and differentiate their expe-
riences through judgement of similarities and differences, evolving a system of
constructs, which they use to frame and predict the consequences of their own
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actions and interpret those of others [12]. The commonality of a system of con-
structs enables them to be used as a basis to explain interpersonal relations. This
is particularly pertinent to personal experiences that share a cognitive medium
or framework. PCT posits that individuals sharing common experiences can
develop similar personal constructs [12].

In the view of Kelly, a personal construct is bipolar. It is composed of two
ends (e.g., good versus bad). Eliciting constructs is challenging because individ-
uals are generally unable to access the structure of their own cognitive system
and verbalize their implicit knowledge [12]. Repertory Grid is a knowledge elici-
tation technique developed to help people identify and articulate their personal
constructs [12,24]. In a nutshell, the approach comprises a series of trials where
a participant is asked to identify similarities and differences between different
elements – such as process models in DCR Graphs. The result of each compar-
ison is then used to articulate the participant’s personal constructs and their
meaning. A step-by-step explanation of the Repertory Grid process is provided
in Sect. 4.2. Repertory Grid has been used in a wide range of domains (e.g.,
technology acceptance [12]). However, its potential has not yet been exploited in
the field of process modeling. This work builds upon the PCT theory and adapts
the Repertory Grid technique to derive a comprehensive framework delineating
the dimensions used by experts to evaluate the quality of declarative process
models.

Grounded Theory. Grounded Theory adopts a qualitative inductive approach
to analyzing and conceptualizing data [8]. A multi-phase process of coding is a
central to grounded theory, enabling the phenomena emerging from data to be
identified and classified. Three coding techniques – initial-coding, focused-coding
and axial-coding – are common [8]. Initial-coding highlights salient aspects in
the data; focused coding allows these aspects to be grouped based on similarity
of their traits, while axial-coding establishes relationships between the identi-
fied codes. Typically, a qualitative analysis starts with initial-coding, followed
by focused-coding and finally axial-coding. In model comprehension studies,
grounded theory has been used to analyze the verbal utterances of participants
when interacting with different representations of process models (e.g., [1,37]).
Building on these works, our analysis uses the coding techniques of grounded
theory to analyze the personal constructs verbalized by the experts throughout
the different steps of the Repertory Grid.

3 Related Work

Model quality frameworks have emerged in different contexts. In conceptual
modeling, guidelines addressing the use of graphical notations and the overall
quality of conceptual models have emerged (e.g., [26,28,31]). In process mod-
eling, a large body of literature focusing on the quality of imperative models
exists (for an overview see the literature reviews in [10,17]). In addition, a set of
guidelines have been proposed on how to create process models of good quality
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(e.g., [27,29,30,35]). However, when it comes to declarative languages, only a
very limited number of studies exploring specific aspects of declarative models
have emerged. Namely, the authors in [20] suggested that the comprehension of
declarative models could be affected by the layout and the complexity of the
used constraints. As for [37], the author suggested that modularization could
support the comprehension of declarative models when solving a particular type
of tasks.

Our study differs from the earlier works in several aspects. As opposed
to [26,28,31] where guidelines are generic to any model-based representation,
our work emphasizes declarative models, in particular those in DCR graphs,
providing a closer examination of the quality dimensions relevant for that mat-
ter. With regards to [10,17,27,29,30,35], many of the proposed guidelines either
do not apply to declarative models or need further investigation to ensure their
applicability (cf. Sect. 1). Alternatively, our research bases its analysis on declar-
ative models and compares to related work to highlight the similarities and
disparities between imperative and declarative guidelines (cf. Sect. 6). When it
comes to studies looking into declarative process models, we argue that model
quality was not well emphasized. Instead, the focus was on exploring the use
of declarative models [20] or assessing the impact of modularization [37] on the
performance of users. Conversely, our work emphasizes the quality of declarative
process models and aims at providing a multi-dimensional quality framework to
further promote their use in practice. Besides, our study design (based on PCT,
cf. Sect. 4) differs from the existing qualitative designs as explained in Sect. 1.

4 Research Method

This section introduces our research method including the research question (cf.
Sect. 4.1), data collection (cf. Sect. 4.2) and analysis procedures (cf. Sect. 4.3).

4.1 Research Question

This work addresses the need for a comprehensive framework allowing to evaluate
the quality of declarative process models, particularly DCR Graphs. Our research
question is formulated as follows: Which quality dimensions are used by
experts when comparing DCR Graphs?

4.2 Data Collection

Data was collected using a step-wise approach underpinned by PCT. The follow-
ing sections explain our data collection process in detail, introduce the research
setting, and describe the materials used in the study.

Approach. Following the theoretic position set out in Sect. 2, we use the Reper-
tory Grid to identify the constructs used by experts to evaluate the quality of
DCR Graphs. The elicitation process is initiated by the selection of a set of ele-
ments referring to different instances of a universe of discourse [24]. Repertory
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Grid studies use different types of elements. In clinical contexts, elements are
usually represented as roles (i.e., people); however, in other studies, elements
are represented as working tasks [12]. In our study, we consider the elements
as models provided by modelers with different levels of expertise. Collecting the
models representing the elements of the grid is, then, the first phase of our data
collection. To this end, we have shared a process description with a set of par-
ticipants and asked them to design the corresponding model in DCR Graphs.
The resulting models are available in our online repository [2].

Once the models defining the elements of the grid have been collected, we
move to the second phase of our data collection, where participants recruited for
their expertise evaluate the quality of the collected models. This phase begins by
eliciting of personal constructs. Through a series of trials, the participant is given
a triad (i.e., set of three) of models and asked, following the minimum context
form described by Kelly [12,24]), to (1) identify the “odd model out” (i.e., the
model that differs from the other two models of the triad) (2) and explain “why”,
that is to say, what –in her terms – makes it odd. This articulates one dimension
of the scale used to differentiate the models (elements). The participant is then
asked what –if anything– makes the remaining (non-odd) elements similar. Often,
this is a simple negation: for instance, a triad composed of 3 process models
might be differentiated because one model has color coded events, while in the
other two all events have the same color. In this sense, the construct defined
with the poles has color coded events versus all events have the same color is
an example of a participant’s personal construct. A construct is thus articulated
as two distinct poles drawn from the difference between the odd model and the
similarity of the other two models.

The identification of personal constructs is usually complemented by a dis-
cussion of the meaning of the constructs to the participant. The discussion is
moderated using laddering up and laddering down techniques used respectively
to elaborate or abstract the insights offered by the participant, further articulat-
ing their relevance [12]. The same triad approach is repeated until a theoretical
saturation of constructs is reached. Rather than data saturation, where all possi-
ble triads should be visited, we follow a theoretical saturation approach, striving
to provide the participant with new triads until no more new constructs emerge.
On average, most constructs were articulated after 7 triads, which falls within the
same range of triads generally used to identify the most salient constructs [11].
Figure 1a summarizes the process of eliciting personal constructs.

Following the identification of constructs, the participant is given a grid where
columns represent the collected models and rows show the identified constructs.
During this process, the participant is allowed to review and edit her constructs
before being asked to rate each of the models based on the identified constructs.
The literature discusses different rating methods [12], in our study, we use a
five-point scale following the insights in [12]. As the constructs usually emerge
from comparisons within triads of models, some constructs might not apply to
all models. In such a case the participant is told to skip these particular grid
cells. Analysis of the numeric ratings enables the grid to illustrate underlying
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Fig. 1. Illustrations of the different steps of the Repertory Grid approach

but unseen associations between elements and constructs and thus their mean-
ing using concrete terminology drawn from the participants ‘world’, which in
turn supports the analysis of these personal constructs. A fragment of a Grid is
illustrated in Fig. 1b. The collected grids are available in our online repository [2].

The talkback interview is the last step. It aims at reflecting the overall process
and scrutinize the personal constructs based on the obtained qualitative insights
and the grid ratings. While some studies conduct further statistical analysis to
investigate the correlations between constructs and elements, our work rather
focuses on the insights obtained throughout the different steps of the Reper-
tory Grid and analyzes them following grounded theory. To keep track of these
insights, the conversations with the participants were fully recorded.

Participants. To collect the models representing the elements of the grid, we
have recruited 13 participants with different levels of expertise in DCR Graphs.
Novice participants (3 students) have taken a BPM course where they have
been introduced to process modeling in general. Intermediate participants (4
students) have been familiarized with DCR Graphs for at least one semester.
Whereas expert participants (2 professors, 2 postdocs and 2 industry practi-
tioners) are more deeply immersed through their use of and research into DCR
Graphs. The heterogeneity of participants enabled us to explore the range of
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model complexities and reflect different modeling practices employed by users
with different levels of expertise. This heterogeneity also provides the basis to
allow differences between novices and experts - and novice models and expert
models - to emerge.

To evaluate the models, we used 4 experts among the pool of participants
in the first phase. Each expert was exposed to the 12 models collected from the
other participants and her model as well. Including experts’ own models in the
comparison gave them the opportunity to reflect on their models (compared to
others) which in turn enriched the analysis. Overall, 94 bi-polar personal con-
structs were elicited from the models [2].

Material. The process description used to collect the models representing the
elements of the grid is inspired by a real-world use-case study presented in [15].
The process description (cf. online repository [2]) was shared with 13 partic-
ipants, who were asked to design the corresponding process model in DCR
Graphs.

4.3 Data Analysis

The analysis started by listening to the audio recordings of the repertory grid
procedure, time stamping the periods where each of the constructs was dis-
cussed, and then taking notes of the collected insights. Here, the verbal utter-
ances provided by each participant were related directly to the ratings of the
relevant model in the repertory grid providing concrete, context-specific articu-
lations of the participant’s insights. Afterwards, we turned to grounded theory
to investigate the participants’ constructs and their meanings. To reduce sub-
jectivity during the coding process, we recruited two coders. We followed the
code-confirming strategy [25] to distribute the tasks between the primary and
the secondary coders. The primary coder was responsible for conducting the
first round of coding, while the secondary coder was recruited to critically scru-
tinize the codes and trigger discussions to improve the coding. Both coders are
researchers within the BPM field. For each grid, the primary coder conducted
the first round of initial-coding to the participant’s constructs [7] based on the
constructs’ poles. In case the poles were not clear, the primary coder referred to
the collected notes. Afterwards, the secondary coder reviewed the initial-coding
and performed the second round of coding, which was, in turn, discussed by both
coders to reach an agreement. Next, the constructs obtained from all the par-
ticipants were combined and subjected to focused-coding [7] grouping repeating
and overlapping initial codes to identify the commonality or focus among the
concepts articulated. The resulting codes reveal the different dimensions used by
the participants to evaluate the quality of declarative process models. The rela-
tionships between the revealed dimensions were elaborated using axial coding [7].
Here, the revealed dimensions were organized according to recurrent themes and
then categorized. This phase was conducted in 2 rounds by both coders, followed
by a discussion where the final codes were agreed. An excel sheet illustrating this
process is available as part of our online repository [2]. The resulting categories,
themes and dimensions are presented in Sect. 5.
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5 Findings

The analysis of the constructs allowed the identification of seven themes orga-
nized into 2 categories. Sections 5.1 and 5.2 present the themes associated with
the semantic qualities and pragmatic qualities of process models respectively.

5.1 Semantic Qualities

Semantics denotes the ability of the model to make true statements about the
way the business process operates in the real-world [35]. The semantics of a
model is a relative indicator of quality as the model behavior is subjective to the
process specifications. The analysis of experts’ personal constructs, drawn from
their interpretation of the models, gave rise to 4 themes overarching a number
of dimensions capable of assessing the semantic quality of DCR Graphs: these
are modeling behavior, modeling patterns, modeling events and modeling data.

Modeling Behavior. Within this theme, several dimensions have emerged.
Comprehensiveness of behavior is identified throughout our analysis of personal
constructs. Here, experts used this dimension to evaluate the completeness of
the model. When it comes to the alignment between the process specifications
and the model behavior, the experts elicited the presence of behavioral errors
dimension to assess the validity of the behavior supported by the model.

Flow-based versus declarative modeling is a relevant dimension used by the
experts to evaluate flexibility. They identified a spectrum of modeling behaviors
ranging from very flexible to over-restricted ones. Overall, the experts asserted
that declarative models should support parallel behavior and avoid being restric-
tive. Nevertheless, they also advised avoiding both extremes (being too flexible
or too restrictive) and advised to rather comply to the process specifications.

Modeling of required events is another relevant dimension identified by the
experts. This dimension evaluates the modeling of events that must eventually
be executed in the process. These events are regarded as goals which must be
fulfilled in any execution [22]. Identifying these events in the specifications and
modeling them correctly are important criteria to model behavior consistently.
In DCR Graphs, required events can be modelled by assigning a specific marking
to events at design time or by using the response relation (cf. Sect. 2).

The experts identified the dimension Modeling of end-events to assess
whether the model allows termination. In DCR Graphs, end-events refer to
events whose execution disable the rest of events in the model from executing.
While some experts recommended to model termination, other experts asserted
that one cannot generalize that all processes should incorporate termination.
In some cases, process specifications require processes to be suspended rather
than terminated, leaving the possibility to resume them at any point in time.
For such processes, only the no-longer relevant events should be removed from
the process before suspension. Similarly, the experts identified the dimension
Modeling of start-events (i.e., events initiating the process) to assess whether
the models identify the process start-events appropriately. In this respect, some



Understanding Quality in Declarative Process Modeling 427

experts advised using a unique start-event, while other experts affirmed that
this depends on the process specifications. Nonetheless, experts advised check-
ing whether the non-constrained events in the model are good candidates for
being start-events to the process, if not, then these events must be constrained
by others to prevent their occurrence when the process is first initiated.

Additionally, the Multi-instance processing dimension emerged to compare
the extent to which multi-instance sub-processes are supported (cf. Sect. 2). From
this perspective, the experts noticed that most of the models do not comply with
the given process specifications as they do not offer the possibility to indicate
the parts which can be executed multiple times concurrently.

The Modeling against IT silliness dimension addresses the experts’ felt need
to assess the flexibility of the models in tackling failures that prevent occurred
events from being registered by the PAIS. In this context, the distinction between
unlawful behavior (i.e., the behavior violating the constraints of the process) and
impossible behavior (i.e., a behavior which would never occur in the real-world)
has emerged. While the former is crucial to avoid, the latter can be tolerated
assuming that the PAIS might fail to register some non-value adding events at
their occurrence (e.g., granting a loan without signing the contract must never
be allowed, whereas, signing the contract without receiving it, could be tolerated
by the model assuming that the PAIS failed to register that event).

The purpose of the model is a dimension used by the experts to evaluate the
granularity of the models. Accordingly, the level of detail exposed by the scope or
bounds of the business process can be adjusted to fit the intended purpose (e.g.,
enactment, management). The identification of the model purpose is a crucial
aspect because it goes beyond the semantic qualities of the model also to affect
the pragmatics of the model. In that sense, a model intended for enactment can
be hard to interpret if used for management purposes.

Modeling Patterns. Modeling patterns denote the set of mechanisms used
to represent specific behaviors when modeling processes. The elicited insights
focused on the use of standard patterns, which encompass the conventional mod-
eling patterns advised for modeling different behaviors. For experts, standard
patterns provide a clear representation of the intended model behavior. The use
of standard patterns also reoccurred while inspecting the way modelers repre-
sented common behavior, exceptional behavior, and termination.

The dimension Condition-response versus Include-exclude patterns emerged
when comparing the common behavior represented in the models. The con-
dition and response relations can be used together to model a wide range of
specifications. However, a similar behavior can be achieved using exclude and
include relations, which was recurrent in many models. During the discussion,
the experts advised adhering to the condition-response pattern when model-
ing common behavior for the following reasons: (1) The dynamic behavior of
the include and exclude relations (cf. Sect. 2) is more likely to create hidden
dependencies between events, adding unnecessary complexity to the model. (2)
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The include and exclude relations are rather used for modeling exceptions and
termination.

The dimension Treatment of exception pattern assesses whether the modeler
uses the appropriate pattern to treat exceptions clearly. For the experts, excep-
tional events are not part of the main process and thus they should initially
be excluded in the model and included (using the include relation) only when
exceptions occur. Likewise, the dimension Use of termination pattern addresses
whether termination is modeled using the appropriate pattern. Here, the experts
recommended grouping events into a nest event (cf. Sect. 2) and add one exclude
relation from the end-event to the nest event.

Modeling Events. The experts used the Role assignment dimension to check
the assignment of roles to events and asserted that it is crucial for clarifying “who
is doing what?”, which in turn supports better traceability and access control.

Use of intermediate events is a pertinent dimension. In DCR, intermediate
events denote the events used to enforce specific behaviors, without being explic-
itly mentioned in the process specifications. Intermediate events can be used to
automate some actions or to model decisions. For the experts, although their use
might be necessary (e.g., for implementation), intermediate events can hinder the
understandability of the model and should be avoided whenever possible.

Besides, the implicitness of events dimension was introduced to evaluate
whether all the events mentioned in the process specifications are explicitly rep-
resented in the model. Indeed, some modelers merged several events into one.
For the experts, modelers should ensure a one-to-one correspondence between
the events of the process specifications and those represented in the model.

Modeling Data. The dimension Encoding decisions explicitly or using data
expressions was used by the experts to evaluate whether decisions are encoded
using intermediate events or using data expressions. As mentioned in Sect. 2,
data events allow assigning values to variables, which in turn are used in the
evaluation of data expressions. Following the experts, the activation of the DCR
relations in a model can be controlled by assigning them data expressions. At
run-time, if the expression evaluates to true, then the semantics of the relation
applies in the model, otherwise, it does not. Data expressions can be difficult to
interpret. However if used purposefully for modeling decisions, they can reduce
the complexity of the model (e.g., by removing intermediate decision events).

Besides, the experts identified the dimension Appropriate choice of data types
for data variables to indicate cases where the data types of variables were not
correctly chosen. Here, the experts highlighted the necessity of choosing a data
type which infers meaning about the use of the variable it represents.

The Local/global effect of data variables dimension emerged to describe
whether a data variable is evaluated immediately after being assigned a value
(using a data event), or postponed to a later stage of processing. On that matter,
the experts recommended evaluating data variables immediately after assigning
them values, making the correspondence between the data event and its subse-
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quent evaluation clearer. However, depending on the process specifications, an
immediate evaluation of data variables is not always feasible. In this case, the
experts advised a consistent naming of data events and data variables, making
the correspondence between both easily perceived (cf. Sect. 5.2).

5.2 Pragmatic Qualities

Pragmatics denotes the correspondence between the model and the reader’s
understanding of it [35]. The pragmatic qualities of a model do not formally
affect its behavior. However, they might have direct consequences on the use of
the model as a communication artifact. The experts’ meanings revealed 3 themes
related to pragmatic qualities: Model Layout, Event Layout, Data Layout.

Model Layout. The experts used the dimension Alignment and positioning of
elements to appraise the way models are laid out. They highlighted the extrane-
ous visual complexity raising from models where elements (i.e., events, relations)
overlap, and advised a careful alignment and spacing of events. Here, two strate-
gies were used: the former evaluates whether the events assigned to the same
role are aligned along the same vertical axis, while the second strategy assesses
whether the events are aligned following their likely order of occurrence during
execution. For the experts, these strategies could improve the pragmatic quality
of the model. In addition, the experts looked into the way models were ori-
ented and suggested a left-to-right or top-to-bottom orientation, indicating that
start-events should be positioned at the left-most top-most part of the model.

The grouping of events dimension evaluates the way events are grouped in
the model. Nest events (cf. Sect. 2) allow gathering events belonging to the same
phase or assigned to the same role. With a preference for phase-based nesting,
the experts associated the use of nesting with an enhanced understandability
of the model. In the same vein, multi-level hierarchy was raised by experts to
emphasize the benefits of going beyond a single level of nesting.

Visual conciseness focuses on the overall clarity of the model. This dimension
was defined by the previously mentioned aspects e.g., alignment and grouping of
events, but also in relation to the optimized use of constraints and the absence of
intermediate events. These characteristics embrace both pragmatic and semantic
qualities, showing that the themes and dimensions emerging within both cate-
gories influence the experts’ perception of visual conciseness.

Event Layout. The experts emphasized particularly the internal pragmatics
of events. The dimension Meaningful naming of events was used to assess the
meaningfulness of events’ names. For experts, events should be assigned com-
prehensible names which can be easily traced back to the process specifications.

Furthermore, the experts used the dimension Verb-object versus noun-based
naming of events to evaluate the phrasing of the events’ names. Here, they
recommended a verb-object phrasing, except for the intermediate events used
for modeling decisions, where a noun-based format could be acceptable.
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Color coding was another identified dimension. Although, DCR allows assign-
ing colors to events, some experts were confused by the meaning of these colors,
and asserted that they are hard to interpret when no explicit legend is provided.
Hence, several experts suggested avoiding to color events.

Data Layout. The dimension Correspondence between variable names and
data events’ names was used by the experts to evaluate whether the data event
altering the value of a data variable can be easily recognized in the model.
For experts, data events and data variables should be assigned the same name
because data variables might not be evaluated immediately after being assigned
a value. Hence, with the lack of a clear matching between a variable name and
its corresponding data event’s name, it becomes hard for the reader to infer the
variable’s value when being evaluated in a data expression as all the previously
executed data events could presumably change the value of that data variable.

6 Discussion

The dimensions identified by the experts share many similarities with the exist-
ing imperative process modeling guidelines. For instance, comprehensiveness of
behavior and presence of behavioral errors (two of the identified semantic quali-
ties) relate to the notions of completeness (i.e., the coverage of the relevant state-
ments of a particular domain) and validity (i.e., the correctness of the statements
in the model) discussed in [28]. Moreover, the importance of designing models
fitting their intended purpose (i.e., enactment, management) both in terms of
granularity and target audience was not only recognized by our experts, but also
emphasized in [28]. In terms of pragmatic qualities, the insights about the align-
ment and positioning of elements intersect with the findings in [10,30], while
the recommendations about assigning meaningful names to events and phrasing
them following a verb-object format have been discussed in [10,30]. Regard-
ing the use of colors to mark events, there was no agreement between experts.
This concurs with literature on the usage of color in the context of imperative
processes which is also inconclusive [5,10].

The use of standard patterns is among the pertinent dimensions, which
experts argued it enhances the understandability of the model. While cata-
logues of patterns showing how to model certain re-occurring problems exist for
imperative models [14], we cannot currently rely on such resources when mod-
eling declaratively. Additional research is needed to elicit a catalogue for DCR
Graphs and to empirically evaluate its impact on model quality. Our findings
show that the general idea of using decomposition to reduce process model com-
plexity is shared with imperative models [37]. However, additional guidelines –
on when and how to decompose declarative models – are missing. Decomposition
in imperative models involves identifying particular points in the flow where a
complex behaviour can be abstracted into an individual step with a single entry
and exit point. This is not as easy in declarative modeling, where different parts
of the model may interact in different ways, making it challenging to find clear
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distinctions between the entangling constraints of the model. There is also a
need for empirical research on the impact of modularization on the quality of
declarative models. Existing research [37] suggests that modularization enables
abstraction and information hiding, which in turn supports the comprehension
of the model. Contrarily, modularization also risks fragmentation, giving rise to
split-attention effects and a need for integration between different parts of the
model.

Existing guidelines on the usage of gateways for modeling decisions are not
applicable to declarative models, including DCR graphs. Experts mentioned the
modeling of decisions using either intermediate events or data expressions. The
use of events to model decisions would lead to construct overload as a single
notational element is being used to represent multiple concepts (i.e., actions
and decisions). Existing research states that construct overload impacts the
understandability of the model negatively [31]. Alternatively, experts suggested
modeling decisions using data expressions. However, the implications of using
data expressions on the understandability of declarative models are question-
able and require additional research. Regarding the modeling of start-events,
existing guidelines [30] advise use of a single start-event. While some experts
agreed, others questioned the general applicability of this guideline and sug-
gested that it depends on the process. Due to the constraint-based approach
of declarative languages, any non-constrained event is a possible entry-point to
the process. This makes modeling of start-events in declarative languages more
complex than imperative languages since in declarative modelers one must check
all non-constrained events to ensure that they are good candidate start-events
for the process or constrain them to prevent their occurrence when the process
is first initiated.

While several insights agree with the literature on imperative process models,
our study identified some contradictions. For instance, our findings promote the
concurrency of behavior in declarative models, whereas existing guidelines [10]
advise minimizing concurrency when modeling imperatively. Moreover, existing
guidelines [32] assume that processes should eventually terminate. Conversely,
our insights relax this assumption by evoking the possibility of suspension instead
of termination. However, little is known about when to use what, which necessi-
tates detailed guidelines. Moreover, while the use of single end-events is recom-
mended to ensure understandable models [30], the impact of modeling processes
without explicit end-events is yet to be explored.

The results of this study have impacts on research, education and practice.
The insights obtained advance our understanding of quality in declarative mod-
els. While several of the findings concur with prior research on imperative mod-
eling, our study also revealed several dimensions where further investigation is
required. The positive effects of standard patterns on both quality and compre-
hension of declarative models suggest a potential hypothesis worthy of test in
the light of the existing theory. A further hypothesis might address effects of
applying modularization on the understandability of declarative models. More-
over, the applicability of PCT in process modeling paves the path for new studies
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exploring the mental models of practitioners when dealing with different aspects
of process models. With regards to education, our findings support the teaching
of declarative process modeling (particularly in DCR Graphs) by providing a set
of dimensions allowing students to focus their attention on the pertinent quality
aspects to improve their design of declarative models. Our findings also have
implications for practice. Several of the identified semantic qualities (relating to
modeling of events and data) and pragmatic qualities (related to model, event
and data layouts) can be automatically inferred from the model and thus could
be implemented by tool vendors to assess the quality of process models at design
time offering the potential of customized tool-support for modelers.

Limitations. Our research has some limitations. Our sample is relatively small:
however, in common with other Repertory Grid studies (e.g., [9,33]) the scale and
richness of the elicitation process gave rise to over 400 numeric data points, high-
lighting both the cognitive focus and demand of the approach, which required
some 4–5 h per session. Another limitation might arise through bias during the
coding procedure. To minimize this risk, we recruited a secondary coder who
was purposefully critical of the coding of the primary coder. Finally, our results
do not address syntactical qualities since the models were all designed using a
tool (i.e., dcrgraphs.net) which automatically resolves syntax-dependent errors.

7 Conclusion and Future Work

This work investigates the quality of declarative process models. The results
present a set of quality dimensions identified by experts in DCR Graphs. Similar-
ities with existing guidelines highlight qualities shared with imperative models
– while clear differences identify candidate aspects worthy of further investi-
gation. Future work could subject the different qualities to further theoretical
and empirical investigation. Several hypotheses have already emerged, as noted
above. Moreover, our data could be used to investigate how different quality
dimensions affect each other. The models provided by the different groups of
participants could be further analyzed to discern patterns characterizing the
modeling of novices, intermediates and experts, which in turn could guide the
profiling of modelers at run-time and optimizing tool support. Our approach also
offers sound potential to contribute to studies that explore the mental models
of practitioners and their interaction with process models.
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Abstract. Given the advancements in artificial intelligence, organizations are
increasingly interested in applying robotics to their business processes. Unlike the
many technological implications, we focus on the human side of robotics which
remains under-investigated for higher-skilled employees.We particularly consider
employee acceptance of intelligent robots with cognitive skills. During 48 inter-
views, hypothetical dilemmas regarding manual work, full- and semi-automation
are discussed byofficeworkers,managers and IT consultants. The results show that
employees are positive about intelligent robots. Themajority arewilling to transfer
repetitive tasks as long as humans can control outputs for accountability. How-
ever, employees prefer keeping tasks with creativity and human interaction. Many
tasks can thus already be replaced by robotics, but more attention is needed for
the facilitating role of organizations (e.g., training). The findings affect innovation
strategies for implementing intelligent robots with reduced social implications.
The idea of a step-by-step plan encourages a gradual adoption.

Keywords: Digital process innovation · Intelligent robots · Acceptance ·
Dilemma analysis

1 Introduction

Process innovation is of all times. The term was mainly used as from the 1990s with
the reengineering wave [1]. However, during all industrial revolutions, organizations
have paid attention to rethinking their way of working to obtain performance gains
(e.g., higher quality, efficiency, effectiveness), and this by also reconsidering the ratio
of human-machine cooperation [2, 3]. Nowadays, disruptive technologies are triggering
a fourth industrial revolution, called Industry 4.0 [2]. Likewise, Industry 4.0 provides
opportunities for process innovation and drastic changes in the job market, among others
by artificial intelligence (AI) and robotics [3]. Nonetheless, employees have always
been able to adapt their skills and entrepreneurs have created new jobs based on the
technological advancements [2]. For instance, in the novel of “Charlie and the Chocolate
Factory” from the mid-1960s, [4] already described a visionary leader who replaced
employees by robots while Charlie’s father was rehired for a new job related to machine
maintenance.
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This study focuses on intelligent robots, which are one of the pillars in Industry 4.0
[3]. With the recent AI advancements, robots have become able to conduct cognitive
tasks [5], and so affecting the business processes of all employee types. Questions,
however, remain which jobs and which business processes (or process tasks) are desired
to be replaced by robots while respecting employees’ potential. In this regard, our study
tackles three gaps in the business process management (BPM) literature.

• First, contemporary studies have mainly focused on job replacements by machine-
based robots for manual workers in industrial sectors (i.e., often performed by lower-
skilled employees) [6], rather than intelligent robots affecting the jobs of other
employee types and in service sectors. For instance, [7] and [8] state that robotics are
negatively correlated to the employment rate of low-skilled employees but positively
correlated to high-skilled employees (i.e., after being reskilled for new job contents
like data analysts). Other authors agree that digital process innovation demands for
new job contents focusing on education, support, development and production of such
technologies [9, 10].

• Secondly, the BPM discipline recognizes the advantages of robotic process automa-
tion (RPA), which aims to innovate repetitive tasks rather than cognitive tasks [11].
More research is needed for process automation by different types of intelligence
(i.e., mechanical, analytical, intuitive and empathic), and the extent to which employ-
ees should adapt their skills accordingly [5]. Moreover, although robotics are typ-
ically associated with performance gains [12], [13] states that automating tasks is
still frequently done according to Taylorism (i.e., by dividing business processes into
smaller tasks and optimizing them). Nonetheless, this does not necessarily lead to full
performance benefits (e.g., because of reducing employees’ implicit knowledge).

• Thirdly, the ratio of human-machine collaboration raises ethical discussions and new
training needs [14], which have received little attention in the BPM discipline. Some
authors are concerned that digitalization will affect prosperity when many jobs disap-
pear [12], and thus impacting on the social security systems [10]. Since employee skills
need to be reconsidered, governments should promote lifelong learning and introduce
educational programs to better prepare people for human-machine collaboration [7,
15].

Consequently, more knowledge is needed about the adoption of robotics and the psy-
chological reactions of employees [16]. When robots are increasingly seen as colleagues
instead of resources, the issue is raised over how people will react. A complementary
human-robot cooperation requires new leadership styles, but also a new organizational
culture for accepting such major changes [6]. More research is needed about the bal-
ance between technology and society for better implementing process innovations by
intelligent robots [8]. Hence, our research question is:

• RQ. Which factors explain why employees would (partly) leave their work
practices (i.e., business processes) to intelligent robots?

Our purpose is to gain insight into the employees’ attitudes (e.g., points of view,
concerns, needs) for using intelligent robots in daily work, and we verify for which kind
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of business processes this digitalizationwill bemore or less accepted.An interview-based
research will be presented using on a dilemma analysis about hypothesized situations
regarding future job contents. This article focuses on higher-skilled employees (i.e.,
office workers, managers and IT consultants), as a novel target group. We start from
a well-established but generic IT acceptance theory [17] to thematically group a rich
set of uncovered sub-factors specific to robotics and digital process innovation. Instead
of theory testing, our qualitative research approach aims at distilling refinements or
precautions that help organizations. This paper investigateswhich social problems should
be addressed for organizations to adapt their policies. More specifically, by working
towards a training curriculum and discussing ethical issues, we intend to derive a step-
by-step plan that facilitates the gradual adoption of intelligent robots in organizations
during digital process innovations.

The remainder is structured as follows. Section 2 describes related works. The
research method is explained in Sect. 3, while results are presented in Sect. 4. A
discussion is followed in Sect. 5. The paper concludes with Sect. 6.

2 Research Background

2.1 Digital Process Innovation and Intelligent Robots

Digital process innovation refers to the innovation of business processes by means of
emerging technologies like STARA (i.e., smart technology, AI, robotics and algorithms)
[18]. This paper targets intelligent robots because their applications will become more
extensive given the fast developments in robotics [19]. Intelligent robots are defined
as “a machinery system that has comprehensive improvements in perception, decision-
making and performance compared with a traditional robot, and can simulate human
behaviors, emotions and thinking” [40] (p. 525). A regular robot can execute the different
tasks forwhich it is programmed.Whatmakes a robot intelligent is that it can observe and
think independently [19]. Based on their application domains, intelligent robots can be
industrial robots, service robots and specialized robots [40]. Alternative classifications
exist, such as based on the degree of intelligence (e.g., sensor type, interactive, and
autonomous robots) [19].

An example of regular robots is RPA. The RPA-compatible tasks were initially time-
consuming and with little added value [11]. While RPA remains one the most recent
technological developments within BPM to reduce the costs of collecting data [11],
future employees will be given more tasks of providing information to intelligent robots
[20]. Most studies about the implementation of robotics, however, have been conducted
in sectors likemanufacturing and healthcare [21].Amongothers,more research is needed
for the new generation of service robots [22].

2.2 Digital Process Innovation and IT Acceptance Theory

During digital process innovation, organizations are frequently confronted with employ-
ees who are not willing to change their working methods [23]. Studies showed that
the business value of new technologies can be completely erased by the rejection of
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employees [24]. Nonetheless, organizations may still underestimate the importance of
employees’ attitudes because of the expected performance gains. For instance, [25]
showed that organizations are generally positive towards smart robots, and particularly
IT organizations are highly positive.

Recent studies have been conducted related to accepting process changes, STARA
and robotics. For instance, [26] argued that employees’ attitudes towards BPM imple-
mentation changes strongly depend on their trust in the organization’s management,
rather than the hierarchical position or sector. Research related to robotics showed that
employees who feel less secure about their job are more likely to deal with intelligent
robots in a conservative way [27]. In another study, [18] explained that a higher STARA
awareness by employees is linked to a lower job satisfaction and involvement, leading
to cynicism, indifference, depression and fear for dismissal. Similarly, [23] argued that
employees’ attitudes towards innovation primarily depend on internal factors, such as
intrinsic motivation and self-confidence. Additionally, [16] showed that employees pre-
fer to see colleagues being replaced by other people. But when it comes to their own
job, employees rather choose to be replaced by robots.

Hence, a proper preparation is essential because it gives employees more confidence
in robotics and therefore more intention to collaborate with intelligent robots [28]. Also
human resource managers play a role for recruiting and training employees who are
employable in changing circumstances [29]. However, more research is required to
uncover dedicated factors that help the acceptance of intelligent robots.

[30] describe IT acceptance as the degree of users’ willingness to use IT for defined
tasks (i.e., tasks for which it is designed to support). A large number of models and
frameworks have been developed to explain the adoption and acceptance of technolo-
gies. These models introduce factors that affect end users [31]. The unified theory of
acceptance and use of technology (UTAUT) [17] is still extensively used by researchers
to explain the acceptance of new IT in Industry 4.0 [32], and will therefore be used as
the common basis for our study. UTAUT identifies four key factors and four modera-
tors [17]. The key factors are: (1) expected performance, (2) expected effort, (3) social
influence, and (4) facilitating conditions. The four moderators are: (1) age, (2) gender,
(3) experience, and (4) voluntariness. Based on these general parameters, UTAUT can
predict the behavioral intention and actual use of a technology. For our RQ, we distill
dedicated sub-factors to refine the UTAUT factors and gain insight into those elements
facilitating employees’ acceptance of intelligent robots.

3 Dilemma Analysis as Research Method

The future-oriented research question calls for a qualitative research approach. More
specifically, a dilemma analysis presents hypothetical scenarios to practitioners [33]; in
our case office worker, managers and IT consultants. Since a dilemma is seen as a con-
flicting choice between various alternatives, there are no correct answers so that the focus
is placed on the respondents’ reasoning [34]. Asking about the willingness of employees
to leave certain duties to intelligent robots is situational, and thus an appropriate subject
for in-depth interviews. Each respondent was asked about their opinion about a situation
different from the current one, and this individually in order to give each interviewee
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the opportunity to clarify personal answers and to go to the heart of the hypothetical
situation [35].

3.1 Selection of Respondents

Data was collected in 2019. We conducted 49 face-to-face, semi-structured interviews
[36] with practitioners belonging to our university network (i.e., working at internship
companies for our Master students in IT Management), of which 48 were considered
complete. The pre-existing relationships with internship mentors ensured a commitment
for making sufficient time available for the in-depth interviews, while simultaneously
targeting the intended audience of office workers, managers and IT consultants. The
average time per interviewwas 38min, with a standard deviation of 13min. The response
rate was 59%, namely a total of 83 practitioners were invited, of which sixteen did not
respond and eighteen refused. The main reasons for non-participation were related to a
busy period at work or a holiday.

The final sample consisted of five practitioners working on the operational level, 19
working on the supportive level, 14 managers and 10 C-levels. Table 1 shows an equal
division among small and medium enterprises (SMEs) and large organizations, as well
as among consultancy and non-consultancy firms (i.e., across diverse sectors).

Table 1. Cross tabulation for organization sector by size.

Sector/size Small and medium-sized
enterprises (SMEs)

Large organizations Total

Manufacturing 6 5 11

Services 3 7 10

Public & social profit 1 2 3

IT consultancy 14 10 24

Total 24 24 48

3.2 Variables

We asked whether intelligent robots can replace the respondents’ job in three dilemmas
(i.e., about full manual work, full automation and semi-automation). Namely:

“The following questions are purely hypothetical. They question your personal
opinion or perception, regardless of whether your organization is currently more
or less innovative. Suppose that in the future (so within an indefinite period of
time) a robot would exist that is so intelligent that it can handle any activity
and every process (or every series of activities). With robots, therefore, do not
necessarily think of physical machines that can only take over manual labor, but
also software that can take over complex thinking processes. This would mean
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that within the dilemmas everything can be achieved with technology, and that
you do not have to doubt the technical feasibility. We will deal with three dilemma
situations regarding your duties, and start with the first dilemma. Please consider
tasks rather as a process or series of individual activities.”

• [Dilemma 1] Are there core tasks in your current duties (or work package) that
you think an intelligent robot could support you with, namely through some form of
semi-automation or partial automated support?

• [Dilemma 2] Which core tasks from your current duties (or work package) would you
never want to give to an intelligent robot? In other words: you would rather continue
to perform these tasks yourself.

• [Dilemma 3] Which core tasks from your current duties (or work package) would you
like to leave completely to an intelligent robot? In other words: you can see these
tasks perfectly transferable without your input.

• [General attitude] What is your general view of the arrival of intelligent robots that
will increasingly perform work-related tasks? Why? With what score on five would you
describe your opinion? (1 = negative; 2 = rather negative; 3 = neither negative/nor
positive; 4 = rather positive; 5 = positive).

For eachdilemma,weaskedfive subquestions related to thefiveUTAUT independent
variables (i.e., why do you think robots can be useful, easy to use, affect performance
and social influence, and which facilities do you expect?) (Table 2).

Table 2. An overview of the main variables in the dilemma analysis, based on UTAUT [17].

Independent variables Individual determinants Organizational
determinants

Dependent variable

Expected efforts:
usefulness

Gender Size General attitude
towards intelligent
robotsExpected efforts:

ease-of-use
Age Sector

Expected performance Experience: education
level

Perceived market
competition

Expected social
influence

Experience: seniority in
current position

Expected facilitating
conditions

Voluntariness: adoption
of private IT use [37]

3.3 Coding

A unique code was assigned per interview question. Based on the interview transcripts,
the codes facilitated assigning more specific themes or labels to text excerpts [38]. By
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grouping the most important labels from the first coding phases into comparative tables
(i.e., analyzing by frequency and coherence with other labels), clear differences and
similarities became visible. The identified concepts were thus related to each other and
linked to the literature in order to extract patterns for better understanding the explanatory
factors about the acceptance of intelligent robots.

We assigned 558 codes, from which 83 themes specific to intelligent robots were
uncovered as sub-factors of UTAUT (Table 3). Supplementary documentation: https://
drive.google.com/file/d/1Ul6VKPXiG5Ioblkwq41LGqJf8sqa2eVb/view.

Table 3. The number of factors or themes, and the underlying codes.

Main UTAUT-related factors No. of sub-factors or themes No. of initial codes

Task names and characteristics 30 203

Expected efforts: usefulness 15 63

Expected efforts: ease-of-use 2 59

Expected performance 15 42

Expected social influence 2 64

Expected facilitating conditions 9 90

General attitude 10 37

Total: 83 558

3.4 Evaluation Criteria

Diversity in organizational and individual characteristics stimulated data triangulation
[38]. Credibility was addressed by including the UTAUT factors. Since the interviews
were conducted by teams of four to six interviewers and via a semi-structured question-
naire allowing additional sub questions, personal bias was minimized. However, since
all respondents were located in Western Europe and about half of them were working
in IT consultancy, generalization to all sectors worldwide remained limited [35]. For
instance, the public and social profit sector was underrepresented.

4 Results

We present the task names and characteristics per dilemma, before looking at the
observed sub-factors underlying UTAUT and the respondents’ general attitude.

4.1 Task Names and Characteristics

The work mentioned per dilemma is presented in Table 4. We observed two overlaps.
Respondents had mixed opinions about doing accountancy work, namely whether it

https://drive.google.com/file/d/1Ul6VKPXiG5Ioblkwq41LGqJf8sqa2eVb/view
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should be fully automated or semi-automated. The second overlap related to work plan-
ning and matching employees’ availability to tasks or projects, with a discussion about
semi-automation or no automation.

The work described per dilemma was characterized differently (Table 5). In the
“no automation” dilemma, work was seen as social, creative and dealing with sensitive
material. While the fully automated work was described as time-consuming and non-
value adding, the semi-automated was rather dependent on various factors.

Interestingly, the three dilemmas were characterized by knowledge-intensive tasks
but for different purposes, namely data-intensive for “semi-automation”, contextual
decision-making for “no automation”, and processing a large amount of mails or
testing for “full automation”. Also the non-knowledge-intensive tasks were differ-
ently described, namely for computing complex data in “semi-automation” and no-
brainer tasks in “full automation” situations. Likewise, the non-creative tasks had a
different interpretation, namely for conformance checking with manual interventions
in “semi-automation” and merely following well-defined rules in “full automation”
situations.

Table 4. Top-5 of frequently mentioned task names per dilemma (N = 48).

Semi-automation (no. of
respondents)

No automation (no. of
respondents)

Full automation (no. of
respondents)

1 Doing accountancy work
(8 respondents)

Managing customer
relationships (16 respondents)

Doing accountancy work (9
respondents)

2 Collecting, analyzing and
reporting on data (8
respondents)

Coaching and talent reviews
(9 respondents)

Doing administrative work
(7 respondents)

3 Gathering requirements,
modelling and analyzing
processes (7 respondents)

Directing employees,
delegating tasks (5
respondents)

Programming software and
software testing (7
respondents)

4 Managing contracts (2
respondents)

Planning work and matching
employee availability to tasks
(5 respondents)

Managing timesheets (6
respondents)

5 Planning work and
matching employee
availability to tasks (2
respondents)

Determining a business
strategy (2 respondents)

Managing meetings (5
respondents)
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Table 5. Top-5 of task characteristics per dilemma (N = 48).

Semi-automation (no. of
respondents)

No automation (no. of
respondents)

Full automation (no. of
respondents)

1 Can be knowledge-intensive
(e.g., data-intensive) or not
knowledge-intensive (e.g.,
computing complex data) (37
respondents)

Social (e.g., importance of
human interaction), also for
motivating/convincing (43
respondents)

No-brainer tasks (e.g.,
repetitive or
not-knowledge-intensive
tasks) (36 respondents)

2 Repetitive (e.g., generic
and/or frequently done) (30
respondents)

Knowledge-intensive (e.g.,
contextual decisions) (25
respondents)

Non-creative, following
well-defined rules (15
respondents)

3 Non-creative (e.g.,
conformance checking) (14
respondents)

Creative thinking,
solution-oriented thinking
(23 respondents)

Knowledge-intensive (e.g.,
processing data such as mails
or testing) (15 respondents)

4 Variable input and/or output
(11 respondents)

Human language and
empathy (15 respondents)

Time-consuming (3
respondents)

5 Dependent on many different
factors (9 respondents)

Sensitive or confidential
material (14 respondents)

Non-value adding (2
respondents)

4.2 Expected Efforts: Usefulness and Ease-of-Use

The perceived usefulness arguments are given in Table 6. For the “no automation”
dilemma, manual work was esteemed useful for human contact (i.e., to support or con-
vince people) as well as for non-factual decision-making. It was raised that people do
not like talking to robots and that the elimination of human contact is unethical.

Table 6. Top-5 of usefulness arguments per dilemma (N = 48).

Semi-automation (no. of
respondents)

No automation (no. of
respondents)

Full automation (no. of
respondents)

1 More time for specialization
or value-adding tasks (12
respondents)

Importance of human
contact (30 respondents)

Boring tasks do not motivate
and are often neglected (15
respondents)

2 Robots have a high
computational capacity (7
respondents)

Robots lack empathy and
cannot think creatively (30
respondents)

More time for customer
interaction and specialization
(4 respondents)

3 Robots can provide an
overview of suitable
alternatives (4 respondents)

For non-factual
decision-making (10
respondents)

Robots have a high
computational capacity (2
respondents)

4 Decreasing random
decisions (2 respondents)

People do not like talking to
robots (10 respondents)

Robots are self-learning (2
respondents)

5 Effort savings (2
respondents)

Unethical to stop human
contact (5 respondents)

Streamlining business
processes (1 respondent)
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In the “full automation” dilemma, robots were considered useful for so-called boring
tasks to give employees more time for specialization and customer interaction. Robots
were also appreciated for their computational and self-learning capacity.

While similar arguments applied to the “semi-automation” dilemma, the focus was
also on the specialization opportunities for employees (e.g., regarding creative or man-
agerial tasks, for coaching, for decision-making, for interpretation and customer-related
issues), and so making better use of people’s full potential.

Regarding ease-of-use, all respondents agreed that the “no automation” dilemma
remained difficult to digitalize. This was mainly because: (1) communication and emo-
tions are complex (e.g., underlying meanings, body language, cultural differences) (35
respondents), (2) seeking consensus requires discussion (13 respondents), (3) trustful
and respectful human relationships are of high value (10 respondents), (4) external or
non-defined factors (e.g., strategy, planning) are to be considered (9 respondents), and
(5) tailoring or customization is complex (5 respondents).

Differentiated views were presented in the other dilemmas, albeit with similar argu-
ments. Twenty-nine respondents considered the use of intelligent robots difficult for
“semi-automation”, while 19 respondents found it simple. For the “full automation”
dilemma, 28 respondents agreed with simple while 15 said it would be difficult.

4.3 Expected Performance and Expected Social Influence

The expected performance gains were similar for “semi-automation” and “full automa-
tion”, namely highly related to time and cost savings, and quality gains (Table 7). The
reasons why intelligent robots would not trigger such performance incentives in the
“no automation” dilemma involved the personal touch, complex interactions, individual
decision-making and accountability for risks.

Interestingly, the performance gains were critically addressed by five respondents in
the “semi-automation” dilemma (i.e., because robot set-ups take time and robots cannot
prevent errors) and three respondents in the “no automation” dilemma (i.e., because
quality and shared ideas outweigh performance) (Table 7).

The expected performance seemed linked to the expected social pressure. Most
respondentswere expecting positive stimuli for the “no automation” dilemma (44 respon-
dents), followed by 34 respondents for “full automation”, and 28 respondents for “semi-
automation”. Positive stimuli were seen from the Board, shareholders, market and com-
petitors (i.e., for performance gains), but also from employees (i.e., for facilitating jobs),
and customers and stakeholders (i.e., for quality). Negative pressures were expected
from employees and trade unions because of a fear for job losses, privacy, IT security
and ethical concerns (e.g., being accepted as humans).
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Table 7. Top-5 of performance arguments per dilemma (N = 48).

Semi-automation (no. of
respondents)

No automation (no. of
respondents)

Full automation (no. of
respondents)

1 Time savings (40
respondents)

Allowing for a personal
touch (18 respondents)

Time savings (34
respondents)

2 Higher quality (13
respondents)

Interpreting complex
conversations and body
language (18 respondents)

Higher quality (12
respondents)

3 Performance advantages
should not be overestimated
(5 respondents)

Allowing refinements, not
just rational thinking (17
respondents)

More time for core business
and value-adding tasks (8
respondents)

4 Less delays (3 respondents) Taking accountability (8
respondents)

Higher employee satisfaction
(5 respondents)

5 Cost savings (3 respondents) Shared ideas are more
important (3 respondents)

Cost savings (5 respondents)

4.4 Expected Facilitating Conditions

Major findings were observed across nine groups of facilitation needs (Table 8).

Table 8. Main needs for facilitation across the dilemmas (N = 48).

Facilitation needs Number of respondents

Training, coaching, reskilling 48 respondents

Mindset for change 16 respondents

Top management actions 16 respondents

Budget investments 15 respondents

Employee involvement 14 respondents

IT aspects 11 respondents

Reconsideration of work (i.e., business processes and rules) 11 respondents

Ethics and guarantees to employees 13 respondents

Time investments 10 respondents

4.4.1 Training, Coaching and Reskilling

Organizations should consider internal and/or external courses for reskilling employees.
Besides training in business knowledge, a new curriculum should include:

• Training in how a robot works (e.g., explaining which data is accessed and why, and
which capacity robots have)
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• Training in how to interact with, control and correct robots
• Training in new job contents (e.g., estimating which input is needed, monitoring and
analyzing master data, interpreting output, and conceptual thinking).

• Training in people interaction and empathy (e.g., coaching).

Such courses should supplement on-the-job learning. Extra facilities should be given
during work by means of: (1) instruction manuals on how to use intelligent robots, (2)
24/7 support teams or service desks (e.g., for questions, problems, and to set-up robots),
and (3) basic IT support (e.g., for tools like MS Excel, a mailbox). It is important to
create a learning organization, not only by providing training but also by stimulating
informal contacts (e.g., for networking and asking for advice), and by allowing experts
to transfer knowledge to other employees (e.g., to inspire as coaches)

4.4.2 Mindset for Change

Organizations should let their employees think more about innovation by applying
change management to facilitate adoption. Most importantly, managers should preach
values like efficiency, empowerment, entrepreneurship and team spirit, while employees
should also be formally appraised for considering those corporate values. Such values
can become tangible by stimulating collaboration between teams or departments. Cor-
porate communication should focus on creating trust in intelligent robots, among others
by offering success stories to prove evidence, informing how robots and employees
can add value without job losses (i.e., intelligent robots should not be seen as a threat
nor intimidation), as well as emphasizing the advantages for employees and customers.
Innovation can also be stimulated by alternative work variants like homeworking for a
better work-life balance and incentives by self-driving company cars.

4.4.3 Top Management Actions

Topmanagers should have a clear vision and strategic objectives derived from a business
case with related automation projects. By conducting return-on-investment (ROI) cal-
culations, robot performance can be assessed (e.g., possibly switching back to manual
work). Also benchmarking is needed, both internal and with competitors.

4.4.4 Budget Investments

Budget investments are not only needed to finance robotics, but also to invest in sufficient
resources (i.e., including staff) and more commercial data as input for robots. Budget is
needed for an expert to experiment with robotics via trial-and-error.

4.4.5 Employee Involvement

Organizations should consult employees when deciding on the robots’ tasks, inputs and
outputs. It is essential to ask advice or feedback from all employee types, each with their
own competencies. Employees should not only be involved during the preparation and
transition period, but also after the robot implementation to stimulate knowledge sharing
among colleagues (e.g., sharing customer experiences).
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An alternative view on employee involvement is out-of-the-box job counselling to
help employees orient themselves to new job positions, including brainstorming about
personal wishes and employee participation.

4.4.6 IT Aspects

Organizations should invest in IT infrastructure and excellent Internet connection, as
well as continue to support basic IT tools (e.g., MS Excel). They should stay up-to-date
about IT trends (e.g., via conferences or training by IT consultants). Before robot imple-
mentations can be made, organizations should have workshops with technical people.
Both internal developments and IT outsourcing should be considered, and consultants
should be hired when extra knowledge is required on a certain topic.

4.4.7 Reconsideration of Work (I.E., Business Processes and Business Rules)

Before considering robotics, business processes and business rules should be rethought
first. Well-described business processes and procedures help employees know what is
expected from them.

4.4.8 Ethics and Guarantees to Employees

Organizations should create an ethical framework that states what robots are allowed to
do, while also analyzing and justifying the human-related side effects (e.g., reskilling
needs, downsizing, and burn-outs). Also privacy seems a struggle, which requires orga-
nizations to explain which personal data is monitored for what purpose. Employees wish
strong employer commitments by means of some guarantees, like:

1. Guarantee that intelligent robots are able to perform the tasks to be automated (i.e.,
to build up confidence in robotics)

2. Guarantee that employees can control a robot’s output for accountability
3. Guarantee that internal expertise of automated processes remains (i.e., having

employees who know which process changes can occur)
4. Guarantee that robots are not used for talent management (e.g., not for personal

promotions or dismissals)

4.4.9 Time Investments

Organizations should take time for a transition period (i.e., combining the old and new
ways of working), and start with a trial or pilot. Experts should get time to make robots
smarter, and employees need timeslots to participate in innovation projects.

4.5 General Attitude Towards Intelligent Robots

The vast majority felt positive about intelligent robots. Although multiple respondents
added critical reflections, Fig. 1 shows that only 7 out of 48 respondents translated their
concerns into a neutral or rather negative attitude (i.e., score 2 and score 3 on a 5-point
Likert scale).
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Fig. 1. Histogram of the general attitude towards intelligent robots (N = 48).

The comments are summarized in Table 9. Since the critical comments require extra
efforts from organizations or governments, we now elaborate on them.

Table 9. Main comments typifying the respondents’ general attitude towards robotics (N = 48).

Tone Reasoning Number of respondents

Neutral comments Natural evolution in society 11 respondents

Uncertainty (wait-and-see) 7 respondents

Evolution in IT 3 respondents

Optimistic comments Changes in and creation of job contents 20 respondents

Increased job satisfaction 14 respondents

Solutions to society 2 respondents

Critical comments Fears of employees 17 respondents

Inclusion/exclusion in society 11 respondents

Ethical concerns 9 respondents

Lack of education and reskilling needs 7 respondents

The fear for job losses should not be underestimated. Besides the need of a mind-
set that fosters change, businesses should recognize that job variety is important (e.g.,
repetitive tasks help employees to relax). Repetitive tasks should also exist for employ-
ees who are not capable of doing creative work to avoid a social gap. Ethical concerns
were repeated regarding the use of medical or privacy data (e.g., robots should not decide
about euthanasia) and accountability (e.g.,who is responsiblewhen robots cause defects).
Governments should control that robots are properly used. Because finding IT-skilled
employees remains difficult, governments should also change educational programs for
teaching more on creative thinking and logical reasoning.
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5 Discussion

Although our next research step is to consider the individual and organizational deter-
minants as well (Table 2), our work has launched a call for not only looking at robotics
for acquiring economic sustainability (i.e., performance gains), but also for considering
the social sustainability of work (i.e., in organizations and in society).

Our findings attempt to stimulate the integration of intelligent robots in the business
world. The overview of tasks that office workers, managers and IT consultants usu-
ally want to leave to robots require relatively little persuasiveness when implementing
robotics. On the other hand, we clarified which tasks those higher-skilled employees
prefer to perform themselves. For the latter, organizations can set a proper innovation
strategy to involve their staff. New job contents are likely to focus on robot maintenance
and controlling, while training curricula are needed which focus on creativity, exception
handling and value-adding tasks (e.g., conceptual thinking and the interpretation of data
instead of operational data input).

5.1 Research Agenda

Besides social sustainability, green sustainability deserves attention as well (e.g., the
energy consumption or recycling of intelligent robots) [39].

Furthermore, research is needed to investigate how employees deal with the fact that
robots are able to show empathy because Sect. 4.1 until Sect. 4.3 focused on empathy-
related aspects in the “no automation” dilemma. Scholars can also investigate a more
differentiated transition to intelligent robots among different types of higher-skilled
employees. This transition might affect the state of mind about team work as well
(Sect. 4.4.2).

Since the ethical aspects were only considered to a minor extent in Sect. 4.4.8,
additional work can reflect on how far society can go in robotics. For instance, if robots
become able to replace business executives and CEOs, to which extent will they take
over our human-based economy, and how would robots be taxed in the future? The latter
is especially crucial for countries with a budget deficit, and to address societal issues
related to inequalities between rich and poor.

Finally, Sect. 4.5 emphasized that the labormarket determines the direction of educa-
tion (i.e., starting in primary and secondary schools). For instance, should governments
cancel certain specialization areas while defining more future-proof areas? Perhaps
automation can offer training solutions by using more digital platforms.

5.2 Step-by-Step Plan for a Gradual Adoption of Intelligent Robots

Based on the UTAUT facilitation factor and the nine uncovered sub-factors (Sect. 4.4),
we have derived a step-by-step plan for organizations to better guide their employees
through the implementation of intelligent robots. This roadmap allows organizations to
reduce the implementation costs by facilitating employees to follow process innovations
with intelligent robots faster and more efficiently (Table 10). Business executives and
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managers are advised to timely respond to employees’ opinions. Alternatively, tech-
nology developers can respond to these needs and particularly employee aversion to
intelligent robots.

While Table 10 is derived from our interviews, additional evaluations are required to
examine how far this roadmap can lead to the desired goal of digital process innovation
by intelligent robots.

Table 10. Roadmap for gradually adopting intelligent robots in process innovation projects.

Facilitation
needs

Before implementation During implementation After implementation

Training
(Subsect. 4.4.1)

• Start reskilling
• Also focus on
business knowledge

• How robots work
• How to interact with
robots (input/output)

• Offer a support desk
• Learn on-the-job
• Share knowledge

Mindset
(Subsect. 4.4.2)

• Rethink values
• Collaborate

• Apply change
management to build
trust

• Apply human
resource management

Top management
(Subsect. 4.4.3)

• Create a vision and
business case for
innovation projects

• Start with quick wins
• Calculate pre-ROI

• Check ROI
• Possibly readjust the
project (with more or
fewer robots)

• Calculate post-ROI
• Share as success story
• Continue
benchmarking

Budget
(Subsect. 4.4.4)

• Collect data
• Buy and experiment
with robots (experts)

• Provide sufficient
resources (also staff)

• Invest in more data
(especially
customer-related)

Employee
involvement
(Subsect. 4.4.5)

• Allow trial-and-error
• Stimulate coaching
• Job counselling

• Consult for the
robots’ input and
output

• Allow for controlling
robots

• Talk about customers

IT aspects
(Subsect. 4.4.6)

• Start from an IT
architecture

• Provide 24/7 Internet
(Wi-Fi, backups)

• Consider outsourcing
and/or internal
developments

• Observe IT trends
• Invest in IT licenses

Work
(Subsect. 4.4.7)

• Rethink work
alternatives

• Document innovated
work

• Follow business
processes

Ethics
(Subsect. 4.4.8)

• Be GDPR compliant
• Give guarantees

• Explain privacy and
security issues

• Conduct periodical
conformance audits

Time
(Subsect. 4.4.9)

• Free timeslots to
innovate (employees)

• Start with a pilot
• Use transition periods

• Free timeslots for
self-learning
(experts)
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6 Conclusion

The UTAUT factors have helped us uncover sub-factors for explaining the attitudes of
officeworkers,managers and IT consultants towards adding intelligent robots to business
processes. The study concludes that those employee types generally see robots and
employees as complementary. While the majority of respondents do not bother leaving
administrative and repetitive tasks to intelligent robots, some tasks are preferably not to
be replaced because of customer interactions and creativity. In follow-up research, we
dig deeper into the individual and organizational determinants.
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Abstract. Robotic Process Automation (RPA) is a term for software
tools that operate on the user interface while trying to mimic a real user.
Organizations are eager to adopt RPA, since the technology promises sig-
nificant benefits such as cost savings. However, it is unclear how organiza-
tions should govern RPA. The burden of maintenance, in particular, can
become high once an organization scales up its RPA efforts. To prevent
or diminish high maintenance efforts, we propose in this paper 11 guide-
lines to establish low-maintenance RPA implementations. The guidelines
are particularly applicable in those contexts where business units them-
selves oversee these implementations with a Center of Excellence in the
background. The guidelines are derived from a literature study and four
case studies; they are validated with experts using the Delphi method.

Keywords: Robotic Process Automation · Governance · RPA
maintenance · Federated organizational model · RPA Center of
Excellence

1 Introduction

Robotic Process Automation (RPA) is a tool among a diverse set of other tools
that enable higher productivity as part of an automation and digitization strat-
egy. It refers to software tools operating on the user interface that try to mimic a
real user [1]. RPA is non-invasive to the underlying IT infrastructure, as opposed
to traditional BPM solutions [16]. It is used to automate processes that are
structured, rule-based, and repetitive [13,34,41]. A typical use case is creating
invoices. To create an invoice a bot can be tasked to retrieve data from an Excel
sheet and enter the invoice data from that sheet into the correct fields of an
SAP form. Once all the data is pasted into SAP, the bot creates the invoice
by running all the transactions. This example emphasizes a notable strength of
RPA, which is to connect different applications without human intervention.

Organizations that aim to establish quick wins to save costs are eager to
implement RPA [20]. Bots are relatively quick and easy to build compared to
traditional automation solutions. When the application of RPA within an organi-
zation starts spreading beyond initial experiences, the issue of governance comes
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up. Some organizations choose for a decentralized model by letting business units
develop bots autonomously, completely bypassing the IT department [39]. In
other settings, as for example described in [30], a centralized unit takes overall
responsibility and accountability of RPA within an organization. This could be
a newly created Center of Excellence (CoE) or the traditional IT department.
Finally, it is possible to mix these approaches into a federated model, where
self-sufficient business units take care of RPA implementations but receive sup-
port from a CoE. Regardless of the model, however, each organization must face
the problem of an increased burden of maintenance; such efforts are often much
higher than expected [27]. Illustrative is the following remark of an RPA project
manager, cited in [34]:

You always underestimate the complexity of things, even if it is simple.
There is more need for monitoring and maintenance than we thought one
year ago. [....] We just wanted to get started, and our focus was on deliv-
ering solutions.

Because widespread organizational RPA use is still in its early stages, there is a
gap of knowledge on how to deal with the maintenance challenge, which brings us
to the following research question: How can organizations minimize maintenance
problems related to RPA implementations?

The contribution of this paper is that it presents a set of 11 guidelines for the
creation and sustenance of low-maintenance RPA implementations. The guide-
lines are considered to be particularly useful in the setting of a federated model
for RPA, i.e. when RPA is driven by business units that receive support through
a CoE. Organizations that have adopted a centralized model can use these guide-
lines to investigate or structure a business case to transition to a federated model.
Those organizations that are completely new to RPA can use the guidelines to
improve or critically review their business case.

To develop the guidelines that are presented in this paper, a mix of method-
ologies was adopted. A survey of the literature was used to develop an initial list
of guidelines. Case studies within four different Dutch organizations were carried
out to supplement this list. Finally, a survey-based Delphi method was used to
validate the guidelines.

The remainder of the paper is structured as follows. Section 2 elaborates
on the related research focusing on RPA governance structures and enabling
business units. It is followed by the research methods used to create and validate
the guidelines. Sect. 4 presents the guidelines. We conclude the paper in Sect. 5
with a reflection on the implications and limitations of this study.

2 Background

For governing RPA, three distinct organizational models can be identified: the
decentralized, federated and centralized organizational model [27]. In a central-
ized organizational model, a Center of Excellence (CoE) is created containing
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the entire RPA capability. In practice, as observed by Schmitz, Dietze and Czar-
necki [30] this can mean that a centralized team of project leaders are responsible
for multiple smaller automation teams. The project leaders have a role in the
identification, design and implementation of RPA use cases that contribute to
the overall objective of increased process automation. Employees tasked with the
processes to be automated are closely involved as they can share their expertise
with the people that are tasked to automate a process. Their detailed operational
understanding can also help to identify and prioritize ideas for future RPA use
cases. A decentralized approach places the RPA capability in different business
units without a governing body in place. Osmundsen, Iden and Bygstad [27]
identify advantages of a decentralized approach. It creates enthusiasm for digiti-
zation due to the deep involvement of local employees within the RPA initiative.
Employees realized how they could employ RPA software and make improve-
ments themselves without the help of the IT department. By establishing local
ownership, the employees knowing the processes were better involved. A decen-
tralized approach can however have significant downsides [3,27]. For instance,
it lacks control mechanisms to coordinate and prioritize the different RPA ini-
tiatives. Another downside is the lack of an end-to-end process view. Process
automation is done within departments without a perspective of how processes
are part of and affect other parts of the organization.

A federated approach combines the decentralized and centralized approach
[27,39]. This organizational model retains the benefits of local ownership and
business involvement of the decentralized approach. The disadvantages of the
decentralized approach are avoided by retaining a CoE. Adopting a federated
organizational model can spread out the maintenance effort more evenly across
the organization. By organizing RPA within business units, local employees pos-
sessing the knowledge of the processes are more involved. Many organizations
have claimed success by organizing RPA within business units [16,27,34,40].

However, also with a federated approach, pitfalls may emerge. First, the IT
department has to be part of the RPA initiative as they can ensure that RPA
solutions work securely, consistently and are scalable [32]. Furthermore, busi-
ness people will run into issues that are initially invisible to them, but not to IT,
such as capacity planning, fail-over for servers and storage, licensing of virtual
machines and network latency [32]. This kind of collaboration between business
units and the IT department can lead to ambiguity in terms of ownership and
responsibilities. Indeed, establishing RPA development teams consisting mainly
of business people without a background in IT can create tensions with the IT
department as such a development task is often associated with software devel-
opment [6,27,34]. These stakeholders can have different views on RPA and how
to approach it. For example, in one case study the IT department reacted nega-
tively to RPA as they viewed it as a temporary IT solution that was improperly
integrated [34]. The IT department was concerned that RPA developers did not
apply the methods and best practices that software developers use.

Second, the maintenance of bots can be more burdensome than initially
expected [27,34]. RPA can scale rapidly in a relatively short time and exacerbate
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problems if insufficient preparation has taken place. It is recommended to contin-
uously monitor bots, and as such RPA software often comes with a performance
dashboard [7]. Such a dashboard can show average processing time per case,
but also provide more insight into the exceptions. Cooper, Holderness, Sorensen
and Wood [7] describe a case in which an organization operates over a thousand
bots. This organization has created a manned control room where all bots are
monitored 24/7, highlighting the need for continuous monitoring. An increas-
ing need for low maintenance can lead to discussions related to ownership and
responsibilities and alternative solutions [27,34].

To summarize, three governance structures for RPA can be identified, of
which the federated model is the most promising. Nevertheless, when adopting
a federated model, certain potentially negative consequences must be consid-
ered. The aim of this study is to prevent these negative consequences with the
help of the identification of guidelines. These guidelines are specifically targeted
at organizations that have adopted the federated model and that aim for low
maintainability of their RPA solutions.

3 Methods

This section discusses the different research methods used to set up this research
and to create and validate the guidelines. First, in Sect. 3.1, we outline the liter-
ature review. We then explain our multi-case study in Sect. 3.2. We successively
(1) provide a summary of the case organizations and (2) discuss the data col-
lection and analysis approach. We end the section with an explanation of the
validation of the guidelines (Sect. 3.3). Figure 1 illustrates the steps we have
taken to arrive at the guidelines, using this mix of research methods.

3.1 Literature Review

A list of both scientific literature and grey literature was created using a search on
Google Scholar and Google. As search terms, we used 26 different combinations of
the term “Robotic Process Automation” combined with a term such as “lessons
learned”, “core problems”, or “implementation”. Both the results from Google
Scholar and Google were analyzed on their contents by scanning through titles,
abstracts, and, if necessary, the article contents. We used the following inclusion
criteria for evaluating entries:

– Describes an RPA implementation process
– Describes lessons learned from an RPA implementation process
– Mentions strategies to minimize the negative aspects or reinforce positive

aspects

The highest ranked entries on both Google Scholar and Google yielded several
useful results. Further down the search results, fewer and fewer useful articles
could be identified. When stopped finding useful entries (based on the inclusion
criteria), we stopped our search. This resulted in 14 scientific papers that we
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Fig. 1. Overview of the derivation of guidelines

found on Google Scholar and 12 items of grey literature found on Google. The
list of grey literature consists of website entries and reports from RPA vendors
and consultancy firms. The total of 26 papers and documents were summarized
and reflected upon by focusing on the lessons learned by the organizations. From
this, we derived a set of 29 preliminary guidelines that could potentially help
organizations develop low-maintenance RPA solutions.
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3.2 Multi-case Study

As we are interested in a contemporary phenomenon in its context, a multi-case
study was conducted, which was the next step in our overall approach. The
case study methodology is suitable when the phenomenon is difficult to study in
isolation [29,42]. For this study, it was difficult to isolate RPA, since it is part
of an organizational process and involves different stakeholders. Furthermore,
the case study methodology is suitable for an exploratory research purpose that
seeks to find out what is happening and to gain more insight [29].

Another advantage of the case study approach is triangulation, as studying
the phenomenon from different angles provides a broader picture and strengthens
the evidence [28,29,42]. Furthermore, fulfilling multiple case studies increases the
generalizability and provides more insight [25].

Case Organizations. Four organizations participated in the case studies. One
organization requested to be anonymized and will be referred to as BankX. The
other participating organizations are the Rabobank, PostNL, and the munici-
pality of Rotterdam. All four organizations either adopted a federated model
or were moving towards a federated model. An overview of the participating
organizations can be found in Table 1.

The Rabobank is a large Dutch bank and is among the 30 largest financial
institutions in the world1. The Rabobank is an early adopter of RPA, starting
with a first prototype, or Proof of Concept (PoC), in the summer of 2016, and
moving beyond a PoC in 2017. In terms of RPA adoption and, more specifically,
automation of processes, it is ahead of the other case organizations.

BankX is a bank as well, but is significantly smaller and only services institu-
tional customers. BankX started with a PoC in October 2016 and moved beyond
their PoC in January 2017.

PostNL is a mail, parcel, and e-commerce corporation.2 It has its opera-
tions mainly in the Netherlands, but also in Germany, Italy, Belgium, and the
United Kingdom. PostNL came into contact with RPA at the end of 2017 and
subsequently started their PoC.

The municipality of Rotterdam is the second largest city of the Netherlands
with more than 600, 000 inhabitants. The city council of the municipality started
exploringy RPA at the end of 2018 and plans to have 4–10 operational bots before
the end of 2020.3

Data Collection and Analysis. An overview of the data collection is shown in
Table 2. Semi-structured interviews form the main source of data collected from
the case studies. The interviews were held with different participants from the
selected organizations. The questions that were asked related to the arrangement
of RPA within the organization and the choices that were made, such as: “To
1 https://www.rabobank.com/en/home/index.html.
2 https://www.postnl.nl/en/.
3 https://www.rotterdam.nl/english/.

https://www.rabobank.com/en/home/index.html
https://www.postnl.nl/en/
https://www.rotterdam.nl/english/
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Table 1. Overview of the organizations participating in the case studies

Case organization Industry Total employees Operational bots

Rabobank Financial services 59,000 150

BankX Financial services 450 50

PostNL Distribution 38,000 17

Municipality of Rotterdam Municipality 11,000 4–10

what extent has RPA been scaled up and are there specific factors that could
hinder this? Have certain choices been made to facilitate upscaling?” And: “To
what extent and how are employees being involved in the development of bots?”

The collected data were coded in NVivo, based on the guidelines as derived
from literature in the previous step. As a result, 16 of the guidelines from liter-
ature were confirmed in the case studies. 10 guidelines that were not found in
the literature, but did emerge in the case studies, were added to the provisional
list of guidelines. 13 guidelines that had been found in literature, were not found
during the case studies. We transferred the full set of 39 guidelines to the next
step, the validation.

Table 2. Overview of data collection

Case organization Type Roles

Rabobank 2 semi-structured
interviews

IT Delivery and Solution
Architect; Lead Product
Owner RPA

BankX 2 semi-structured
interviews

Head of Process
Improvement; Change
Manager

PostNL 1 semi-structured
interview

Platform Manager RPA

Municipality of Rotterdam 1 semi-structured
interview; 3 unstructured
interviews

Team Manager; Employee;
RPA Developer

3.3 Validation

To validate the created guidelines the Delphi method was used. The Delphi
method is defined as “a method for structuring a group communication process
so that the process is effective in allowing a group of individuals, as a whole, to
deal with a complex problem” [21]. The method is based on the premise of collec-
tive intelligence that enhances individual judgment by capturing the collective
opinions of experts. In this study, we used two rounds of surveys to collect the
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expert opinions, allowing for participants that are both geographically close and
far away to contribute anonymously [36]. This allowed for higher expert selection
criteria that have academic publications related to RPA.

The 39 guidelines derived from literature and the case studies were separated
into 52 statements, which allowed for a more detailed analysis. Each statement
was presented in a survey to the participants, in most cases followed by a 9-point
Likert scale to determine the corresponding agreement (ranging from 1 point
for complete disagreement to 9 points for complete agreement). With Delphi
research, there are no set criteria available to determine at which percentage
consensus has been reached [38]. McKenna [24] and Loughlin and Moore [22]
suggest consensus is reached if there is 51% agreement amongst respondents. In
other research, percentages of 70% or 80% have been recommended. Two studies
with a similar Delphi setup using a 9-point Likert scale adopted a consensus of
70% and 75% respectively [2,36]. Based on consensus percentages used in other
studies, we determined the level of consensus by establishing for each statement
whether a range of three consecutive points on the scale was selected by over
70% of the experts.

The Delphi study required two rounds of surveys sent to selected experts
after which sufficient consensus was reached. These experts were selected based
on publications related to RPA. They were working mostly in academia, but
also in industry. In the first round we received 16 responses, while we received 9
responses in the second round. In both rounds we used statements to determine
consensus, in this way testing support for the guidelines. As mentioned, the first
survey round consisted of 52 statements, excluding demographic questions. For
each statement there was an opportunity for the experts to leave a comment.
The collected comments were used to refine a number of statements that did not
lead to sufficient consensus. After the first round, two guidelines were eliminated
because consensus was not achieved. This meant that the second round the
survey covered statements related to 37 guidelines only. After this second round,
4 guidelines were rejected; 3 guidelines were merged into other guidelines, since
they were determined to be similar.

After the validation, 30 guidelines derived from literature and/or the case
studies were validated successfully by the experts. We then brought further focus
by including only those guidelines that are relevant to organizations that have
adopted a federated model and contribute towards achieving maintainability in
terms of their RPA solutions. For example, the guideline choose the organiza-
tional model with the best organizational fit is crucial for all organizations, but
as we focus on organizations that have already adopted the federated model,
this is out of scope for our study.

Based on the criteria of relevancy to organizations adopting a federated model
and focusing on maintainable RPA, we excluded a further 19 guidelines; 11
guidelines remained.
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4 Guidelines

This section presents the 11 guidelines that went through the entire research
process, such as described in the previous section. Figure 2 presents an overview
of the guidelines, in relation to the different phases of RPA adoption, which we
will further explain below.

4.1 Phases of RPA Adoption

In order to bring structure to the guidelines, we grouped them into three
phases: Establish Capability, Develop Capability, and Mature Capability. The
phase Develop Capability is subdivided into the phases assess, configure, and
test. The phases are not intended as a proposed approach for integrating RPA in
an organization, but purely function as clarification of the distinctive character
of the guidelines.

The first phase, Establish Capability, generally consists of vendor selection,
creating a business case, and developing a Proof of Concept. In this phase, orga-
nizations build the foundation of their RPA capability. The Develop Capability
phase concerns the development phase in which the initial RPA capability is
built. Bot development is divided into three parts, namely: assess, configure,
and test. The Mature Capability phase marks the middle and ending point of
scaling up the number of bots. It is also a phase that is characterized by contin-
uous improvement and maintenance.

4.2 Guidelines to Maintainable RPA Using a Federated Model

In what comes next, we will explain the guidelines one by one. A number of
guidelines are accompanied by literature references that are part of the basis of
those respective guidelines. The guidelines without a reference originate exclu-
sively from the case studies. Furthermore, each guideline is followed by one or
more statements as used in the Delphi survey. The statements are accompanied
by a percentage conveying the level of agreement. In addition to this percent-
age, a range is displayed, which denotes the degree of acceptance between that
specific interval on a 9-point Likert scale. For example, for Guideline 2, 89% of
the experts scored the statement with a 7, 8, or 9 on the 9-point Likert scale.
Guideline 10 is the exception, which will be in the respective section.

Guideline 1: Consider Enabling Business Units to Develop and Maintain Bots.
[16,27,34,40]

– Temporarily extending a business unit that is lacking the expertise to suc-
cessfully develop bots with an expert from the CoE enables that business unit
to successfully develop bots - 100%, 6–8

– Training and mentoring-on-the-job facilitated by the CoE should be sufficient
for business units with a moderate amount of IT affinity that want to start
building bots - 88%, 6–8
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Fig. 2. Overview of the presented guidelines
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One of the key characteristics of RPA as opposed to traditional BPM solutions is
that it is relatively easy to configure, meaning users without a specific technical
background are able to develop bots [14]. This allows organizations to use RPA in
order to adopt a bottom-up approach, contrasted to a top-down standardising
approach [37]. In line with this, the results from the case studies show that
organizations can enable their business units to develop and maintain bots if
they are deemed sufficiently capable. The statement of temporarily extending
a business unit that is lacking the expertise to successfully develop bots was
accepted (100%, 6–8). A transition can be facilitated by the CoE, which can
help set up a robotics team within a business unit. This includes recruiting
qualified people from within the business unit who are able to work with the
tools provided.

Guideline 2: When Selecting RPA Vendors, Take the Context and Characteristics
of the Organization into Account as Much as the Financial Aspects [8,15,20].

– Organizations aiming for medium to long-term RPA implementations should
take the context and characteristics of the organization into account as much
as the financial aspects when selecting RPA vendors - 89%, 7–9

Vendors can compete with each other on various aspects such as the total cost
of ownership, ease of use, control, analytics and vendor support. Choosing the
right vendor depends on variables such as the scope and size of the to be realized
RPA capability, expertise within the organization and financial resources. For
example, ease of automation can be a more important aspect for an organization
lacking IT affinity and know-how among its business units. Easier to use solu-
tions require less training and accelerate the development of bots. Vendors can
differentiate the amount of support offered. In conclusion, organizations should
be aware of their needs and aspirations. Choosing the right vendor can save costs
and reduce the chance of failure.

Guideline 3: Demonstrate and Structure Communication to the IT Department
Regarding RPA [9,26].

– Organizations should have an internal communication plan when introducing
RPA to the IT department that describes the capabilities of RPA, its benefits
and limitations, the role of IT and the envisioned roadmap - 87%, 7–9

– Transparent communication to the IT department about the capabilities of
RPA, its benefits and limitations, the role of IT and the envisioned roadmap
is effective for minimizing the resistance to RPA - 80%, 7–9

As mentioned earlier, there are specific advantages of adopting a federated model
as opposed to a centralized or decentralized model. On the one hand it exploits
the benefits of local ownership and on the other hand there are the benefits
of a central governance body and knowledgebase of a CoE. In order to achieve
these benefits, however, good communication between the parties involved is
vital, not only between the CoE and the business. What became clear in the
case studies is that organizations should also communicate the capabilities, ben-
efits, limitations, role of IT and the envisioned roadmap to the IT department.
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Preconceived opinions regarding RPA that can reside within the IT department
should be addressed and discussed among IT personnel. Discussing the envi-
sioned roadmap should inform IT personnel about what RPA means for their
own internal roadmap. Additionally, the role of IT should be discussed as they
are in a supporting role. Friction between the business and IT side can develop
if the roles and responsibilities are unknown.

Guideline 4: Consult Software Architects During a Process Assessment.

– Software architects should be consulted when assessing a process - 71%, 7–9

In line with the previous guideline, the importance of communication with soft-
ware architects is especially evident during process assessment. Although RPA
is characterized by the fact that its development can be led by business units,
this does not mean that there is no knowledge to be gained from specialists. On
the contrary, our results show that business units wanting to automate a process
should consult software architects. Software architects can also be part of the
CoE. A board of architects can determine how the process should be automated.
In some instances, a permanent solution using traditional automation is more
appropriate than using RPA. Alternatively, RPA can be used as a temporary
solution until a permanent solution becomes available.

Guideline 5: Create RPA Development Standards to Create Uniformity Across
the Organization [12,16,18,23,26,31,39].

– Organizations should create RPA development standards to create uniformity
across the organization - 89%, 7–9

– A CoE should recommend development standards to create uniformity across
the organization - 78%, 7–9

The main goal of implementing RPA solutions is to achieve improved operational
efficiency, for example by reducing transaction processing cost [15,18]. As opera-
tions often transcend business units, RPA development needs to be streamlined
both between business units and within them in order to achieve and main-
tain operational efficiency. Organizations should therefore create development
standards to ensure uniformity across the organization. The case organizations
that have implemented a federated model have their CoE provide development
guidelines and standards to ensure a certain quality standard throughout the
organization. These standards can be related to for instance coding conventions,
documentation and testing. Implementing such development standards should
lead to improved bots. The role of the CoE should be to recommend standards
and moderately enforce these standards.

Guideline 6: Create an Automation Library for Reusing Modules [5,16–18,33].

– Organizations should create an automation library for reusing modules - 73%,
7–9

As automation is not seldomly completely new to organizations implementing
RPA, the mantra is often to ‘think big, but start small’ [10]. One way to do so is
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starting with smaller simpler bots and reusing parts to build more complex ones.
Accordingly, our results show that re-usability and modularity principles should
be applied to bot development. Reusable components can be created for steps
such as logging into SAP systems. Another benefit of modularity is its support for
granular development and testing. Aside from increasing development efficiency,
reusable components can bolster maintenance procedures. Updates to reused
components can be applied to multiple processes across the organization.

Guideline 7: Implement Quality Checkpoints During Bot Development to Audit
the Usage of RPA Development Standards.

– Organizations should implement quality checkpoints during bot development
to audit the usage of RPA development standards - 78%, 7–9

During development, organizations should implement quality checkpoints to
audit the usage of RPA development standards. This is done to prevent an
accumulation of issues that is discovered during a technical review by the CoE
at what is supposed to be the final phase in development. At the Rabobank, a
coordinator from the CoE is assigned to a business unit to observe the devel-
opment process. This coordinator can examine the progress made and provide
guidance.

Guideline 8: Have the Center of Excellence Perform a Technical Review of a Bot
that a Business Unit Considers Finished.

– It is good practice to have the CoE perform a technical review of a bot that
a business unit considers finished to determine if that bot is ready for a live
environment - 78%, 7–9

The technical review done by the CoE takes place once a bot is considered fin-
ished by a business unit. This is done to ensure that a bot is up to a certain
standard defined by the CoE and is ready for a live environment. The munici-
pality plans to impose quality checkpoints during development and during the
final sprint. The goal of the quality checkpoints is to ensure that development
guidelines are utilized to prevent the need for rework in the future. More specif-
ically, the bots are reviewed in terms of re-usability of components, robustness,
testability and resilience to future changes to reduce the risk of vendor lock-in.

Guideline 9: Create arrangements with software vendors delivering software used
by RPA.

– Organizations should create arrangements with software vendors, who deliver
software that is used by RPA - 75%, 7–9

Organizations cannot control the updating schedule of external sources that are
accessed by their bots. They should try to obtain information regarding the
updating schedule and change-logs to anticipate to updates in advance. This
reduces the chance of sudden exceptions created by changes within applications.
Agreements with software vendors should be made, if possible, to be prepared
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for future changes. BankX has made arrangements with software suppliers to be
informed two months in advance on any changes made in the software. However,
it was not always possible to make such arrangements, which was often the case
with external websites.

Guideline 10: Promote RPA and share RPA-related knowledge with suppliers or
customers.

– An organization should promote RPA and share RPA related knowledge with
their suppliers or customers, when an organization is halfway at scaling up
and can be considered experienced in RPA - 57%

– ... when an organization has finished scaling up and can be considered an
expert in RPA - 29%

This guideline does not include a range, as the participants were asked to
choose whether an organization should promote RPA/share related knowledge
(a) halfway the scaling up, (b) after the scaling up, or (c) never.

The rationale behind the guideline is that a bot may rely on external infor-
mation sent by a customer or supplier. Such information needs to be highly
standardized and uniform in all cases. Automatically generating documents such
as Excel sheets using RPA can ensure that every sent Excel sheet adheres to a
certain set of standards, barring failures. As a result, promoting and sharing
knowledge related to RPA could have a positive effect on RPA adoption at cus-
tomers or suppliers. This can contribute to further standardization requiring less
maintenance and leading to fewer exceptions. 57% of the experts agreed orga-
nizations should start promoting and sharing knowledge when it is halfway at
scaling up and can be considered experienced in RPA. 29% of the experts agreed
that organizations should undertake this once it has finished scaling up and can
be considered an expert in RPA. BankX stated that it was investigating whether
processes at customers could be automated using RPA, to further automate and
standardize the entire chain of linked processes.

Guideline 11: Create or Adapt a Personal Development Plan Based on an Impact
Assessment [4].

– Organizations should create or adapt a personal development plan based on
the impact assessment - 80%, 7–9

One last but major theme that is often associated with RPA is fear: either with
bots in general or with potential job loss as a result of automation [35]. Atten-
tion to the human aspects RPA implementation should therefore not be evaded.
Communication to involved employees is key. It is advised to create or adapt
an existing personal development plan for employees affected within a business
unit by RPA. Studies done within an organization on the overall impact of RPA
on employees performing work to be automated can be used to further struc-
ture a personal development plan. RPA can have effects on employees ranging
from changes to job contents to transferring to different business units or being
involved in the development of RPA. A personal plan is the process of establish-
ing the aims and objectives in the short, medium and long term in one’s career.
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It addresses the current situation and identifies the needs for skills, knowledge
or competences to achieve the desired objectives. Subsequently, it addresses the
appropriate development activities to meet the needed expertise. The personal
development plan can then be used to obtain an overview of desired future plans
[4]. This information can be valuable for matching employees with new oppor-
tunities that may or may not arise from RPA. Additionally, it can be used to
match employees with different business units if necessary.

5 Discussion and Conclusion

Organizations were eager to adopt RPA in the last five years, but they must look
into stemming the maintenance burden if they do not want to succumb under
this enthusiasm. How they will be able to deal with this depends among others
on the type of governance structure they choose. One of the most important
choices they need to make is which one of three organizational models they
adopt: decentralized, centralized, or federated [16,17,19,27,39]. Implementing
the federated model provides advantages over the other models, but does not
guarantee success.

This study speaks specifically to organizations that adopt a federated model,
which assumes a high autonomy of business units and a CoE on RPA for cen-
tralized support. Based on a literature study and four case studies, 11 guidelines
were formulated that attempt to mitigate the potential burden of maintenance
and mismanagement of the technology. Specifically, they relate to the observed
burden of maintenance cf. [27,34], the mismanagement of the technology cf. [11],
and the ambiguity of the roles and responsibilities. All guidelines were validated
using a Delphi methodology.

The practical implications of this work are as follows. Organizations planning
to adopt RPA are encouraged to consider to review their plans and account for
the issues described. For instance, they may want to investigate the capabilities
of their business units and the organizational model that fits them best. For
many organizations, it may be attractive to balance a relatively high autonomy
of decentralized units to develop their own bots with a CoE to provide guid-
ance and support to such units. Organizations that have progressed beyond the
choice for such a model and have already engaged with RPA may currently be
struggling with maintenance issues. For those organizations, the list of guidelines
we provided are particularly useful. We believe that business professionals that
carry out, oversee, or advise RPA projects will find it beneficial to review our rec-
ommendations, for example on engaging software architects in their endeavors
or on investing in the development of standards for documentation and test-
ing. In fact, we would be pleased if our guidelines themselves will become parts
of the standards that circulate within organizations applying RPA. While the
guidelines themselves may not be so surprising for people who are familiar with
software development, they are aimed at business professionals with no or limited
experience in this area.

A limitation of this research concerns the surveys used during the Delphi
study. The survey had to be brief and concise to reduce the drop-out rate.
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Due to this limitation, the survey contents were less elaborate than we aspired
for. Another threat concerns the selection of experts used for the Delphi study.
The experts were selected based on RPA-related publications, resulting in a
minority of participants that work in the industry. The threat herein is a possible
discrepancy between theory and practice and certainly shapes venues for follow-
up work and further validation.

References

1. van der Aalst, W.M., Bichler, M., Heinzl, A.: Robotic process automation (2018)
2. Agha, R.A., et al.: The scare 2018 statement: updating consensus surgical CAse

REport (SCARE) guidelines. Int. J. Surg. 60, 132–136 (2018)
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Abstract. Robotic process automation (RPA) is a disruptive technol-
ogy to automate already digital yet manual tasks and subprocesses as
well as whole business processes. In contrast to other process automa-
tion technologies, RPA only accesses the presentation layer of IT systems
and imitates human behavior. Due to the novelty of this approach and
the varying approaches when implementing the technology, up to 50% of
RPA projects fail. To tackle this issue, we use a design science research
approach to develop a framework for the initiation of RPA projects. We
analyzed a total of 23 case studies of RPA implementation projects to
derive a preliminary sequential model. We then used expert interviews
to validate and refine the model. The result is a consolidated frame-
work with variable stages, that offers guidelines with enough flexibility
to be applicable in complex and heterogeneous corporate environments.
We conclude the paper with a discussion and an outlook on research
opportunities on adapting and scaling RPA technology in projects.

Keywords: Robotic process automation · Implementation
framework · Interview study

1 Introduction

Companies compete in an international market [31] that can be highly volatile.
Therefore, it is getting increasingly important for companies to be more efficient
and agile to remain competitive [42]. As many processes are already performed
using computers, digitalization offers a variety of potentials for optimization [12]
such as the analysis and improvement of processes using event data.

Business Process Management (BPM) is the management discipline enables
business processes to be identified, documented, and digitalized [9,17]. Tra-
ditionally processes are managed and optimized in mid-size or large cross-
organizational projects focusing on high-value processes [9]. Due to resource
constraints, these projects can only focus on a handful of processes at a time
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[9,19]. Imgrund et al. [19,20] and van der Aalst et al. [2] have pointed out
that there are more processes that should be actively managed. However, tradi-
tional off-the-shelf (legacy) software (such as enterprise software) as well as BPM
software itself have turned out to be too inflexible for quick and light-weighed
automation projects due to the lack of application programming interfaces (API)
and the necessity to provide custom (micro) services that can be called from a
process model [42].

Robotic process automation (RPA) is a recent addition to techniques to auto-
mate previously already digital yet manual tasks or subprocesses within busi-
ness processes [1,28]. The technology can be valuable for companies, as manual
tasks, typically performed repetitively on a daily, weekly, or monthly schedule,
are associated with high administrative efforts [32]. In contrast to the use of
traditional BPM systems, RPA is a software-based approach that interacts with
the already existing graphical user interfaces rather than requiring an additional
API [28,35]. Further, since many tasks can be implemented through scripting
or intelligent recording techniques rather than authoring services, RPA projects
typically involve comparably little cost. Consequently, RPA is economically rel-
evant alternative, since a return on investment can be achieved in a short time
due to the light-weight automation approach [1].

Despite the interest and growth as well as the associated high expectations,
RPA technology faces several challenges. On the one hand, RPA is, according
to Gartner Inc., at the peak of the hype cycle of exaggerated expectations [24].
This indicates a lack of transparency within the RPA market, which results in
a mistaken understanding of RPA and its potential. On the other hand, from
a research perspective RPA is poorly understood and only in the early stage of
scientific research. Hence, several areas have not yet been sufficiently investigated
and pose challenges [6,42].

Although RPA is generally considered to be an easy to implement technology,
in-depth knowledge is necessary to create reliable and scalable RPA processes. As
a result, between 30% and 50% of initial RPA implementations are estimated to
fail [36]. Although academic literature already provides several case studies, most
of them refer to specific companies and therefore do not enable a generalization
of the findings to support RPA projects. Gotthardt et al. [15] identify broader
challenges, but they are not broken down to a project level. Similarly, literature
reviews such as [22,42] only highlight overarching challenges. Consequently, a
more in-depth study of RPA and its implementations is necessary. This leads to
the following research questions:

RQ1: Which stages in RPA projects phases are typically mentioned in reported
case studies?

RQ2: How should a consolidated framework for the implementation of RPA
projects look like?

In answering these questions, we attempt to contribute to several challenges
that Syed et al. [42] have put forward, namely contributing to better method-
ological support for the adoption and implementation, socio-technical imple-
mentation, and in particular the systematic design, development, and evolution
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of RPA projects. We present our contribution in six sections: Sect. 2 describes
our research methodology. Section 3 comprises the literature analysis and the
preliminary model of reported phases to answer RQ1. Section 4 reports on the
expert interviews. To answer RQ2, we analyze the results of the data collection
in Sect. 5, where we introduce the consolidated framework as well as its phases
and stages. In the final section, we provide a discussion and reflect on limitations
of our contribution.

2 Research Methodology

Our research is design science research. Our research methodology follows the
approach described by Peffers et al. [34]. We extend their procedure through
theory-building elements from the interpretative research method grounded the-
ory as well as with a structured literature review [41,44]. Our approach is applied
in four distinct phases: problem formulation and objectives, data collection and
analysis, design and development, and demonstration and evaluation. See Fig. 1
for an overview. All phases are sequential but have been iterated until the con-
solidated framework emerged.

Fig. 1. Research methodology based on Peffers et al. [34]

Problem Formulation and Objectives. In line with the challenges put for-
ward by Syed et al. [42], the artifact of this research is a consolidated framework
to facilitate and guide the introduction of RPA in companies to aid the system-
atic design, development, and evolution of RPA implementations.

Data Collection and Analysis. To examine the current state-of-the-art, we
conducted a systematic literature review following the recommendations of Web-
ster and Watson [44] to answer RQ1. From the analysis of the articles, we
designed a first iteration of the framework. In the second iteration, we con-
ducted semi-structured interviews to verify the first iteration of the framework
and adapt it according to the input we received from the interviewees [10,33].
These were recorded, anonymized, and transcribed [25]. To extract the rele-
vant information from the interviews, we coded the transcripts iteratively (using
open and axial coding) and analyzed them with the grounded theory approach
of Strauss and Corbin [41].
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Design and Development. Based on the evaluation of the structured literature
analysis through the interview study, we combined the identified stages or phases
from both analyses. Our consolidated framework emerged from the results of
the literature analysis, which were adapted and supplemented by the expert
interviews. If stages from the literature were not considered applicable and not
considered relevant in practice by the experts, we have removed them. On the
other hand, when new stages were identified by the experts, we added them to
the framework.

Demonstration and Evaluation. Ultimately, we presented the consolidated
framework to the interviewed experts again and collected their feedback. We
evaluated and if necessary adapted the framework. Lastly, we present the frame-
work and describe its stages to answer RQ2.

3 Literature Review

For our systematic literature review, we searched in the databases AIS Electronic
Library (AISel), ACM Digital Library, Business Source Complete, EconBiz,
Emerald Insight, ESCBOhost, IEEE Xplore Digital Library, Research Papers
in Economics (RePEc), and ScienceDirect for the search term ‘robotic pro-
cess automation | RPA’ in title, abstract, and keywords where available in the
database. We then screened the resulting 72 hits for articles that contain stages of
RPA projects and conducted a forward/backward search to identify case studies
that were not listed in the databases. This was important as due to the nov-
elty of the technology as several well-cited publications have not been published
in peer-reviewed journals or conferences. We examined these non-peer reviewed
contributions critically for their relevance and rigor. The final set of articles com-
prises 23 examples of RPA implementation projects. See Fig. 2 for a quantitative
overview of the literature review process.

Fig. 2. Overview of literature review

Most of the articles are case study reports and their analyses. Other articles
focus on RPA software, RPA and artificial intelligence, methodological support
for RPA, and RPA and society. During the literature review, we have analyzed
the 23 contributions in terms of their content for action patterns within the
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introduction of RPA projects. Similar patterns were grouped together into uni-
fied stages. Subsequently, we checked all contributions again for the occurrence
of these patterns. Table 1 summarizes the stages we identified in each case study.
Table 2 provides a short description each.

Table 1. Results of analyzed literature
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RPA demand • • • • • • • • •
Screening of
technologies

• • • • • •
Process selection • • • • • • • • • • • • • • •
RPA software
selection

• • • • • •
Proof of concept • • • • • • • • • • • • • • • • • • • •
Business case
creation

• • • • • • • • • • • • • •
Scaling of RPA
services

• • • • • • • • • • •
Center of
Excellence

• • • • • • • • • • • •
Long-term
service of RPA

• • • •
RPA rollout • • • • • • •
Transfer • •
Stage count 1 3 4 5 6 8 11

Table 1 illustrates the distribution of the phases or stages we found across
the different case studies. In addition, we segmented the contributions by the
count of stages they used. It is apparent that most contributions only consider
between three and five stages for an RPA implementation project. While this
may be due to the limited space in scholarly publications, not all case studies
had page limits. Hence, we assume that this lack of comprehensiveness may
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also be due to the lack of methodological guidance on the systematic design,
development, and evolution of RPA projects.

Furthermore, while some stages such as proof of concept (PoC) are ubiquitous
and most cases use some sort of process selection and business case. Very few
cases approach RPA projects in a structured fashion early on or consider the
long-term benefits and challenges: that is not many cases report on a structured
RPA demand analysis or RPA software selection let alone provide thoughts on
long-term service or the transfer of results.

In summary, our literature review summarizes the current state of academic
literature on the different phases or stages within RPA implementation projects
and, thus, serves as our answer to RQ1.

Table 2. Description of stages from the literature review

Stage Description
RPA demand – Identification of need for process automation
Screening of technologies – Screening of potential automation techniques

Process selection
– Identification of processes that are suitable for RPA
– Definition of relevant process attributes

RPA software selection – Evaluation of RPA platforms
Proof of concept – Examination of the technical and financial feasibility

Business case creation
– Derivation of the business case from PoC
– Closing the gap between PoC and scaling of RPA

Scaling of RPA services
– Development of a RPA library
– Extension of RPA team, software licenses, etc.

Center of Excellence
– Determination of basic structural decisions
– Definition of roles, skills, KPI, etc.

Long-term service of RPA – Ensure long-term operation of RPA robot
RPA rollout – Implementation in the production process flow
Transfer – Application of RPA knowledge to further processes

4 Expert Interviews

Using RPA software ourselves, we identified and contacted experts from the
XING group ‘Robotic Process Automation (RPA) - Practitioner Network’. Over-
all, eight practitioners with different backgrounds in terms of roles, industries,
and company sizes agreed to an interview to share their experiences. Since these
experts are from the German-speaking countries, the interview study was con-
ducted in German and the concepts were later translated into English language.
We understand the term ‘expert’ as someone who possesses special knowledge
that can only be attained under special circumstances, that is in our case some-
one who has participated in at least one real-world RPA project. The interviewees
and their backgrounds are summarized anonymously in Table 3.
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Due to the novelty of the topic and the low number of potential interviewees
locally, we opted for telephone interviews to enable synchronous communication
and enable inquiries across a distance. We followed a semi-structured interview
guideline with three parts: background information and skills, alignment between
theory and practice as well as discussion of the identified stages. The questions
could be answered openly to include emerging ideas. The interviews have been
recorded, transcribed, and the data has been coded and analyzed based on the
grounded theory approach by Strauss and Corbin [41].

Table 3. Interviewees

Interview Date Role Company size

I1 2019-06-21 Internal consultant 1,000 employees

I2 2019-06-28 Internal consultant 300,000 employees

I3 2019-06-28 External consultant Small and medium-sized enterprises to

large enterprise customers

I4 2019-07-02 Internal consultant 250 employees

I5 2019-07-03 Internal consultant 100 employees

I6 2019-07-04 External consultant 1,000 - 10,000 employees

I7 2019-07-10 RPA provider 75 employees, large enterprise customers

I8 2019-07-15 Internal consultant 4,500 employees

In total, our audio recordings have a length of 583 min. This is equivalent to
150 pages of transcriptions.1 When analyzing the stages from the case studies
with the RPA experts, the experts generally confirmed, compressed but also
expanded the findings derived from the literature review.

RPA Demand. Interviewees gave various arguments for this stage. I1 considers
the potential to automate manual tasks to be particularly important. I7 identifies
the potential especially for frequently repeating and more formalized processes.
I5 sees potential for increasing the size of the company while keeping the number
of employees constant.

Screening of Technologies. I1 points out that this step is often skipped in
RPA projects. On the other hand, I8 remarks that software selection decisions
are made individually for each case study. I3 also explains that other simpler
technologies are often sufficient: “We often find that this can be done with a
simple Excel macro, so we can quickly add an interface with batch files or other

1 The interview guideline, the interview transcriptions (where permitted), and the
coding used in this research are available in the B2SHARE repository as CC-BY-
NC-SA [18].
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things.” Therefore, this step may have to be adapted individually for each com-
pany.

Process Selection. Almost all experts (except I7) named execution frequency
as a key indicator for process selection. Standardized processes are also partic-
ularly relevant (I1–2, I5–7). Many experts (I1–2, I5–6, I8) considered further
technologies such as process mining to be particularly relevant to shorten and
improve the selection process. In addition, simple processes (I3, I5, I8), which are
financially lucrative to automate (I5), should be used for initial RPA projects.
I3 notes though that simple processes may only be appropriate candidates “if
you want quick wins and collect low-hanging fruits”.

RPA Software Selection. The most important point when selecting RPA
software is cost (I1–3, I6, I8). In addition, factors such as reputation (I5, I8),
consulting support (I4, I8), transparency in the creation of robots (I3, I7), or
stability (I2) should be considered. Despite the availability of some criteria, I6
illustrates that some selection processes rather proceed like “someone in the
company [...] is convinced by a tool and that’s it” or that “RPA is so new for
many that they cannot objectify the decision as there are so many factors involved
that they do not know about.”

Proof of Concept. According to the experts, the RPA PoC should focus on
simple pilot processes (I3, I6–7). It is important “so that everybody sees - aha
- how does it work, what is it about?” Important tasks are the evaluation of
the technical and financial feasibility (I1, I5, I6) and a comparison with the
previous process flow (I7). A PoC is also used for a test alignment with corporate
governance (I3, I6). I6 states that “technical feasibility is more or less irrelevant”
in an RPA PoC.

Business Case Creation. The surveyed experts agree on the creation of a
business case as an important stage. On the one hand, the business case is sup-
posed to compare the automated processing times to manual processing times.
On the other hand, the aim of the case is a proof that the change will reduce
cost (I1, I4–I8). This also depends on the number of processes, which can be
automated, as a high number of processes can result in a faster return on invest-
ment (I4–5, I7). I4 and I7 recommend using consulting services to benefit from
their know-how from prior projects due to the novelty of the technology.

Scaling of RPA Services. Within this stage, the experts emphasize the need
to set up a competence center (I1, I3–4, I7). After all, “there is, of course,
no point in always sourcing this from an external consultancy. One must also
build up one’s own competencies.” (I4). The competence center can also create
templates and training for RPA robots (I1–2) and thus increase the complexity
of the processes being implemented (I2, I8). I3 and I5 highlight that there is
practically no end in automating processes with RPA since you always discover
new processes while automating.

Center of Excellence. Centers of Excellence (CoE) should be introduced espe-
cially in larger companies (I3–4). This results from the problem of hiring RPA
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experts. I6 points out that “in Germany, you currently have to look for experts
for RPA like a needle in a haystack.”. If introduced, CoE should be positioned
on the business side (I3, I5, I8) and represent a central department (I2–I5, I8).
An executive department as an organizational form would also be feasible (I1,
I5). At the same time the CoE can be used to take over BPM functions (I5).

Long-term Service of RPA. The long-term support and maintenance of the
robots is not considered as a separate stage by the experts, but rather included
in the CoE and in further RPA support processes (I1, I3, I5–6).

RPA Rollout. The RPA rollout identified in the literature is not considered
by the experts explicitly as an individual stage, but as a necessary procedure
within the implementation (I1, I6). It cannot be left out.

Transfer. The transfer implies the transfer of knowledge from previous RPA
projects to new projects. In literature, this aspect is often addressed separately.
In contrast, the analysis of the interviews survey suggests that the experts con-
sider this aspect to be part of the CoE as well as scaling of RPA services stage
(I1–2, I6–7).

Further, the interviewees stressed that the company should address questions
regarding the usefulness, benefits, and added value of introducing RPA at an
early stage. Therefore, an alignment with business strategy must be performed
at an early stage to determine whether and how RPA can positively influence
corporate targets. Already, the need to acquire adequate project support from
management justifies an additional stage to reflect this (I5, I7). I5 describes this
as follows: “I actually have to integrate the corporate strategy into this. That is
quite decisive. Because there has to be a corporate goal. It is not a departmental
goal or anything else.”

Lastly, our survey indicates that stages such as long-term service of RPA
and transfer have not been mentioned by our experts. Simultaneously, it is their
opinion that these stages can be integrated into other stages listed above. For
example, long-term service and transfer can be integrated in the scaling of RPA
services stage as well as in a CoE.

All in all, the experts agreed to the stages we proposed. Some argued about
their ordering. In the end, most experts agreed that the stages are never purely
sequential but overlap. For example, I1 stated that building a CoE has to be
established from the beginning of the project, even if it just consists of one
person.

Order of Stages. Simultaneously, we also asked the experts to identify the
stages described above in the chronological order they would consider them.
Table 4 provides an overview of their suggestions which influenced the ordering
of stages in of the consolidated framework.

Our interviews revealed that the final framework should have a high degree of
flexibility, as there is no generally valid procedure, especially with regard to the
concrete sequence of the individual stages, which always depends on company-
specific circumstances. Nevertheless, it is still possible to make explicit specifica-
tions, since certain steps are necessary for the execution of the subsequent steps
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Table 4. Preferred ordering of stages by experts
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I6 6. 1. 2. 3. 4. 5.
I7 6. 1. 2. 3. 4. 5. 8. 7. 9.
I8 1. 2. 3. 4. 5. 6. 8. 7. 9.

and therefore cannot be moved around arbitrarily. Therefore, using the majority
of the choices seems to be a good fit.

5 Consolidated Framework for Implementing RPA
Projects

In the following, we present our RPA implementation framework first compiled
in Sect. 3 and validated and consolidated in Sect. 4. See Fig. 3 for an overview
and the temporal relation of the phases and stages. With the presentation of our
consolidated framework we address RQ2.

The framework is divided into three phases for implementing RPA projects:
initialization, implementation, and scaling. Some of its stages are performed
once per project, while others are repeated continuously. These continuous steps
represent project-external influences that support RPA implementation: in par-
ticular, this is the establishment and enhancement of a CoE. As the framework
has been developed through 23 literature use cases as well as 8 expert interviews
from different companies, the framework represents a comprehensive model to
support the systematic design, development, and evolution of RPA projects.
Further, it is flexible and can consequently be adapted to the different local
conditions within distinct companies and industries. It allows for the integration
of external consultants for a more sophisticated RPA implementation as well as
the possibility of assisting in developing a company-internal CoE for knowledge
transfer and continuous improvement.

Initialization, Implementation, and Scaling. Each RPA project runs
through three project phases. In the initialization phase, identification, align-
ment, and technology screening are completed and the implementation phase
stages of process selection, software selection, PoC, and the business case start.
All of the latter may involve external consultants (if the project is not run by an
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Fig. 3. Consolidated framework for RPA implementation projects

external consultancy in its entirety). The implementation phase completes all of
these stages and ends with the RPA rollout. The scaling phase only starts after
the RPA project has been completed and focuses on the adaptation and scaling
of results for further RPA implementations. All stages are complemented by a
continuous cycle of RPA support processes and through a CoE.

Identification of Automation Need. The first stage focuses on the identifica-
tion of process automation needs and opportunities. Evaluating and determining
current processes in enterprises for automation can be realized amongst other
techniques with workshops, surveys, or reviews [6] as well as document analysis.
Additionally, the need of automation for processes can be verified in normal con-
versation within departments or daily business discussions [27]. Depending on
the level of digitalization, enterprises can discover whether manually executed
processes should be automated using the existing information technology [37]
(I5, I7) and process mining [13].

Alignment with Business Strategy. Companies need to consider importance,
usefulness, and added value of introducing RPA early on (I3), that is they need to
identify RPA success factors for their organization (I7). Hence, early alignment
with business strategy is important to understand where RPA can positively
influence strategic goals (I5, I7). Otherwise, the application of RPA should not be
considered further. In addition, organizational issues should be addressed already
at the start of a project, for example questions of principle about involved roles
and functions need to be asked and answered (I3).
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Screening of Different (RPA) Technologies. This stage helps to determine
whether an organization can apply RPA usefully and which kind of technology
is most suitable to solve the problem. This may entail that RPA turns out not
to be the first candidate for automation. The implementation of the methods for
screening potential depends on the individual case and can be executed proac-
tive or exploratory [16], (I1–4). Rapid process reengineering, aspects of machine
learning, custom-tool remediation, and traditional BPM systems can be alter-
nate options to automate processes [8] and need to be considered besides the
offerings of the various RPA vendors.

Processes Selection. After verifying RPA as a practicable and efficient tech-
nological solution to an enterprise problem, this stage focuses on the prioriti-
zation and selection of processes candidates for automation. Process selection
requires information from end users and stakeholders to make better decisions
(I4–5). Moreover, taking into account the processes of involved departments can
significantly improve business understanding [37]. Most of the case studies pre-
dominantly consider processes with a low complexity for initial implementation
and testing [16,27,37,39], (I8). In addition, the degree of standardization and the
process maturity should be considered for the selection because mature processes
are typically better documented [27], (I1–2, I5–7). Furthermore, the execution
frequency and volume of processes indicate high automation potential promise
an increase in efficiency [16,37], (I1–8, I8). Wanner et al. [43] have proposed a
candidate for a quantifiable method of process selection for RPA projects. Their
approach also entails that the relevant processes are already digitized and there-
fore have a digital input and output, which is a mandatory requirement for RPA.
Non-digitized processes must be digitized first.

RPA Software Selection. This stage focuses the selection of the suitable soft-
ware for automation. Among other things, the cost of the software (I1–3, I6, I8),
skill requirements as well prior (successful) implementations represent important
factors in the decision-making (I1) although the market seems to mature quickly
(I2) resulting in rather organizational than technical factors to consider for soft-
ware selection. Further mentioned criteria included availability of skills with
external consultants, vendor support, vendor reputation and software maturity
as well as security and data protection of RPA cloud solutions.

Proof of Concept Implementation. The PoC serves as a verification of the
functionality as well as the technical and financial feasibility of RPA technology
for the given case [5,26], (I1, I5–6). Thus, a company can verify whether it is
reasonable to introduce RPA into its operations. Verification factors may include
process quality or return on investment calculation [26], (I1, I5, I7). For these
analyses, it is recommended that a PoC should be executed for several months to
provide a detailed data-driven analysis [28]. For the PoC, simple processes should
be chosen initially, as stakeholders often only become aware of the inherent
challenges by dealing directly with the issue at hand [16], (I7).

Evaluation of Business Case. The business case is essential to bridge the
gap between the small-scale PoC and the subsequent scaling of RPA technology
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within the company [5]. Defining a business case is also highly recommended
to ensure long-term management support [46]. In order to gather such support,
typical indicators such as processing times, (human) error rates, infrastructure,
and IT cost should be considered [39], (I1, I4–8). A technology-based support in
process discovery can be pursued through process mining [2,13,43], (I4).

RPA Rollout. The RPA rollout comprises all activities concerned with making
available and activating the implemented software robot(s) in the enterprise’s
daily operations. Although this stage has been mentioned in the literature in
various case studies such as [7,11,23], it has not been explicitly highlighted by
the expert interviewees. Hence, while RPA rollout strategies may not be RPA-
specific but apply for many software projects, rollout is a necessary stage (I1,
I6) and should be subject to further research including socio-technical aspects
of human and machine cooperation [42].

Adaptation and Scaling of RPA Services. After a successful PoC and a
precisely defined business case have resulted in a successful RPA rollout, an
extension of the RPA portfolio can subsequently take place, facilitated by the
creation of RPA libraries and related templates [37], (I1–2). The complexity of
the processes should continuously increase so that the RPA team can understand
RPA and the automation feasibility of the corporate processes gradually (I2,
I8). The integration of external service providers can provide support for more
complex processes as well (I1, I4, I7). The automation of further processes also
requires a step-wise increase in software licenses [26,46], (I7). At the same time,
the employees affected by the introduction of software robot must be involved
at an early stage to ensure a continuing positive working attitude [29].

Center of Excellence. The implementation of software robots using RPA
within the company should be accompanied by setting up a CoE [26] to support
the definition of necessary roles, skills, key performance indicators, etc. The tasks
of the CoE vary from the monitoring and maintenance of the software robots
to the identification of appropriate further processes for automation [4], (I1, I3,
I5, I7). The CoE is also responsible for process innovation, the development of
new services, and efficiency improvements [3], (I6). Organizationally, the CoE
is usually not anchored in the IT department, but on the business side [28],
(I3). Furthermore, it is important to note that implementing a CoE requires a
high amount of resources, so this step is usually only feasible for large companies
[4,47], (I3–4). Small and medium-sized enterprises should consider making avail-
able at least one full-time equivalent to manage RPA knowledge and chaperon
projects.

RPA Support Processes. The expert survey revealed that continuous support
from the top management is necessary as with any project to enable a consis-
tent financial support as well as a strategic orientation and awareness within
the company for the capabilities and limitations of software robots. Further,
the adaptation of governance guidelines is a practical requirement. Likewise, the
integration of change management and IT integration is essential to support
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continuous changes within the processes towards adjustments in the RPA imple-
mentations. They ensure long-term service of RPA integrated in the production
processes and cooperation between humans and machines.

6 Discussion and Conclusion

In this paper, we investigated the status quo of RPA research focusing on the
challenge of the systematic design, development, and evolution of RPA projects
[42]. Following a structured literature review that revealed eleven stages in RPA
projects and an interview study to uncover differences and similarities between
practice and scholarly literature, we developed a consolidated framework of three
phases and nine project-based stages and two continuous stages of project sup-
port. Our discrepancy analysis showed that there is a substantial overlap between
theory and practice. Nevertheless, while promising concepts have already been
developed in theory, companies have generally not yet addressed these issues in
practice. In response, our consolidated framework can narrow the gap between
theory and practice as all expert interviewees saw value in the framework. It
provides a clear methodological contribution on how to approach RPA imple-
mentation projects comprehensively and it is of practical value for companies as
confirmed by the RPA experts.

While eight interviewees only suggest limited authority and external valid-
ity in quantitative research, our study was largely qualitative and throughout
the interviews, we noticed a state of theoretical saturation, where the marginal
return of additional data became neglectable [14]. We observed this saturation
in all relevant dimensions. All experts considered the framework as meaningful,
relevant, instantiable and found it to be sufficiently flexible as well as complete
with the addition of strategic and organizational alignment.

We noticed that interviewees from large enterprises tended to agree more
than interviewees from small and mid-sized enterprises, which can be expected
due to their narrower scope of work. Due to the diversity of interviewees in terms
of their roles, industries, and BPM maturity, we do not expect the framework to
have any significant biases. Nevertheless, smaller companies may need to trim
the framework to their needs more comprehensively than others. Recently, we
have applied the framework successfully at SYSTHEMIS AG, a German software
development and IT consulting company, and have not encountered tasks that
were incompatible with or missing in the framework.

Throughout the interviews we noted several reoccurring topics, which should
also be taken into consideration when embarking on RPA projects. First, the
understanding of ‘what RPA does’ and ‘what RPA does not’ varies widely. This
is in line with Gartner’s placement of RPA at the peak of the hype cycle of exag-
gerated expectations. Second, RPA does not entail the loss of jobs for human
workers. None of the case studies or interviewees reported on terminations of
work contracts but rather on freeing up capacity. Furthermore in the long term,
using (software) robots seems to be beneficial for the competitiveness of the com-
pany and thus for job security [43]. Third, although the interaction of business
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and IT in RPA projects was clarified by the interviewees, the understanding
of RPA in practice can be further increased by a detailed investigation of the
interaction of these two areas. In the end, IT departments often only provide
the RPA platform, while the functional business areas define the business logic
of the software robots. This results in new organizational challenges.

Furthermore, our research showed that an analysis of the interdependencies
between RPA and traditional BPM are necessary in the near future, since the
two approaches have many similarities and the RPA momentum is typically
originating from a BPM-friendly department or a BPM CoE. We observed that
established BPM approaches, such as the hybrid BPM approach for the holistic
management of business processes [20] can be transferred to RPA in a similar
form [27], (I2). Consequently, on the one hand it is possible to explore the transfer
of hybrid BPM approaches to the implementation of process improvements using
RPA. On the other hand, approaches that integrate traditional approaches of
BPM with agile improvements using software robots based on RPA technology
should be developed, where RPA software is one option of automating processes
and process integration using BPM software another.

Since RPA research is still in an early phase, there are many other issues that
need to be addressed [42]. In particular, during our study we observed the need
for an in-depth analysis of the economic viability of RPA systems, which also
includes the determination of the technological debt introduced by RPA that
is caused, among other things, by superficial implementation and the resulting
low level of application integration. Ultimately, we can conclude that RPA has
already established itself in many companies and contributes to the achievement
of individual corporate goals. However, the technology is still in its infancy so
that further innovations and improvements must follow to make the ‘automation
revolution’ described by Lacity and Willcocks [46] a reality.
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Abstract. Supply chain analytics, especially in the field of food supply has
become a strategic business function. Monthly executive sales and operation plan-
ningmeetings utilize supply chain analytics to inform strategic business decisions.
Having identified gaps in the strategic management of food supply chains, a multi
perspective supply chain analytics framework is developed incorporating pro-
cess and data attributes to support decision making. Using Design Science as the
research methodology, a novel framework with a supporting IT artefact is built
and presented with early evaluation results.

The resultingmulti perspective supply chain analytics framework equips prac-
titioners to identify strategic issues, providing important decision support infor-
mation. The case study further illustrates the framework has applicability across
all integrated food supply chains. This research has highlighted gaps in the appli-
cation of process science to the supply chain management domain, particularly in
the area of simultaneous assessment of process and data. The outcomes contribute
to research in this domain providing a framework that will enhance the significant
reference modelling and operational management work that has occurred in this
field.

Keywords: Multi perspective supply chain analytics · Food supply chains ·
Process and data analytics

1 Introduction

Food supply chain management is a matter of international and national strategic impor-
tance, this fact has been reinforced in the wake of the global disruption to food supply
chain caused by events such as the Covid-19 pandemic [1]. Supply chain analytics,
including data driven insights, allow for the assessment of a food chain’s current state
in real time, allowing for decisions to be made regarding alternative routing, sourcing
and distribution [2]. It also allows for simulation to support scenario planning, further
supporting short- and longer-term decision making [3].

Guided by a design science methodology [4] this research has initially focused
on a single, revelatory case study [5], an integrated beef supply chain, to discover the
challenges that the industry faceswhile simultaneously reviewing the adoption of process
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science methodologies into the supply chain domain. We pose a research question, can
process intelligence techniques solve complex supply chain problems? A proposition
that a multi perspective process analytical approach will provide a new level of insight
to managing and improving complex and dynamic supply chains is presented. These
supply chain insights are used to drive the most strategic business decisions and are also
used in the executive sales and operations planning meetings to drive operations [6]. To
test the proposition, we have developed a framework, the Multi Perspective Supply
Chain Analytics Framework (referred to as MPSCA), together with a supporting IT
artefact and have evaluated it with several leading subject matter experts from practice.

The MPSCA framework was built and evaluated in a case study of a large integrated
beef supply chain in Australia. The beef business was selected as it is one of the most
integrated food supply chains extending from its breeding farms right through to pack-
aged beef products on the retailer’s shelf. This industry is subject to supply chain risk
due to environmental factors (for example drought and flood) [7], as well as other factors
such as trade tariffs and competition from other protein sources [8], making the ability
to rapidly assess the supply chain from multiple perspectives and to evaluate alternative
pathways to market, strategically important. The results and learnings are applicable to
integrated food supply chain’s globally.

Existing BPM tools and techniques are many and continue to grow [9]. Process
mining techniques are proliferating with new approaches to support process discovery,
conformance and enhancement. Across these three classes there has been a proliferation
of solutions developed, both froman academic aswell as commercial base [10].However,
most solutions are siloed into a single class and only few have been integrated for
continuum across a process-management lifecycle. The intent of theMPSCA framework
is to integrate a number of these technology solutions to support key analytical challenges
across the entire end-to-end lifecycle of the food supply chain.

The objective of this research is to develop a data-drivenmulti perspective framework
which will provide a new level of supply chain analytics contributing to the body of
knowledge in this domain, while also addressing a real-world problem in managing
vertically integrated food supply chains.

2 Related Work

In a literature review of big data in agriculture, Wolfert et al. [11] conclude that data
analytics is influencing the entire supply chain andwill have amajor impact on efficiency
as well as supply chain design, as the relationship between producer and consumer
changes. Aramyan et al. [12] examine performance measures in agriculture food supply
chains and propose a framework influenced by the SCOR1 model, while Pham and Stack
[13] present examples of how data analytics is redefining the competitive dynamics of
agriculture production and supply. Wang et al. [14] in their extensive literature review
of supply chain and big data analytics conclude these techniques should be treated as
strategic assets applied holistically across a business, from strategy to operations.

1 https://www.apics.org/apics-for-business/frameworks/scor.

https://www.apics.org/apics-for-business/frameworks/scor
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Supply chain integration is essential to competitive advantage and viewed in some
sectors as extended enterprises [15]. Analysis is currently centered on a process and
control flow centric approach, with the Association of Supply Chain Management’s
SCOR™ model being one of the most widespread methodologies [16].

Supply chain management is still a young discipline and research in this field has
largely focused on operational management areas [17]. The gap in the above method-
ology is that it approaches supply chain analytics from a single perspective which is
the reference model and as a “static” methodology as opposed to a dynamic analytical
process capable of interrogating event data; event data is execution data, produced as
a side product when a task is executed. Supply chain by its very definition is a series
of interconnected events. Analyzing the control flow aspects of a supply chain is one
perspective, being able to co-currently analyze performance data will provide a new
dimension of analytics not currently deployed in this domain. It is postulated that such
a multi-perspective approach to supply chain analytics will enhance supply chain per-
formance and can also further leverage the knowledge embedded in the SCOR™model
through advanced conformance checking.

Lapide [18] reinforces that supply chains are critical tomarket strategy, while Becker
and Intoyoad [19] note that logistics can greatly benefit from process mining as the
identification and tracking of goods involves many IT systems. Their work also focused
on an area important to themeat and livestock value chain, namely, documentation. They
focused on automated mining for process documentation by adding context information
including frequency of occurrence of process and the cycle time of processes.

3 Method

This study applies a Design Science approach [4]. Belowwe present themethods applied
for framework building and early evaluation outcomes presented herein.

3.1 Building the Framework

The framework building has three forms of input; insights from a literature analysis, case
study data (from interviews and documents) and subject matter expert insights (collected
in the form of interviews). The resultant framework is presented in Sect. 4 below.

Our earlier work [i.e. 20] in this domain provided a foundational basis. We also
reviewed processmining literature to identify algorithms and solutions relevant to supply
chain analytics and the beef supply chain [21]. Our earlier research work exposed us to
several beef cattle businesses as well as indications that there were gaps in the analytics
and insights available across the supply chain. Further literature research validated the
gap, with lack of supply chain integration and data sharing identified as strategic risks
[9, 22]. Research in other industries such as automotive component supply noted that
logistics can greatly benefit from process mining approaches [23]. It was with this
background that the concept of a supply chain analytics framework for food supply
chain was created.

The case study chosen (Case A2) for this research is the largest vertically integrated
beef supply chain in Australia. The case study is revelatory since other businesses are

2 We use the pseudo-name ‘Case A’, in line with the anonymity and research ethics agreements.
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less vertically integrated with a focus either on the cattle farming side, either breeding
or backgrounding, the feedlotting or the processing component.

As depicted in Table 1, respondents from the case study and other selected subject
matter experts from practice were identified to contribute to the design (and evalua-
tion) of the framework. The interviewees were specifically selected in order to ensure a
cross section of managers from C-suite Executives, in order to understand the strategic
management requirements to Farm Managers, to understand the tactical management
requirements. In addition to operations management, data managers and IT managers
were selected to get insights into challenges in collection of data and accuracy. To obtain
a broader industry perspective industry researchers fromMeat and Livestock Australia3

were also consulted. Each interview took 30–45 min.

Table 1. Interviewees and their contributions

Interviewee Contribution to framework Evaluation focus

C suite executive Business value of improved
decision making

Summative: high level
review of case study data

Cattle business owner (small
& medium)

Decisions required across the
supply chain for improving
business outcomes, current
decision support solutions and
their value

Formative: Initial review
based on artificial data and
digital twin simulation

Farm manager Factors influencing on farm
decision making, current
sources and availability of data

Summative: high level
review of case study data

Data manager Current availability of data for
decision making, data accuracy,
accessibility of data, users of
data

Summative: high level
review of case study data

IT manager Current systems for data
capture, connectivity issues

Formative: initial review
based on artificial data and
digital twin simulation

Industry researcher × 2 Best practice in beef supply
chains, adoption of best practice

Selected for phase 2
evaluation on different case
study

Solution developer × 2 Technical advantages of their
process analytics solution,
specific questioning for a
combined process and data
perspective

Both formative and
summative focused on their
specific solutions

3 See https://www.mla.com.au for further details.

https://www.mla.com.au
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3.2 Framework Evaluation

Venable et al.’s [24] FEDS framework was used for evaluation design. The FEDS frame-
work covers both the functional purpose of evaluation as well as the type of evaluation.
Our’s was a summative approach with naturalistic criteria [24], and this required ‘real’
industrial data and an IT Artefact to evaluate the MPSCA framework, where the case
study provided an opportunity to analyze data more readily across the supply chain. The
IT Artefact consists of several process mining algorithms hosted on the open-source
framework, ProM4 with supporting data analytics solutions such as Power BI5. With
the design risk of being technically orientated a Technical Risk and Efficacy Evaluation
strategy was selected, allowing for an initial formative approach based on artificial data
and simulations advancing through to a summative approach with naturalistic criteria.

The integrated beef supply chain extends from breeding farms through to the retailer
as shown in Fig. 1. In analyzing the beef supply chain of CaseA, theMPSCAFramework
was followed and various process analytical solutions tested on the data. Interviewees
were approached again at this stage (See Table 1). The IT Artefact was built focusing on
the questions of interest that the interviewees had posed, as well as the cattle data that
was made available to the researchers. The core focus of the case study was to validate
the framework, with a key design principle being that the various data and process
algorithms as well as visualization and simulation solutions used can be interchanged.
The resulting (MPSCA) framework is presented in detail next.

Fig. 1. The integrated beef supply chain

4 Multi Perspective Supply Chain Analytics Framework

A conceptual framework from a synthesis of multiple data from the study was derived
first, and this was then applied to Case A (as explained in Sect. 5).

The Multi Perspective Supply Chain Analytics Framework (referred to as MPSCA)
combines process and data analytics while also factoring in the importance of effective
visualization, simulation as well as an effective means of interaction with the user for
decision support. At its core the framework is data driven. The key focus on a data
driven approach resulted from both information received from the interviewees that the
businesses were data rich, but information poor, as well as research that indicates much
data is collected along a supply chain [25].

The MPSCA Framework consists of six stages, five of which we refer to as “views”
to reflect the visualization that is provided to the processes and data:

4 http://www.processmining.org/tools.
5 https://powerbi.microsoft.com.

http://www.processmining.org/tools
https://powerbi.microsoft.com
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• Define Analysis Questions of Interest Stage
• Process Analytics Supply Chain View
• Data Analytics Performance View
• Multi Perspective Decisions View
• Simulation Analytics Scenario View
• Orchestration Prediction and Prescription View

The view all interact with the Data Extraction and Analysis Core as illustrated in
Fig. 2 below.

Fig. 2. Conceptual overview of the MPSCA framework

5 Applying the Framework to the Use Case

5.1 Define Analysis Questions of Interest

The key question of interest for the case study, as determined from the interviews is
weight gain of the cattle through each stage of the supply chain. As cattle pass through the
various stages of maturity: calf, weaner, backgrounder and feeder [26] they increasingly
gain weight and it is farm management’s role to ensure the cattle remain “on a rising
plane of nutrition”6. While the key objective is to ensure that cattle always have enough
edible pasture, this is not always the casewith environmental factors playing a significant
role, for example drought. Farmers must also carefully manage their stocking rates to
ensure that pastures are not overgrazed, overgrazing can cause long term damage to

6 Interview note from C Suite Executive large cattle business.
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pasture and in extreme cases render them unsuitable for animals. With cattle weight the
key criteria for determination of payment to farmers, the analysis questions of interest
were posed as follows: “When do you move animals to the next stage of the supply
chain?” Supporting questions being: “Howmuch weight did each cow gain at each stage
of the supply chain?” “How much did each cow weigh when it was transferred to the
next stage of the supply chain?”

5.2 Core Data Analysis and Extraction

The business which participated in the case study made its cattle database available to
the researchers for the purposes of building and evaluating the framework. The business
began collecting and centralising individual cattle data since October 2018. In order to
do this the business had to install RFID7 readers and weighing systems together with
cattle yard information gathering systems that are able to capture the data, on ruggedized
laptops and later transmit the data to the headquarters central database, once the team
conducing the cattle management process returned to an area with connectivity, which
is normally the main farm house/office.

Due to the cost of installing the physical cattle management infrastructure and the
sheer scale of operations, this process has been systematically rolled out over the past
18 months. The complete set of data since the beginning of the roll out was provided
for the purposes of this research. The data set includes original testing data, this data
was identified and excluded which reduced the data set to 390 834 records. New data
attributes have been added to the cattle management system over the months as addi-
tional information requirements are identified. Currently the cattle management system
captures 69 data attributes per animal all referenced to the animal RFID.

Tounderstand the data attributes inmore detail a summary datamodelwas developed,
see Table 2 below. The data model shows that key animal data is collected as well as
location and supply chain history. Since recording and reporting the location of a specific
animal is a mandatory regulatory requirement [27] it was hypothesised that this event
data could well be used to extract the journey of the animal through its lifecycle using
process analytics techniques. The location of the animal through each stage of its lifecycle
together with its weight gain at each stage and location would provide good insights into
how to improve the cattle supply chain for optimum yield such as weight gain.

5.3 Applying the Process Analytics Supply Chain View

Having assessed the cattle data next step in the MPSCA framework is apply process
analytics to extract the supply chain view. As the extracted data set of 390834 records
with 69 data attributes was considered too large for initial trial of process analytics
techniques, it was decided to reduce the data attributes initially to weight only, aligning
to the analysis question of interest. The key event data was classified as follows:

Case/Unique identifier: Individual animal RFID
Event name: CurrentPIC (Current Property/Farm Identification Code)

7 Radio Frequency Identification.
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Table 2. High level data model

Date and Time/Completion Time: Session Date
Data Attribute: Animal Weight

An initial process discovery analysis was conducted using the InductiveVisualMiner
(IVM) algorithm [28]. The fitness of this model was checked and found to be unsatis-
factory. A more suitable process mining algorithm was sought and after referencing
Leemans et al. [29] the direct follows visual miner was used. The reason the Directly
Follows Visual Miner, (DFVM), produced a better fit than the Inductive Visual Miner
is due to nature of the cattle event logs. The sequential nature of supply chain is more
suited to the type of algorithms deployed in the DFVM compared to the more complex
algorithms of the IVM8.

The discovered process model is shown in Fig. 3.
This view has discovered the individual supply chain of each animal as well as

revealing several supply chain management issues which are discussed in Sect. 6.

5.4 Applying the Data Analytics Performance View

The Process Analytics Supply Chain View has highlighted several supply chain move-
ments that do not appear to be optimal in order to satisfy the Analysis Question of

8 Interview with Sander Leemans, developer of the IVM and DFVM algorithms.
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Fig. 3. Process analytics supply chain view

Interest. Animals are shown to be moved along the supply chain in paths that are not
optimal. This observation led to the Process Analytics Supply Chain stage to be rerun
focusing on Babbiloora, Dungowan, Redford and Niella (BDRN) supply chain in more
detail.

After repeating the ProcessAnalytics SupplyChain cycle several times on theBDRN
supply chain and filtering out intra farmmovements the Process Analytics Supply Chain
Viewwas able to detect that several animals were been returned to farmswhere theywere
being bred as well as directly to the finishing farm (Niella) bypassing the backgrounding
farms. It was suspected that unusual environmental factors were the root cause and a
check was made of rainfall and historical rainfall records9. These records showed that
the region in which the BDRN farms were located had experienced extreme drought
conditions over the period in which the cattle data was recorded.

The weight distributions on each farm were also extracted via Power BI, this data
mining exercise shown in Fig. 4, further validated the observations from the ProcessAna-
lytics Supply Chain View that extraordinary management practices were being applied.
The holding of heavier animals on the breeding farm Babbiloora being an example.

These required steps corroborated the structure of the MPSCA framework and are
discussed further in Sect. 6.

5.5 Applying Multi Perspective Decisions View

This view was included in the MPSCA Framework as the ability to create a data aware
overlay to the supply chain perspective is of value, particularly in determining the impact

9 http://www.bom.gov.au/qld.

http://www.bom.gov.au/qld
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Fig. 4. Cattle weight distributions on BDRN farms

of data driven decision making along the supply chain. This perspective was tested on
the case study data as follows.

Further literature researchwas conductedwhich led to the data-aware processmining
work of de Leoni and van der Aalst [30]. Their work has focused on using conformance
checking techniques to align an event log with data and a process model with decision
points. Further development of this work has led to the development of the Multi-
perspective process explorer [31]. This new algorithm factors in decisions that are not
fully deterministic allowing for the discovery of overlapping decision rules. Due to
the anomalies in the supply chain already discovered by the Process Analytics Supply
Chain view as well as the lack of data across the cattle supply chain the decision making
is clearly not deterministic and therefore the multi- perspective process explorer was
selected to explore the data perspective.

Data attributes attached to events are used to analyse processes from other per-
spectives. With the significant amount of animal data now collected this perspective is
most important in the analysis of the cattle supply chain. To discover this perspective
the BDRN event log set was selected together with the BDRN petri net model and run
through the multi-perspective process explorer. The results of the input model are shown
in Fig. 5 below.

The data aware discovery algorithm was run on this input model based on the weight
data attribute. Followed by the decision tree data discovery based on the weight algo-
rithm.While the average fitness of the decision is relatively low at 59% the event logs are
based on actual historical animal movements which we now know were determined by
the drought. The output of this algorithm does however demonstrate that the influence
of a key attribute such as animal weight can be discovered over a process model that
represents the lifecycle of an animal. This result is most significant as it indicates that
the proposed digital twin could utilise this functionality.
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Fig. 5. Multi perspective view BRDN supply chain

5.6 Applying the Simulation Analytics Scenario View

The analysis in Sect. 5.3 has shown that while significant data is been captured per
animal, it is not captured adequately across the supply chain. The hypothesis that a
digital twin of both supply chain as well as a typical cow will be required to fill the
data gaps therefore holds true. In order to create the Simulation Analytics view of the
BDRN supply chain the discovered BDRN model was edited to exclude all edges that
were as a result of abnormal factors. For the case study the simulation view requires the
simulation of a cow with respect to its growth through its various stages of maturity. We
have named the simulation the Digital Cow. In order to create a digital cow research had
to be undertaken on typical growth patterns of a cow through the various lifecycle stages.
Based on [32] an initial algorithm was developed to calculate the weight gain of a cow
during the stages, calf, weaner, backgrounder and feeder. The initial algorithm considers
weight gain when there is normal feed available to the animal. With further research
the algorithm will be extended to account for weight gain in poor and good pasture
conditions, ultimately linking to the available biomass modelling and measurements.

The output of the Digital Cow algorithm is shown in Fig. 6 below:

Fig. 6. Output of the digital cow algorithm
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The Digital Cow algorithm was then used to develop synthetic event logs for the
BDRN Digital Supply Chain which were then run through the multi perspective process
explorer. The output further validates the MPSCA model as the data driven (weight)
split of animals between Dungowan and Redford was 100% verifiable with the synthetic
event logs.

Having proven that the combination of the digital twin of a supply chain as well as
a digital cow can generate meaningful business data in circumstances where there are
gaps in the actual supply chain data, our future research plan is to extend the digital
supply chain to the entire integrated supply chain, using the digital cow to simulate data
currently not available from the major breeding farms.

5.7 Orchestration Prediction and Prescription View

While each of the stages of the MPSCA Framework has shown to provide insights into
management challenges and decisions along the supply chain, to be of value to business
the framework must be able integrate and consolidate the insights for enhanced decision
support. To identify an appropriate process orchestration engine several solutions were
investigated. Camunda10 has been rated by several studies [33, 34] as high in execu-
tion and operation criteria. While Camunda is a robust, BPMN 2.0 compliant workflow
engine most suitable for commercial applications, the work of van der Aalst et al. [35]
in developing RapidProM, an extension of the scientific workflow management solu-
tion RapidMiner11, provides a solution specifically focused on process analytics. With
RapidProM process mining analysis is repeatable and data and process mining com-
bined, these features are considered core to the MPSCA Framework and has been used
in this final stage.

The Orchestration Prediction and Prescription View was configured in RapidProM
with several scientific workflows as follows:

1) Discover the cattle supply chain workflow: import supply chain event data > run
visual miner > run conformance checker.

2) Run the multi-perspective process explorer workflow: import supply chain event
data including special data attributes > run visual miner > run multi-perspective
inductive miner.

3) Run the simulation analytics workflow digital twin - supply chain: import supply
chain event data > import digital twin – supply chain petri net > run visual miner
> run conformance checking.

4) Run the simulation analytics workflow digital twin – cow: import supply chain data
generated by digital twin - cow > import actual supply chain petri net > run visual
miner > run conformance checking.

6 Summary Discussion

As highlighted in the data model (Table 2) and the discovered process analytics supply
chain view of Fig. 3, it is possible to discover and extract the complete supply chain

10 https://camunda.com.
11 https://rapidminer.com.

https://camunda.com
https://rapidminer.com
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of an individual animal. This ability is most significant, not only for the deeper analyt-
ics that occur with this information (for example what were the environmental factors
such as weather when the animal was on a farm), but also for provenance, a growing
consumer requirement. By adjusting parameters in the ‘directly follows visual miner’
of the complete business cattle data, a group of farms (the BDRN group, as introduced
in Sect. 5.5) was identified for deeper analysis. This group formed their own complete
supply chain, illustrating that the MPSCA framework can “zoom-in” to areas of interest
identified in the overall supply chain view.

Further focus on the BDRN group through filtering out of their intra – farm
movements and focusing only on their inter-farm movements, highlighted several bi-
directional animal transfers. Animals were returned to their previous property which
is not best practice. Having observed in the data model (Table 2) that environmental
data was not captured in the cattle data base, it was assumed that environmental factors
were contributing to this supply chain behaviour. The framework’s Data Analytics Per-
formance view seeks to gain additional data to describe a supply chain action. Manual
extraction of weather data for these farms was able to confirm that the farms were in
severe drought during the observed supply chain events and animals had to be transferred
between farms to ensure the animals had enough edible pasture.

The outputs from the process analytics on the BDRN group are significant, firstly,
demonstrating that supply chain anomalies can be discovered with the ‘directly follows
visual miner’ and reinforcing the need for scientific workflow as described in Sect. 5.7
within the framework. The scientific workflow should be extended to collect additional
supply chain performance data, not captured in the event log for additional processing,
for example in a decision model. The multi perspective process explorer was able to
effectively detect the influence of the key data attribute, animal weight, on the decision
to send animals to a farm. While the analysis question of interest for the case study,
“When do you move animals to the next stage of the supply chain?” is dependent on
more factors than animal weight alone, the fact that the animal weight dimension can
be simultaneously analyzed with the control flow perspective adds significant value to
the supply chain analytics.

Creation of the digital twin – farm was simplified through the ability to edit out
unrequired “arcs” or supply chain connections from the discovered supply chain. The
resultant petri net was then saved for later import into the ‘directly follows visual miner’
together with the real cattle event logs for compliance checking and highlighting of
variations to the best practice supply chain. While the analysis shows that the BDRN
supply chain had complete data, showing animals moving through their lifecycle and
gaining weight through the various stages, the supply chain view of the farms (Fig. 3),
shows that this is not the case for all. In discussing this observation with the business,
it was noted that the large breeding properties supplying the cattle to these properties
have not yet installed the cattle yard data capture systems. The first capture of all the
historical data occurs when an animal reaches the backgrounding farm.

The above observation highlights the importance of the digital twin - cow in the
Simulation Analytics view. Not only can the digital twin – cow algorithm produce event
logs which can test various supply chain scenarios, it can also be used to produce event
data, for example the typical weight gain of a calf and aweaner while it is on the breeding
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properties and close a key data gap. The digital twin - cow algorithm combined with
the digital twin - supply chain can highlight where current cattle practices are deviating
from best practice and alert cattle business owners especially those with large integrated
cattle supply chains as to where the potential problem areas are. This information could
be used to improve decision making regarding when to move animals to the next stage
of the cattle supply chain in order to maximize weight gain and ultimately profit per
animal.

The key challenge in this research has been the combination of process and data min-
ing in order to solve the supply chain analytics gap, so critical to strategic management.
Placing data extraction and analysis as the core of the framework has proven well suited,
as a significant amount of data filtering and analysis occurred through the applied stages
of the process. Testing the framework on significant amounts of real data has been most
insightful, both in terms of the sorting and cleansing requirements when dealing with
large quantities of industrial data as well as the gaps in data.

7 Conclusion

The study commenced with the research question: can process intelligence techniques
solve complex supply chain problems and the proposition that, gaps in the strategic man-
agement of food supply chains could be addressed by a multi perspective supply chain
analytics framework. A Multi Perspective Supply Chain Analytics (MPSCA) Frame-
work was presented with empirical support, highlighting its ability to uniquely combine
previously fragmented data and process mining methodologies to enable effective anal-
ysis of an integrated food supply chain. An IT Artefact was created and applied within
the integrated beef supply chain of a revelatory case study (Case A), to demonstrate the
applicability of the MPSCA Framework. This enabled evaluators to assess the frame-
work from both formative and summative [24] perspectives. The core focus has been
the development and evaluation of the framework and its design principles, while being
agnostic to the various solutions used in each stage of the framework, as such an app-
roach allows for a broader adoption of the framework. There has been a constant cycle
of evaluation and feedback from domain specialists both within and external to the case
study (Table 1) across the study phases, enabling the framework and its IT Artefact to
be continuously improved.

The research and evaluation has shown that the proposition is true and that problems
in strategic management of food supply chains can be addressed by a multi perspective
supply chain analytics framework. The research question has been partially answered, in
this case study a complex supply chain problem has been solved. Testing of the frame-
work across a broader spectrum of supply chain problems is required to convincingly
answer the question.

While the research has focused on a single integrated food supply chain, the size and
scale of the case study aswell as similarity to other food supply chainswould suggest that
there is an opportunity to apply the framework more broadly. We argue that the results
and learnings from this integrated supply chain case study are applicable to integrated
food supply chain’s globally.

Having established the core scientific workflow for the MPSCA Framework, the
next phase of research is to provide a workflow that will combine the decision support
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information. Learnings from this research can later be applied to beef supply chains
with multiple business owners where the additional challenges of data ownership and
transparency will need to be addressed. The researchers intend to validate the MPSCA
in other areas (e.g. a horticulture business) in the next phase of evaluation. In combining
event data as well as performance data in the MPSCA Framework, the opportunity to
integrate the SCOR™ framework intoMPSCA is also possible, both from a best practice
reference perspective when conformance checking as well as from a performance data
perspective. Such an inclusion will further drive adoption across food supply chains.
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Abstract. Process mining has recently gained considerable attention
as a family of methods and tools that aim at discovering and analyzing
business process executions. Process mining starts with event logs, i.e.,
ordered lists of performed activities. Since event data is typically not
stored in a process-oriented way, event logs have to be generated first.
Experience shows that event log generation takes a substantial effort in
process mining projects. This case study reports on the experiences made
during the event log generation from the real-world data warehouse of a
large U.S. health system. As the focal point, the case study looks at activ-
ities and processes that are related to the treatment of low back pain.
Guided by the main phases of event log generation, i.e., extraction, cor-
relation, and abstraction, we report on challenges faced, solutions found,
and lessons learned. The paper concludes with future research directions
that have been derived from the lessons learned from the case study.

Keywords: Process mining · Event log generation · Case study ·
Healthcare

1 Introduction

One of the main concerns of business process management is analyzing pro-
cesses to find interesting aspects that require the attention of domain experts,
for instance, to improve them. Process mining provides a rich set of algorithms
and tools that work on event logs [2]. From an academic perspective, event logs
are ordered lists of activities that have occurred during a business process [2].
With the increasing adoption of process mining in practice, the need for meth-
ods and techniques for generating event logs becomes apparent [3]. This is due
to the fact that in real-world project environments, event data is not available
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in event logs; instead, event data is stored in databases or data warehouses, so
that event logs have to be generated first in order to use the process mining
machinery for process analysis [10,21]. Even though event log generation takes
considerable effort in process mining projects [10], it is only marginally discussed
in case studies [13].

This paper addresses the challenges and lessons learned from generating event
logs in a complex healthcare environment. Patient data is stored in a data ware-
house that was derived from the operational data of a large health system in
the U.S. The data warehouse provides the raw data that has to be extracted,
abstracted, and correlated to process instances. To scope the case study, activ-
ities and processes that are related to the treatment of low back pain are con-
sidered. Based on the methods and techniques for event log generation reported
in the literature [10], the paper discusses the challenges faced and the solutions
found. We also provide extensions, mainly to take advantage of medical ontolo-
gies and vocabularies. To illustrate the feasibility of the approach, one generated
event log is fed into process mining algorithms for initial analysis discussed with
three domain experts (two of which are co-authors and one is associate professor
at the Icahn School of Medicine at Mount Sinai). Due to the strict data pro-
tection of the patient data, a non-disclosure agreement was applied to the case
study. As a consequence of that, the raw data cannot be published.

The remainder of this paper is organized as follows. Section 2 discusses related
work on event log generation and process mining in healthcare. The design of
the case study and the methodology are described in Sect. 3. Section 4 reports
on event log generation for the low back pain case, its challenges and solutions.
The implementation, main results, the lessons learned, and the limitations of
the case study are discussed in Sect. 5. Concluding remarks and future research
directions that were derived from the lessons learned from the case study are
given in Sect. 6.

2 Related Work

This work focuses on the event log generation in a complex healthcare envi-
ronment, such that we discuss in the following related work on the event log
generation, and process mining in healthcare.

2.1 Event Log Generation

Event log generation is an important activity in process mining projects. The
PM2 methodology [12] distinguishes between the following steps of a process
mining project: (1) planning and (2) extraction, for defining the initial research
questions and extracting the event data, (3) data processing, (4) mining & anal-
ysis, and (5) evaluation, through which the project might iterate several times,
and finally, (6) process improvement. In this methodology, event log generation
is split into two phases: extraction and data processing. Based on the process
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mining methodology, Emamjome et al. [13] reviewed 152 case studies on pro-
cess mining for their “thoroughness” in conducting such a project in practice.
They observed that the thoroughness for the event log extraction is “overall
low and does not show much progress over the years”, which means that often
“data sources are introduced but there is no discussion on data characteristics
and suitability to address research questions”. They share similar observations
for the data pre-processing phase. These results show that existing case studies
report on the event log generation phase only to a limited extent, which stresses
the relevance of the case study reported in this paper, focusing explicitly on
insights into this phase.

Pérez-Castillo et al. [21] report on an approach for event log generation from
non-process-aware systems. While their work provides interesting results, the
data set, also from healthcare, investigated does not have the complexity nor
the size of the one covered in this paper. Design decisions for the creation of an
event log are discussed by [17], e.g., the selection of process instances. Further, a
procedure for event log generation is proposed in [18]. A recent survey on event
log generation by Diba et al. [10] organized the research approaches into three
groups: techniques for event data extraction, correlation, and abstraction. Event
log extraction is defined as the identification of “data elements that characterize
events coming from heterogeneous data sources”. This choice of data elements
and sources should be driven by the research questions [3]. One approach to
highlight here is the ontology-driven data extraction by Calvanese et al. [8]
materializing an event log with an ontology developed by domain experts. This
work shows the benefits of structured domain knowledge for the event log gener-
ation, whereby the focus is limited to the extraction phase – an ontology-based
data access to extract the needed event log data. The second step, correlation,
associates the event data extracted from data sources with process instance
or cases, while abstraction transfers the event data to the needed granularity
level [10]. Rather than developing a specific event log generation technique, this
paper explores challenges and practical experiences in applying the event log
generation pipeline in a complex, real-world healthcare environment.

2.2 Process Mining in Healthcare

Due to the relevance of clinical data in healthcare information systems (HIS),
there is an increasing interest in applying process mining techniques to healthcare
data [14,25].

In a recent literature survey on process mining in healthcare [14], 172 stud-
ies were identified from which 90% had a focus on process discovery. Further,
Erdogan and Tarhan [14] highlight that currently the application is limited to
processes of a single department in a single hospital, and observe as a gap the
application of “process mining at larger scales.”

Typical analysis questions for healthcare processes, such as “What are the
most followed paths and what exceptional paths are followed?” or “Do we comply
with internal and external guidelines?” and data challenges for process mining
in healthcare are discussed by Mans et al. in [20].
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Rojas et al. [25] report in their literature survey that most studies followed
a direct implementation approach, where they manually generated an event log
and used selected process mining tools and techniques. A minority of the selected
studies (9%) in [25] used an integrated suite for data extraction and analysis.
This might be due to the characteristics of healthcare data: Kumar et al. [19]
discuss challenges of healthcare data, e.g. (1) clinical databases are often quite
large, not only in the number of patients stored but also in terms of the data ele-
ments stored for them, (2) clinical data is incredibly variable, both semantically
and numerically, (3) irregularity in healthcare data exists a lot, both as noisy
and incomplete data. Gatta et al. [16] present a framework with an interface
to flatten hierarchically organized healthcare data in an electronic health record
to an event log. However, the proposed interface is limited with regards to the
selection of cases, supports only one correlation mechanism of events to traces
(i.e., patient-based), and has no abstraction mechanisms implemented, such that
it only partially supports the event log generation from healthcare data.

Although process mining studies in healthcare reported on data preparation
activities, this dimension is often not the centre of attention. Due to its com-
plexity in data, this phase is very relevant for the success of a process mining
project, such that we want to focus on and further explore it.

3 Research Methodology

As shown by the discussion of related work, the generation of an event log
from a large data warehouse is not sufficiently researched. To provide a better
understanding of the suitability of existing approaches and focus points for future
research, we conducted a case study. According to Recker [24], a case study is
a qualitative research method that explores phenomena in a natural setting to
gain insights into new emerging topics. In a single case study, we explore the
phenomena of event log generation, and want to answer the following research
questions:

– RQ1: How to create a useful event log from a large, complex data warehouse
for answering domain experts’ questions?

– RQ2: How can standardized vocabularies and domain specific ontologies be
used to improve this process?

A useful event log can help to answer the process analysis questions, which are
usually defined in the planning phase of a process mining project [12], under the
assumption that the quality of the available log can provide these insights. We
selected a case from healthcare due to the availability of a large data warehouses
with complex treatment data. Additionally, a rich set of standardized vocabular-
ies for diseases, treatments, and medications can be found in that domain. This
section continues with a description of the case, before the case study design and
procedure is presented.
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3.1 Case Description

This case is based on the clinical data collected at the Mount Sinai (MS) Health
System in New York, U.S. Amongst the largest health systems in the United
States, MS is approached by approximately 3.65 million patients per year. 42,000
employees –7,200 of which are physicians– are working in a total of eight major
hospital campuses and more than 400 ambulatory practices1.

Detailed health system-wide diagnostic and treatment data are available as
Electronic Health Records (EHR) in a de-identified form in the Mount Sinai Data
Warehouse (MSDW). This database has a total of 160 GB structured information
from 8.4 million patients with around 137 million medical encounters and more
than 50 billion data points. The underlying structure of the data warehouse is a
star schema, consisting of multiple fact tables, which further reference numerous
dimension tables. In total, it contains 39 tables and predefined views. Due to the
sensible nature of EHR data, our work had to be approved by the Institutional
Review Board (IRB)2.

From the abundant clinical information in the MSDW, we chose to investigate
the treatment processes of non-specific low back pain (LBP). It is amongst the
most frequent complaints presented to health care professionals and responsible
for a total direct and indirect costs of 87.6 billion U.S.-$ in the United States [11].
Both in the in- and outpatient settings, the treatment options for non-specific
LBP are similar, i.e. there are no options exclusive to either of these. At the same
time, this clinical entity has both a clinical guideline introduced shortly before
major politically-enabled digitization efforts in healthcare (2007) and a very
recent one (2017) [9,22]. As such, these guidelines are based on a systematic
evaluation of available research on a specific area of disease and a consensus
about how such evidence should be considered in daily routine, serving both as
a blueprint of how and in which order screening, diagnosis and treatment should
be carried out.

The analysis of EHR data warehouses requires the data to be stored in a
structured, machine-readable format that can easily be translated into medi-
cal and domain-specific terms used by healthcare practitioners. Such translation
is realized by vocabularies specific to each health system. In addition to these
local vocabularies, resources mapping the relationships (e.g. hierarchy, context,
and attributes) between the medical terms and concepts are needed to search,
extract, and abstract the data. In our case, we tapped into the resources of the
International Classification of Diseases (ICD) codes (Version 9/10) for describ-
ing diseases and disorders, the Current Procedural Terminology (CPT) in version
4 for diagnostic and therapeutic procedures, and RxNorm for any drug-related
information. We used the ICD 10 code M54.5 (low back pain) for defining our
patient cohort.

1 https://www.mountsinai.org/about/facts (Accessed: 2020-03-10).
2 IRB-19-02369.

https://www.mountsinai.org/about/facts
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3.2 Case Study Design and Procedure

By conducting the case study, we want to share experiences on how to approach
the event log generation in a complex environment, the faced challenges, and
solutions. During the case study, we collected different data, among which are
(1) interviews with experts, (2) documentation of the event log generation steps
and design decisions, (3) the prototypical implementation, and (4) the resulting
event logs as well as the process mining results. The case study procedure is
shown in Fig. 1.

Fig. 1. Procedure used in the case study.

1. We conducted interviews with experts from MS on interesting scenarios for
process mining. Thereby, the low back pain case was selected. Additionally,
the driving questions for the process mining project were identified:

– Q1: At which point during the treatment of low back pain are opioids
applied?

– Q2: Are LBP patients treated as proposed in the clinical guidelines?
– Q3: Do different variations in the treatment procedure for the patients

exist?
2. In the familiarization phase with the technical environment, the data ware-

house was explained by the experts. Additionally, it was discussed how the
patient cohort of low back pain can be identified.

3. The relevant clinical guidelines for the case were identified and translated into
BPMN process models. Additionally, medical vocabularies were identified to
bridge the gap between locally uses terms and standardized expressions.

4. The pipeline for the event log generation was developed.
5. Event logs were generated for the low back pain cohort. The traces and the

resulting process models were reviewed.
6. The resulting event logs and process models were validated and discussed

several times with experts both from the healthcare system as well as with
two medical experts, one with and one without knowledge of business process
modelling. Based on the feedback, we looped back into the development of
the pipeline.

7. The resulting event log was used for the final process analysis to answer the
questions by the experts.
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4 Event Log Generation Pipeline for Low Back Pain

In this work, a general pipeline, as described in the literature, was adopted [10,
17]. With the three major steps, event extraction, event correlation, and event
abstraction; it serves the goal of event log generation.

Fig. 2. As the product of multiple iterations with medical experts, we developed and
applied the pipeline depicted above to generate an event log from the MSDW; it also
shows the different types of domain knowledge as input for each step.

As depicted in Fig. 2, the pipeline has two kinds of inputs: structured data
and domain knowledge. In this case study, the data warehouse was the only
source of structured data. As one of the five types of domain knowledge inputs
to the pipeline, a data warehouse schema was provided. The other four are
clinical guidelines, standardized medical ontologies, locally used vocabulary and
generated abstraction tables. All of them are healthcare-specific artefacts and
will be explained in more detail later in this section. These additional inputs
were evaluated with medical experts and used at different steps of the pipeline
to support the corresponding tasks. The outcome of the pipeline is a single event
log which, following the description of van der Aalst [2], consists of a set of events
organized as cases. Each event refers to an activity (i.e., a particular step in a
process) and has at least a name, a timestamp and a case identifier. If available,
additional attributes, like resources or a department, were added. The resulting
event log complies to the XES standard for event logs [1] and can be further
processed by process mining tools. The approach faced challenges in each of the
three steps, which will be explained in the following.

4.1 Event Extraction

Event extraction as the first activity in the pipeline aims to retrieve relevant
events from the data warehouse, for which it has to be identified and located.
To this end, knowledge about the underlying process and the structure of the
data warehouse is required. For the latter, we had access to an existing database
schema.

Relevant data can be split up into process-related and instance-related data.
On the one hand, information about the general process, like activities and thus
the notion of events is necessary. On the other hand, data for the relevant cases
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Fig. 3. Illustration of the steps taken to extract relevant event data. Due to the explo-
rative nature of this task, it was necessary to locate and validate table candidates in
the data warehouse, which let to an iterative approach, as shown by the loop.

need to be selected, i.e. data for process instances, which focuses on the handling
of LBP patients. As a starting point to understand the underlying process clinical
guidelines were used. As previously described, those guidelines have a normative
character and describe how treatments should be performed. In a first step,
BPMN process models, which reflect the treatment processes described in the
guidelines, have been derived. Key activities in the resulting models were either
performing a diagnostic or treatment task. Besides others, different diagnoses
reflect decision points in the models, like the diagnose of acute or chronic low
back pain and thus result in different treatment paths. Further, the guidelines
distinguish between pharmacologic treatments, e.g. prescription of painkillers or
opioids, and noninvasive, nonpharmacologic treatments, including exercise and
massage. Based on this, different event notions for diagnosis, treatments and
materials (i.e. medical drugs) have been derived.

Fig. 4. Excerpt of the database schema with all case relevant dimensions. Based on
the unique patient ids in the fact table, additional information can be related to single
events in the pipeline.

Locating relevant event data in the warehouse is a challenging task. Even
if the general structure of the data warehouse is known, the domain of each
attribute stays hidden. That leads to the problem that potentially interesting
table attributes turn out to be wrong or are not meaningful at all. This was
the case especially for attributes, which occur multiple times in the data ware-
house, like test results or temporal information. Also, the domains of some table
attributes referred to abbreviations, like department identifiers, which are only
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internally used by the organization and thus was hard to interpret. To over-
come these challenges, a mapping between medical vocabulary and internally
used abbreviations were provided by domain experts. Since the temporal order
of events is an important requirement of event logs [2], temporal information
needed to be added to single events. As one step taken to de-identify the data,
all absolute timestamps of the events were mapped to the age in days of the
patient by MS. While this preserves the order of events of each patient, we
aimed to recover the total ordering of events for the complete log. After consult-
ing domain experts, we found a way to obtain this information from the data
warehouse. Besides, we included general information about the patients, like age
in days and gender as case attributes in this step. After completing the manual
tasks of identifying all relevant dimensions and tables, as illustrated in Fig. 4,
the implemented pipeline can automatically extract relevant events.

Concluding the first step of the pipeline, those challenges led to an iterative
process in which potential dimension candidates got identified and validated. In
the end, relevant event data was distributed over seven dimensions in the data
warehouse, as shown in Fig. 4. Main challenges in this step were to select the
correct events and their attributes. To extract data of the process instances,
we filtered for patients with the LBP-specific ICD code M54.5. An example of
the raw event data, extracted in this step, is given in Listing 1.1. However, the
obtained data does not contain any case notion yet, which will be covered next.

<event>
<id>8aa5c191 -0ee6 -4fbd -a4f4 -6 fbff4c17ae8 </id>
<patient -id>174799939184 ABC</patient -id>
<date -of-birth>1959 -01 -01</date -of-birth>
<gender>gender</gender>
<timestamp >2012 -05 -26 T00:02:00 .000Z</timestamp >
<name>LOW BACK PAIN</name>
<description >Low back pain</description >
<context >ICD -10</context >
<code>M54.5</code>
<facility >12435</facility >

</event>

Listing 1.1. Example of one event, extracted form the data warehouse.

4.2 Event Correlation

After extracting the raw events from the data warehouse, events that correspond
to the same process instance need to be correlated. Existing approaches, like [10],
focus on the technical perspective of how to correlate events. To this end, a core
assumption of this so-called correlation problem is that each event belongs to
a single process instance [2]. In our study, we found that it is less a technical
question of how to correlate events but, instead, what the most suitable notion
of a case is.

Based on the structure of the data warehouse and medical evidence, three
potential case notions were identified, (1) patient-based, (2) visit-based, and (3)
encounter-based. The first type defines one case per patient, including all events
that have ever occurred in any treatment. In this notion, events are correlated
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Fig. 5. Visualization of two possible case notions. Only events with a white background
are related to a low back pain diagnosis or treatment. Applying the patient-based
notion would assume a logical relation between all events in the case. In the visit-based
approach, this trace would be excluded.

based on unique patient IDs. The second case notion are visits. A visit consists
of events that are related via the fact table by a visit ID to a patient. A visit
may cover a certain period, like multiple days, and can contain events created
by different medical departments. Chaining up all visits related to one patient
results in a patient-based case. The third possible case notion are encounters,
which are a more fine-grained notion. Every visit consists of encounters, which
again contain events. Based on an encounter ID, they can be matched with their
corresponding visit.

Choosing the most suitable case notion was a challenging task. Each option
has its advantages and limitations, as explained in the following. The advantage
of the patient-based approach is that since the whole patient history is covered,
all relations between relevant treatments and diagnoses are preserved. However,
this assumes a logical relation between all available events, like the diagnosis of
low back pain and the prescription of any following treatment. This might not
always be true since a patient might undergo medical treatment related to, for
instance, an accident. An example is given in Fig. 5, where the shaded events
correspond to a broken leg that is not related to the LBP treatment of that
patient. More concrete, the Oxycodone medication related to the broken leg
might be associated with the treatment of low back pain. To summarize, using
the patient ID for correlation might lead to misleading results in a future process
analysis.

To overcome the disadvantage of the patient-based approach, the visit-based
case notion was further investigated. Following this approach, several cases that
belong to the same patient may exist in the event log. However, due to the higher
granularity of this notion, unrelated cases could be filtered out in the next step. A
case was considered unrelated if none of its events is related to the specific case.
For this purpose, filters for diagnosis, treatments and medication are used. This
way, noise in the data got reduced, but at the same time information about the
relations between single visits got lost, as depicted in Fig. 5. That approach led
to another challenge that was noticed only during the process mining analysis.
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(a) Distribution of visits per patient. (b) Distribution of events per case.

Fig. 6. Visualization of the number of cases (visits) per patient and the number of
events per case on a logarithmic scale.

Since the treatment of a patient may require multiple visits, the resulting process
model cannot distinguish between the very first visit and later visits. In other
words, the resulting model cannot be properly aligned with the clinical guidelines
any more. A similar problem occurred when investigating the third possible case
notion. Since this would split the events into even smaller sets, the impact would
be higher. Furthermore, since not all encounters could be mapped to existing
visits, we decided to discard this case notion.

To summarize, the raw events are correlated according to one of the two case
notions. Depending on the use case, the different notions can be specified as a
parameter in our implemented pipeline. In the case study, we obtained 61,494
patient-based traces and 168,508 visit-based traces. As depicted in Fig. 6a, the
majority of patients has less than ten visits. Further, there are 2.7 visits on
average per patient. The patient with the most visits, however; has seen a doctor
232 times. Furthermore, there are six events on average per case, but about 21%
of all cases only consists of a single event, as shown in Fig. 6b.

4.3 Event Abstraction

The last step in the pipeline covers event abstraction. This step is important,
since data may differ in granularity. In our case, the term event abstraction is
used as an umbrella term for several techniques, like aggregation, filtering and
mapping, to bridge differences in the event data’s granularities. As depicted in
the event excerpt in Listing 1.1, the extracted events have several attributes,
like medical context, code, timestamp, and description. Besides others, these
attributes are used in the abstraction step, as shown in Fig. 7. Further, the event
abstraction can be split into three tasks: (1) normalize event labels, (2) aggregate
events to higher-level ones, and (3) merge temporal-related events, which will be
described in the following.

The first task deals with different event labels that refer to the same activ-
ity. The root cause for this is that the raw event names base on a description
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Fig. 7. To align different granularities in the event data, medical ontologies were used
to normalize event labels. Further, low-level events were aggregated and identical events
merged.

attribute, which can be entered in a free-text field in the HIS. To illustrate this,
consider the two events prescribe Oxycodone 10 mg and prescribe Oxycodone
5 mg. Besides the name of the prescribed drug, the labels contain information
about the dose, which results in different labels. To overcome this issue, the labels
can semi-automatically be normalized based on the event’s context, e.g. ICD,
CPT, and RxNorm. For the given example, the RxNorm ontology was used and,
the normalized event label is prescribe Oxycodone. In case no standardized med-
ical context exists, an abstraction table was used to map event labels manually.
In the second task, low-level events were aggregated to high-level events. Low-
level events provide detailed information about an activity, which is not always
required. For example, in the given case, several vital signs (e.g., blood pressure,
pulse) were frequently measured. In this case, the domain experts suggested to
aggregate these low-level events to the high-level event check vital signs, since
they are not directly related to the treatment of LBP. This way, information
about the high-level activity could be preserved, while the unnecessary details
got reduced. As a result, the abstraction tables were extended by events that
should be aggregated.

Lastly, identical events that directly follow each other in the same case get
merged in the third task. Events are identical if they share the same label,
attribute values, and timestamps. This behaviour was frequently observed for
diagnoses and prescriptions. To sum up, event abstraction, as the last step in
the pipeline, bridges differences in granularity and yields an event log that can
be used for process mining.

5 Case Study Results

In this case study, an approach to generate event logs from a data warehouse in a
health system was presented. In the following, the technical implementation and
gained insights will be presented, followed by a summary of the lessons learned.

5.1 Technical Implementation and Process Analysis

Due to the strong data security requirements a dedicated infrastructure was set
up. The technical setup consisted of a combination of a Linux virtual machine
(VM) and an in-memory database. To further ensure security, both infrastruc-
ture components were hosted on a cloud platform, located in the U.S., and could



Event Log Generation in a Health System: A Case Study 517

Fig. 8. Overview of the system architecture used in this case study. Due to strong data
security requirements, the data had to be hosted in the U.S. in a private network.

only be accessed via VPN (see Fig. 8). On the VM, all services used to query
the data warehouse, to extract the relevant data and to transform it into the
XES format, ran within a Python 3 environment. Similarly, standard process
mining software like ProM3 was only installed on the VM and the graphical
user interface forwarded to our local machines. The prototypical implementa-
tion4 (“fiber2xes”) of the pipeline is publicly available without containing any
patient-related data and is independent of the presented case. Event logs for
other healthcare processes can be generated if a cohort definition and abstrac-
tion tables are provided.

Based on the resulting event logs, we were able to answer the questions
of medical domain experts, as stated in Sect. 3.2. As depicted in Fig. 9, one
resulting process model discovered by a heuristic miner5 reveals the complexity
of the case. The model indicates that most treatment processes start with the low
back pain diagnosis activity, mostly followed by non-pharmacological treatments
or prescription of painkillers. In a minority of cases, opioids were prescribed
right after the entry of the diagnosis. This complies, in general, with the clinical
guidelines. However, these findings still have to be interpreted with caution,
since multiple visits could belong together and, thus, the initial diagnosis could
be stated in a previous visit already. Altogether, we could generate a useful
event log with our pipeline as described in the previous section (RQ1 ). Notably,
in the event extraction and abstraction steps, ontologies and medical knowledge
were useful for the event log generation (RQ2 ). In the following, challenges
during these phases and our solutions with and without medical ontologies are
summarized.

5.2 Lessons Learned

As shown in Fig. 1, in the first three phases of the case study, it was necessary
to understand the case and to collect necessary domain knowledge. Based on
publicly available and standardized clinical guidelines and locally used medical
vocabularies, this task was done without major challenges. Further, due to strict

3 http://www.promtools.org/.
4 https://github.com/bptlab/fiber2xes.
5 https://pm4py.fit.fraunhofer.de/.

http://www.promtools.org/
https://github.com/bptlab/fiber2xes
https://pm4py.fit.fraunhofer.de/
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data protection regulations, a proper infrastructure had to be used. In the fourth
phase of the project, the event log generation pipeline was developed, as pre-
sented in Fig. 2. The iterative nature of this process was caused by phases five
and six, which required changes in the pipeline after validating and discussing
intermediate results with domain experts. Those changes were caused by several
challenges in the different steps, which we will elaborate on in the following. In
comparison to the procedure proposed in [18], our study does not only provide
suggestions about the general steps to follow to accomplish the task of event
abstraction but also describes to what extent specific domain knowledge can be
used to ease this process. An overview of the challenges, solutions and limitations
is given in Table 1.

Fig. 9. Applying the heuristic miner yields a process model that depicts the complexity
of the case. The model depicts the relations (edges) and their frequencies between
activities (rectangles) in the treatment process.

For the event extraction questions about the notion of single events and how
to extract them had to be answered. By translating the clinical guidelines to
BPMN process models, key activities and related events could be identified.
Inspired by related work [7,8], we used structured domain knowledge in this
step. However, instead of relying on interviews with domain experts or individ-
ual domain models, we used existing and standardized domain knowledge, like
clinical guidelines. Aligning the resulting process model and the existing database
schema helped to select relevant dimensions and tables in the data warehouse.
Further, to complete this task, medical vocabularies used in the guidelines and
the data warehouse had to be mapped. Furthermore, parts of the event data had
to be decoded into a human-readable description with the help of locally used
vocabulary. As depicted in Fig. 3, the reliability of the data was discussed with
the domain experts before the extraction. The quality of the data itself has not
been considered yet. As described in literature [6] this is commonly addressed
in a subsequent step after the event log generation. However, a common prob-
lem in health care is the quality of timestamps [4,15,20]. This can be due to
inaccurate documentation and different granularities, depending on the origin
of the data. The goal of the second step in the pipeline was to correlate events
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into cases. Based on medical evidence, multiple case notions have been explored.
Domain experts agree that a suitable case notion highly depends on the specific
questions. For instance, if the treatment of a specific disease is the main focus,
the visit-based approach might be the better choice. Nonetheless, to enhance the
visit-based notion, further research is necessary, for example, to identify visits
that are related from a medical perspective. To this end, additional information,
like billing cycles, clinical notes, or temporal properties could be used. In the
abstraction step, differences in the granularity of the events had to be aligned.
To overcome these challenges, related to [5], context information like medical
ontologies have been used. The events in the example in Sect. 4.3 can be seen
as a specialization of a higher-level activity based on their linguistic property,
and can be easily abstracted. But the normalization also includes events where
normalized labels can be derived from a shared context by converting different
versions of the same context using an abstraction table. For example, the events
“low back pain” (ICD-10) and “lumbago” (ICD-9) describe the same diagnostic
event but for different versions of the ICD. In this case, one of the two contexts
could be chosen as a reference, and all others converted accordingly. Lastly, by
means of domain experts, further abstraction tables have been developed to
aggregate low-level events.

So far, we reported case-specific challenges and discussed their solutions. In
the following, we would like to point out general topics, related to this case study,
that require further research. We successfully demonstrated how existing refer-
ence models, like guidelines, can be used to support the event log generation
process. Since the healthcare domain has the advantage of existing standards
and ontologies, we are convinced that some of the findings can be transferred
to other medical cases but also to other domains, where reference models and
ontologies are present. One example would be local administration and public
law. The question is, to what extent such models can be used to support this task
in general, and what requirements, except a normative character, they have to
fulfil? A general methodology could help to guide this task and to prevent from
missing out important information which may not be covered in the reference
model. Further, we illustrated the application of abstraction tables, based on
ontologies. This raises the question of how those could automatically be derived
and in which case one should follow a bottom-up or top-down approach. Fur-
ther, investigating the potential relationships between those ontologies might be
helpful. Finally, we confirmed existing concerns on event correlation [23]. This
remains a conceptual problem, which highly depends on the specific use case.
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Table 1. Overview about the major challenges faced in each step of the case study,
their solutions and limitations.

Challenges Solutions Limitations

Event
extraction (see
Sect. 4.1)

Determine event
notion

Clinical guidelines
and analysis of the
MSDW structure

Data warehouse
specific

Locate and validate
relevant data

Use database
schema and clinical
guidelines

Manual and
iterative task

Decode event data Map internally used
medical vocabulary
and public medical
ontologies

May require
feedback from
domain experts

Event
correlation
(see Sect. 4.2)

Determine case
notion

Focus on
patient-based and
visit-based case
notion

Trade-off between
loss of information
and noise

Event
abstraction
(see Sect. 4.3)

Fine-grained event
labels

Normalize event
labels based on their
contexts and
medical standards

Requires context
information for
automation

Low-level events Aggregate low-level
events into
high-level events

Requires
handcrafted
abstraction tables

Repetition of
identical events

Group events based
on temporal
information

Potential loss of
information

6 Conclusion

In this case study, we presented how clinical guidelines, standardized vocabulary,
and domain-specific ontologies can be used to ease the event log generation pro-
cess in a medical environment. This paper addresses the challenges and lessons
learned, of the project and presents several solutions. The findings confirm con-
clusions from other related work on event log generation and add new insights,
like the application of domain-specific ontologies.

However, looking only into one case limits the generalizability; in future,
we plan to investigate further cases to elaborate the roles of reference models
and ontologies in event log generation. Further, we would like to include more
unstructured domain knowledge, like clinical notes or lab results, to improve our
approach, e.g. the case notion. Lastly, the current approach lacks automation,
as many steps in the pipeline require manual work.
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