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Abstract. Progress in the development of automatic grouping (clus-
tering) methods, based on solving the p-median and similar problems,
is mainly aimed at increasing the computational efficiency of the algo-
rithms, their applicability to larger problems, accuracy, and stability of
their results. The researchers’ efforts are focused on the development of
compromise heuristic algorithms that provide a fairly quick solution with
minimal error. The Genetic Algorithms (GAs) with greedy agglomerative
crossover procedure and other special GAs for the considered problems
demonstrate the best values of the objective function (sum of squared
distances) for many practically important problems. Usually, such algo-
rithms do not use any mutation operator, which is common for other
GAs.

We propose new GAs for the k-means problem, which use the same
procedures as both the crossover and mutation operators. We compared
a simple GA for the k-means problem with one-point crossover and its
modifications with the uniform random mutation and our new crossover-
like mutation. In addition, we compared the GAs with greedy heuristic
crossover procedures to their modifications which include the crossover-
like mutation. The comparison results show that the idea of our new
mutation operator is able to improve significantly the results of the sim-
plest GA as well as the genetic algorithms with greedy agglomerative
crossover operator.

Keywords: Clustering · k-Means · Genetic algorithm · Greedy
agglomerative procedure

1 Introduction and Problem Statement

The k-means problem [1] can be described as finding a set of k cluster centroids
X1, ...Xk in a d-dimensional space with the minimal sum of squared distances
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from them to the given N points (vectors) Ai (SSE, sum of squared errors):

arg min
X1,...,Xk∈IRd

F (X1, ...,Xk) =
N∑

i=1

min
j∈{1,k}

‖Xj − Ai‖2 . (1)

In the continuous p-median problem, a sum of distances (instead of squared
distances) is calculated, and the searched points are called centers or medians. If
a sum of Manhattan (L1, rectilinear) distances is used as the minimized function,
the problem is referred to as the k-means problem [2].

An algorithm of the same name (Algorithm 1) [3,4], also known known as
Lloyd algorithm, sequentially improves a known solution, looking for a local
minimum of (1). This local search algorithm (LSA) is simple, fast, and applicable
to the widest class of problems. The algorithm has a limitation: the number of
groups (clusters) k must be known. The result is highly dependent on the initial
solution chosen at random.

Algorithm 1. k-Means (Lloyd, ALA: Alternating Location-Allocation)
Require: data vectors A1...AN , k initial cluster centers (centroids) X1, ..., Xk.

repeat
Step 1: For each of centers Xi, compose clusters Ci of data vectors so that each
of the data vectors is assigned to the nearest center.
Step 2: Calculate new center Xi for each of the clusters.

until Steps 1,2 result in no modifications.

Both Steps 1 and 2 improve the objective function (1) value.
In this research, we try to improve the accuracy of the k-means problem

result (1) and its stability within a fixed, limited run time. By the accuracy
of the algorithm, we mean the achieved value of (1). We do not consider other
important issues in the fields of cluster analysis such as adequacy of the model
(1) and correspondence of the algorithm result to the actual partition [5].

The idea of Genetic Algorithms (GAs) is based on a recombination of ele-
ments of some candidate solutions set called “population”. Each candidate solu-
tion is called an “individual” encoded by a “chromosome” represented by a vector
of bits, integers or real numbers depending on the algorithm. In the modern liter-
ature, there is practically no systematization of the approaches used (see [6–8]),
for algorithms with the real-number (centroid-based) chromosome encoding.

The first GA for the discrete p-median problem was proposed by Hosage
and Goodchild [9]. Algorithm presented in [10] gave more precise results with
a very slow convergence. In [11], the authors proposed a faster algorithm with
a special “greedy” heuristic crossover operator which is also precise. All these
algorithms solve discrete problems (p-median problem on a network) and use
a simple binary chromosome encoding (1 for the network nodes selected as the
medians and 0 for those not selected).

The mutation operator is devoted to guarantee the GA population diver-
sity [12]. Usually, for the k-means and similar problems, the mutation randomly
changes one or many chromosomes, replacing some centroids [12–14] or assign-
ment of an object. For example, in [13] authors proposed the distance-based
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mutation which changes an allele value (an allele is a part of a chromosome that
encodes the assignment an object to a cluster) depending on the distances of
the cluster centroids from the corresponding data point. Each allele corresponds
to a data point and its value represents the corresponding cluster number. The
mutation operator is defined such that the probability of changing an allele value
to a cluster number is higher if the corresponding centroid is closer to the data
vector. To apply the mutation operator to the allele sW (i) corresponding to cen-
troid Xi, let us denote dj = ‖Xi − Aj‖ where Aj is a data vector. Then, the
allele is replaced with a value chosen randomly from the following distribution:
pj = Pr{sW (i) = j} = (cmdmax − dj)/(

∑K
i=1(cmdmax − di)) where cm is a

constant usually ≤1 and dmax = max{dj}. In the case of a partition with one
or more than one singleton clusters, the above mutation may result in the for-
mation of empty clusters with a non-zero probability. It may be noted that the
smaller the number of clusters, the larger is the SSE measure; so empty clusters
must be avoided [13].

If the cluster centroids are searched in a continuous space, some GAs still
use the binary encoding [15–17]. In Algorithm 1, the initial solutions are usu-
ally subsets of the data vectors set. Thus, in the chromosome code, 1 means
that the corresponding data vector must be used as the initial centroid, and 0
for those not selected. In this case, some LSA (Algorithm 1 or similar) is used
at each iteration of the GA. In the GAs for the k-means and analogous prob-
lems, which use the traditional binary chromosome encoding, many mutation
techniques can be used. For example, in [18], the authors use binarization and
represent the chromosome with binary strings composed of binary-encoded fea-
tures (coordinates) of the centroids. The mutation operator arbitrarily alters one
or more components (binary substrings) of a selected chromosome. In [19,20],
authors call their algorithms “Evolutionary k-Means.” However, they actually
solve an alternative problem related to the k-Means problem aimed to increase
clustering stability. This algorithm operates with the binary consensus matrices
and uses two types of the mutation operators: cluster split (dissociative) and
cluster merge (agglomerative) mutation. In [21], the chromosomes are strings of
integers representing the cluster number for each of clustered objects, and the
authors solve the k-means problem with simultaneous determining the number
of clusters based on the silhouette [22] and David-Bouldin criteria [23] (similar
approach is used in a much simpler algorithm X-Means [24]) which are used as
the fitness functions. Thus, in [21], authors solve a problem with the mathemati-
cal statement other than (1) and use cluster recalculating in accordance with (1)
as the mutation operator. Similar encoding is used in [13] where authors propose
a mutation operator, which changes the assignment of individual data objects
to clusters.

In [14], the authors encode the solutions (chromosomes) in their GA as sets
of centroids represented by their coordinates (vectors of real numbers) in a d-
dimensional space. The same principle of centroid-based chromosome represen-
tation is used in the GAs of the Greedy Heuristic Method [25]. In [14], the
mutation procedure is as follows. Randomly generate a number from 0 to 1. If
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the number is less than mutation probability μ, the chromosome will mutate.
The number b ∈ (0, 1] is randomly generated with the uniform distribution. If
the position of a centroid is v, the mutation is as follows:

v ←
{

v ± 2 × b × v, v �= 0,

v = v ± 2 × b, v = 0.
(2)

Signs “+” and “−” have the same probability here [18].
In (2), coordinates of a centroid are shifted randomly. A similar shifting

technique with an “amplification factor” was used in [26,27]. However, the local
minima distribution among the search space is not uniform [12]: new local min-
ima of (1) can be found with higher probability in some neighborhood of a given
local minimum than in a neighborhood of a randomly chosen point (here, we do
not mean an ε-neighborhood). Thus, mixing the centroids from two local minima
must usually outperform the random shift of centroid coordinates. The idea of
combining local minima is the basic idea of the GAs with the greedy agglom-
erative heuristic crossover procedures [25] and other algorithms [28] which use
no mutation operator. Such algorithms are able to demonstrate more accurate
results in comparison with many other algorithms for many practical problems.
However, one of the most important problems of the GAs is the convergence of
the entire population into some narrow area (population degeneration) around
some local minimum.

The Variable Neighborhood Search algorithms with the greedy agglomerative
heuristic procedures proposed in [29,30] demonstrate better results than simi-
lar GAs. New randomly generated solutions (local minima) are used to form a
randomized neighborhood around the best-achieved solution. This randomized
approach provides some neighborhood variety.

The idea of this research is to use GAs with greedy agglomerative and other
crossover operators in combination with the new mutation procedures which
apply the same algorithm as the crossover procedure to the mutated solution
and a randomly generated solution, and thus provide the population diversity.

2 New Crossover-Like Mutation Operator in a One-Point
Crossover Genetic Algorithm

The GA in [14] uses the roulette wheel selection without any elitism (i.e., equal
probabilities of selecting each of the individuals) and a simple one-point crossover
procedure for the chromosomes. This algorithm uses the mutation procedure
based on (2) with mutation probability 0.01. In our experiments below, we
replaced this mutation procedure with the following algorithm:



354 L. Kazakovtsev et al.

Algorithm 2. k-Crossover-like mutation procedure with a one-point crossover
Step 1: Generating a random initial solution S = {X1, ..., Xk};
Step 2: Application of Algorithm 1 to S for obtaining local optimum S;
Step 3: Applying the simple one-point crossover procedure to the mutated individual
S′ from the population and S for obtaining the new solution S′′;
Step 4: Application of Algorithm 1 to S′′ for obtaining local optimum S′′;
Step 5: If F (S′′) < F (S′) then S′ ← S′′.

This new procedure is used with probability equal to 1 after each crossover
operator. In our experiments, the population size NPOP = 20. The results of
running the original algorithm described in [14] and its version with Algorithm 2
as the mutation operator are shown in Table 1 and Fig. 1. Our experiments show
that the new mutation procedure is faster and more effective.

Table 1. Computational results for Mopsi-Joensuu data set [31] (6014 two-dimensional
data vectors), 300 clusters, time limitation 180 s.

GA generations Result with the
original mutation (2)

Result with the
mutation
(Algorithm 2)

Ordinary k-means in a
multi-start mode

10 1697.29 1667.95 1859.06

20 1682.37 1664.78

50 1679.58 1664.78

150 1664.81 1664.78

200 1664.78 1664.78

Fig. 1. Two mutation strategies in a one-point crossover GA
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3 Known Clustering Algorithms of the Greedy Heuristic
Method

The greedy agglomerative heuristic procedure for location problems can be
described as an algorithm with two steps. The first step is combining two known
(“parent”) solutions (individuals) into one invalid intermediate solution with an
excessive number of centroids. At the second step, the algorithm eliminates cen-
troids in each iteration so that the removal of the centroid gives us the least
significant increase in the value of the objective function (1) [11,16]:

Algorithm 3. Basic Greedy Agglomerative Heuristic Procedure
Require: needed number of clusters k, initial solution S = {X1, ..., XK}, |S| = K, k < K.

Step 1: Improve S with Algorithm 1 or other LSA.
while K > k

for all i′ ∈ {1,K}
Step 2: Assign S′ ← S \ {X′

i}. Calculate F ′
i′ ← F (S′) where F (.) is the objective

function value, (1) for the k-means problem.
end for
Step 3: Select a subset Selim of nelim centers, Selim ⊂ S, |Selim| = nelim, with the
minimal values of corresponding variables F ′

i′ . Here, nelim = max{1, 0.2(|S| − k)}.
Step 4: Obtain new solution S ← S \ Selim; K ← K − 1, and run an LSA.

end while

Algorithms 4–5 are known heuristic procedures [11,29,32], which modify some
given solution based on the second known solution (see Algorithm 3).

Algorithm 4. Greedy Procedure #1
Require: Two solutions (sets of centroids) S′ = {X ′

1, ..., X
′
k} and S′′ =

{X ′′
1, ..., X

′′
k}.

for all i′ ∈ {1, k}
Step 1: Merge S′ and one item of the set S′′: S ← S ∪ {X ′′

i′}.
Step 2: Run Algorithm 3 with the initial solution S and save the obtained result .

end for
Return the best of the solutions obtained on Step 2.

A simpler algorithm below combines the full “parent” solutions.

Algorithm 5. Greedy Procedure #2
Combine sets S ← S′ ∪ S′′, and run Algorithm 3 with the initial solution S.

These algorithms can be used in various global search strategies as their parts.
Sets of solutions derived (“children”) from the solution S′ formed by combining
its items with the items of some solution S′′ and running Algorithm 1 are used
as the neighborhoods in which a solution is searched. Thus, the second solution
S′′ is a parameter of the neighborhood selected randomly (randomized) [32].
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4 GAs with Greedy Agglomerative Heuristic Procedures
for the p-Median and k-Means Problems

The basic genetic algorithm for the k-means problem [7,26] can be described as
follows:

Algorithm 6. GA with real-number alphabet for the k-means problem [18,25]
Require: Initial population size NPOP .

Step 1: Select NPOP initial solutions S1, ..., SNPOP where |Si| = k, and
{S1, ..., SNPOP } is a randomly chosen subset of the data vectors set. Improve each
initial solution with Algorithm 1 and save corresponding obtained values of the
objective function (1) as variables fk ← F (Sk), k = 1, NPOP .
loop

Step 2: If the STOP condition is satisfied then STOP; return solution Si∗ , i∗ ∈
{1, NPOP } with minimal value of fi∗ .
Step 3: Randomly choose the two indexes k1, k2 ∈ {1, NPOP }, k1 �= k2.
Step 4: run the crossover operator : SC ← Crossover(Sk1 , Sk2).
Step 5: run the mutation operator : SC ← Mutation(SC).
Step 6: Run a selection procedure to change the population set.

end loop

We used such a tournament selection on Step 6:

Algorithm 7. Tournament selection
Randomly choose two indexes k4, k5 ∈ {1, NPOP }, k4 �= k5; if fk4 > fk5 then
Sk4 ← SC , fk4 ← F (SC) else Sk5 ← SC , fk5 ← F (SC).

Other selection methods do not significantly improve the result [11,16,21].
GAs with greedy agglomerative crossover can be described as follows [16,21]:

Algorithm 8. GA with greedy heuristic for the p-median problem and k-means
problem (modifications GA-FULL, GA-ONE, and GA-MIX)

Step 1. Assign Niter ← 0; select a set of the initial solutions {S1, ..., SNPOP
} ⊂ {Ai|i =

1, N}, |Si| = k. Improve each initial solution with Algorithm 1 and save the obtained values
of the objective function (1) as variables fk ← F (Sk), k = 1, NPOP . We used initial
populations with NPOP = 5.
loop

Step 2: If STOP condition is satisfied then STOP; return solution Si∗ , i∗ ∈ {1, NPOP }
with minimal value of fi∗ else adjust the population size : Niter ← Niter + 1; NPOP ←
max{NPOP , �√1 +Niter�}; if NPOP has changed, then initialize the new individual
SNPOP

as described in Step 1.
Step 3: Randomly choose two indexes k1, k2 ∈ {1, NPOP }.
Step 4: Run Algorithm 4 (for GA-ONE modification) or Algorithm 5 (for GA-FULL mod-
ification) with “parent” solutions Sk1 and Sk2 . For the GA-MIX modification, Algorithms
4 or 5 are chosen randomly with equal probabilities. Obtain new solution SC .
Step 5: SC ← Mutation(SC). By default, no mutation procedure is used.
Step 6: Run Algorithm 7.

end loop
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This algorithm uses a dynamically growing population [16,17]. In our new
version of Step 5, the Crossover-like mutation operator is as follows.

Algorithm 9. Crossover-like mutation operator (Step 5 of Algorithm 8, its
modifications GA-FULL-MUT, GA-ONE-MUT, and GA-MIX-MUT)

Run the ALA algorithm (Algorithm 1) for a randomly chosen initial solution to get
solution S′.
Run Algorithm 4 (for GA-ONE modification) or Algorithm 5 (for GA-FULL modi-
fication) with “parent” solutions Sc and S′′. Obtain new solution S′

C .
If F (S′

C) < F (SC), then SC ← S′
C .

Our computational experiments (the next Section) show that new GAs with
Algorithm 9 as the mutation operator are able to outperform both the origi-
nal GAs with greedy agglomerative crossover operator (Algorithm 8) and the
Variable Neighborhood Search with randomized neighborhoods (k-GH-VNS1 k-
GH-VNS2, k-GH-VNS2) in some practically important problems.

5 Computational Experiments

We used data sets from the UCI (Machine Learning Repository) and the Cluster-
ing Basic Benchmark repositories [31,33] and the results of the non-destructive
tests of prefabricated production batches of electronic radio components con-
ducted in a specialized test center of JSC “TTC - NPO PM” used for the space-
craft equipment manufacturing [34]. The problem here is to divide a given mixed
lot of radio components into clusters of similar devices manufactured from the
same raw materials as a single homogeneous production batch. The test system
consisted of Intel Core 2 Duo E8400CPU, 16 GB RAM. For all data sets, 30
attempts were made to run each of the algorithms. The j-means and k-means
algorithms were launched in a multi-start mode [29,32].

Our new modifications (GA-xxx-MUT, Algorithm 8) of three GAs (Tables 2, 3)
were compared to other knownalgorithms, suchas correspondingknownGAswith-
out mutation (GA-FULL, GA-ONE, GA-MIX, see [25,30]). Variable Neighbor-
hood Search with randomized neighborhoods (k-GH-VNS1, k-GH-VNS2, k-GH-
VNS2, see [29,32]), their combinations with the j-means algorithm (j-means-GH-
VNSx, see [29]), known GAs with the greedy agglomerative crossover procedures
(GA-FULL, GA-ONE, GA-MIX modifications, see Algorithm 8), and other known
algorithms (j-means and k-means, see [29,32]) in a multi-start mode.

The best-achieved values of the objective function (1) (its minimum value,
mean value, and standard deviation) are underlined; the best values of new
algorithms are given in a bold font, the best values of the known algorithms are
given in italic. The results of the best of new algorithms (a sample of 30 results)
were compared with the best of known tested algorithms (also 30 results) to prove
the statistical significance of the advantage or disadvantage of new algorithms.
We used the Mann-Whitney U-test and the t-test (significance level 0.01 for both
tests).



358 L. Kazakovtsev et al.

Table 2. Computational experiment results for various data sets

Algorithm Objective function (1) value

Min Max Average Std.Dev

Europe data set (169309 data vectors of dimensionality 2) 30 clusters, 4 h

j-means 7.51477E + 12 7.60536E + 12 7.56092E + 12 29.764E + 9

k-means 7.54811E + 12 7.57894E + 12 7.56331E + 12 13.560E + 9

k-GH-VNS1 7.49180E + 12 7.49201E + 12 7.49185E + 12 0.073E + 9

k-GH-VNS2 7.49488E + 12 7.52282E + 12 7.50082E + 12 9.989E + 9

k-GH-VNS3 7.49180E + 12 7.51326E + 12 7.49976E + 12 9.459E + 9

j-means-GH-

VNS1

7.49180E + 12 7.49211E + 12 7.49185E + 12 0.112E + 9

j-means-GH-

VNS2

7.49187E + 12 7.51455E + 12 7.4962E + 12 8.213E + 9

GA-FULL-

MUT*

7.49293E + 12 7.49528E + 12 7.49417E + 12 0.934E + 9

GA-MIX-MUT* 7.49177E + 12 7.49211E + 12 7.49186E + 12 0.117E + 9

GA-ONE-

MUT*↑⇑
7.49177E + 12 7.49188E + 12 7.49182E + 12 0.042E + 9

Testing results of the integrated circuits 5514BC1T2-9A5 (91 data vectors of dimensionality

173), grouping into 10 homogeneous batches (clusters), 2min

j-means 7 060.45 7 085.67 7 073.55 8.5951

k-means 7 046.33 7 070.83 7 060.11 8.8727

k-GH-VNS1 7 001.12 7 009.53 7 004.48 4.3453

k-GH-VNS2 7 001.12 7 010.59 7 002.26 2.9880

k-GH-VNS3 7 001.12 7 009.53 7 003.01 3.1694

j-means-GH-

VNS1

7 001.12 7 001.12 7 001.12 0.0000

j-means-GH-

VNS2

7 001.12 7 011.94 7 003.88 4.4990

GA-FULL-

MUT*

7 001.12 7 001.27 7 001.24 0.0559

GA-MIX-

MUT*��
7 001.12 7 001.12 7 001.12 0.0000

GA-ONE-

MUT*��
7 001.12 7 001.12 7 001.12 0.0000

Ionosphere data set (351 data vectors of dimensionality 35, 10 clusters,1min, Mahalanobis

distance metric [35]

k-means 9 253.2467 9 304.2923 9 275.3296 13.5569

k-GH-VNS1 9 083.6662 9 153.0192 9 121.0728 20.6875

k-GH-VNS2 9 085.8065 9 144.3779 9 112.2959 14.6803

k-GH-VNS3 9 090.5465 9 128.4111 9 109.8492 10.2740

GA-FULL 9 117.5695 9 175.1517 9 142.8457 15.3522

GA-FULL-

MUT*

9 098.8748 9 157.0265 9 136.6556 16.1343

GA-MIX 9 095.1540 9 141.6417 9 114.1280 13.0638

GA-MIX-MUT* 9 102.8695 9 138.2243 9 113.4571 8.6361

GA-ONE 9 078.6460 9 115.9342 9 099.7687 10.1104

GA-ONE-

MUT*��
9 073.1919 9 120.1842 9 101.6286 12.8542

Note: “*”: new algorithm; “↑”, “⇑”: the advantage of the best of new algorithms over known

algorithms is statistically significant (“↑” for t-test and “⇑” for Mann–Whitney U test), “↓”, “⇓”:

the disadvantage of the best of new algorithms over known algorithms is statistically significant;

“�”, “�”: the advantage or disadvantage is statistically insignificant.
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Table 3. Computational experiment results for various data sets

Algorithm Objective function (1) value

Min Max Average Std.Dev

Results of testing the integrated circuits 5514BC1T2-9A5 (91 data vectors
of dimensionality 173), grouping into 10 homogeneous batches (clusters),
2 min, Mahalanobis distance [35]

k-means 7 289.7935 7 289.8545 7 289.8296 0.0153

k-GH-VNS1 7 289.7366 7 289.8024 7 289.7648 0.0147

k-GH-VNS2 7 289.7472 7 289.8021 7 289.7792 0.0153

GA-FULL 7 289.7474 7 289.8134 7 289.7742 0.0175

GA-FULL-MUT* 7 289.7062 7 289.7754 7 289.7508 0.0181

GA-MIX 7 289.7319 7 289.7771 7 289.7501 0.0133

GA-MIX-MUT* 7 289.7227 7 289.7772 7 289.7496 0.0149

GA-ONE 7 289.7228 7 289.7796 7 289.7494 0.0159

GA-ONE-MUT*�� 7 289.7147 7 289.7752 7 289.7466 0.0165

Results of testing the integrated circuits 5514BC1T2-9A5 (1234 data
vectors of dimensionality 157), grouping into 10 homogeneous batches
(clusters), 2 min

j-means 43 841.97 43 843.51 43 842.59 0.4487

k-means 43 842.10 43 844.66 43 843.38 0.8346

k-GH-VNS1 43 841.97 43 844.18 43 842.34 0.9000

k-GH-VNS2 43 841.97 43 844.18 43 843.46 1.0817

k-GH-VNS3 43 841.97 43 842.10 43 841.99 0.0424

j-means-GH-VNS1 43 841.97 43 841.97 43 841.97 0.0000

j-means-GH-VNS2 43 841.97 43 844.18 43 842.19 0.6971

GA-FULL-MUT* 43 841.97 45 009.09 44 620.29 569.14

GA-MIX-MUT* 43 841.97 45 009.09 44 542.31 591.74

GA-ONE-MUT*↓⇓ 43 841.97 45 009.09 44 363.83 583.63

6 Conclusion

We proposed a new approach to the design of Genetic Algorithms for the k-means
problem with real-number (centroid-based) chromosome encoding, where the
same procedure is used as both crossover and the mutation operators. Our exper-
iments show that the GAs with one-point and greedy agglomerative crossover
operators built in accordance with this idea outperform the algorithms with-
out any mutation procedure and algorithms with the uniform random muta-
tion by the obtained objective function value (SSE). In further research, our
new approach can be applied to other problems such as p-median with various
distance measures, k-medoids, mix probability distribution separation, etc. The
efficiency of the GAs with greedy agglomerative crossover operators and Variable
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Neighborhood Search algorithms with the randomized neighborhoods formed by
greedy agglomerative procedures give us a reasonable hope for the successful
application of our new idea for such problems.
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