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Abstract. Most existing RGB-D saliency detection methods adopt
symmetric two-stream architectures for learning discriminative RGB and
depth representations. In fact, there is another level of ambiguity that is
often overlooked: if RGB and depth data are necessary to fit into the same
network. In this paper, we propose an asymmetric two-stream architec-
ture taking account of the inherent differences between RGB and depth
data for saliency detection. First, we design a flow ladder module (FLM)
for the RGB stream to fully extract global and local information while
maintaining the saliency details. This is achieved by constructing four
detail-transfer branches, each of which preserves the detail information
and receives global location information from representations of other
vertical parallel branches in an evolutionary way. Second, we propose a
novel depth attention module (DAM) to ensure depth features with high
discriminative power in location and spatial structure being effectively
utilized when combined with RGB features in challenging scenes. The
depth features can also discriminatively guide the RGB features via our
proposed DAM to precisely locate the salient objects. Extensive experi-
ments demonstrate that our method achieves superior performance over
13 state-of-the-art RGB-D approaches on the 7 datasets. Our code will
be publicly available.
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1 Introduction

Salient object detection, which involves identifying the visually interesting
regions, is a well-researched domain of computer vision. It serves as an essential
pre-processing step for various visual tasks such as image retrieval [7,15,17,28],
visual tracking [2,20,38], object segmentation [12,39,40,42,43], object recogni-
tion [10,36,37], and therefore makes an important contribution towards sustain-
able development.
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A majority of existing works [21,26] for saliency detection focus on operat-
ing RGB images. While RGB-based saliency detection methods have achieved
great success, appearance features in RGB data are less predictive to some chal-
lenging scenes, such as multiple or transparent objects, similar foreground and
background, complex background, low-intensity environment, etc.

The depth cue has the preponderance of discriminative power in location and
spatial structure, which has been proved beneficial to accurate saliency predic-
tion [35]. Moreover, the paired depth data for RGB natural images are widely
available with the advent of depth sensors, e.g., Kinect and Lytro Illum. Conse-
quently, using depth information gains growing interests in saliency detection.

Most RGB-D-based methods utilize symmetric two-stream architectures for
extracting RGB and depth features [4,6,18,32]. However, we observe that while
RGB data contain more information such as color, texture, contour, as well as

RGB Depth GT Ours CPFPDMRA

Fig. 1. The comparison of predicted maps
between our method and two top-ranking
RGB-D-based methods on salient objects
details, i.e., DMRA [32], CPFP [46]. The
1st row and the 4th row are the enlarged
images of the red box area of the middle
two rows, which show superior performance
of our method on saliency details

limited location, grayscale depth
data provide more information such
as spatial structure and 3D lay-
out. In consequence, a symmetric
two-stream network may overlook
the inherent differences of RGB and
depth data. Asymmetric architec-
tures have been adopted in few works
to extract RGB and depth features,
taking the differences between two
modalities into account. Zhu et al.
[48] present an architecture com-
posed of a master network for pro-
cessing RGB values, and a sub-
network making full use of depth
cues, which incorporates depth-based
features into the master network
via direct concatenation. Zhao et al.
[46] incorporate the contrast prior to
enhance the depth maps and then
integrate them into the RGB stream for saliency detection. However, simple
fusion strategies like direct concatenation or summation are less adaptive to
locate the salient objects due to myriad possibilities of salient objects positions
in the real world. Overall, these above methods overlook the fact that depth
cue contributes differently to the salient object prediction in various scenes. Fur-
thermore, existing RGB-D methods inevitably suffer from detail information
loss [16,41] for adopting strides and pooling operations in the RGB and depth
streams. An intuitive solution is to use skip-connections [22] or short-connections
[21] for reconstructing the detail information. Although these strategies have
brought satisfactory improvements, they remain restrictive to predict the com-
plete structures with fine details.
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Building on the above observation, we strive to take a further step towards
the goal of accurate saliency detection with an asymmetric two-stream model.
The primary challenge towards this goal is how to effectively extract rich
global context information while preserving local saliency details. The second
challenge is how to effectively utilize the discriminative power of depth features
to guide the RGB features for locating salient objects accurately.

To confront these challenges, we propose an asymmetric two-stream archi-
tecture as illustrated in Fig. 2. Concretely, our contributions are:

• We design a flow ladder module (FLM) and a lightweight depth network
(DepthNet) with a small model size of 6.7MB. Instead of adopting skip-
connections or short-connections, our FLM can effectively extract local detail
information (see Fig. 1) and global context information through a local-global
evolutionary fusion flow for accurate saliency detection.

• We propose a novel depth attention module (DAM) to ensure that the depth
features can effectively guide the RGB features by using the discriminative
power of depth cues. Its effectiveness has been experimentally verified (see
Table 4).

• Furthermore, we conduct extensive experiments on 7 datasets and demon-
strate that our method achieves consistently superior performance over 13
state-of-the-art RGB-D approaches in terms of 4 evaluation metrics. Numer-
ically, our approach reduces the MAE performance by nearly 33% on DUT-
RGBD dataset. In addition, our method minimizes the model size by 33%
compared with the existing minimum method (PDNet) and achieves Top-2
running speed of 46 FPS.

2 Related Work

RGB-D Saliency Detection. Although many RGB-based saliency detection
methods have achieved appealing performance [16,29,33,44,45,47], they may not
accurately detect the salient area because the appearance features in RGB data
are less predictive when encountering with some complex scenes, such as low-
contrast scenes, transparent objects, foreground sharing similar contents with
background, multiple objects, and complex backgrounds. With the advent of
consumer-grade depth cameras such as Kinect cameras, light field cameras and
lidars, depth cues with a wealth of geometric and structural information is widely
used in salient object detection (SOD).

Existing RGB-D saliency detection methods can be generally classified into
two categories: Traditional methods [8,9,11,24,31,35,49,50]. Ren et al. [35]
propose a two-stage RGB-D saliency detection framework using the validity of
global priors. Lang et al. [24] introduce the depth prior into the saliency detec-
tion model to improve detection performance. Desingh et al. [11] use a non-linear
regression to combine the RGB-D saliency detection model with the RGB model
to measure the saliency values. CNNs-based methods [4–6,18,32,34,46,48].
To better mine salient information in challenging scenes, some CNNs-based
methods combine depth information with RGB information for more accurate
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Fig. 2. The overall architecture of our proposed approach. Our asymmetric architecture
consists of three parts, i.e., the RGBNet, the DAM and the lightweight DepthNet. The
RGBNet includes a VGG-19 backbone and a flow ladder module. For depth stream,
we also employ the same backbone of the RGBNet. The black arrows represent the
information flows

results. Practices and theories that lead to symmetric two-stream architectures
which extract RGB and depth representations equally have been studied for a
long time [4–6,18,32]. Han et al. [18] design a symmetric architecture for fus-
ing the deep representations of depth and RGB views automatically to obtain
the final saliency map. Chen et al. [6] utilize two-stream CNNs-based models
for introducing cross-model interactions in multiple layers by direct summation.
Recently, several asymmetric architectures are proposed for processing different
data types [46,48]. Zhao et al. [46] use the enhanced depth information as an
auxiliary cue and adopt a pyramid decoding structure to obtain more accurate
salient regions.

Because of the inherent differences between RGB and depth information, clas-
sic symmetric two-stream architectures and simple fusion strategies may work
their ways down to inaccurate prediction. Besides, the strides and pooling oper-
ations adopted in existing RGB-D-based methods for downsampling inevitably
result in information loss. To address the above-mentioned issues, in this work,
we design an asymmetric network and ably fuse RGB and depth information by
a depth attention mechanism for precise saliency detection.
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3 The Proposed Method

The overall architecture of our proposed method is shown in Fig. 2. In this
section, we begin with describing the overall architecture in Sect. 3.1, then intro-
duce the DepthNet in Sect. 3.2, the flow ladder module in Sect. 3.3, and finally
the proposed depth attention module in Sect. 3.4.

Table 1. Details of our DepthNet architecture, k represents the kernel, s represents the
stride, chns represents the number of input/output channels for each layer, p represents
the padding, in and out represent the input and output feature size

Name Layer k s p chns in out

Conv1 ∗1 3 1 1 3/64 256 * 256 256 * 256

Maxpool - 2 - 64/64 256 * 256 128 * 128

Conv2 ∗1 3 1 1 64/128 128 * 128 128 * 128

Maxpool - 2 - 128/128 128 * 128 64 * 64

Transition1 3 1 1 128/32 64 * 64 64 * 64

Conv3 ∗4 3 1 1 32/32 64 * 64 64 * 64

3 1 1 32/32 64 * 64 64 * 64

Conv4 ∗4 3 1 1 32/32 64 * 64 64 * 64

3 1 1 32/32 64 * 64 64 * 64

Transition2 3 1 1 32/128 64 * 64 64 * 64

Conv5 ∗4 3 1 1 128/128 64 * 64 64 * 64

3 1 1 128/128 64 * 64 64 * 64

3.1 The Overall Architecture

Considering that most RGB-D-based methods utilizing symmetric two-stream
architectures overlook the inherent differences between RGB and depth data, we
propose an asymmetric two-stream architecture, as illustrated in Fig. 2. Our two-
stream architecture includes a lightweight depth stream and a RGB stream with
a flow ladder module, namely DepthNet and RGBNet, respectively. As for the
depth stream, we design a lightweight architecture as shown in Table 1. Then the
extracted depth features are fed into the RGB stream through a depth attention
mechanism (DAM, see Fig. 3) to generate complementary features with affluent
information of location and spatial structure. For the RGB stream, we adopt the
commonly used architecture VGG-19 as our baseline. Based on this baseline, we
propose a novel flow ladder module (FLM) to preserve the detail information as
well as receive global location information from representations of other vertical
parallel branches in an evolutionary way, which benefits locating salient regions
and achieves considerable performance gains.
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Fig. 3. Illustration of the depth attention module (DAM). The images above Fout are
the corresponding original RGB image and ground truth

3.2 DepthNet

Compared with RGB data which contains richer color and texture information,
depth cues focus on spatial location information. A large number of parameters
in a complex depth extraction network are redundant, thus we consider that is
unnecessary to process depth data with a complex network as large as RGBNet.
In addition, the ablation experiments on symmetric and asymmetric architec-
tures in Sect. 4.3 also confirm our claim. As illustrated in Fig. 2, we adopt a
detail-transfer architecture for the depth stream (see Table 1 for detailed specifi-
cation) and take the original depth maps as input. Our DepthNet transfers detail
information in the whole architecture to capture fine spatial details. Consider-
ing the differences between RGB and depth data, numerous redundant channels
of depth features are unnecessary. Therefore, we prune the number of feature
channels to 32 in Conv3, 4 and 128 in final Conv, which further achieves a more
lightweight DepthNet with a model size of 6.7MB.

3.3 RGBNet

Deeper networks are able to extract richer high-level information such as loca-
tion and semantic information, but strides and pooling operations widely used
in existing RGB-D-based methods may cause detail information loss, such as
boundary, small object, for saliency detection. A straightforward solution to this
issue is combining the low-level features with the high-level features by skip-
connections [22]. However, the low-level features take a less discriminative and
predictive power for complex scenes, which has trouble contributing to accurate
saliency detection. Hence, we design a novel RGBNet consisting of a VGG back-
bone for fair comparison and a flow ladder model to preserve the local detail
information by constructing four detail-transfer branches and fuse the global
location information in an evolutionary way. In order to fit our task, we trun-
cate the last three fully-connected layers and maintain the five convolution blocks
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as well as all pooling operations of VGG-19. The FLM can preserve the reso-
lution of representations in multiple scales and levels, ensuring that the local
detail information and global location information contribute to the precision of
saliency detection. More details are described as follows.

In order to alleviate the detail information loss, we design a flow ladder model
(FLM). This module is applied in VGG-19 and integrates four detail-transfer
branches in the way of local-global evolutionary fusion flow. We design detail-
transfer branches for preserving the saliency details. As shown in Fig. 2, the
first two branches consist of 3 layers. The number of the layers in the 3rd and
4th branch is decreased to 2, 1, respectively. Specifically, we simply denote the
jth layer of the ith branch as BiLj , iε[1, 4], jε[1, 3]. BiLj is composed of four
basicblocks [19], each of which consists of two convolutional layers as shown in
the top of Fig. 2. Our FLM consists of 4 evolved detail-transfer branches. Instead
of adopting strides and pooling operations, our FLM preserves the resolution of
representations with more details in each branch by employing convolutional
operations with 1 * 1 stride.

We design a novel local-global evolutionary fusion flow for integrat-
ing multi-scale local and global features extracted from detail-transfer branches.
Each branch receives rich information from other vertical parallel representa-
tions through our local-global evolutionary fusion flow. In this way, rich global
context representations are generated while more local saliency details are pre-
served. Specifically, the representations of the deeper branches are fused into
the shallower branches by upsampling and summation operations as well as the
representations of the shallower branches are fused into the deeper branches
by downsampling and summation operations as shown in the FLM of Fig. 2.
Through the evolution between different branches (shown in Fig. 2), the local
detail information and the global context information are effectively combined,
which benefits the precision of saliency detection. The whole fusion process is
described as the following equations:

BiLj =

⎧
⎨

⎩

trans(Conv2) i = 1, j = 1
trans(Conv(i + 1)) i = j + 1, jε[1, 3]

∑j
n=1 f(BnLj−1) iε[1, j], jε[2, 3]

, (1)

F j
RGB =

j+1∑

n=1

f(BnLj) jε[1, 2], (2)

F 3
RGB = cat(f(BnL3)) nε[1, 4], (3)

where Bi and Lj denote the ith branch and jth layer, respectively. f(·) denotes
n − i times up-sampled when n > i and i − n times down-sampled when n < i.
And when n is equal to i, f(·) means no operation. Conv(i) means the output
features of the ith Conv block in VGG-19 and trans(·) is operated by a con-
volutional layer to realize the transformation of the number of channels. cat(·)
denotes concatenating all features together. The final output of our LFM namely
F 3

RGB is a concatenation of multi-scale features extracted from four branches. In
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Fig. 4. Comparisons of ours with state-of-the-art CNNs-based methods. Those meth-
ods are top ranking ones in quantitative evaluation. Obviously, our results are more
consistent with the ground truths (GT), especially in complex scenes

conclusion, the features with local and global information are transferred to the
parallel branches in an evolutionary way. Our proposed LFM can not only alle-
viate the object detail information loss but also effectively integrate multi-scale
and multi-level features for precise saliency prediction.

3.4 Depth Attention Module

Changes in statistics of object positions in the real world makes linear fusion
strategies of RGB and depth data less adaptive to complex scenes. To take full
advantage of the depth cues with the discriminative power in location and spa-
tial structure, we design a depth attention module to adaptively fuse the RGB
and depth representations as shown in Fig. 3. Firstly, the depth features contain
abundant spatial and structural information. We utilize the context attention
block which contains a 1 * 1 convolutional layer Wk and a softmax function for
extracting the salient location cues more precisely, instead of applying simple
fusion like summation or concatenation. Then a matrix multiplication opera-
tion is adopted to aggregate all location features together to generate attention
weights of each channel i (i.e., αi) for capturing pixel-wise spatial dependencies.
Moreover, the degree of response to the salient regions varies between features of
different channels. Thus we adopt a channel-wise attention block which contains
two 1 * 1 convolutional layers Wc and a LayerNorm function to capture the inter-
dependencies between channels, and further achieves a weighted depth feature
β. Then we adopt dot product operation to fuse β into the RGB stream, which
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helps guide the RGB features at pixel-level to distinguish the foreground and
background thoroughly. Furthermore, the ablation experiments in Sect. 4.3 also
verify the effectiveness of our DAM compared with simple fusion. And the visual
results in Fig. 6(b) also prove that the salient regions are emphasized through
the attention mechanism.

The details of these three blocks can be formulated as the following equations:

αi =
Np∑

j=1

eWkF j
d

∑Np

m=1 eWkF m
d

F j
d , (4)

βi = ς(Wc2ReLU(LN(Wc1αi)) � Fd), (5)

Ffusion = ς(FRGB � β), (6)

where αi denotes the weight of the ith channel to obtain the global context fea-
tures. F j

d means the jth position in depth feature Fdepth. Np is the number of
positions in the depth feature map (e.g., Np = H ·W ). Wk, Wc1 and Wc2 denote
1 * 1 convolutional operations. LN denotes the LayerNorm operation after the
convolution Wc1, and ReLU is an activate function. The ς(·) and � mean the
sigmoid function and dot product operation, respectively. The βi indicates the
depth pixel-wise attention map of ith channel of FRGB . FRGB and Ffusion rep-
resent the input RGB feature and the output feature of the DAM, respectively.
The Ffusion can be calculated as a DAM output with much more effective depth-
induced context-aware attention features. Furthermore, experiments in Sect. 4.3
show that our DAM is capable of fusing depth features discriminatively and
filtering out features which are guided by depth cues in mistake.

As illustrated in Fig. 3, the inputs of our DAM are F i
RGB and F i

Depth

extracted from our LFM and DepthNet, respectively, i = 1, 2, 3. At the end,
a simple decoder is adopted for supervision. The decoder module contains two
bilinear upsample functions, each of which is followed by 3 convolutional layers.
The total loss L can be represented as:

L = lf{Decoder(F 3
fusion); gt}, (7)

where F 3
fusion represents the output fusion feature of the third DAM and gt

means the ground-truth map. The cross-entropy loss lf can be computed as:

lf{ŷ; y} = ylogŷ + (1 − y)log(1 − ŷ), (8)

where y and ŷ denote the saliency ground-truth map and the predicted map,
respectively.

4 Experiments

4.1 Dataset

We perform our experiments on 7 public RGB-D datasets for fair comparisons,
i.e., NJUD [23], NLPR [31], RGBD135 [8], STEREO [30], LFSD [27], DUT-
RGBD [32], SSD [25]. We split those datasets as [4,6,18] to guarantee fair com-
parisons. We randomly select 800 samples from DUT-RGBD, 1485 samples from
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Table 2. Quantitative comparisons of E-measure (Eγ), S-measure (Sλ), F-measure
(Fβ) and MAE (M) on 7 widely-used RGB-D datasets. The best three results are
shown in boldface, bolditalic, italic fonts respectively. From top to bottom: the latest
CNNs-based RGB-D methods and traditional RGB-D methods

DUT-RGBD NJUD NLPR SSD

Method Years Backbone Eγ ↑ Sλ ↑ Fβ ↑ M ↓ Eγ ↑ Sλ ↑ Fβ ↑ M ↓ Eγ ↑ Sλ ↑ Fβ ↑ M ↓ Eγ ↑ Sλ ↑
Ours - VGG-19 0.948 0.918 0.920 0.032 0.921 0.901 0.893 0.040 0.945 0.907 0.876 0.028 0.901 0.860

CPFP [46] CVPR19 VGG-16 0.814 0.749 0.736 0.099 0.906 0.878 0.877 0.053 0.924 0.888 0.822 0.036 0.832 0.807

DMRA [32] ICCV19 VGG-19 0.927 0.888 0.883 0.048 0.908 0.886 0.872 0.051 0.942 0.899 0.855 0.031 0.892 0.857

MMCI [6] PR19 VGG-16 0.855 0.791 0.753 0.113 0.878 0.859 0.813 0.079 0.871 0.855 0.729 0.059 0.860 0.814

TANet [5] TIP19 VGG-16 0.866 0.808 0.779 0.093 0.893 0.878 0.844 0.061 0.916 0.886 0.795 0.041 0.879 0.839

PDNet [48] ICME19 VGG-16 0.861 0.799 0.757 0.112 0.890 0.883 0.832 0.062 0.876 0.835 0.740 0.064 0.813 0.802

PCA [4] CVPR18 VGG-16 0.858 0.801 0.760 0.100 0.896 0.877 0.844 0.059 0.916 0.873 0.794 0.044 0.883 0.843

CTMF [18] TCyb17 VGG-16 0.884 0.834 0.792 0.097 0.864 0.849 0.788 0.085 0.869 0.860 0.723 0.056 0.837 0.776

DF [34] TIP17 - 0.842 0.730 0.748 0.145 0.818 0.735 0.744 0.151 0.838 0.769 0.682 0.099 0.802 0.742

MB [49] CAIP17 - 0.691 0.607 0.577 0.156 0.643 0.534 0.492 0.202 0.814 0.714 0.637 0.089 0.633 0.499

CDCP [50] ICCVW17 - 0.794 0.687 0.633 0.159 0.751 0.673 0.618 0.181 0.785 0.724 0.591 0.114 0.714 0.604

DCMC [9] SPL16 - 0.712 0.499 0.406 0.243 0.796 0.703 0.715 0.167 0.684 0.550 0.328 0.196 0.790 0.706

NLPR [31] ECCV14 - 0.767 0.568 0.659 0.174 0.722 0.530 0.625 0.201 0.772 0.591 0.520 0.119 0.726 0.562

DES [8] ICIMCS14 - 0.733 0.659 0.668 0.280 0.421 0.413 0.165 0.448 0.735 0.582 0.583 0.301 0.383 0.341

Table 3. Continuation of Table 2

SSD STEREO LFSD RGBD135

Method Years Backbone Fβ ↑ M ↓ Eγ ↑ Sλ ↑ Fβ ↑ M ↓ Eγ ↑ Sλ ↑ Fβ ↑ M ↓ Eγ ↑ Sλ ↑ Fβ ↑ M ↓
Ours - VGG-19 0.827 0.050 0.921 0.897 0.884 0.039 0.905 0.865 0.862 0.064 0.952 0.907 0.885 0.024

CPFP [46] CVPR19 VGG-16 0.725 0.082 0.897 0.871 0.827 0.054 0.867 0.828 0.813 0.088 0.927 0.874 0.819 0.037

DMRA [32] ICCV19 VGG-19 0.821 0.058 0.920 0.886 0.868 0.047 0.899 0.847 0.849 0.075 0.945 0.901 0.857 0.029

MMCI [6] PR19 VGG-16 0.748 0.082 0.890 0.856 0.812 0.080 0.840 0.787 0.779 0.132 0.899 0.847 0.750 0.064

TANet [5] TIP19 VGG-16 0.767 0.063 0.911 0.877 0.849 0.060 0.845 0.801 0.794 0.111 0.916 0.858 0.782 0.045

PDNet [48] ICME19 VGG-16 0.716 0.115 0.903 0.874 0.833 0.064 0.872 0.845 0.824 0.109 0.915 0.868 0.800 0.050

PCA [4] CVPR18 VGG-16 0.786 0.064 0.905 0.880 0.845 0.061 0.846 0.800 0.794 0.112 0.909 0.845 0.763 0.049

CTMF [18] TCyb17 VGG-16 0.709 0.100 0.870 0.853 0.786 0.087 0.851 0.796 0.781 0.120 0.907 0.863 0.765 0.055

DF [34] TIP17 - 0.709 0.151 0.844 0.763 0.761 0.142 0.841 0.786 0.810 0.142 0.801 0.685 0.566 0.130

MB [49] CAIP17 - 0.414 0.219 0.693 0.579 0.572 0.178 0.631 0.538 0.543 0.218 0.798 0.661 0.588 0.102

CDCP [50] ICCVW17 - 0.524 0.219 0.801 0.727 0.680 0.149 0.737 0.658 0.634 0.199 0.806 0.706 0.583 0.119

DCMC [9] SPL16 - 0.551 0.200 0.838 0.745 0.761 0.150 0.842 0.754 0.815 0.155 0.674 0.470 0.228 0.194

NLPR [31] ECCV14 - 0.073 0.500 0.781 0.567 0.716 0.179 0.742 0.558 0.708 0.211 0.850 0.577 0.857 0.097

DES [8] ICIMCS14 - 0.684 0.168 0.451 0.473 0.223 0.417 0.475 0.440 0.228 0.415 0.786 0.627 0.689 0.289

NJUD and 700 samples from NLPR for training. The remaining images in these
3 datasets and other 4 datasets are all for testing to verify the generalization
ability of saliency models. To prevent overfitting, we additionally augment the
training set by flipping, cropping and rotating those images.

4.2 Experimental Setup

Evaluation Metrics. To comprehensively evaluate various methods, we adopt
4 evaluation metrics including F-measure (Fβ) [1], mean absolute error (M) [3], S-
measure (Sλ) [13], E-measure (Eγ) [14]. Specifically, the F-measure can evaluate
the performance integrally. The M represents the average absolute difference
between the saliency map and ground truth. The S-measure which is recently
proposed can evaluate the structural similarities. The E-measure can jointly
capture image level statistics and local pixel matching information.
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Fig. 5. Illustration of the six ablation experiments

Fig. 6. (a) The visualization of the feature maps in FLM. The BiLj presents the output
features of corresponding block in Fig. 2. (b) Visualization of the effectiveness of the
DAM. The 4th (DAM b/f) and the 5th columns (DAM a/f) show the feature maps
before and after adopting DAM, respectively

Implementation Details. Our method is implemented with pytorch toolbox
and trained on a PC with GTX 2080Ti GPU and 16 GB memory. The input
images are uniformly resized to 256 * 256. The momentum, weight decay, batch-
size and learning rate of our network are set as 0.9, 0.0005, 2 and 1e-10, respec-
tively. During training, we use softmax entropy loss described in Sect. 3.4 and
the network converges after 60 epochs with mini-batch size 2.

4.3 Ablation Analysis

Effect of FLM. We adopt the commonly two-stream VGG-19 network fused
by direct summation as our baseline(denoted as ’B[s]’ shown in Fig. 5(a)). In
order to verify the effectiveness of FLM, we employ the FLM in both the RGB
and depth streams (’B+FLM[s]’ shown in Fig. 5(b)). The experimental results of
(a) and (b) in Table 4 clearly demonstrate that our FLM obtains impressive per-
formance gains. Moreover, as shown in Fig. 7, we can note that after employing
FLM, the saliency maps achieve sharper boundaries as well as finer structures.
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Table 4. Ablation analysis on 7 datasets. The [s] and [a] following the modules repre-
sent the symmetric and asymmetric architectures, respectively. Obviously, each com-
ponent of our architecture can achieve considerable accuracy gains. (a), (b), (c), (d),
(e), (f) represent the modules indexed by the corresponding letters in Fig. 5

DUT-RGBD NJUD NLPR STEREO LFSD RGBD135 SSD

Components Index Modules Fβ ↑ M ↓ Fβ ↑ M ↓ Fβ ↑ M ↓ Fβ ↑ M ↓ Fβ ↑ M ↓ Fβ ↑ M ↓ Fβ ↑ M ↓
FLM (a) B[s] 0.822 0.068 0.810 0.071 0.766 0.050 0.816 0.068 0.812 0.088 0.794 0.044 0.749 0.080

(b) B+FLM[s] 0.911 0.035 0.893 0.040 0.872 0.029 0.881 0.041 0.858 0.064 0.882 0.025 0.836 0.048

DAM (a) B[s] 0.822 0.068 0.810 0.071 0.766 0.050 0.816 0.068 0.812 0.088 0.794 0.044 0.749 0.080

(c) B+DAM[s] 0.839 0.059 0.811 0.064 0.799 0.041 0.818 0.061 0.817 0.087 0.822 0.037 0.738 0.082

(d) B+FLM[a] 0.909 0.034 0.886 0.041 0.870 0.029 0.879 0.041 0.870 0.060 0.882 0.025 0.825 0.052

(e) B+FLM+DAM[a] 0.920 0.032 0.893 0.040 0.876 0.028 0.884 0.039 0.862 0.064 0.885 0.024 0.827 0.050

Asymmetric (b) B+FLM[s] 0.911 0.035 0.893 0.040 0.872 0.029 0.881 0.041 0.858 0.064 0.882 0.025 0.836 0.048

(d) B+FLM[a] 0.909 0.034 0.886 0.041 0.870 0.029 0.879 0.041 0.870 0.060 0.882 0.025 0.825 0.052

(f) B+FLM+DAM[s] 0.920 0.033 0.895 0.040 0.890 0.025 0.891 0.038 0.863 0.066 0.876 0.026 0.834 0.052

(e) B+FLM+DAM[a] 0.920 0.032 0.893 0.040 0.876 0.028 0.884 0.039 0.862 0.064 0.885 0.024 0.827 0.050

(a) (c)

(d) (e)

(f) (e)

(b) (d)RGB depth GT

RGB depth GT

RGB depth GT

RGB depth GT

(a) (b)RGB depth GT

(a) (b)RGB depth GT

Fig. 7. Visual comparisons of ablation analyses. (a), (b), (c), (d), (e), (f) represent the
visual results of the experiments indexed by the corresponding letters in Fig. 5

Furthermore, for effectively analyzing the working mechanism of FLM module,
we visualized the output features of each block in FLM. As shown in Fig. 6(a), we
can see that the branch 4 and branch 3 extract the global location information
while the branch 2 and branch 1 preserve more local detail information. This
benefits from the evolutionary process of salient regions with finer details.

Effect of DAM. We conduct contrast experiments for verifying the effective-
ness of our DAM on both symmetric and asymmetric architectures. In terms of
symmetric architecture, we replace simple summation with DAM on our baseline
(denoted as ‘B+DAM[s]’, as shown in Fig. 5(c)). From the results of (a) and (c)
in Table 4 we can see that the MAE is reduced by 18% on NLPR dataset after
employing DAM, which intuitively verifies the effect of DAM. Meanwhile, the
corresponding visual results in Fig. 7 also illustrate that our DAM can fuse depth
features discriminatively and filter out features which are guided by depth cues in
mistake. On the other hand, we employ FLM in the RGB stream and replace the
VGG-19 backbone with DepthNet in the depth stream (denoted as ‘B+FLM[a]’,
as shown in Fig. 5(d)). And we adopt DAM on ‘B+FLM[a]’ for verifying the effect
of DAM on asymmetric architecture (denoted as ‘B+FLM+DAM[a]’ shown in
Fig. 5(e)). The comparison results of (d) and (e) in Table 4 demonstrate the effec-
tiveness of DAM on asymmetric architecture over all datasets. Additionally, we
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visualized the feature maps of our two-stream asymmetric architecture (before
and after adopting DAM). As shown in Fig. 6(b), we can see that the salient
regions are emphasized after adopting DAM, which significantly improves our
detection accuracy.

Effect of Asymmetric Architecture. In order to illustrate the effectiveness
of adopting asymmetric architecture, we compare the results of (b) and (d)
in Fig. 5. Furthermore, for fair comparison, we adopt our FLM and DAM on
the two-stream symmetric network (denoted as ‘B+FLM+DAM[s]’, as shown in
Fig. 5(f)). As we can see from Table 4 (Asymmetric), the asymmetric architecture
achieves considerable performance compared with symmetrical architecture, but
has a small size. Specifically, the asymmetric architecture tremendously mini-
mizes the model size by 47% (128.9 MB vs. 244.4 MB). Based on the above
observation, we consider that is unnecessary to utilize large network as RGBNet
for extracting features and we can replace it with a more lightweight network.

4.4 Comparison with State-of-the-Art

Considering that most of the existing approaches are based on VGG network, we
adopt VGG as our backbone for fair comparisons. And We compare our model
with 13 RGB-D based salient object detection models including 8 CNNs-based
methods: CPFP [46], DMRA [32], MMCI [6], TANet [5], PDNet [48], PCA [4],
CTMF [18], DF [34], and 5 traditional methods: MB [49], CDCP [50], DCMC [9],
NLPR [31], DES [8]. For fair comparisons, the results of the competing methods
are generated by authorized codes or directly provided by authors.

Quantitative Evaluation. Tables 2 and 3 show the validation results in terms
of 4 evaluation metrics on 7 datasets. As we can see, our model achieves sig-
nificant outperformance over all other methods. It is noted that our approach
outperforms all other methods by a dramatic margin on datasets DUT-RGBD,
NJUD and RGBD135, which are considered as more challenging datasets due
to the large number of complex scenes like similar foreground and background,
low-contrast and transparent object. It further indicates that our model can be
generalized to various challenging scenes.

Qualitative Evaluation. We also visually compare our method with the most
representative methods as shown in Fig. 4. From those results, we can observe
that our saliency maps are closer to the ground truths. For instance, other meth-
ods have trouble in distinguishing salient objects in complex environments such
as cluttered background (see the 1th row), while ours can precisely identify the
whole object and exquisite details. And our model can locate and detect the
entire salient object with sharp details more accurately than others in more
challenging scenes such as low-contrast (see the 2nd - 3rd rows), transparent
object (see the 8th row), multiple objects and small object (see the 5th - 7th

rows). Those results further verify the effectiveness and robustness of our pro-
posed model.
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Table 5. Complexity comparisons on two datasets. The best three results are shown
in boldface, bolditalic, italic fonts respectively

DUT-RGBD NLPR

Methods Size ↓ FPS ↑ Fβ ↑ M ↓ Fβ ↑ M ↓
PCA 533.6 MB 15 0.760 0.100 0.794 0.044

TANet 951.9 MB 14 0.779 0.093 0.795 0.041

MMCI 929.7 MB 19 0.753 0.113 0.729 0.059

PDNet 192 MB 19 0.757 0.112 0.740 0.064

CPFP 278 MB 6 0.736 0.099 0.822 0.036

CTMF 826 MB 50 0.792 0.097 0.723 0.056

DMRA 238.8 MB 22 0.883 0.048 0.855 0.031

Ours 128.9 MB 46 0.920 0.032 0.876 0.028

Complexity Evaluation. We compare the model size and execution time of
our method with other 7 representative models, as shown in Table 5. It can be
seen that our method achieves Top-1 model size and Top-2 FPS. To be specific,
the model size of our architecture is only 128.9 MB which is 2/3 of the exist-
ing minimum model size (PDNet). Compared with the best performing method
DMRA, our architecture tremendously minimizes the model size by 46% and
boosts the FPS by 109%. Besides, we achieve a high running speed with 46
Frame Per Second (FPS) compared with the representative approaches.

5 Conclusion

In this paper, we propose an asymmetric two-stream architecture taking account
of the inherent differences between RGB and depth data for saliency detection.
For the RGB stream, we introduce a flow ladder module (FLM) for effectively
extracting rich global context information while preserving local saliency details.
And we design a lightweight DepthNet for depth stream with a small model size
of 6.7MB. Besides, we propose a depth attention module (DAM) ensuring that
the depth cues can discriminatively guide the RGB features for precisely locating
salient objects. Our approach significantly advances the state-of-the-art methods
over the widely used datasets and is capable of precisely capturing salient regions
in challenging scenes.
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