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Abstract. Virtual reality has become a viable tool for training surgeons
for specific operations. In order to be useful, such a simulation need to
be as realistic as possible so that a user can believe what they experience
and act upon the virtual objects. We focus on simulating surgical oper-
ations that require cutting virtual organs. They offer a particular set of
challenges with respect to simulation stability, performance, robustness
and immersion.

We propose to use a fully continuous movement representation and
collision detection scheme between cutting tool and other simulated
objects to improve the robustness of the simulation and avoid break-
ing immersion with errors in topology changes. We also describe a new
way to attach the surface of a simulated object to its underlying physi-
cal model, consistently while it is being cut. This feature helps maintain
immersion by keeping the visual aspect of the object coherent with its
physical behavior and by allowing correct transmission of actions from
the user on the object.

Our tests show that the proposed tool movement representation prop-
erly generates continuous cuts in simulated models, even as they move
and deform. It also allows cutting when a moving model comes into
contact with a motionless tool, and to model a curved or deforming tool
without additional effort. Our surface mapping method results in a visual
model that closely follows the movement and deformation of the physical
model after it has been cut.

Keywords: Surgery simulation · Virtual reality · Cutting simulation ·
Physically-based simulation · Meshless methods

1 Introduction

Surgery simulation technology using virtual reality has become a useful and prac-
tical tool for learning specific operations like lung tumor removal [33], aneurysm
clipping [2] and many others [20]. As with all virtual environments, an important
aim for these simulations is to create a world in which the user can feel immersion
and presence as much as possible. This sensation may come from how the world
is perceived by the user’s senses, such as vision, hearing and touch, and from
how the world reacts to the user’s actions. The research presented in this paper
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focuses on the latter aspect, more specifically on how virtual objects like organs
are modified through cutting actions from the user during a surgical operation.

There has been a lot of progress in cutting simulation, both on the physical
and the visual aspects, yet there remain open challenges to improve the realism of
this interaction. Our goals are to develop a tool representation that increases the
robustness of the simulation during a cutting action and to maintain coherence
between the visual surface and the underlying physical model at the same time.
Together, these objectives will improve simulation interactivity by providing a
more accurate representation of hand movement, avoiding breaks in immersion
in a straightforward way and ensuring a realistic reaction of soft tissue to user
action.

On the one hand, we improve the robustness by ensuring that any part of a
simulated object traversed by a cutting tool will indeed be cut. This means that
no geometric element will be missed due to the discrete nature of the simulation
or to the movement and deformation of either the object or cutting tool.

On the other hand, we preserve coherence between the visual and physical
models by elaborating a set of criteria that determine how the surface mesh
moves with the physical model and how it can transmit forces to it.

1.1 Background and Related Work

Soft body simulations that allow cutting may be classified according to the
physical simulation method, which may either be mesh-based or meshless. A
thorough review of the various cutting methods may be found in [35]. Mesh-
based cutting involves removing and recreating elements along the tool trajec-
tory [5,6,11,12,28,34], while meshless methods rely on updating the connection
or visibility between the particles that form the physical object [13,17,25,26,31].
For both simulation categories, cutting requires modeling the trajectory of the
tool as well as finding the intersection of the tool with the object along that
trajectory. At the lowest level, this intersection is often computed as the contact
between edges or between triangles and points of either model.

Tool Representation. Most simulations represent the cutting part of the tool
as a one-dimensional edge composed either of a single segment [9,21,23] or mul-
tiple ones [6,32]. The area between the position of the cutting edge during the
previous frame and its position during the current frame is considered the swept
area [32]. It may be approximated by a plane [9,21,23] or be triangulated to
obtain a more closely fitting cutting surface [10,13,15,24,31].

One major drawback of this approximation is that it does not capture well the
movement of the cutting edge when it does not lie in the same plane between
two frames. This may cause some contact detection to be missed, eventually
resulting in erroneous modifications in the modeled object surface. [21] propose
to use a continuous representation of the cutting edge, which partially offsets
this problem by providing a more realistic approximation of the edge movement.
However, it still fails to take into account the movement and deformation of the
object being cut.
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There are however approaches that go in a different direction. A single point
with an orientation may be used to represent the tool [4,30]. Together, the
position and orientation of the point define a plane which can be used to compute
level sets at every frame, which in turn determine where different material points
are with respect to the tool. In other cases, some represent the tool with a
volume and check for an instantaneous (discrete) intersection between the tool
volume and the object volume [1,28]. In a similar way, [11] uses as a cutting
surface the intersection of the tool volume with the object, represented with
voxels – resulting in an approximate cut. Finally, rather than using a well-defined
geometric shape, the tool volume may simply be sampled with a set of points [26].

Surface Mapping. In general, simulations may either use an implicit or explicit
surface representation to draw an object on the screen. However, implicit rep-
resentations usually require a lot of computing power and are thus not well
suited for an interactive simulation [16,22]. Some manage to perform volume-
and point-based rendering in real time on parts of a model using surface splat-
ting [17,37] or, more recently, ray casting on the entire object [30].

Explicit surface representations must be somehow attached, or mapped, to
the physical object model so that they can properly move according to the results
of the physical simulation and continue to transmit interaction forces.

For mesh-based physical models, the trivial case consists in using the bound-
ary faces of volume elements to display the surface [5]. However, the resolution
of the surface is thus directly tied to that of the physical model. A separate rep-
resentation allows to display the object in much greater detail than it is possible
to physically simulate it.

With mesh-based physical models, this mapping between the surface mesh
and physical object is done by selecting to which volume element a surface
vertex belongs and computing its barycentric or trilinear coordinates within
that element [6,11,12,14,28,29,34]. When the element is displaced or deformed,
the new vertex position is computed using the mapping coordinates in the new
element configuration.

With meshless models, the mapping is done by selecting a set of appropriate
particles and computing a set of weights for each of them relative to the vertex.
Instead of weights calculated through barycentric or trilinear coordinates – since
there is no geometrically set element – a moving least squares (MLS) scheme is
often used [13,15,17,26,31,36]. Other weighted mappings are also possible, based
on how the displacement field is sampled in the physical simulation [8,18,25].

1.2 Contributions

This paper describes the following contributions:

– A fully continuous cutting interaction between a tool and a surface that
includes detecting the cut primitives and modifying the surface mesh in con-
sequence. Both the tool and the object may be deforming during that inter-
action.
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– A small set of criteria that allow mapping the surface on its underlying volume
model to maintain visual coherence.

Section 2 describes the details of these contributions, while Sect. 3 demon-
strates their utility through a set of examples.

2 Method

2.1 Tool Representation and Collision Detection

For the purpose of cutting, the interacting part of the tool is represented by a
series of points joined by straight line segments, collectively called the cutting
edge. The only interaction on which we will focus in this paper is for cutting,
without exchanging forces between the tool and other simulated objects. The
cutting edge is considered ideal, in the sense that it has no volume, cuts as soon
as it comes in contact with a simulated object and does not generate any force on
it. In addition to the cutting tool, the term edge will refer to the primitives used
for detecting intersections. For the surface, they are the lines between surface
vertices that form triangles and for the underlying physical object, they are the
links between integration points and particles that form its topology.

The object itself is deformed and cut using the method described in [3]
and [19]. For the purpose of topology modifications, the object is entirely com-
posed of edges, as defined above. Cutting only occurs when edges are intersected,
not when a point enters a triangle on the surface. Furthermore, we only mention
cutting the object’s surface, but everything discussed in this section applies in
an identical way to cutting the edges that define its volume.

As the tool is displaced from one frame to the next, each of its edges form a
skew quadrilateral with the four points being the two ends of the edge at the first
frame and the two ends at the second frame, as shown in Fig. 1. The set of 3-
dimensional quads form the surface swept by the blade during the frame. When
detecting collisions, the deformed object’s surface is similarly only considered as
a set of edges that move through space between animation frames. The detection
is made between each pair of edges that belong to the separate objects, according
to the continuous collision algorithm described in [27].

We assume each point of the blade moves in a straight line during a frame.
This approximation remains accurate as long as the displacement between frames
is relatively short, which is the case when animating the simulation at a rate of
60 frames per second, leaving less than 17 ms per frame.

This operation is more complex than with an explicitly-triangulated swept
surface since it requires continuous edge-edge collision tests rather than just a
series of discrete triangle-edge tests. However, there are several situations where
it provides a correct solution, in contrast to a discrete detection scheme.
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Fig. 1. The area swept by the cutting tool is only described in terms of the position of
its edge at the previous frame (t0) and its position at the current frame (t1).

Situation 1. The continuous method allows for a completely gap-less detection
of cut edges, which is especially useful when both objects are moving between
frames. For example, an edge from the deformed object could move across an
entire swept area quadrilateral during a frame time, leaving it undetected when
using a discrete scheme. Figure 2 illustrates such a situation in two dimensions.
The cutting tool is displayed as a wedge in this diagram, but only the tip has
any physical presence in a 2D setting. Its movement traces a line – rather than
a swept area in 3D – which can be used for detecting intersections with surface
triangles.

Fig. 2. Example of Situation 1, in 2D, where a collision detection scheme that is con-
tinuous only with the tool movement would fail to detect a certain triangle edge. The
large arrows indicate the direction of movement of the tool and object. The red line
between tool positions represents the space swept by it between frames (Color figure
online).
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Situation 2. That method also avoids detecting cuts in places where a surface
edge enters the swept area after the blade has passed, as in Fig. 3. In that case,
the tip of the cutting tool was always outside the object, but the line that
connects the current position to the previous one still intersects some edges in
the object at its current position.

Fig. 3. Example of Situation 2, where the line spanned by the tip of the cutting tool
intersects two of the objects edges at the end of the frame, even though the tool was
outside the object at every point in time between the two frames. The large arrows
indicate the direction of movement of the tool and object. The red line between tool
positions represents the space swept by it between frames (Color figure online).

Situation 3. Another case where this description is essential is when the blade is
not moving but the deforming object is, whether under gravity or elastic forces.
In such a case, the blade does not sweep any area, but the object must still be
cut, as shown in Fig. 4.

Fig. 4. Example of Situation 3, where a simulated object moves downward onto a
motionless cutting tool. The tool’s edge does not sweep any area, but must still be able
to cut the object.

When the tool is moving, the continuous method also provides a slightly
more accurate approximation of the swept area as well as a more accurate point
of contact, both in space and in time, since it is not flattened by using triangles.

Since the tool may also cut while not moving, we must take particular care
with defining some quantities. For example, we might want to know on which
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side of the cutting edge lie each pair of vertices. In our method, the new normal
on the surface is entirely determined by the position of each intersection – the
trajectory of the cutting tool relative to the object. This avoids relying on the
normal of a swept surface that does not exist when the tool is motionless.

One point worth mentioning is that with the movement representation
described above, the cutting tool itself can be deformed during the simulation
without the need to handle that case differently.

2.2 Surface Mapping and Remapping

To ensure that the surface remain coherent with the movement of the physical
simulated object and thus provide a proper interface with other virtual objects
and with the user, we establish a set of constraints that determine how each
surface vertex moves with the physical object model. These criteria are tailored
to the deformation and cutting method of [19], where the particles are embedded
in a regular background integration grid; however, they can be applied almost
directly to any method that maps a triangulated surface on a set of particles.

Since the displacement of a material point inside the object is determined
by interpolating the displacement of neighboring particles using shape functions
computed with an MLS scheme, a natural solution is to use the same scheme for
surface vertices. The set of particles that determine the position of a point will
be called the mapping of that point in the remainder of this paper.

The main challenge with this method consists in choosing the right particles
on which to map a vertex. This choice does not simply depends on the distance
between the vertex and particles, because we need to take into account the
initial topology of the object as well as the cuts introduced with the tool. We
may however choose that criterion as a starting point for the set of constraints,
since it is how it would be done for a convex object that does not contain any
cut.

It should be mentioned that when determining where to map a given vertex,
only the rest configuration of the object is considered. While intersections are
detected in the current (deformed) configuration, their location in the object
at rest can be determined in a straightforward way: since they always occur on
edges, between two points, they can be fully described by a proportion along the
vector connecting the two points. For simplicity, we consider that proportion to
always be the same, whether in the rest or deformed configuration.

To avoid mapping a vertex to particles that belong to physically separate
parts of the object – while still being geometrically close – we first decide to
select particles that are in the neighborhood of a single integration point. This
guarantees that they will all move in a locally coherent way. The mapping prob-
lem is thus reduced to finding a single most suitable integration point for each
vertex of the surface mesh. This approach is sound also because the integration
elements are more closely related to the geometry of the object – they distribute
its volume and mass to the particles. They are all at least partially inside the
object, whereas particles may lie slightly outside the surface of the object as
described in [3].



Dynamic Cutting of a Meshless Model for Interactive Surgery Simulation 121

When the object contains a cut, or simply a concave portion, the integration
point nearest to a certain vertex may actually be in another part of the object
(see Fig. 5). To avoid any such wrong mapping, we add as a criterion that the
integration point on which a vertex is mapped must lie below the plane defined
by the vertex and its normal.

Fig. 5. Illustration in 2D of a situation where the nearest integration point to a certain
vertex would not be the best mapping. Integration points are displayed as red crosses
and vertices as blue circles, with dotted lines indicating the nearest integration point.
Vertex A has integration point 1 as its closest, which lies across another surface bound-
ary. We would rather choose an integration point that is not separated by another part
of the surface, such as point 2, connected to the thicker green line (Color figure online).

There are however many cases where the plane test by itself is not sufficient
to determine the right mapping point. For example, in Fig. 6, when the cutting
tool passes between a certain vertex and the integration point on which it is
mapped, using only the criteria mentioned earlier, we would try to map the
vertex to the same integration point. We therefore associate with the vertex
an additional plane below which the mapped integration point must also be,
whenever a new cut is introduced into the object near that vertex.

The final criterion we need to define allows to take all introduced cuts into
account – rather than just the most recent one – without specifying an arbitrarily
large number of cutting planes. For each vertex, we only choose as potential
mapping targets integration points which are connected to a set of particles
similar to that of neighboring vertices. In other words, we need to consider not
just the integration point, but the set of particles on which vertices are mapped.
For an integration point to be considered valid, it has to have at least one particle
in common with every vertex that form a triangle with the unmapped vertex.
This also ensures that vertices that are close to each other will be mapped to
integration points that are also close to each other, keeping the displacement of
the surface locally coherent.
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Fig. 6. Illustration of the need for an additional constraint plane when finding a good
mapping. Left: A cutting tool approaches from the left, below vertex A. Middle: The
introduced cut has caused vertices A and B to lose their previous mapping. Their
initial normal is indicated. Using only that normal would cause them to be mapped on
the integration point 1, from which they were just unmapped. Right: The introduced
cutting plane causes vertices A and B to be mapped to point 2.

In summary, when choosing a new integration point to which a vertex will
be mapped, that point must be

– connected to some of the same particles on which neighboring vertices are
already mapped;

– below the plane tangent to the surface at that vertex;
– below an additional plane defined when a cut was introduced.

From the integration points that match all these criteria, the one closest to the
vertex under consideration is chosen.

2.3 Dynamic Simulation

Whenever a part of the object is intersected by the cutting tool, all affected
vertices must find a new mapping. We define in the next paragraphs which
surface vertices to remap after an interaction with the cutting tool.

When a surface edge is cut, two vertices are added: they must be mapped. The
endpoints of the (now cut) edge must be remapped, and receive an additional
plane corresponding to the surface normal of the cut (see Fig. 6, right). There
is also the case where the blade intersects the segment between a vertex and
the integration point on which it is mapped. In that case, the vertex has to be
remapped and be associated with an additional plane. That new plane passes
through the cut point and has the vertex-integration point line as a normal, as
if that line were just another surface edge.
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Adjustments to the mapping also need to be made when the underlying
physical model is cut. A modified connectivity between particles and integration
points changes the eligibility of affected integration points in certain cases, so
any vertex that is mapped to these points needs to be remapped. For example,
two integration points that share a certain particle may become separated and
no longer be considered as neighbors, affecting how nearby vertices must be
mapped.

When the mapping of a vertex changes, its position at the next frame may
change slightly, even if the object is not moving. Using a fully continuous collision
detection scheme prevents any missed surface edge.

Animation Loop. The order in which the main steps of the simulation are
carried out is important to obtain a consistent interaction between the dynamic
tool and the object. An animation step in our current implementation consists
of four operations:

1. Process user input. This only consists in moving the cutting tool to its new
position, as determined by a haptic device, for example.

2. Detect collisions. These collisions are currently only for cutting.
3. Perform topology changes, based on the intersections detected in the previous

step. This results in updated data structures describing the object – physical
model, surface and mapping between the two.

4. Solve the dynamic system. This system incorporates internal elastic forces,
gravity and external forces. This step also updates the surface vertex and
integration point positions according to the new particle positions given by
the system solution, as described in [3,19].

In such a scenario, input by the user is considered to occur during the dis-
placement of surface positions, even if it is only processed after. Any movement
from the user that happens during the animation step will have an effect based
on the next surface and object position.

3 Results

The applicability of our method is demonstrated through an implementation
using the SOFA framework [7]. We show examples of various situations described
in the previous section where it is useful, both on simple geometries and on organ
models. The proper functioning of the surface mapping criteria is apparent is
some of these scenes, but is most visible in the accompanying video.

The most obvious advantage of having a fully continuous collision detection
scheme, is that we can still properly detect tool-object intersections when the
blade is static and the object is moving. This can occur for example under
the action of gravity or elastic forces. This capability contrasts with the usual
method where only the cutting edge is considered to be moving from one frame
to the next. Figure 7 shows three different frames of a simulation where a circular
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cylinder is falling on a simple straight cutting edge. Even if the edge does not
sweep any area, the object can still be cut. This example also shows how the
surface position remains consistent with the position of the object. Surface vertex
positions are entirely dependent on the position of the underlying physical model,
not shown in this picture.

Fig. 7. A circular cylinder is moving downward and being cut by a horizontal edge that
remains in the same place. The surface of the cylinder (including the newly-generated
part) properly follows the movement of the underlying physical model.

As a comparison, Fig. 8 shows a similar scene, this time where the circular
cylinder is static and the cutting edge is moving upward. One can see that
the resulting cut surface is very similar to that of Fig. 7. The surface generation
method remains identical; the only difference is the sequence and speed at which
triangle edges are intersected.

Fig. 8. A horizontal cutting edge moves upward in an fixed circular cylinder and cuts it.

Another major advantage of the fully continuous motion modeling is that the
cutting edge will never miss a triangle edge because of their movement between
frames – barring any numerical error. This can occur in many situations, espe-
cially when the blade movement is almost parallel to a surface edge, or when
it undergoes a twisting motion relative to the surface. Figure 9 displays such a
situation, where a curved blade is rotating while advancing and cuts a surface
edge that is almost parallel to its local motion.
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Fig. 9. Cutting edge (in black) that is curved and that twists as it moves forward.

In a surgery simulation, most simulated objects are more complex than those
shown so far. Our proposed tool representation and surface mapping methodol-
ogy are not affected by the complexity of the model being cut, in theory. The
difficulty lies mostly in how to manage the cuts that are detected. Once the
surface and physical model are cut, the mapping can proceed as with any other
model. Figure 10 presents a brain hemisphere being cut by a slightly curved
blade. This model has many grooves and folds that the blade enters and leaves
simultaneously or at different times. This gives rise to situations where the cut-
ting edge traverses several separate parts of the model in a given frame. Our
method handles these multiple fronts merging and splitting as the blade moves
forward the same way as it does a single front.

Figure 11 shows that a single object may be cut multiple times with the same
tool. In the first image, the cut surface appears to be slightly curved, because the
scene was animated during the cutting operation and the liver was slowly tilting

Fig. 10. Cutting a more complex model that may appear in a surgical simulation
scenario. The cutting tool is able to deal with the numerous folds present in a human
brain.
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down as the blade went through it. Figure 11 also shows that the displacement
of the surface remains consistent with the cuts introduced by the tool.

Figure 12 offers a more detailed perspective on how surface vertices are
mapped on the underlying physical model. On the cut surface, it shows that
each mapped vertex is linked to an integration point on its own side of the cut.
That point is generally the closest that fits all mapping criteria, taking the new
cut into account.

Limitations. The correctness of mapping a surface based on the criteria
described in Sect. 2 depends greatly on the relative size of the surface mesh

Fig. 11. Illustration of a series of cuts in the same object. A slight curve is noticeable
in the first cut and is caused by the movement of the liver under the effect of gravity
while the cut was performed.

Fig. 12. A view of the liver cut scenario that displays the integration points (red
crosses) and highlights to which point each vertex is mapped (blue lines). Each vertex
is properly mapped to a point on its own side of the cut (Color figure online).
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and that of the physical model on which it is mapped. The surface mesh must
be at least as dense as the integration point grid. Otherwise, it will not be possi-
ble to find a point near a vertex that is somewhat close to every triangle formed
by that vertex.

A related issue is that of the smallest possible cut in a model. While it is
possible to create and display a surface with an arbitrary level of detail, it is not
possible to cut these details away from the rest of the simulated object if there
are not enough integration elements under them. If a sufficiently small part of
the surface is separated from the rest of the object, it will not be possible to
map it to the underlying physical model. With the scheme used for this research
for distributing particles and integration points, the thinnest part of an object
that can be fully separated from the rest and still be properly mapped is about
the width of two integration elements.

4 Conclusion and Future Work

We have described and demonstrated the use of a dynamic tool representation
that allows to interactively cut a deforming object in a variety of situations: with
a static, moving or deforming tool on a static, moving or deforming surface. We
have also described a method to successfully map the cut surface of the object
on its underlying cut physical model, itself based on a set of particles and a
background mesh.

Together, these two methods lead to a more robust and coherent simulation,
improving the immersion and interactivity of the virtual environment in a sur-
gical setting. This work forms a component that will become part of an existing
simulation system.

That system displays a surgical scene on a 3D screen, offering sufficient
visual immersion for accomplishing tasks on the relatively small work area of
the surgery site. It is also equipped with a haptic device that provides a virtual
surgical tool as the single means through which the user can interact with the
scene. Using that system will enable us to make our method available for testing
by surgeons and will be the subject of future research.
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