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Preface

Virtual Reality (VR) technology permits the creation of realistic-looking worlds where
the user inputs are used to modify in real time the digital environment. Interactivity
contributes to the feeling of immersion in the virtual world, of being part of the action
that the user experiences. It is not only possible to see and manipulate a virtual object,
but also perceive them via different sensorimotor channels, such as by using haptic
devices and 3D audio rendering.

Augmented Reality (AR) and Mixed Reality (MR) technologies permit the real-time
fusion of computer-generated digital contents with the real world and allow the creation
of fascinating new types of user interfaces. AR enhances the users’ perception and
improves their interaction in the real environment. The virtual objects help the user to
perform real-world tasks better by displaying information that cannot directly detect
with their own senses. Unlike the VR technology that completely immerses users inside
a synthetic environment where they cannot see the real world around them, AR
technology allows the users to perceive 3D virtual objects superimposed upon the real
environment. AR and MR supplement reality rather than completely replacing it, and
the user is under the impression that the virtual and real objects coexist in the same
space.

This book contains the contributions to the 7th International Conference on Aug-
mented Reality, Virtual Reality and Computer Graphics (SALENTO AVR 2020)
organized by the Augmented and Virtual Reality Laboratory (AVR Lab) at University
of Salento, Italy, during September 7–10, 2020. This year the event was rescheduled as
a virtual conference to ensure the welfare of the community.

The conference series aims to bring together the community of researchers and
scientists in order to discuss key issues, approaches, ideas, open problems, innovative
applications, and trends on VR and AR, 3D visualization, and computer graphics in the
areas of medicine, cultural heritage, arts, education, entertainment, military, and
industrial applications. We cordially invite you to visit the SALENTO AVR website
(www.salentoavr.it) where you can find all relevant information about this event.

We are very grateful to the Program Committee and Local Organizing Committee
members for their support and for the time spent to review and discuss the submitted
papers and doing so in a timely and professional manner.

We would like to sincerely thank the keynote speakers who willingly accepted our
invitation and shared their expertise through illuminating talks, helping us to fully meet
the conference objectives. In this edition of SALENTO AVR, we were honored to have
the following invited speakers:

• Massimo Bergamasco – Scuola Superiore Sant’Anna, Italy
• Mariano Alcañiz – Universitat Politècnica de València, Spain
• Emanuele Frontoni – Università Politecnica delle Marche, Italy
• Mariolino De Cecco – Università di Trento, Italy
• Domenico Prattichizzo – Università di Siena, Italy

http://www.salentoavr.it/ar


SALENTO AVR 2020 attracted high-quality paper submissions from many
countries. We would like to thank the authors of all accepted papers for submitting and
presenting their works, for making SALENTO AVR an excellent forum on VR and
AR, facilitating the exchange of ideas, and shaping the future of this exciting research
field.

We hope the readers will find in these pages interesting material and fruitful ideas
for their future work.

July 2020 Lucio Tommaso De Paolis
Patrick Bourdot
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Keynote Speakers



Cognitive Architecture for Virtual Humans
and Androids

Massimo Bergamasco

Scuola Superiore Sant’Anna, Italy

The concept of physical space has been recently juxtaposed to other digital entities like
Augmented or Mixed Realities. Presumably, such new spaces will be occupied not only
by digital objects but also by the digital equivalent of human beings, i.e. virtual
humans. How present research in robotics and AI is going to define the behavior of
humanoid robots, androids, and virtual humans is something that can be formulated
also in terms of ethical and social terms. The class provides a general picture on how
the interaction between human beings and artificial entities can be foreseen on the basis
of present technology development. An excursus on the different approaches to design
cognitive architecture for virtual humans is provided.

Massimo Bergamasco is Professor of Theory of Mechanisms and Machines at the
Scuola Superiore Sant’Anna, Italy. At present he is the President of the ARTES 4.0
(Advanced Robotics and enabling digital Technologies & Systems 4.0) Competence
Center in the framework of the Industry 4.0 of the Italian Ministry for Economic
Development. He has been the founder of the Perceptual Robotics Laboratory. His
research activity deals with the study and development of haptic interfaces and
wearable robots for the control of the interaction between humans and Virtual Envi-
ronments. His present research is focused on general aspects of perception and cog-
nitive processes in the field of embodiment and humanoid robotics.



Virtual Reality: New Therapeutic Scenarios
to Optimize Neurorehabilitation

Mariano Alcañiz

Universitat Politècnica de València, Spain

Virtual Reality (VR) technologies are demonstrating their clinical utility for neurore-
habilitation. In this talk, the scientific and clinical basis of the use of VR in neurore-
habilitation as well as current uses and future trends will be presented. The concept of
VR-based behavioral biomarkers will be introduced as a convergent concept of areas
such as VR, machine learning, and computational psychiatry.

Mariano Alcañiz is Full Professor at the Polytechnic University of Valencia (Spain)
and Director of the European Laboratory of Immersive Neurotechnologies (LabLENI).
His research interest is to understand human social cognition using emerging tech-
nologies end ecologically valid mixed reality-based simulations. He has published
more than 300 scientific articles and has coordinated several European projects related
to the area. LabLENI focuses its research activity in the integration of Virtual Envi-
ronments with applied neuroscience techniques to better understand human behavior in
fields such as mental health, marketing, human resources, or education.



Artificial Intelligence for Augmented
and Virtual Reality Content Creation

Emanuele Frontoni

Università Politecnica delle Marche, Italy

Artificial intelligence (AI) is reshaping the way we manage and create multimedia 2D
and 3D contents in AR and VR experiences. The talk will start from modern AI models
that have gotten incredibly good at doing many of the things required to build AR
experiences. Deep Neural Networks can detect vertical and horizontal planes, estimate
depth and segment images and point clouds for realistic occlusion and meaningful
content generator, and even infer 3D positions of objects in real time. Because of these
abilities, AI models are replacing some of the more traditional computer vision
approaches underpinning AR experiences. On the other hand, Generative Adversarial
Networks can help on the creation of virtual contents or realistic human behaviors,
useful for advanced VR experiences.

Emanuele Frontoni is Professor at the Università Politecnica delle Marche, Engi-
neering Faculty. He received the doctoral degree in electronic engineering from the
University of Ancona, Italy, in 2003. He obtained his PhD in 2006 discussing a thesis
on Vision Based Robotics. His research focuses on applying computer science, AI, and
computer vision techniques to mobile robots and innovative IT applications. He is a
member of IEEE and AI*IA, the Italian Association for Artificial Intelligence.



Augmenting the Physician Eye to Optimize
Smart Living Environment Settings:
Preliminary Outcomes from Ausilia

Mariolino De Cecco

Università di Trento, Italy

The European population is increasingly ageing. The median age in Europe will
increase from 37.7 in 2003 to 52 by 2050. The increment in proportion of the retired
population is expected to have significant social and economic impacts. In order to
keep autonomy and wellbeing a proper configuration (in terms of architecture and
technologies) of the elderlies living environment can be very effective. This objective is
fundamental in order to reduce the re-hospitalization rate that is part of the societal
challenge. On the other end, Mixed Reality (MR) technologies have the potential to
augment the human skill in terms of perception and planning. The talk will report on
the use of MR technologies that, within Ausilia (Assisted Unit for Simulating Inde-
pendent LIving Activities), are enabling the augmentation of physician eyes to properly
configure the living environment around the user needs/abilities. We will start from the
Occupational Therapy context to show Augmented Virtuality and Augmented Reality
IoT infrastructures able to accomplish the above goal.

Mariolino De Cecco is Professor of Mechanical and Thermal Measurements and
Robotics Perception and Action at the University of Trento. Co-Investigator of OSIRIS
(ROSETTA – ESA Cornerstone Mission), he is in the Steering Committee of the
project Ausilia, co-founder of Robosense Srl, and participated in several international
projects (FP7, H2020, Eureka, ESA, EIT). His research focuses on Measurements,
Mobile Robotics, 3D Computer Vision, Action Recognition, and Mixed Reality.



On the Foundations of Wearable Haptics
and Applications to VR/AR and Robotics

Domenico Prattichizzo

Università di Siena, Italy

Since 2015, Domenico Prattichizzo is Full Professor at the University of Siena. From
2002 to 2015, he was Associate Professor of Robotics at the University of Siena. Since
2009, he has been the Scientific Consultant at Istituto Italiano di Tecnoloogia, Italy. In
1994, he was the Visiting Scientist at the MIT AI Lab. Professor Prattichizzo obtained
his degree in electronics engineering and a PhD degree in Robotics and Automation
from the University of Pisa in 1991 and 1995, respectively. His Research interests are
in Haptics, Grasping, Visual Servoing, Mobile Robotics, and Geometric Control.
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Abstract. Whenwatching omnidirectionalmovieswithHead-MountedDisplays,
viewers can freely choose the direction of view, and thus the visible section of
the movie. However, looking around all the time can be exhausting and having
content in the full 360° area can cause the fear to miss something. For making
watching more comfortable, we implemented new methods and conducted three
experiments: (1) exploring methods to inspect the full omnidirectional area by
moving the head, but not the whole body; (2) comparing head, body and movie
rotation and (3) studying how the reduction of the 360° area influences the viewing
experience. For (3), we compared the user behavior watching a full 360°, a 225°
and a 180° movie via HMD. The investigated techniques for inspecting the full
360° area in a fixed sitting position (experiments 1 and 2) perform well and could
replace the often-used swivel chair. Reducing the 360° area (experiment 3), 225°
movies resulted in a better score than 180° movies.

Keywords: Cinematic virtual reality · User comfort · Rotational gain · Less than
360° · Omnidirectional video

1 Introduction

In Cinematic Virtual Reality (CVR), viewers watch omnidirectional videos (ODV) using
Head-Mounted Displays (HMDs). In this way, they are inside the scenery and have the
possibility to look around. But turning around all the time can be exhausting, especially
for longer movies. Even in normal life, we do not do that so often. Mostly a rotation of
the head is sufficient. Additionally, some people are afraid to miss something because
the movie continues also in the areas behind them. This Fear of Missing Out (FoMo)
can cause negative feelings [13] and can be reduced be guiding methods [15].

Even if the term 360° video is widely used for ODV, it only partially reflects this
medium. In addition to the 360° in the horizontal direction, the viewer can look up and
down and explore the movie in the vertical direction. Other terms that can be found in
the literature are panoramic, spherical, surround, VR and immersive videos. ODV can
be watched on desktops by moving the mouse, on mobile devices by moving the device
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or via HMD by moving the head. Using an HMD, the viewer is inside the scenery and
can experience the movie in an immersive way. In this paper, we consider the HMD
scenario. Since we also investigate the case where the viewing area is reduced in the
horizontal angle, we use the terms 180°, 225°, and 360° videos to indicate the horizontal
angle of provided movie content. In the following, we use the term CVR generally for
videos watched immersively with an HMD, independently of the used viewing angle.

Watching a CVR video in a sitting posture needsmethods to turn around. For demon-
strations of CVR experiences in public spaces such as film festivals or fairs, swivel chairs
are usually used. At home, the viewer often sits on a fixed chair or on a sofa while watch-
ing the movie [5]. In this way, it is more difficult to explore the full 360° area without any
additional techniques. In this work, we explore methods for enjoying movies in such
fixed conditions and compare them with the swivel chair condition. Additionally, we
investigate if inspecting the full 360° area is necessary for an immersive CVR experi-
ence. For finding the needs to comfortably watch CVR videos in fixed sitting postures,
we explore three approaches.

Immobile Techniques: In our first experiment, we compare methods that enable viewers
to watch the full 360° of a CVR movie sitting on a sofa or armchair using a controller
or rotation gain. The results of experiment 1 show that such techniques can be useful
for inspecting the full 360° area in a relaxing sitting posture without additional physical
effort for turning around. We explored how the methods influence presence, experience,
simulator sickness, and incidental memory.

Rotation Medium: For the second approach, we checked the controller method, which
performed best in the first study, against using a swivel chair and a normal armchair
without additional methods. The 360° movies for this study were selected so that the
action mainly took place in a 180° area. Except for one short scene in one of the movies,
there was no relevant content in the other 180° part. Even if the participants of this study
inspected the whole 360° area nevertheless, one of the results of this study is, that most
of them would prefer a 180° over a 360° movie.

Less than 360°: In the last study, we explored how a limited area influences the viewing
experience. For this, we chose two area sizes: 180° and 225°. The size of 225° was
determined as the section which can be explored by most persons without changing a
sitting posture. We investigated if the full 360° space is necessary for a CVR experience
and how a smaller space influences presence, cognitive load, and the viewing experience.

A content area less than 360° would have several advantages: (1) the fear of missing
out could be reduced, (2) the production of CVR videos would be easier, since an area
for lights and film crewwould be available, (3) the image quality could be improved with
the same amount of data. In 2017 Google has introduced the VR180 video format which
is based on the Spherical Video Metadata V2 standard [25]. This format is supported
by YouTube and since 2018 there are several 180° cameras on the market. However,
we did not find any research studying whether the reduced area decreases presence or
influences the VR experience. In addition, we are interested in whether less reduction
over 180° should be preferred.

Humans can rotate their heads horizontally by about 60° in both directions [23].
Comfortable head movements can be performed to 45° for most persons [23]. In an area
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between 60° and 120° people can recognize colors [23]. Using an HMD with a smaller
field of view (FoV) the vision of a person is restricted. In our experiment, we are using
a Samsung Gear VR HMD, which has a FoV of 101°. Considering this size and a head
movement angle of 120° (60° in both directions), the viewer can inspect an area of about
221° in a fixed sitting posture (Fig. 1).

Fig. 1. Area which can be seen in a fixed sitting posture.

Adding a small area for blurring the boundary we investigated if viewers have a
similar experience watching 360°, 225° and 180° movies. The results of experiment 3
show that the presence decreases slightly for the 180° movies, even for movies where it
is not necessary to look around. However, the experience can be improved using 225°
movies instead of 180°.

The results of this works show that other methods besides the swivel chair exist for
enjoying CVR movies. These methods need less physical effort and can be used in a
fixed sitting posture. Using a controller or rotation gain for seeing the whole 360° area
implies a discrepancy between movements in the real and virtual world. However, in our
experiments, the participants reported only minor sickness, which could be caused by
the fact that the rotation was initiated by themselves. Reducing the 360° area is another
valuable approach. All the investigated methods do not replace head and eye movements
which are important for natural viewing experiences and immersion.

2 Related Work

2.1 Engagement

Most people watch movies to enjoy and relax in a passive way. In contrast, gaming
requires more activity and engagement to achieve goals [2]. With interactive storytelling
movies and games get closer to each other [2, 24]. Vosmeer et al. [24] investigated
different engagement styles in games and movies. A viewer of a movie is used to lean
back without any interactivity, while the user of a videogame interacts with the content
(lean forward). In their paper, the term lean-in media was introduced for the engagement
style in CVR: the viewer is looking around and chooses the FOV, so there is some sort
of interaction.
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2.2 Rotation Medium

This engagement of the viewer can be influenced by several aspects. One of them is the
chair type. In the experiments by Hong et al. [5] three types of chairs were compared:
fixed, half-swivel and full-swivel. For several dependent variables (incidental mem-
ory, general engagement, and simulator sickness) there were no significant differences
between the chair types. However, in the fixed chair condition, the spatial awareness
decreased and the fear of missing something increased for videos where the main char-
acters performed around the viewer. Additionally, the participants explored the scenery
more when they used the full-swivel chair. For movies where the content was mainly in a
smaller area in front of the viewer differences between the conditions were less obvious.

Gugenheimer et al. [3] developed a motorized swivel chair (SwiVRChair) for sup-
porting the viewers to follow the story by rotating them in the direction of the region
of interest. In this way, the participants needed lower head movements for enjoying the
VR experience in a more “lean back” way. Simulator sickness in their experiment was
very low. A reason for that is that the viewers were turned around and so the rotation in
the virtual world matched with the rotation in the real world. One source of simulator
sickness is the discrepancy between movements in the real and virtual world [1, 9] and
so rotating the VR world in front of the user provokes normally sickness. There is no
consistent opinion if rotating a scene causes simulator sickness or not [11]. Lin et al.
[11] compared forced rotation (called autopilot) with an arrow which shows in the direc-
tion of the region of interest (called visual guidance). The results depend on the type
of movie, but there was no generally higher simulator sickness for the forced rotation
observed.

Forced methods can be used for guiding the user to the region of interest [3, 11,
22]. There are different ways for that. On the one hand, the user can be rotated, as in
SwiVRChair [3]. This has the advantages that the viewer can feel the rotary motion.
On the other hand, the VR-world/movie can be rotated [11]. In both cases, the rotation
is initiated from outside (e.g. by the filmmaker). In our work, the viewer triggers the
rotation. And we investigate how presence and simulator sickness are affected.

2.3 Rotational Gain/Amplified Head Rotation

Rotating the virtual world not completely synchronously to the user’s movements is
used for redirecting walking [14, 20]. Steinicke et al. [21] explored the thresholds for
this technique.

Jaekl et al. [6] introduced amplified head rotation forHMDs. In their experiments, the
participants determined the gain factor for which the virtual world is stable in relation
to their own head movements. The identified scale factors ranged from 0.88 to 1.33
(yaw), respectively from 0.11 to 1.66 (pitch). These results correspond to the results
of Steinicke et al. [21] (yaw: 0.83–1.34). Scaling factors in this range are tolerated as
compatible with the perception of moving within a stable world and users are unaware
of the manipulation. Jay et al. [7] increased the amount of gain and found significant
improvements in performance on visual search tasks. Using a scaling factor of 2, the
participants felt comfortable and even preferred the gain method to the baseline without
gain implementation.
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Amplified head movements work well for watching tasks, however its harder to
interact with the virtual environment with body movements which are not amplified in
the same way [7]. This problem is not relevant for CVR, but for other VR applications.

Rotational gain can be applied for watching CVR movies [4] in a way that users
can enjoy the movies in a chair with less physical movement. Hong et al. [4] compared
dynamic and constant rotational gain. For the constant method, a scale factor of 1.3 was
used, for the dynamic method between 1.3 and 1.6. The dynamical gain was assigned in
a way that gain was higher for fast head movements. Both methods were working and
did not influence sickness or usability.

Another dynamic rotation gain method was investigated by Sagunam et al. [17],
where the gain in the front area is smaller than in the area further away. With their
method, the full virtual 360° area is covered by head movements of 90° to the right
and 90° to the left. In their experiments, the amplified methods worked, but participants
preferred the standard rotation without any gain.

The gain makes it harder to focus a target exactly. Langbehn et al. [10] explored
several dynamic rotation methods aligned to the target. In their experiments, dynamic
gain performed best compared to static gain, a scrolling method, and the baseline. Since
in our experiments the viewers are looking around without any task, we decided to use
a constant gain factor of 2.0 in our first experiment.

2.4 Less Than 360°

In 1996 Pausch et al. [12] examined how the attention of the viewer can be drawn to
the desired spot. The position and orientation of the head were logged and conventional
histograms were used for illustrating the data. The results show that most people did
not turn their head very much, almost all the time in an area from −60° to +60° in
the horizontal direction and from −30° to +20° in the vertical direction. These results
correspond to the research of Sitzmann et al. [19]. They investigated how people explore
virtual environments and showed that viewers tend to fixate the area around the equator.

In our study, we want to investigate if the 360° area can be reduced in the hori-
zontal direction for making watching more comfortable and to reduce the fear to miss
something.

3 Experiment 1: Immobile Techniques

Since for most people movie watching is a relaxing activity, techniques are needed
to explore the full 360° area of a CVR movie without turning the body around. Such
techniques are not only applicable sitting on the sofa but also at the desk, in a train or
on other places with limited freedom of movement.

3.1 Methods of Experiment 1

We implemented three methods to watch the movie without turning around, just using
head movements or a controller and compared them to each other.
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Controller with Constant Speed – const method: With the const method, the user can
rotate the image at a constant speed by pressing the controller button to the right or left
side. The rotation is only possible in the horizontal direction. For looking up and down,
the head should be used. The head movements could also be used for inspecting the
scenery without the controller. The initialization speed was set to 45°/s.

Controller with Variable Speed – var method: The var method is similar to the const
method regarding the rotation directions but differs in the speed. The more the partic-
ipants pressed the button to the right or left side the larger the rotation speed up to a
maximum speed of 60°/s.

Rotational Gain – gain method: For the gain method amplified head rotation of Jaekl is
used [6]. According to this research, a speed factor between 0.88 and 1.33 for rotational
gain is accepted as a stable rotation and not perceived by the participants. Taking into
account an area of 120° for maximal head movements and a FoV of 101°, a gain factor
of 1.33 is not sufficient to cover the full 360° area.

To find the most comfortable rotation gain, six values (1.3, 1.5, 1.7, 1.8, 2, 2.1)
were tested in an informal pilot study with 5 participants. As an outcome, we chose
2.0 because of the most natural behavior and least confusion. This result confirms the
studies of [7]: a gain factor of 2 is comfortable for viewers, even if the gain is sometimes
noticeable. The gain factor of 2.0 has another advantage. Even if people turning around,
they will always have the same movie sections in the same position, the movie content
is presented exactly twice in a 360° round.

3.2 Material of Experiment 1

Because we were interested in situations of watching movies at home, the experiments
were carried out as a field study in a home environment. The viewers watched themovies
via Google cardboard and Samsung Galaxy S7, sitting on a couch or chair (not a swivel
chair). The cardboardwas addedwith a head strap. It was essential that no cable restricted
the movements of the participants.

For implementing the threemethods and the recording of the headmovements, Unity
2017.2 was used. During watching movies with method const and dyn the participants
used an auvisio mini Bluetooth controller.

Three animatedmovieswith different paceswere shown (“UnexpectedGuest”, “Spe-
cial Delivery”, a fragment of “The dream collector”). Each of them takes approximately
2:30 min. For all three films, the participants had to look around in the full 360° area
for following the protagonists. More information about the movies can be found in the
supplementary material.

3.3 Measures of Experiment 1

In the beginning, each participant answered questions about age, gender and VR expe-
riences. After each video, the questions of the igroup presence questionnaire (ipq) [18]
were answered. For each item, the answers were chosen on a seven-point Likert scale.

For finding out how the viewer experienced the movies with the different methods
the following issues were addressed, all of them on a seven-point Likert scale:
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Sickness: For investigating if one of themethods causesmore simulator sickness than the
others, five items of the SSQ questionnaire [8] were used: general discomfort, headache,
dizziness, eye strain, difficulty focusing. The answers are given on a four-point Likert
scale (0-none to 3-severe).

Comparison: At the end of the study, the participants compared the three methods
and answered the following two questions: (C1) Which method did you find the most
comfortable? (C2) Which type of methods do you prefer?

For both answers, they should give a brief explanation.

3.4 Participants and Procedure of Experiment 1

18 participants (5 females, 13 males, average age 25.8) took part in the experiment.
33.3% of them had no VR experiences. We used a within-subject test design; every
participant used all three methods, each of them with another movie. The order of the
methods and the assignments between movie and method was counterbalanced by a
Graeco-Latin square as presented in Fig. 2.

A1 B2 C3

B3 C1 A2

C2 A3 B1

Fig. 2. Graeco-Latin square for three methods (A, B, C) and three movies (1, 2, 3).

3.5 Results of Experiment 1

Using the Shapiro-Wilk test, homogeneity of variances was checked which showed
that equal variances could not be assumed for all issues. Therefore, the Friedman test
was applied to find significant differences between the methods. For determining the
significance, an alpha-level 0.05 was chosen. Post-hoc Mann-Whitney tests were used
for pairwise comparisons of the methods.

Comparing the methods to each other, some items do not differ significantly between
the methods. However, we listed a part of them to show the level of the scores and to
offer the opportunity to compare the scores between the experiments.

Presence. The Friedman test did not indicate any significant differences between the
methods.

Experience. Three of the experience questions showed significant differences: EX1,
EX3, EX6. Regarding EX1 the score was higher for the gain method (M = 5.33, SD =
0.97) than for the var method (M = 4.67, SD = 1.08) (p = 0.048). The const method
(M = 4.0, SD = 1.75) was not so easy to perform (EX3) as the two other methods
(p(const/var) = 0.047, p(const/gain) = 0.026). It was easier to keep up with the pace of
the content (EX6) for the gain method (M= 5.22, SD= 1.11) than for the const method
(M= 4.0, SD= 1.75) (p= (gain/const)= 0.02). The mean values can be seen in Fig. 3.
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4.00

3.39

4.39

3.22

4.67

4.06

5.17

4.22

4.83

2.72

5.33
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3.50

4.94
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0 1 2 3 4 5 6 7

(EX1) I enjoyed the clip.(*)

(EX2) I would repeat the experience.

(EX3) The interaction was easy to
perform.(*)

(EX4) I would use it for a longer period of
time.

(EX5) I was afraid to miss something.

(EX6) I could follow the content.(*)

const var gain

Fig. 3. Means for the experience items, which differed significantly for EX1, EX3, and EX6
indicated by (*).

Simulator Sickness. The scores for the SSQ were generally very low, between 0.11
and 1.11 (Table 1). Significant differences could be found for the dizziness item, the
Friedman test resulted in a p-value of 0.009. The gain method indicated the highest
values: M(gain) = 1.11, M(const) = 0.61, M(var) = 0.39. Pairwise Mann-Whitney
tests showed significant differences between the gain method and the two controller
conditions: p(gain/var) = 0.003, p(gain/const) = 0.046.

Table 1. Means for the SSQ items, there are significant differences for dizziness.

General discomfort Headache Dizziness Eye strain Difficulty focusing

const 0.78 0.28 0.61 (*) 0.94 1.11

var 0.89 0.11 0.39 (*) 0.67 0.61

gain 0.72 0.33 1.11 (*) 1.11 0.94

Comparison. After all three different methods were applied, the participants compared
them to each other. Only 11.1% of the participants scored the const method as the most
comfortable, 38.9% of the participants the gain and 50% of the participants the var
method.
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The reasons which were given by the participants often concerned easiness, for the
var method (P3, P5, P10, P11, P14, P18), as well as for the const (P6) and the gain
method (P12).

In contrast to the results of the presence questionnaires, several participants stated as
a reason, why they feel most comfortable with the gain method, that it is more realistic
(P1, P4, P7, P8, P9). Other advantages which were mentioned:

Advantages of controller:

• “convenient” (P13)
• “I don’t need to rotate my head” (P4,P18)
• “you can focus on watching and do not have to look around” (P17)

Advantages of Rotation Gain:

• “I could control the angle and speed” (P16)
• “more real” (P1,P4,P7,P8,P9)
• “no dizziness” (P7)
• “could control by head” (P16)

3.6 Discussion of Experiment 1

The results of our study show that the var and the gain method were accepted by the
viewers. The const method resulted in the lowest score, especially in the comparison
part. There are advantages and disadvantages of the methods. The gain method resulted
in higher scores for the experience but caused more dizziness.

With the gain method, the full 360° area can be seen just by moving the head in a
180° area. However, it is difficult to realize that things on the left side belong together to
things on the right side. This fact was not mentioned by the viewers. In the study of Jay
et al. [7], the gain factor of 2.0. was used for a search task and helped the participants
a lot. In our study, the participants feel to be inside a movie scenery and without a
boundary at the left and right side, it seems as the scene continues there, but it is just a
repetition. Over time, the viewers may get used to that fact. The question arises whether
the full 360° area is necessary for an immersive CVR movie experience and needs to be
recorded. We will explore that in experiment 3.

For the reasons mentioned above (most comfortable, less sickness) we chose the var
method from this study and compared it with two other methods in the next experiment.

4 Experiment 2: Comparison of Rotation Medium

The goal of this study is to compare the rotation of the movie (experiment 1) with the
rotation of the body using a swivel chair or using head rotation only, in a fixed seating
position.
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4.1 Methods of Experiment 2

We compared the following three methods:

Head Rotation – Fixed: Sitting on a normal chair the participants could look around by
moving their heads. They were informed that the action of the movie is in front of them
and there were no important story details behind them.

Body Rotation – Swivel Chair: The participants were sitting on a swivel chair and could
turn around in all directions. Additionally, they could move the head for looking around.

Movie Rotation – Controller: The controller method with variable speed of experiment
1 (var) was reused and compared with the two other methods.

4.2 Material of Experiment 2

For the same reasons as in the first study, we used a Google cardboard and a Samsung
Galaxy S7. For the movie rotation, an auvisio mini Bluetooth controller and the script
of study 1 was used.

Because we wanted to investigate a lean-back experience, we were looking for a
movie where most actions take place in front of the user within a field of 225°. So, the
movie could be watched just by turning the head. We chose the movie “Son of Jaguar”,
directed by Jorge Gutierrez. We did not delete the part behind the viewers. However,
the participants were informed about the fact that there are no story-relevant parts in the
back. The 9 min movie was divided into three 3 min parts. More information about the
movies can be found in the supplementary material.

4.3 Measures of Experiment 2

The questionnaire of study 1 has been revised and adapted to the second study. The
attention questions were transformed for the new movie content and the comparison
questions were changed to:

(C1) Which method did you find the most comfortable?
(C2) Which type of videos would you prefer? (180°/360°)
(C3) Would you like to turn your head very much?

Again, the participants should justify the answers. Additionally, the headmovements
of every viewer were recorded.

4.4 Participants and Procedure of Experiment 2

24 participants (10 females, 14 males, average age of 25.25) took part in the experiment.
37.5% of them had no VR experiences. We used a within-subject test design. Each user
watched all three parts of the movie, each of them with another method. The order of the
movies was equal, corresponding to thewholemovie, the order of themethods permuted.
All six permutations were used for the same number of participants. Every participant
had to view all three parts of the movie: one in a swivel chair, one in a normal chair and
one in a normal chair using a controller.
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4.5 Results of Experiment 2

As in experiment 1, we used the Friedman test and post-hoc pairwise Mann-Whitney
tests for finding significant differences between the methods.

Presence. We could not find significant differences regarding the presence questions.

Experience. Also, for the experience questions, we did not find significant differences
between the methods.

Simulator Sickness. Again, there was minor sickness (means between 0.25 and 1.00).
The Friedman test did not indicate significant differences between the methods.

Comparison. 45.83% of the participants felt most comfortable with the controller
method, 41.67% using the swivel chair and 12.5% the fixed method. Nevertheless,
79.17% of the participants would prefer 180° movies to 360° movies.

The questions if the participants like to turn their head very much (C3) was answered
on a 7-point-Likert scale (1 = yes, I liked exploring and seeing new spaces, 7 = No, I
don’t want to turn the head frequently, I just want to enjoy comfortably) with a mean of
4.9 (SD = 1.8).

Analysis of the Tracking Data. We inspected the head tracking data for all threemeth-
ods and movies separately to find differences between the test cases. Using the CVR-
Analyzer [16], we explored the spatio-temporal data for the whole movie and for parts
of the movie.

The patterns for the swivel chair and the fixed methods were mostly very similar
(Fig. 4). The tracks generated by using the controller were less concentrated and the
heatmap areas smaller. One reason for this could be that it is harder to move around
smoothly in a small area. Additionally, it can be more difficult to rediscover an area
which was inspected before. For the fixed and even for the swivel method the human
orientation system could support returning to an area to continue watching there.

Fig. 4. Heatmaps in equirectangular projection for the 2nd movie: swivel (above), fixed (middle),
controller (below)

4.6 Discussion of Experiment 2

The methods did not differ significantly for the presence, experience and sickness items.
These results suggest that a swivel chair could be replaced by other methods. Even if
87.5% of the participants considered one of the rotation techniques (controller or swivel)
as most comfortable, most participants would prefer 180° movies. The fact that we did
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not delete the reverse side of the movie could have influenced this result. Although
the action of the movie was mostly visible in front, the viewers wanted to know, what
else could be seen. It needs more knowledge about what causes this behavior: is it the
awareness that there ismore to see or is it the novelty effect of VRmediumwhich arouses
this desire.

In the spatio-temporal data, we found similar patterns for the swivel chair and the
fixed methods: relatively stable areas around the action. For the controller methods, the
patterns were more diffuse and it seems to be more difficult to return to an area, which
was inspected before.

5 Experiment 3: Less Than 360°

We compared three methods:

180° (fixed chair): The reduced area of 180° was chosen because this format is already
introduced by Google and YouTube. The boundaries of this area were blurred for 4.5°.
Looking straight ahead, the participants did not see these boundaries. Horizontal head
movements are comfortable for humans in an area of up to 45° degrees in each direction
[23]. Taking into account the 101° FoV of the Samsung Gear, the participants could see
an area of 191° easily and so the boundaries when moving their heads to the left or right.
The participants watched the movie in a fixed sitting position just moving the head.

225° (fixed chair): The 225° area was chosen because of the FoV of the Samsung Gear
HMD (101°) and the maximal head rotations of Humans (60° in each direction). The
boundaries were blurred at 4.5°. With comfortable head movements (45° in each direc-
tion), the boundaries were not visible. However, the boundaries could be seen with
extreme head movements. As in the 180° condition, the participants watched the movie
in a fixed sitting position just moving the head.

360° (swivel chair): For the third method, the viewers could inspect the full 360° area
using a swivel chair.

5.1 Material of Experiment 3

Again, we used the Samsung S7 smartphone, this time with the Samsung Gear headset.
Three movies similar in type, length and pace were chosen: professional documen-
taries where the main action was in a 180° area: “Lions 360° | National Geographic”,
“Galapagos 360° | National Geographic”, “360° Underwater National Park | National
Geographic”. Two of the three videos were re-edited resulting in similar lengths (around
3min) and actions always in front of the viewer. For this, some scenes were rotated using
Adobe Premiere. More information about the movies can be found in the supplementary
material.

5.2 Measures of Experiment 3

The questionnaire was similar to the one in the first two studies.We added four questions
of the NASA-TLX for comparing the workload for the different methods.
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5.3 Participants and Procedure of Experiment 3

24 participants (12 females, 12 males, average age of 35.79) took part in the experiment.
One person had noVR experiences, 17 only la little.We used awithin-subject test design.
Each user watched three different movies, each of themwith one of the methods. Movies
and methods were counterbalanced using again a Graeco-Latin square.

5.4 Results of Experiment 3

As in the previous studies, the Shapiro-Wilk test was used for checking the homogeneity
of variances. It showed that equal variances could not be assumed for all issues. There-
fore, the Friedman test and the post-hoc pairwise Mann-Whitney tests were applied for
finding significant differences between the methods. For determining the significance,
an alpha-level 0.05 was chosen.

Presence. The Friedman test resulted in several significant differences. For the item “I
had the sense of being there” (1 = fully disagree, 7 = fully agree), the 360° method (M
= 5.88, SD = 1.19) resulted in a significantly higher score than the 180° method (M
= 4.75, SD = 1.39, p < 0.01) and the 225° method (M = 5.29, SD = 1.2, p = 0.07).
Additionally, more participants “felt that the virtual world surrounded” them in the 360°
movie (M= 6.21, SD= 1.25) than in the 180° movie (M= 3.33, SD= 1.88, p< 0.01)
and the 225° movie (M = 3.79, SD = 1.93, p < 0.001) (Fig. 5).
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Fig. 5. Means for the presence items. Items with significant differences are indicated by (*).
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Workload. The NASA-TLX questions resulted in higher scores for the 360° condition
for several items. Physical demand was significantly higher for the 360° method (M =
4.71, SD = 2.51) than for the 180° method (M = 2.46, SD = 1.67) (p < 0.01) and the
225° method (M = 3.08, SD = 1.84, p = 0.02). In addition, the temporal demand was
higher for the 360° method (M= 4.58, SD= 2.75) than for the 180° method (M= 2.63,
SD = 2.28, p < 0.01) and the 225° method (M = 2.96, SD = 2.2, p = 0.03). The mean
values can be seen in Fig. 6.
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Fig. 6. Means for the task workload items. Items with significant differences are indicated by (*).

Experience. The item “I enjoyed themovie experience.” (1= not at all, 7= verymuch)
resulted in the highest score for the 360° method (M = 5.92, SD = 1.14, p = 0.02) and
the lowest for the 180° method (M = 5.17, SD = 1.17). The item “I was afraid to miss
something” differed between 225° (M = 2.3, SD = 1.4) and 360° (M = 4.2, SD = 1.8)
(p = 0.016). The mean values are presented in Fig. 7.

Simulator Sickness. The scores for the SSQwere generally very low, between 0.17-0.5.
There were no significant differences between the methods.

Comparison. After the participants had seen all three videos, they judged on a 7-point
Likert scale how much they liked each method (1 = not at all, 7 = very much). The
values for the 225° (M = 5.7) and 360° (M = 5.8) method are similar and distinguish
significantly from the 180° (mean = 4.8) method.

The participants had the possibility to comment on each method, so we got insights
into advantages and disadvantages.

Advantages of 360°:

• “sense of being right in the middle of the scene” (P6)
• “free to look around” (P6)
• “more realistic” (P4)
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Disadvantages of 360°:

• “a strong feeling of overwork since much happened around” (P13)
• “you do not know where the main thing is and where to turn” (P15)
• “demanding” (P4), “turning is uncomfortable” (P8)

Advantages of 225°:

• “you are not lost since you know where the main action is” (P15)

Disadvantages of 225°:

• “one was aware that one cannot completely look around” (P15)

Advantages of 180°:
No advantages were mentioned by the participants. However, the remark for 225°, that
viewers are less lost, is also true for 180°.

Disadvantages of 180°:

• “feeling to be restricted” (P6)
• “too small field of view” (P15)
• “more like traditional TV” (P1)
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Analysis of the Tracking Data. We inspected the tracking data for all three methods.
It is conspicuous that the tracks and heatmaps for the 180° and the 225° condition are
very similar (Fig. 8).

Fig. 8. Heatmaps for one of the movies for all three methods (180° - left, 225°- middle, 360°-
right). The heatmaps for the 180° and 225° conditions are very similar.

The participants whowatched the 225° did not turn their headsmore than the viewers
of the 180° movie. The inspected area (except some outliers) has a horizontal extent of
about 145° for both. Since we had made the decision for a comfortable consumer device
without any cables, no eye-tracking data are available. However, it can be expected,
that in the 180° case the boundaries were more present than in the 225° condition.
Surprisingly in both conditions, the viewer rotated the head more than the 120°, which
were supposed as the head-only rotation. For seeing more, also the upper body was
slightly turned. It also stands out that in the 180° and 225° condition the viewer inspects
more the vertical direction, whereas the heatmap area for the 360° movie is flatter.

5.5 Discussion of Experiment 3

Even if viewers were sitting on a fixed chair, where normally the viewing area is
not larger than 225° (head and eye) the presence decreased slightly if not the entire
360° range was available. Just the knowledge that there is no content behind, reduces
the feeling of presence. On the other hand, the workload was also decreasing.

In our experiment, the Samsung Gear with a FoV of 101° was used. For other HMDs
this area is larger and it will increase with technological progress. So, in the future, a
225° movie could be too small for an unrestricted CVR movie experience. Because the
maximal FoV of humans’ eyes is about 188° [23], and the maximal head movement
120°, a movie of about 308–312° can be necessary. Also, in this case, a small area for
the camera operator is remaining. However, reducing the movie content area is not only
relevant to improve shooting conditions, but also to avoid overloading the viewer and to
decrease the fear of missing something. It needs additional research to find the perfect
parameters for all HMDs.

6 Conclusion

In our first experiment, we explored new techniques for watching 360° movies sitting
on a fixed chair or sofa: rotating the movie via controller and gain rotation. We found
out that viewers accept both. However, the speed of the controller method should be
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dynamic. Even if the full 360° area can be explored by these methods, the natural head
movement angle does not correspond with the angles in the virtual world. Using gain
rotation with a factor 2, the viewer can see the whole 360° area in a 180° hemisphere.
So, things which can be seen on the left side belongs to the things on the right side –
things which are close to each other are far away for the viewer. The participants rated the
method positively and did not complain about this fact. However, we did not investigate if
the participants are aware of it and if the spatial orientation was impaired. Both methods
are applicable for movies, where it is important to see easily the whole 360° area and
spatial alignment is less important.

In the second experiment, where the participants watched a 360° movie on a swivel
and on a fixed chair with andwithout the controller method, the participants preferred the
controller and the swivel chair to the fixed chair without a controller. Even if the action
of the movies were concentrated in a 225° area and the participants had this knowledge,
to know themovie surround them caused a fear to miss something. So, they were looking
around even in the fixed chair, which was uncomfortable. However, most participants
declared to prefer movies with less than 360°.

Comparing 360°, 220° and 180° movies in the third experiment, we found out that
the limited viewing area slightly reduces the presence. The viewers were aware of the
fact, that there is nothing behind them, even if the content was in front of them and the
boundaries in the 225° condition were only visible with extreme head rotations.

6.1 Limitations and Future Work

All three experiments were conducted with consumer devices and no eye tracking was
available. The tracked data are head tracking data and we cannot conclude how often
the boundaries in the third experiment were seen. Recorded eye-tracks would support
in the process to find out more about how people watching CVR videos and support
researchers to improve comfortable watching techniques. With the development of new
HMD devices, the FoV will increase. It needs more research if a wider FoV entail the
need for a larger area than 225°.

The controller, as well as the gain rotation method, were accepted by the viewers,
even if the real head rotationwas added by other techniques. Further studies are necessary
to find out if the spatial orientation suffers from it.

In our study about rotation gain, we amplified the head rotation only in the horizontal
direction. However, it is possible to extend it for the vertical movements to compensate
for a small field of view and to make it more comfortable to look up and down.

6.2 Summary

We explored several methods for watching CVR videos. Two of them did worse than the
others: (1) The controller method with constant speed was difficult to use and reduced
enjoyment. (2) The fixed chair for 360° movies where the action was in a limited area so
that turning around was not necessary, was uncomfortable for the most participants. For
such type of movie (action in limited area), the spatio-temporal data for the fixed chair
and the swivel chair condition were very similar: mostly the focus was on the action,
but a short inspection of the other parts was done of both groups, however, it needed
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more effort in the case of the fixed chair. Most participants in this experiment preferred
to have an area of less than 360°.

All the other investigated methods were comfortable for the viewers. They neither
caused much simulator sickness nor did they reduce the presence considerably. In fixed
positions the following methods for watching CVR videos can be used:

• movie rotation with controller – variable speed (360°)
• rotation gain (360°)
• fixed chair (225°)
• fixed chair (180°)

Inspecting the full 360° area, more activity is necessary. Having a reduced area of
225° or 180° is more relaxing. The 225° method was preferred over the 180° method.

7 Contribution

In this work, we investigated new methods for watching movies in a relaxed sitting
posture on fixed chairs and compared them with the movie experience on a swivel chair.
We found several methods for enjoying CVR movies in a sitting position on a fixed
chair which did not cause more sickness and did not reduce the presence compared to
watching the movie in a swivel chair. These methods enable a more relaxing posture
and more lean-back engagement. Methods based on the reduction of the movie area
decrease additionally the fear to miss something. The presented methods are intended to
supplement the existing methods and should not replace the active methods where the
viewer is turning a lot. Dependent on the movie genre, the content and the desire of the
viewer, the most suitable method should be applied.
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Abstract. Gamification of learning material is becoming popular within
the education field and the possibilities of designing edutainment games
are being explored. This project compares a single player and a two-
player game experience in a collaborative Virtual Reality (VR) edutain-
ment game. The two versions of the game had exactly the same infor-
mation, where in the collaborative game the information was divided
between the two players in an asymmetrical format, where one player
is outside of VR. The evaluation of the two versions compared only the
experience of the participants in VR using an independent measures
design. The results showed that the two-player version scored higher in
questions related to positive game experience with a significant difference
to the single player version. Furthermore, participants using the two-
player version rated significantly lower on questions related to annoy-
ance. In the setting of an edutainment game the results suggest that
incorporating a collaborative aspect through asymmetrical game play in
VR increases enjoyment of the experience.

Keywords: Game experience · Edutainment · Virtual Reality ·
Asymmetrical multiplayer · Single player · Collaborative games

1 Introduction

Well-designed games have clear feedback, well-presented problems and give the
players the opportunity to learn through their failures. These aspects can be
effective if incorporated into learning. Therefore, gamification of learning content
to motivate students has become popular within the education field [30, p. 629].
This concept is related to “edutainment”, which has been defined as “Video
games, television programmes, or other material, intended to be both educational
and enjoyable” [22].

In collaboration with the Danish pump manufacturer Grundfos, we created
an edutainment game in Virtual Reality (VR) with the objective to create aware-
ness about water and sanitation. In this context, we studied how a single player
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experience compares to a cooperative experience in a game with large amounts
of information.

More specifically, the form of the cooperative scenario is an asymmetrical two
player game where the players have different roles and skills which they have to
use to work together [27], and the research question of our study was whether
the asymmetrical two-player collaborative version increases player experience in
this edutainment VR puzzle game, when comparing it to a single player version.
This is how we got to the following research question:

“In an edutainment VR puzzle game, does an asymmetrical two-player collab-
orative version increase player experience, when comparing it to a single player
version?”

In order to assess the game, we conducted an experiment using an indepen-
dent measure design. 65 participants took part of the experiment, where they
were split into two groups, playing through either the single player or the two-
player version of the game. Only the participants using VR were considered when
gathering and analysing the data.

The results of the statistical analysis showed that there was a significant dif-
ference in answers regarding positive experiences in favour of the two-player ver-
sion, which suggests that the two-player game was overall a more enjoyable expe-
rience for the players. There were also differences in regard to tension/annoyance
and challenge in favour of the single player version which suggests that partici-
pants playing the single player game felt overall more annoyed and challenged.

2 Background

This section presents and discusses key topics regarding edutainment, specifically
for VR, as well as social aspects of gaming and how single player and multiplayer
games differ from one another.

2.1 Games as Edutainment

Gamification means applying game elements, e.g., point systems, achievements,
quests, challenges and narrative structures [30, p. 629]. Adding these elements
to educational content can increase both motivation and engagement, making
it at powerful tool for edutainment [8]. “Simulators” are an especially common
method of edutainment, where roles and goals, similar to quests and challenges
in gamification, provided to players in environments that correlate to real world
scenarios [30, p. 629]. Edutainment games should give the players a chance to
test whether the knowledge gathered can be applied to different contextualised
situations, just like simulators. If a game is well-designed for learning purposes,
all the information the player needs should be integrated into the game material
[11, p. 86].
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Virtual Reality in Edutainment. One way of putting the context into learn-
ing is through virtual environments. The benefit of being in the virtual envi-
ronment while learning is that the experience is more engaging and motivating
compared to standard teaching [5,7,17]. The stimulation of the visual senses
combined with embodied movements while getting feedback from the environ-
ment helps the players to easily remember the performed actions and information
[7,10,17,19].

2.2 Sociability in Games

Outside of games, peer tutoring, peer collaboration and cooperative learning
have shown to improve learning progress for the people involved. Furthermore,
coordination – “the act of making all the people involved in a plan or activity
work together in an organised way” [4] – have shown to increase the feelings of
mutual liking and connectivity [14].

These social aspects transfer to games as seen from the fact that multiplayer
games are played more and preferred, compared to single player games [14,18].
In social games, emotions tend to be contagious and people are able to share
emotions by just watching someone act out different emotions while playing [14].

Multiplayer games can be divided based on how players interact with each
other and the game - competitive, collaborative or co-operative. Competi-
tive games include playing versus another person/environment. In collaborative
game-play, the players attempt to reach a mutual long term goal by working
together. While in co-operative play, they work together to reach a short term
goal. In this case, the short term goal is part of a process for the player to reach
their individual ultimate goal [26].

2.3 Multiplayer and Single Player Experiences

Harteveld and Bekebrede have compared 23 studies of edutainment games [13].
The tendencies they observed were that single player edutainment games are
more common (17 to 6 from the 23 in total). Single player games were also
found to focus on the player obtaining specific knowledge and skill and are
designed to be linear, where the player has little influence over the end results
and the rules are formal, pre-configured for the player. These games are also
focused on individual learning, with direct transfer of knowledge, where the
learning material is pre-compiled. The multiplayer games were found to have
widely different outcomes in what the player learned, ranging from attitudes,
knowledge, cognitive and interpersonal skills. The correlation that was observed
in the multiplayer was only in the aspects of being non-linear, meaning the
player has impact on the end result, and orientated towards emergent rules
(social rules), rather than defined rules [13].

Wehbe and Nacke attempted to measure game experience by comparing sin-
gle player and multiplayer experience in Dungeon Duos, a 4 player mini-game
within Mario Party 4 (Nintendo, 2002). Using a Self Assessment Manikin (SAM)
scale, they were able to observe an increase in pleasure when playing against a
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human. The scale also revealed a significant difference in social aspects through
perceived arousal in both of the two-player conditions compared to playing alone
with 3 computer controlled characters [31].

Most VR multiplayer games focus on having players with their own head
mounted displays (HMD) in the same environment. However, there are also
games that can include co-located multiplayer with a single HMD. That is
achieved by giving different tasks/goals/responsibilities to the players outside
of VR, creating an asymmetrical multiplayer game [9,15,27]. Examples of these
games are Keep Talking and Nobody Explodes [25], VR Diner Duo [32], Sommad
[24] and CatEscape [16].

3 Game Development

In order to be able to test our research question, see Sect. 1, we created a game
prototype. This section presents the development and implementation of a single
player and a two-player version of our VR game.

3.1 Game Content Motivation

In 2015, the United Nations (UN) introduced a long-term plan for improving our
planet, which consists of 17 sustainability goals. Some of these goals are directed
at the environment, specifically Goal 6, is aimed at clean water and sanitation
[28]. Grundfos, a company originating in Denmark, creates water pumps that
are used all over the world. The company has become involved in sustainability
solutions for energy efficiency and water conservation [12]. they were interested
in knowing whether the “life of a water droplet” can be mediated through VR
and how users react to this experience.

3.2 Design Considerations

From the background research we see that previous researchers have looked
into what learning outcomes single player games and multiplayer games achieve.
We also see that their research focuses on comparing different games. In this
approach general trends can be observed but a direct comparison between the
two genres is impossible. Therefore, we created a VR game where the two-player
version and the single player version have the exact same goals, processes and
rules. In the two-player version we took inspiration from state-of-the-art VR
games on how to divide the information between the two players, introducing
a communication element to the game and encouraging them to collaborate.
Our VR game aims at direct transfer learning in both versions, for all players
involved. The main difference between the single player version and two-player
version is whether the learning is individual or social. As the two-player version is
a collaborative experience, we cannot rule out that social rules may arise during
communication between players.
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3.3 Content of the VR Game

In our game, players take the perspective of a body of water coming from the
sewers and go through a water treatment facility which is a maze constructed of
water pipes. Since the water is coming from the sewers, different contaminants
can be found floating in the body of water. These can be grabbed by the player
for information on where they might come from and what problems they can
cause if not removed. Figure 1 shows a screenshot from the game. The player
has to figure out how to navigate through the correct treatment process with
the help of a manual and a map.

The manual can be used in order to identify these contaminants as well as
getting the information about which filters clean them. The location of the filters
and how to get to them through the piping maze can be found in the map. When
going through a filter the player gets information about the filter through audio.
The aim of the game is to reach the exit and be as clean as possible. At the end
they can choose which exit to take based on the condition of the water - dirty
or clean.

The game was designed to be played by either one or two players. In the single
player version the player has access to all of the information needed to complete
the game, this includes the game world and the map and manual which has been
put into VR. The two-player version differs, as the player outside of VR has the
manual and the map, but cannot see what the VR player sees. This means that
the two players need to communicate in order to identify the contaminants and
go through the correct water treatment processes.

3.4 Implementation

The prototype for testing was developed using Unity [29] and Steam VR 2.0.
3D models for the prototype, such as the filters and the contaminants, were
made using Autodesk Maya [3] while the pipes used for the sewage system was
purchased from the asset store [33] and re-textured. Audio for the game was
created with the audio manipulation software Audacity version 2.3.1 [2].

4 Game Experience Evaluation

We conducted an experiment using an independent measures design, in which
two different test groups played through the game, with each group having a
different version in order to test whether a communicative asymmetrical two-
player puzzle game improves the game experience of the VR player compared to
a single player version of the game. Since one of the versions was two-player we
had two participants per test, but only data from the person in VR was gathered
to compare it with the single player version.

We used a Game Experience Questionnaire [23] to gather the data, as it con-
sists of four modules, where two of those were of interest for the experiment - the
Core Module and the Post-Game Module. The Core Module was relevant for this
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Fig. 1. In-game screenshot demonstrating the player standing at a crossroads in the
piping system.

experiment as it measures competence, immersion, flow, annoyance, challenge,
negative affect, and positive affect. The Post-Game Module was relevant due to
the fact that it measures the experience in general, whether positive or negative,
how tired the participant was after playing the game, and how hard it was to
return to reality after playing through the game.

4.1 Experiment Setup

The test was setup in a meeting room at Aalborg University, with a 290 cm ×
250 cm space for navigating in VR. An Oculus Rift was used as the HMD, with
a 3 sensors setup in order to get 360◦ tracking. The computer used for testing
had the following specs: Intel i5-8300H CPU running at 2.3 GHz, 8 GB of RAM
and a GTX 1050TI graphics card.

A dedicated table was used outside of the tracking space for the researcher.
In the two-player version the second participant sat at the table with the needed
materials printed on paper.

4.2 Documentation

To document the tests the VR participant’s game-play was screen recorded using
the Windows 10 in-built Xbox Game Bar [20]. Upon completion of the game the
participant was asked to fill out the Game Experience Questionnaire, using the
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researchers’ computer. After that they were interviewed in a semi-structured
interview which was audio recorded using the researchers’ phones.

4.3 Procedure

In total, 65 people participated in the experiment. Most of the participants were
students from Aalborg University and varied in background and experience with
VR. 4 participants were from outside the university.

Single Player. Each participant was led into the test room where they signed
a consent form. They were then given an introduction to the premise, aim and
objectives of the game followed by the controls used in the VR prototype. The
participant was placed in the middle of the tracking area and given a VR head-
set and two controllers. Once equipped with the headset, the game and screen
recording were started. When the game was completed the participant would be
given the Game Experience Questionnaire to fill out which was followed up with
an interview.

Multiplayer. The procedure for the multiplayer version differed from the single
player version as there were two participants. The person playing the game in
VR was asked to sign a consent form and then both players ware given the
introduction to the premise, aim and objectives of the game. The VR player
was introduced to the controls, while the other participant was given the paper
materials. The VR participant was placed in the middle of the tracking area and
given a VR headset and two controllers. The game and screen recording was
then started. Upon completion of the game the VR player filled out the Game
Experience Questionnaire and was interviewed.

5 Results

This section presents results of the experiment. For the statistical analysis on
the data, RStudio [1] was used. Microsoft Excel 365 [21] was used to calculate
the questionnaire scores.

5.1 Statistical Analysis Comparing Two-Player and Single Player
Data Set

The questionnaire scores for both the single player and two-player data sets were
calculated for each participant.

To compare the two sets of scores, we used the Wilcoxon rank-sum test [6, p. 95]
since a non-parametric, non-paired test had to be applied to the data set.

Table 1 shows results of one-tailed tests whether the scores for the two-player
were either greater or lesser than the single player version. Competence, Positive
Affect and Positive Experience showed that the scores for the two-player game
data were significantly greater than the single player data (p< 0.05) while being
significantly less for Tension/Annoyance and Challenge (p< 0.05).
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Table 1. p-values of the tests that were used on the two-player data set, compared to
the single player data set. The two sets include data for the scores of each participant.
We checked for differences whether the scores of the two-player version was significantly
greater or less than the scores of the single player version

2-player score
< single player

2-player score
< single player

Core module:

Competence 0.0029 1.00

Sensory and imaginative immersion 0.82 0.19

Flow 0.86 0.14

Tension/Annoyance 1.00 0.0026

Challenge 1.00 0.0032

Negative affect 0.92 0.079

Positive affect 0.0043 1.00

Post-game module:

Positive experience 0.011 0.99

Negative experience 0.83 0.17

Tiredness 0.53 0.48

Returning to reality 0.21 0.80

5.2 Interview Analysis and General Observations

The players who completed the game in VR were interviewed about the game
experience. 80% of the participants found the game enjoyable, while only 53.3%
of the single players found it enjoyable.

In the two-player test group, 8% expressed problems with navigating through
the pipe system, while 40% of the single player group found it difficult, and 33.3%
of them expressed that they needed a pointer on the map to tell them where
they were. Of the two-player group, 4% expressed the need for a map pointer.
It was observed that navigating around the map appeared to be tedious and
time consuming for the single player group. In regard to game-play, we saw that
some players used the audio from the different filters to figure out where they
were on the map. Others were able to use their surroundings and the water flow
in order to find their position on the map when they got lost. However, many
of the participants found it difficult to know their exact position and they felt
that more landmarks would be a good addition to the experience. The single
players often mentioned that a red dot to show where they were would be a
good improvement.

40% of the single player group thought they would remember what they
learned, while only 8% of the two-player group felt the same. During the two-
player experience it appeared that some players were focusing more on the com-
munication aspects of the game, rather than the information being presented.
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Sometimes players would speak over the audio or play around with the contam-
inants circling around them. It was also observed that the participants rarely
shared information between each other if they did not consider it to be rele-
vant for solving the problem. For example, the colour of the water droplet was
something that was not mentioned often. In other cases, when the participants
attempted to identify the contaminants, the person outside VR did not share the
name and type of the contaminant with the person in VR. In the two-player ver-
sion one of the reoccurring themes we saw was that when the player in VR said
that they were clean the other one would immediately forget about the clean-
ing process that was given to them and try to get the VR player out without
completing all of the steps that were specified in the manual. Another similar
issue was that when the VR player saw that the contaminant along the path
was something they were already infected with they would not even mention it
to the other player or tell them it does not matter.

6 Discussion

The statistical analysis showed that there was a significant difference in the
two-player experience for competence, positive affect and positive experience
compared to the single player experience. Since this difference was in favour of
the two-player experience, it appears people in the two-player version enjoyed
the game more and have an overall better game experience.

The analysis also showed that there was a significant difference in challenge
and tension/annoyance between the two versions. As the single players had to
figure out everything by themselves, both in regards to the manual, the map and
the game, this might have contributed to this difference. Collaboration seemed
to help with navigation, indicating that splitting the tasks might help with the
overload of information that a player might experience in these sorts of infor-
mation heavy games. This may also contribute to the two-players feeling more
competent playing the game. Another possible reason, relating back to Sect. 2.2,
might be that people enjoy games more, when they are played together with
others. The majority of people playing the two-player expressed that they found
the communication aspect to be what makes the game interesting and fun.

We were made aware that the start of the game was overloaded with infor-
mation, and there was a lot of text, which brought a halt to the experience until
the information had been read through, a possible solution to this could be to
gradually introduce the information throughout the game so the initial load is
not as heavy. The results indicate that the single player participants felt more
often that they had learned something compared to the two-player participants.
The two-player participants may have been more focused on the communication
and navigation aspect. While it was also observed that some pairs failed to share
the information split between them. The single player does have access to all the
information by themselves, so this might lead to better learning potential in
some cases.
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7 Conclusion

The aim of this research was to test how a single player game experience com-
pares to an asymmetrical two-player collaborative game experience in a VR
edutainment game. We conducted an experiment using independent measures
design on 65 participants. The results of the statistical analysis showed that
there was a significant difference in answers regarding competence, positive affect
and positive experience in favour of the two-player version, which suggests that
this version was overall a more enjoyable experience for the players. There were
also differences in regard to tension/annoyance and challenge which suggest that
participants playing the single player version felt overall more annoyed and chal-
lenged by the game. However, challenge might not be a bad thing for all types
of players. Therefore, further testing and commentary from participants should
be collected. The interviews and our observations correlate with the statistical
analysis, as people had more positive feedback in regards to experience in the
two-player scenario. As an edutainment game, the solution needs improvements
whether being two-player or single player in regards to features and making the
participants share and use knowledge.
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Abstract. The article proposes a method of combining multiple deep forward
neural networks to generate a distribution of objects in a 2D scene. The main
concepts of machine learning, neural networks and procedural content generation
concerning this intention are presented here. Additionally, these concepts are put
into the context of computer graphics and used in a practical example of generating
an indoor 2D scene. A method of vectorization of input datasets for training
forward neural networks is proposed. Scene generation is based on the consequent
placement of objects of different classes into the free space defining a room of
a certain shape. Several evaluate methods have been proposed for testing the
correctness of generation.

Keywords: Computer graphics · Machine learning · Procedural content
generation (PCG) · Procedural content generation via machine learning
(PCGML)

1 Introduction

Machine learning and computer graphics are areas that have seen rapid development in
the last two decades. The following reasons for this progress can be identified in the area
of machine learning. Machine learning architectures and methods have been developing
since the second half of the 20th century, but only sufficient hardware performance in
recent years has allowed these methods to be fully utilized and applied in practice. New
kinds ofmore sophisticatedmodelswere devised in addition to it. Hardware performance
is complemented by software based on high-level programming languages, whichmakes
it easy to implement complex architectures. During the development of the field, data sets
have also been created and are advantageously used in training and testing models [1].

There is a significant connection between machine learning and computer graphics.
This includes fields such as computer vision or image processing. The core of the the-
oretical part of the text is the introduction of this connection and a presenting specific
sub-area, which is usually called Procedural content generation via machine learning
(PCGML).

The article is organized as follows. Section 2 introduces the general features of the
machine learning area with an explication of the methods to the problems examined in
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the practical part. The list of applications based on these methods, especially on neu-
ral networks, is strictly limited to the area of computer graphics. Selected procedures
and methods that are used or discussed in connection with the procedural generation of
graphical content are mentioned. First, this area is introduced in general and then the text
is focused on applications of selected PCGML techniques. The chapter deals with imple-
mentation issues and describes typical technologies and environments that are suitable
for the implementation of proposed machine learning methods. These technologies are
used in the following practical part of Sect. 3, where the design and implementation of a
method that predicts the distribution of objects in a 2D scene based on the learned data is
presented using forward neural network architectures. The software implementation of
the proposed method is subsequently tested in Sect. 4 and the results are evaluated at the
end of the article in Sect. 5, where the findings are summarized and possible extensions
of the research are outlined.

2 Applied Approaches and Technologies

2.1 Machine Learning

Machine learning can be differentiated by the way of learning and roughly divided
into discriminative and generative models. While discriminatory models are mapping
inputs to a particular output, which may be, for example, particular class classification
or scalar value regression, a generative approach models probabilistic relations between
variables of a given model. The complete associated probability p(x1, . . . , xn) for N
variables is typically found in thesemodels. If there exists an expression of the probability
distribution, further values of variables can be derived based on this formula, for example
using Bayesian rules. Generative models exist in several forms. They include models of
deep learning or so-called graphical models of the Bayesian network with directional
relations between variables, Markov models, Markov random field and others. More
details can be found in [2, 3].

2.2 Generative Adversarial Neural Networks

Generative Adversarial Neural Networks (GAN) are the currently popular generative
models introduced by Ian Goodfellow [4]. The basic principle of their functioning is the
principle of “maximum probability”, i.e. finding parameters for the model to maximize
the probability of training data. Goodfellow designed a generative model consisting
of two components - a generator and a discriminator. In each learning iteration, both
components work in opposite ways and the final learning results from the contradiction
created between them.Most of the appliedGAN architectures are used to generate image
data and apply a convolutional mechanism [5, 6].

2.3 Procedural Content Generation

Procedural content generation (PCG) is a method of creating data algorithmically, typ-
ically through a combination of human-generated assets and algorithms coupled with
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computer-generated randomness and processing power. Traditional PCG approaches
create content with a specific reference to the target. However, this reference is not
part of the algorithm itself, but it serves merely as an inspiration for the designer. This
means that the primary part of the design of such an algorithm is the search for rules,
abstractions, and constraints to help approximate the desired content [7].

2.4 Procedural Content Generation via Machine Learning

The same search as in PCG also appears in the context of Procedural Content Generation
through Machine Learning (PCGML), but with the essential difference, that the search
does not take place by the developer, but computing machine. The model, by which new
content can be generated, is created using appropriately tuned machine learning algo-
rithms and suitably processed input data [8]. PCGML models include mainly n-grams,
Markov models, generative deep learning models (GAN), and specific architectures of
recurrent neural networks.

2.5 Selected PCGML Experiments

Our approach was inspired by selected PCGML applications and methods that moti-
vated the design of the custom solution described in the following part 3. All of these
applications had to deal with the problem of a small dataset and the requirement for the
functional usability of the generated samples in machine learning.

The variant of the Markov chain together with n-grams was a powerful tool for
generating simple content [7]. A more complex alternative to achieve a similar goal is
the use of deep neural networks, namely recurrent architectures [8]. Another example
is the use of binary coding of the input data set together with the classical autoencoder
architecture, which is a neural network with the number of input neurons equal to the
number of output [9, 10]. Fisher’s attempt to synthesize 3D object arrangements uses a
probabilistic model for scenes based on Bayesian networks and Gaussian mixtures for
generating these scenes in numerous variations [11]. Other approaches use input data
encoding to raster images for generating game levels [12] or terrain [13] using GAN.

3 Design and Implementation

The main aim of the designed algorithm is to generate a new indoor scene of a room,
where several objects of defined classes are placed. Placement should respect rules of
mutual positional relation of objects. However, these rules are not defined explicitly,
but follow from other previously defined scenes. The new scene will be generated by
sequentially placing particular objects into their most suitable place.

Our approach effectively combines forward neural network outputs to logically dis-
tribution of objects to a defined boundary area, i.e. to the interior of a room. It is based
on knowledge and results in the area of PCGML experiments and neural networks and
uses selected technologies mentioned in part 2.

The representation of the graphic scene is generally defined by two aspects of the
scene. First, along with location, it determines the presence or absence of objects of
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different classes in the scene. Second, it also defines the type and nature of the scene,
which is characterized by the mutual positional relations of objects in the scene space.
The algorithm presented here focuses on the second aspect of the scene and place objects
gradually in the most likely place concerning the current context of the scene space. The
user determines himself whether a particular object of class will be placed in a scene
and how many of them will be placed in the scene, the algorithm will only select the
appropriate position. A new scene generation is typically carried out sequentially and the
current scene and its state acts as an input for the next step of the deploying algorithm.

The common property of the here presented approach is the replication of learned
positional relations between existing objects, e.g. between a chair and a table in a 2D
scene representing the interior of a room. The set of previously defined scenes are pre-
processed and used to achieve encoded rules applied in the machine learning model.
The artificial neural network methods require an appropriate encoding of the input and
output vector, and for this, a suitable representation of the scene is also required.

The whole designed algorithm consists of three phases.

• Data preprocessing, which prepare input and output vector data for neural network
training.

• Neural networks training, several networks are trained, for every object class and
every surrounding size.

• Generation method phase, which effectively combines the outputs of neural networks
for the final prediction of the location of the object and it is deploying into the scene.

The placement of the furniture in the sample room described belowwill serve as a model
situation for testing the proposed principles. The application of these principles is not
limited to this particular case and can generally be applied to other problems. Three
phases are described in more detail in the following text.

3.1 Scene Representation

The input data for the algorithm is represented at the highest level, as a list of scenes
S = {s1, s2, . . . , sk}. Every single scene si representing one room is defined as a matrix
of n × m possible object positions P = (x, z), where x ∈ 〈0 , n), z ∈ 〈0 , m). In real
scenes, each object placed in the scene is defined by characteristics such as position,
rotation, and size. However, we consider only the position in our solution to simplify
the task.

Possible object classes are defined as the setO = {
o1, o2, . . . , oq

}
, which represents

a real object in a room, e.g. a window or a chair. There may be at most one object class
oi at each position P. The allowed classes of objects are given in Table 1 together with
the description of mutual positional relation used for placing the objects in the scenes.
These data are essential for the description of individual phases and subsequent testing
of the generated scenes.
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Table 1. Classes of objects presented in the input data and the logic of their location. SS type
class represents objects that will not be predicted.

Class ID Interpretation Type Mutual positional relation description

0 Empty space (light blue) SS represents the empty interior of the
room

1 Wall (dark blue) SS is always placed around the perimeter
of the scene and forms a boundary of it

2 Table (light green) O is located randomly inside the scene,
including the at the boundary areas

3 Chair (dark green) O is an object with several hypotheses
and several special context-based rules
are applied. These rules are detailed in
Sect. 4

4 Cupboard (pink) O is always placed in contact with the
wall

5 Free space object (red) O is an abstract object that represents
empty space within scenes

6 Window (orange) O is located inside the wall. Care should
be taken not to have a cupboard object
in front of it etc.

9 Space behind the wall (magenta) SS is an abstract object that simulates an
unknown empty outer space. It serves
as opposed to object 0 and in
predicting spaces with irregular shape

3.2 Scene Preprocessing and Vectorization of Training Data

Preparing data for neural network training is the most demanding step in the process of
data transformation. It aims to create vector pairs (x → y) expressing the relationship
between the input vector and the expected output of the encoded scene. Three array types
are used to support the vectorization process and accompanying algorithms. The array
types have the following meaning.

The first array S represents the data of all input scenes. The second field C specifies
kernels representing “small windows” of the defined size that are used to browse the
input scene during the relationship examination process. Typical kernels are usually
windows of C = [(3 × 3), (4 × 4), (5 × 5), (6 × 6)] elements, but irregular windows
can also be used. This imaginary window moves systematically through the array of an
input scene si in rows from left to right and examining them downwards one step at a
time (Fig. 1). During this movement, a set of vectors V is generated, consisting of a class
of objects located at the corresponding locations of the input scene si.
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(1) 

Fig. 1. Demonstrates first, second and last position of the kernel window of size (3 × 3) during
the movement through the input matrix.

The third array typeO stores data of all object classes in the scene, excluding special
symbols SS (Table 1). The following framework algorithm is applied for interactive
processing of the input data:

for each kernel in C do: 
for each scene in S do:
for each position of kernel in scene:
create array V  
for each object O located in vector V do: 
for each position of O in V
create vector x 
create vector y 

The vectorization operation is illustrated in the following scene arrangement exam-
ple. Let have the following vector v1 generated as the part of an input scene of si for
kernel ci = 3 × 3.

v1 =
⎛

⎝
1 1 1
1 0 4
1 0 0

⎞

⎠ (2)

This matrix represents the left-upper corner of a room, where a cupboard is placed
next to a wall. The aim is a generation of (x → y) pairs of vectors for this object with
ID = 4. For simplicity, now we will consider only three objects in the scene, empty
space, wall, and cupboard, represented by the object vector (0, 1, 4). The vectorization
process creates an input vector x1 composed of the object vectors corresponding to
individual positions.

x1 = ((0, 1, 0), (0, 1, 0), (0, 1, 0), (0, 1, 0), (1, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 0, 0))

The x vector without object class ID = 4 (cupboard) is needed for neural network
training and consequently, vector y is also necessary. So we remove this object class
from x1 vector and place 1 on the corresponding position of vector y.

x
′
1 = ((0, 1, 0), (0, 1, 0), (0, 1, 0), (0, 1, 0), (1, 0, 0), (0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 0, 0))

f
(
x

′
1

)
= y1 = (0, 0, 0, 0, 0, 1, 0, 0, 0)
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This process will be repeated for other kernels (3 × 3), (4 × 4), (5 × 5), (6 × 6) and
for five next object classes (Table 1). The generated vectors data will be used as a training
dataset for 5 × 4 neural networks that can predicate position for the 5 different object
classes and the 4 kernels.

Test input data set consisting of 23 manually defined scenes representing the room
was used for the here examined testing task, the placement of the furniture in the room.
Object scene visualization was done and scenes represented by matrixes were defined.
The tested room was square-shaped in 18 cases and irregular with horizontal or vertical
edges in further 5 cases. Both room shapes are shown in the Fig. 2.

Fig. 2. Examples of defined scenes (two rooms) from the input dataset: a) square-shape room, b)
irregular shape. Colors of object classes: Empty space (light blue), Wall (dark blue), Table (light
green), Chair (dark green), Cupboard (pink), Free space object (red), Window (orange), Space
behind the wall (magenta). (Color figure online)

3.3 Neural Network Training Phase

The forward neural network architecture was used to train all models. All models were
defined in the TensorFlowopen source platform andKeras frameworkwithGPU support.
Specifically, it was a model with the NVIDIA GeForce GTX 970 chip.

Table 2. Statistics of training for selected neural network configurations. The number of neurons
in the hidden layers decreases towards the output layer and so the neural network has a pyramid
shape with coefficients 0.9 × K1 for L1 and 0.7 × K2 for L2.

Id Batch size K1 K2 K3 Average success on Training time [min]

Training data Testing data

1 64 0.9 0.7 0 0.762 0.351 8

2 128 0.9 0.7 0 0.767 0.353 8

3 512 0.9 0.7 0 0.730 0.351 3

4 128 0.9 0.7 0.5 0.766 0.346 10

5 512 0.9 0.7 0.5 0.731 0.346 4

6 512 1 1 0.7 0.739 0.347 4
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Several different architectures and network parameters were experimented. Table 2
shows six selected topology and training variants. The input layer dimensionL0 for vector
x corresponds to the equation nL1 = nV × nO and depend on the number of elements
of V vectors, and consequently is also different for each kernel size. The numbers of
neurons in the hidden layers L1, L2, L3 were co-determined by the selected coefficients
and correspond always to a product of the respective coefficient with the number of
neurons of the input layer L0. The output layer dimension, L4 or L3, is defined by the
kernel size for which the neural network is trained. Activation function for hidden layers
(L1,L2,L3) is ReLU. Softmax is used, to map the non-normalized output of a network
to a probability distribution over predicted output classes. Categorical cross-entropy
implemented in the Keras library was selected as an error function.

The test set was created by randomly selecting 20% of the pairs from the training
data set. The success of the neural network was evaluated on both training and testing
data. The success rate represents the average gained across all twenty neural networks
and the learning time of all networks in using 50 epochs of learning.

Based on testing, the topology with two hidden layers L1 and L2 was selected as the
final neural network, which corresponds to the second row of Table 2. Specifically, the
size of a neural network with two hidden layers for 3 classes of objects and the kernel
size 3 × 3 is given by the number of neurons in each layer L0 = 27, L1 = 24, L2 = 18,
L3 = 9. The success of training and testing data is summarized in Fig. 3.

Fig. 3. Neural networks success statistics for training (a) and testing (b) dataset for each object
class. For example, identifier 6 × 6 5 corresponds to the 6 × 6 kernel in combination with object
class ID = 5.

It can be concluded, based onTable 2 and the graphs in Fig. 3, that the average success
rate of predictions of individual configurations is higher than 70% and lower than 80%.
The figure shows that only object class ID = 5, free space object, were problematic.
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3.4 Phase of Scenes Generation

The new scenewill be generated by sequentially placing the particular objects in themost
suitable place. One object is added to the scene at each generation step. The selection
of objects inserted into the scene is determined by the user. The array of kernels C is
again used here and determines the way the space of the scene goes through. Each step
of scene creation starts with the initial input scene s0. This scene is user-selected and is
usually empty in the first iteration. The input scene in the next iterations is always the
output of the previous generation step. The generating procedure can be summarized by
the following pseudocode:

to place object O to scene S do:
for each kernel from C do: 
create empty sum matrix MS for scene S and object O
go through scene S and find all free places
for each free place do:
create input vector of actual neighbours 
select the correct neural network from pairs SxO
use network for prediction
aggregate prediction into the sum matrix MS
combine all sum matrices to product matrix MP

select location with maximum prediction from matrix MP
place object O to space 

A brief explanation of the code: The process of generation is based on the gradual
systematic passing of the initial scene by kernels. The correct neural network must
be selected for all these kernels. All predictions are then aggregated into summing
probability matrices MS for each kernel size. In our case, we have four kernels of sizes

Fig. 4. Example of the four sum predictive matrices MS for kernels
(3 × 3), (4 × 4), (5 × 5), (6 × 6) after the first iteration with the initial scene represented
by the matrix M1, see Fig. 6.
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(3 × 3), (4 × 4), (5 × 5), (6 × 6) and we will obtain four sum predictive matrices MS
of the size defined by the default scene s0 (Fig. 4).

The matrixMP, which is referred to as the final product matrix of the probability of
occurrence proved to be best for the final prediction. This product matrixMP is created
by successive addition or multiplication of sum predictive matrices MS (Fig. 5).

Fig. 5. Example of scene generation a) input space with object class ID = 2, b) visualization of
the final product matrix MPaddition, c) visualization of final product matrix MPmultiplication, d)
application function max

(
MPmultiplication

)
for placement object class ID = 3.

The selection of the final position of the predicted object can be determined in various
ways. The most adequate place was located at the position of the maximum element
in matrix MP. This procedure, however, does not produce always the desired content
variability within the given starting scene. Therefore, it is possible to choose another
sampling technique, for example, a random weighted selection of ordered probabilities
MP, etc. The algorithm may be also parameterized. We can experiment with shapes
and numbers of kernels, neural network architectures, the methods of selecting the final
candidate or method of aggregation into probability matrices of occurrence to achieve
better results.

4 Testing and Results

The procedure for measuring the success rate of the proposed algorithms is performed
as follows. Within the dataset introduced in the previous section, certain relational rules
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between objects should be followed, see Table 1. If these relations are found in algo-
rithmically generated data, it is confirmed that the algorithm has learned to follow this
logic. It is likely and typical that at the end of each learning process the algorithm may
produce different results due to the stochastic nature of neural network initialization. The
same applies to the generated scenes when a randomized weighting mode is turned on.
The results presented here are based on twenty learned neural networks. We conducted
the 8 types of testing: occupied neighbor test, free neighbor test, multiple neighborhood
test, close neighbor testing, spatiality testing, object placement among others testing,
integration testing. We will mention only some of them due to the scope of the text.

The majority of tests verify if the algorithm can replicate specific properties in a
simple space if it is not disturbed by the context of other objects. This space was at the
beginning defined as the matrix M1 representing the empty scene (Fig. 6). Objects of
class ID = 1, representing wall, define a form of the room. For all predicted objects their
most likely position was selected from the probability of maximum of final additional
product matrix, i.e. max(MPaddition).

Fig. 6. The initial shape of the empty scene the test room represented by the matrix M1.

4.1 Occupied Neighbor Test

The neighborhood test monitors the correct location of objects in free space near other
objects, such as a table with four chairs. This property is formally expressed by the
matrix X1.

X1 =
⎛

⎝
0 3 0
3 2 3
0 3 0

⎞

⎠ (3)

All the internal positions of the scene suitable for the table location were tested in
spaceM1 and the algorithm added gradually four chairs in four iterations concerning the
pattern X1. In all 34 tested cases were chairs placed flawlessly around the tables.
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4.2 Free Neighbor Test

In this case, the opposite situation is tested. This rule, for example, determines that if
a table is placed one position away from the wall or in a corner, a chair that should be
placed there by default rule of the occupied neighbor rule will not be located to that
position. The matrices of the patterns used in this test are as follows. During this test,
there was generated 50 test positions forming test scene M1. The results for individual
rules are shown in Table 3.

X2a =

⎛

⎜⎜
⎝

0 3
3 2

0
3

0 0
1 1

0
1

⎞

⎟⎟
⎠,X2b =

⎛

⎝
1 0
1 0

3 0
2 3

1 0 3 0

⎞

⎠,X2c =

⎛

⎜⎜
⎝

1 0
1 0

3 0
2 3

1 0
1 1

0 0
1 1

⎞

⎟⎟
⎠ (4)

Table 3. The number of errors in all 50 test positions relative to the rules X2a, X2b, X2c.

Number of errors after The rule was
followed

Number of
predictions2nd iteration 3rd iteration 4th iteration

Wall (X2a, X2b) 0 3 30 10 times 43

Corner (X2c) 0 3 3 Only once 7

Table 3 shows the number of errors across fifty positions after 2nd, 3rd, 4th iteration
after applying individual rules. The algorithm did not place a chair around the table
within three iterations only in six cases of all 50 tests. In the fourth iteration, the most
likely position was usually predicted near the wall following the pattern X1 (occupied
neighbor), which is partly logical, but from the point of view of the free neighbor test X2
it is a mistake. This phenomenon occurred in 33 cases out of a total of 50. In eleven cases,
the result was in accordance with the free neighbor rule even after the fourth iteration,
and the algorithm preferred to place the fourth chair in the free space rather than near
the wall.

4.3 Close Neighbor Test

The close neighbor test analyzes cases when an object should be placed next to another,
for example, the object class ID = 4 (cupboard) will be placed correctly next to wall
ID = 1 (Eq. 5). Fifteen tests with 10 iterations were performed (Fig. 7). The results
show that out of the total 150 predictions only 2 did not respect relation rules.

X3a =
⎛

⎝
1 0
1 0

0 0
4 0

1 1 1 1

⎞

⎠,X3b =

⎛

⎜⎜
⎝

1 0
1 4

0
0

1 0
1 1

0
1

⎞

⎟⎟
⎠ (5)
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Fig. 7. The result of ten iterations of cupboard placement, all cupboards are generated next to the
wall.

4.4 Testing the Object Placement Among Others

The matrices X5a and X5b represent that the object class ID = 6 that symbolizes a
window should always replace the object class ID = 1 (wall). At the same time, it is
observed that the window will not be placed behind an object that would hypothetically
prevent the passage of window light, for example, cupboard object of class ID = 4.

X5a =

⎛

⎜⎜
⎝

1 0
6 0

0
0

1 0
1 1

0
1

⎞

⎟⎟
⎠,X5b =

⎛

⎜⎜
⎝

1 0
1 0

0
0

1 4
1 1

0
6

⎞

⎟⎟
⎠ (6)

The test involved ten runs of the algorithm, each with twenty iterations. First, ten
objects class ID = 4 representing cupboards were generated and after that ten objects
class ID = 6, which represents windows. Of the total number of hundred iterations,
most windows were positioned correctly and only 9 were in the wrong position (Fig. 8).
The cupboard stood four times in front of the window, and the window was improperly
set in the corner of the room in three cases.

Fig. 8. The result of twenty iterations of cupboard and window placement.
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4.5 Integration Testing

The concept of integration tests is taken from the field of traditional software develop-
ment. It is used here to test the replicability of features and relations followed if greater
variability of objects enters the generated space. The resulting 2D matrices were visual-
ized using the Unity3D game engine (Fig. 9). Rotations of objects that are not solved by
the algorithm were edited manually with the help of the editor. Object models are taken
from a freely available collection [14]. The final placement of the objects was adapted
to the geometric properties of the models in this collection two additional objects and

Fig. 9. The example of three resulting scenes and their 3D visualization. Objects were generated
in the following order a) window, door, door, window, sofa, sofa, table, chair, chair, carpet, carpet,
cupboard, b) table, table, chair, chair, door, sofa, cupboard, cupboard, carpet, window, window, c)
table, chair, chair, door, window, window, window, window, carpet, cupboard, cupboard and sofa.
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a 7 × 7 kernel were included in the learning algorithms to enrich the variety of scenes
generated. These new classes of objects are introduced the following Table 4.

Table 4. Additional classes of objects and their description

Class ID Interpretation Type Mutual positional relation description

7 Door O The door is embedded in the wall. Make sure that no object is
in front of them

8 Sofa O The sofa is primarily located near a wall, but can also be
placed at a table. Occasionally, there was an object in the data
near its class ID = 5, which was displayed as a carpet (for
interpretation)

5 Conclusion

The original method was introduced in the contribution. The proposed solution enables
the deployment of classical models of forward neural networks, usually used for clas-
sification or regression, for generating the interior of a simple room. Specifically, it
is a gradual placing of individual selected objects of predefined classes into the scene
according to the rules stored in the neural network. The quality of achieved results was
tested and the results were commented.

The core of the presented implementation is a purposeful combination of proba-
bilistic outputs of several neural networks. The proposed suitable vectorization of input
knowledge was used for the training of a set of neural networks. The combination of
outputs of the trained network creates a matrix of probabilities that is used to generate
a new scene. Implemented unit tests confirmed that the algorithm was able to replicate
the selected properties of the input knowledge. The application of these principles is not
limited to placing a furniture in a room and can generally be applied to other problems.

The order in which objects are inserted into the scene also plays a major role in
the success of the algorithm. This aspect, a prediction of the object class that should
be conditionally inserted into the scene, was identified as the first essential point of the
scene’s meaning. Another neural network could be designed for this purpose to improve
the success rate. Both the data and new samples have a discrete 2D grid as the basis.
Making use of only these aspects, discretion and two-dimensionality, partially limit
usability, which partially limits the applicability of the proposed solution. Discretion
can be overcome by a suitable transformation of predictive matrices into continuous
maps, where the final prediction can take place at the pixel level and scene coordinates
correspondingly transformed.
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Abstract. In this paper we discuss the necessity to preserve the sense of presence
in virtual reality (VR). A high sense of presence has proven advantages but is also
very fragile to interruptions. We outline scenarios where interaction and commu-
nication between persons inside and outside virtual environments are necessary
and assess challenges for maintaining the immersed user’s sense of presence in
such cases. We also use existing literature to outline an experiment that allows us
to try out different methods of collaboration between immersed users and external
facilitators in order to discern their effect on presence.

Keywords: Virtual reality · Sense of presence · Immersion · Collaborative
problem-solving · Asymmetric virtual reality

1 Introduction

This paper discussed the concept of presence, or the feeling of being naturally part of an
immersive virtual environment (VE). Our goal is to better understand the many uses and
challenges of presence. Our goal is to increase the effectiveness of VR in some key tasks
in collaborative problem-solving and co-design and to find suitable communication and
interaction practices when working in asymmetric VR environments.

Presence, the user’s subjective sense of “being there,” is a key element of virtual
reality [1–3]. It has been shown that when a user experiences a high sense of presence,
they respond to the virtual world as they would to the real one, displaying realistic
responses such as emotions, reactions, and behaviors [4, 5].

This ability to elicit realistic responses makes VR a promising medium for studying
human behavior, and as such, it has seen adoption in the fields of user research, partic-
ipatory design, co-design, psychology, psychiatry, and more. In many cases, the ability
to simulate scenarios and environments at the click of a mouse is a significant advantage
over more commonplace methods of immersing users in a desired context. Rather than
trying to establish a sense of “being there” through design artifacts and narratives, or
having the user physically travel to the environment in question, researchers can anchor
them in a context that would otherwise be impossible, impractical, or cost-prohibitive
to set up. As long as the user maintains a high sense of presence, they will respond to
the virtual environment as if they were actually there in real life.
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Unfortunately, presence in virtual reality is not guaranteed [6, 7]. A user’s sense of
presence can fluctuate, or even break completely [8], in response to events in both the
virtual and real world. One of the most common reasons for this sort of break in presence
is interference from the external world; i.e. hearing somebody talking or having them
try to get your attention [8, 9]. This is problematic, as interaction between a subject and
facilitator is a staple of many design and research approaches. At any point during the
experiment, the non-immersed facilitator may want to ask the immersed user to describe
their experience, point to something in the virtual environment, or provide guidance if
they are unable to proceed with the task at hand. All of these interactions carry with
them a significant possibility of shattering the immersed user’s sense of presence if not
properly integrated into the virtual environment.

This paper makes the case for the search of context-appropriate methods of inter-
action and communication between immersed users and external facilitators that are
conducive to maintaining the immersed user’s sense of presence, thus preserving the
virtual environment’s ability to elicit realistic behaviors and emotions.

2 The Meaning of Being There

The lately booming interest in VR technology is shared among different variants of
augmented reality (AR), mixed reality (MR) or virtual reality. We will concentrate on
the right edge of the Milgram and Kishino’s [10] virtuality continuum, namely fully
immersive virtual environments and augmented virtuality (see Fig. 1).

Fig. 1. Virtuality continuum [10].

While we are eagerly waiting for the fully immersive photorealistic massively multi-
user environments like the Oasis depicted in the 2011 bestseller Ready Player One [11],
we must conclude that the most effective and meaningful VR collaboration requires
active participation from parties external to the VR environment. The question of how
to facilitate seamless interaction, collaboration and communications between a fully
immersed user in the VR and the accompanying users in the real life remains. This kind
of setting where users have access to variable levels of immersion is commonly referred
to as asymmetric virtual reality. Some examples of interactions designed to support
such asymmetry in collocated contexts are ShareVR [12] and RoleVR [13]. Peter et al.
[14] identified a rich set of conceptual features designed to support interactions between
immersed users and external users in such a context (which they dubbed “VR-Guides”).
These features were further categorized into four categories:
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• View-related features, allowing the VR Guide to observe the virtual scene from
multiple perspectives,

• Manipulation features, allowing the VR Guide to control, add, and delete objects in
the scene.

• Meta-part features, allowing the VR Guide to control the simulation, e.g. start and
end it, trigger a virtual event.

• Monitoring features, allowing the VR Guide to visualize parts of VE that the user has
explored or is paying attention to, gather affective computing data (e.g. heart rate or
skin conductivity), statistics about the VE experience such as time lapsed.

Presence is often described as the user’s subjective psychological response to a
virtual environment and the experience of “being there” [1–3]. Presence is needed for
eliciting realistic behavior i.e. reactions and emotions in a virtual environment [4, 5], and
it has also been shown that the higher the user’s sense of presence is, the more realistic
their responses are [15].

3 Application Areas that Require Presence

Our hypothesis throughout this paper is that maintaining high level of presence enables
seamless collaboration and leads to good flow on interactive activities. VR opens new
possibilities for user-centered design, user experience (UX) design, participatory design
and co-design as long as the necessary interactions between all stakeholders can be kept
as natural as possible. Brade et al. [16] concluded that virtual environments can substitute
real environments for user experience studies if they achieve high presence. The use of
VR environments and tools can enable cost effective prototyping and evaluation of
products, services, and environments as shown by Rebelo et al. [17]. Some suitable
contexts for VR enabled usability and UX research and co-design are hospitals and
ATMs [18] and architectural design [19].

Another field that benefits from high level of presence is exposure therapy. This
behavioral therapy technique involves exposing a patient to the source of their phobia,
without danger, in an effort to gradually reduce the anxiety they associate with it. As
the range of a patient’s possible phobias is endlessly broad, one can easily imagine why
virtual reality would be useful in this endeavor. With the click of their mouse, a therapist
can simulate any stimuli, ranging from spiders to large crowds (given a VE built for
such simulations). Indeed, as Koller et al. [20] stated, virtual reality exposure therapy
(VRET) is potentially a major improvement over both using real-world stimuli (in-vivo
exposure therapy), which may be difficult or cost-prohibitive to procure, and relying
on the patient’s imagination (in-situ exposure therapy). Of course, VRET requires the
virtual environment to elicit realistic reactions and emotions on the part of the patient,
and thus, presence has been heavily researched in this context [20–23].

More broadly, virtual reality has seen utilization in psychology for similar reasons; as
Diemer et al. [5] describe, it allows us to study human behavior in highly controlled and
customizable settings. Examples here includeYee andBailenson [24] usingvirtual reality
avatars to study the effect of self-presentation on behavior, Peck et al. [25] studying the
effect of embodying an avatar representing a minority race in reducing racial bias, and
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Slater et al. [26] repeating the infamousMilgram obedience experiment in virtual reality,
none of which would be possible without the medium. As before, the usefulness of these
experiments depends on the virtual environment’s ability to elicit realistic reactions.

4 Presence: On/off

Presence in VR is not guaranteed. The level of presence that a user experiences de-pends
on factors relating to hardware, software, and the individual user in question, as discussed
below. Nor is it static. The level of presence that a user feels can fluctuate in response
to events in both the virtual and real world, and can even break entirely, as discussed by
Slater and Steed [8]. This is undesirable, as it reduces the virtual environment’s ability
to elicit realistic responses.

4.1 Things Making Presence

Presence can be increased by various factors. Some of these relate to the virtual reality
hardware itself. Cummings and Bailenson [7] highlight the tracking level, field of view,
update rate, and stereoscopy as having a particularly significant effect on the user’s sense
of presence. These features are important as they allow for a low level of latency between
the user’s sensory data and sense of self movement, as emphasized by Slater [27]. In
other words, it is important for what the user sees to accurately match how they feel their
body moving, a dynamic which is heavily dependent on the quality of technology being
used. Less impactful features include image quality and resolution [7]. Software-related
design choices within the virtual environment are also highly relevant in establishing
a high sense of presence. For instance, having the environment appropriately react to
the user’s actions is important. This includes realistic shadows and lighting [6], having
objects that represent living being behaving appropriately in response to the user [27],
and the user’s ability to participate in andmodify the virtual environment [28]. Finally, as
presence is a subjective phenomenon, the user in question has a significant effect on the
level of presence that is provided by the virtual environment. Samana et al. [29] found
that individual traits on the part of the user that affect their level of experienced presence
include imagination, empathy, level of anxiety, cognitive style, dissociative tendencies,
and more. The user’s situational interest is also an important factor in how present the
user feels [5, 30], along with their general state of mind and recent history at the time
of the experience. [6].

4.2 Things Breaking Presence

Just as some factors can increase a user’s sense of presence, others can decrease or even
break a user’s sense of presence completely. Slater and Steed [8] categorized reasons
for breaks in presence into two main categories: external causes (sensory information
from the external, real world intruding upon or contradicting what is happening in the
virtual world) and internal causes (something is “wrong” in the virtual world, such as
improper physics, incorrect or missing sounds, or objects not acting realistically). They
also identified other categories, such as experiment-related causes, personal causes,
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attention-related causes, and spontaneous causes for breaks in presence. In their rank-
ing, external causes such as hearing people talking in the background, or experiencing
external touches or forces, were found to be two of the most common reasons for breaks
in presence. This seems to be the case for any situation where the user interacts with, or
becomes aware of, the external world [9, 31]. This susceptibility to external interruptions
presents a problem in virtual reality; while a user is immersed, external people in the
real world may want to interact or communicate with them - going as far as nudging
them to get their attention before talking [9]. Problems relating to the virtual reality
hardware being used have also been shown to be potential causes for breaks in presence.
Two common factors here include awareness of the virtual reality equipment and control
apparatus [32]. In addition, cybersickness, which can be caused by technology-related
factors such as latency in tracking or low refresh rates, has been well-established as a
significant source of breaks in presence [33].

5 Measuring Presence

Presence can be conceptually split to two categories: physical and social. IJsselsteijn
et al. [34] declare that “The physical category refers to the sense of being physically
located somewhere, whereas the social category refers to the feeling of being together
(and communicating) with someone.” Measuring presence has two main approaches.
In subjective measures participants provide a conscious assessment of their psycho-
logical state in relation to the mediated environment, while objective measures try to
capture person’s responses automatically and without conscious deliberation [35]. Van
Baren and IJsselsteijn [36] offer a complete compendium of measurements. They list
subjective measures which include various questionnaires, continuous assessment, qual-
itative and psychophysical measures, while objective measures include psychophysical
measures, neural correlates and behavioral and task performance measures. While the
objective measures sound tempting given the limitations of subjective approaches [33],
most researchers have concluded that for now, objective measures are a good addition
to asking users to describe their subjective experience, not a replacement [7, 37, 38].

While questionnaires are the most common form of measuring presence, there has
been some discussion on their limitations. As Slater [39] points out, by asking about
one’s sense of presence, you are bringing into question the phenomenon that you’re
supposed to be measuring, which may affect the phenomenon itself. As questionnaires
are usually administered afterwards, they rely on the user’s memory of presence, rather
than the experience of presence itself [40, 41]. This also means that you must break
presence in order to leave the virtual environment and fill out a questionnaire [42].
To circumvent this one can of course implement self-reporting during the experiment,
rather than afterwards. One option if to implement questionnaires into the virtual reality
environment as explored by Schwind et al. [41, 43].

6 Discussion

Based on the state of the art and our research requirements we were able to outline an
experiment consisting of an asymmetric VR environment suited for creative problem
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solving that is discussed here in further detail. The current design will only fully support
the VR experience, while the asymmetric desktop part is used by the experiment facili-
tator to enforce seamless integration of the various interactivity features in a Wizard of
Oz fashion (for examples see [44–46]).

6.1 VR Environment

Our VR test environment is built using the Unity game engine along with Valve Cor-
poration’s SteamVR plugin to power our integration with the headset and controllers.
Our interactivity features require local networking and VOIP communication, for which
we planning to use pre-existing frameworks such as Mirror1, an open source network-
ing framework for Unity, and WebRTC Video Chat2, a Unity VOIP plugin with virtual
reality support. The hardware used is an off-the-shelf HTC VIVE Pro 2.0 Starter Kit
equipped with the VIVE Wireless adapter to enable untethered movement.

Our virtual environment is split into two builds, each featuring a different set of
functionality; one is for the immersed user andwill run on theVRheadset, while the other
is for the external user and will run on a nearby desktop PC. The VR build is primarily
focused on first-person interactions with the environment to perform the required tasks,
while the desktop build is designed for guidance and communication-related features.
The non-VR build shows a birds-eye view of the virtual environment and the view of
the immersed user. These builds are synchronized in real-time via a local area network.
In addition to these two Unity builds, we have also developed a web-based dashboard
for preparing upcoming sessions and going through previous session data.

6.2 The Experiment

The experiment design was guided by our requirements to enable seamless yet asym-
metric interaction between the fully immersed VR user and their counterpart in the real
world. We wanted to support collaborative creative problem solving and be able to test
several different kinds of presence preserving interactions.

The whole of the experiment is expected to last no more than an hour including
all transitions and putting on and taking off the VR equipment. Upon their departure
each participant is given two movie tickets (value 20e) to thank them for their valuable
contribution. Selection criteria for the test subjects include equal gender balance, 18–45
years old, no earlier observed or diagnosed VR or motion sickness, and that they do not
professionally work with VR technologies.

Chronologically the experiment test setup consists of four parts with expected
durations in parenthesis.

Welcoming the participants, pre-task questionnaire and informed consent (10min)
The test participants are guided into ourVR lab, and they fill a short pre-test questionnaire
to verify the selection criteria and to collect their informed consent to take part to the
test. Each user is informed of the common ethical consideration about the experiment

1 https://github.com/vis2k/Mirror.
2 http://because-why-not.com.

https://github.com/vis2k/Mirror
http://because-why-not.com
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[47]: we are testing the VR application and not the users, emphasize that the software
is not ready and may include errors, tell the users they may stop the test at any time,
explain that activities both the VR environment and the lab room are recorded for further
analysis, but the results are anonymized and their identities are kept confidential.

Introduction to VR gear and establishing presence baseline (10 min)
In the start of the experiment, the user can try the VR headset and controllers in one
of the three different example VR environments, chosen to represent low, medium and
high physical presence with a between-subjects design. This will allow the users to learn
the basics of selecting and activating objects inside VR environments. Filling a presence
questionnaire after this initial trial takes place after removing the headset and before the
introduction of our VR environment.

Asymmetric creative problem-solving task (15 min)
We chose to use a virtual escape room as the template for our experiment. Real life
escape rooms have become excessively popular lately, so we hope the goals and common
practices in them are familiar to our test subjects. This lowers the need to draw detailed
instructions for the tasks, which would inevitably hinder the immersion to the actual
task.

During the creative problem-solving task, the immersed VR user works through a
series of activities with variable difficulty in a single room environment. Some tasks are
designed to specifically require external assistance and guidance from the non-immersed
party/experiment facilitator. After each task, we will measure the immersed user’s sense
of presence while they are in the virtual environment using integrated VR presence
questionnaires (as seen in [42]). By integrating the questionnaires into virtual reality, we
are able to reduce the downtime between each task and avoid having to re-orientate the
user to the environment. After filling out the questionnaire, the user is able to move onto
the next task, thus starting a new iteration of this task-questionnaire cycle. In addition
to the presence questionnaires at the end of each task, the user can also self-report their
sense of presence at any point throughout the experiment using a built-in mechanism, a
handheld slider, similar to [8].

During the experiment the user must collaborate with the external party to complete
some of the tasks. Together with trying out several interaction methods accompanied
with an in-VR presence measurement, we can assess the effects of interactions between
the virtual and real world on the experienced presence of the immersed user. Among
the escape room tasks each immersed user will be reached through two different type
of interaction conduits. Some of the conduits are considered highly disruptive to the
presence such as shouting instructions to the immersed user while they complete the
task. A practice common to current VR use, when a single person is playing a game and
others offer their advice in a loud voice to make the VR user to hear them. More subtle
conduits aim to enable communication and interactivity in a context-appropriate way
and aim to preserve the immersed user’s sense of presence by interacting through objects
in the VR environment. Example of such presence-preserving methods include talking
to the immersed user via an available telephone or walkie-talkie (handheld two-way
radio transceiver), or pointing at objects in a way adherent to the laws of that specific
virtual environment; for instance, in the case of a fantasy themed setting a sparkling
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fairy pointing at objects may be appropriate, but it would make less sense in a more
realistic environment. Possible interaction methods, with examples of varying levels of
integration into the virtual environment, are explored in Table 1.

Table 1. Communication and interaction methods for asymmetric VR environments.

Verbal communication
The immersed user and external
facilitator interact directly
through speech. The effect on
presence is presumed to
depend on the level of
embodiment that is applied to the
external user’s voice

• Unintegrated voice (the facilitator’s voice comes from
the real, external world, with no modifications, e.g.
person shouting next to you)

• Disembodied voice (the facilitator’s voice is heard in the
virtual reality, with no integration to the VE)

• Object-embodied voice (the facilitator’s voice is
embodied in a dynamic virtual object in the VE, e.g.
through a walkie-talkie or a loudspeaker)

• Avatar embodied voice (the facilitator exists in the VE as
a dynamic avatar or person on a video call, towards
which the immersed user feels a sense of social presence)

Spatial communication
The facilitator provides
spatial directions and calls the
user’s attention to objects within
the virtual environment

• Non-integrated highlighting (highlighting objects in a
manner that is not at all context-appropriate, e.g. a big
floating arrow or green ring around a virtual object, as
commonly seen in video games)

• Integrated highlighting (guiding the user’s attention in a
manner that is a natural part of the VE; e.g. a virtual
character appearing and pointing towards the object in
question)

Post-task questionnaire and interview (15 min)
After completing all of the tasks and escaping from the escape room, the VR users are
shown end credits and are then asked to remove the VR headset. They are invited to
fill out a post-task presence questionnaire, after which the experiment facilitator will
interview them about the escape room experience in general. We are hoping for the
participants to point out interruptions or positive incidents during their collaboration
tasks which, with linkage to the in-VR presence measurements, can hopefully validate
correlation between pleasant immersive VR experience and high level of presence.

7 Conclusions

In this paper we have outlined the challenges of conducting collaborative problem-
solving in an asymmetric virtual environment. We have identified the key elements
promoting and hindering the perceived sense of presence in VR. We argue that high
sense of presence is a critical ingredient for successful co-design and collaboration.
We have described a VR environment and an experiment that will enable us to test
different in-VR presence measurement methods for several identified communication
and interaction practices in order to study their impact on the immersed user’s sense of
presence.
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Our future work includes developing the described VR environment, preparing a
collection of presence measuring instruments and conducting an extended qualitative
user experiment based on the constant comparative method described in the grounded
theory [48] that enables us to define, model and validate the most suitable methods for
collaboration in asymmetric VR environments.

Acknowledgements. We wish to thank the department of Computer Science at Aalto University
School of Science for funding this research.
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Abstract. Authentication has become an important component of
Immersive Virtual Reality (IVR) applications, such as virtual shopping
stores, social networks, and games. Recent work showed that compared
to traditional graphical and alphanumeric passwords, a more promising
form of passwords for IVR is 3D passwords. This work evaluates four
multimodal techniques for entering 3D passwords in IVR that consist
of multiple virtual objects selected in succession. Namely, we compare
eye gaze and head pose for pointing, and dwell time and tactile input
for selection. A comparison of a) usability in terms of entry time, error
rate, and memorability, and b) resistance to real world and offline obser-
vations, reveals that: multimodal authentication in IVR by pointing at
targets using gaze, and selecting them using a handheld controller signif-
icantly improves usability and security compared to the other methods
and to prior work. We discuss how the choice of pointing and selection
methods impacts the usability and security of 3D passwords in IVR.

1 Introduction

Recent advances in immersive virtual reality (IVR) using head mounted displays
(HMDs) allow users to shop in virtual stores, visit virtual social networking sites,
and experience highly immersive games. These applications demand authenti-
cation to confirm users’ identity to, for example, perform purchases or log in.
At the same time, HMDs are becoming self-contained wireless devices, without
external input devices such as keyboards [39]. These trends underline the need
for secure and usable authentication that seamlessly integrates into the mobile
and ubiquitous IVR experience.

Previous work attempted to transfer authentication concepts from mobile
devices to IVR. For example, George et al. [18] experimented with PINs and
c© Springer Nature Switzerland AG 2020
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Fig. 1. We compare four input techniques for authentication in IVR by selecting a
series of 3D targets. MultimodalGaze and MultimodalHead are the fastest, least error-
prone, and most secure against real world observations. MultimodalGaze is even more
resilient to video observations.

Android lock patterns in IVR. However, they found that by observing the user
during authentication, bystanders in the real world can infer their input [18].
This is a growing threat in the context of IVR with HMDs, in which HMDs
are becoming more immersive and users are blindfolded from the real world –
making it less likely for users to be aware of bystanders. Additionally, the need to
hide IVR users’ interactions from bystanders is exacerbated by the affordance of
mobile HMDs, such as the Oculus Go [39], which are increasingly used in public
settings [19,35] and can be shared across multiple users in the same household.
A recent more promising solution for authentication in IVR is by using the
handheld controllers to point at virtual 3D objects that make up the password
[16]. While that approach’s adoption of 3D passwords made it more suitable
for IVR, authentication times were relatively long (between 8.58 s and 14.32 s).
They also found that the use of HMD controllers while authenticating is prone
to observation attacks [16,18]. In the context of 3D authentication for IVR, our
research questions summarize as follows:

R1. Do modalities that are hidden from the bystander, such as gaze- and
head-based interaction, improve security while maintaining usability?
R2. How does multimodal interaction impact usability and observation resis-
tance in IVR?

To this end, we compare: 1) UnimodalGaze: pointing via gaze and selection
via dwell time, 2) MultimodalGaze: pointing via gaze and selection via tac-
tile input, 3) UnimodalHead: pointing via head-pose and selection via dwell
time, and 4) MultimodalHead: pointing via head-pose and selection via tac-
tile input. Our choice of methods was motivated by the advantages of using gaze



GazeRoomLock 63

to support authentication as outlined by previous work [24]. In two studies, we
evaluate the techniques’ impact on a) usability of the scheme (N = 48) in terms
of entry time, error rate and memorability, and on b) the observation resis-
tance of input (N = 26) against real time observations, and offline video attacks.
Based on our analysis of usability, memorability and security against two realis-
tic threat models, we recommend MultimodalGaze for entering 3D passwords
in IVR: We found it to be significantly faster (5.94 s) compared to methods in
prior work, significantly less error prone (1.32% error rate), and significantly
more resilient to real world observations (18% attack success rate) and offline
observations using recordings of the user and the virtual scene (10% attack suc-
cess rate). We discuss how the choice of pointing and selection methods impacts
the usability and security of 3D passwords.

2 Related Work

Authentication in Virtual Reality. 3D virtual environments provide a num-
ber of advantages which support the authentication process. Firstly, they offer
a limitless space for password creation. Secondly, they aid memorability by uti-
lizing human spatial memory to recall passwords [5]. Alsulaiman et al. [3] pro-
posed an authentication concept, where passwords consist of users’ navigation
through the virtual space and their interaction with objects; for example, walk-
ing to the first room and sitting down. Gurary et al. [20] and George et al. [16]
transferred this concept to immersive virtual reality with an HMD. In the latter
authentication concept, users could authenticate by pointing at objects in the 3D
environment rather than tapping it or interacting with it actively [16]. However,
authentication in IVR also has a main drawback, which is users’ inability to view
the real world while they are interacting with an HMD. In this context, they
are unaware of real world bystanders that might be observing their body and/or
arm gestures from which they can infer the entered password. Thus, we improve
prior work in 3D authentication by utilizing inconspicuous gaze interactions.

Gaze-Supported Authentication. Early work on gaze-based interaction rec-
ognized authentication as one of the main domains that can benefit from the
subtle nature of eye gaze. For example, EyePassShapes used gaze gestures for
authentication [10], while CGP is a graphical scheme that allowed users to gaze
and dwell at certain positions on pictures to authenticate [15]. More recently,
CueAuth allowed users to authenticate by gazing at on-screen moving targets
[30]. These schemes performed well against observations, but were slow with
average authentication times ranging from 12.5 s in EyePassShapes [10], 36.7 s
in CGP [15], and 26.35 s in CueAuth [30]. Other works employed gaze for multi-
modal authentication. Kumar et al. [32] proposed EyePassword, in which users
gaze at an on-screen digit and press the space bar to select it. Other multimodal
schemes include GazeTouchPIN [28], where users authenticated using gaze and
touch. Abdrabou et al. [1] compared multiple techniques that used gaze, mid-air
gestures or combinations of both for authentication. Their gaze-based scheme
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Fig. 2. Pointing Methods. In GazeRoomLock, the area that is pointed at is indicated
by a green dot. When using UnimodalGaze and MultimodalGaze, the point follows the
user’s eye movements (A). While in UnimodalHead and MultimodalHead the point is
centered in the middle of the user’s view (C). Objects are highlighted once they are
pointed at (B and D).

was a replication of EyePassword [32], yet it outperformed the other 5 tech-
niques and even the original version by Kumar et al. The authors underlined the
value of replicating prior eye tracking applications in light of the improved hard-
ware and gaze estimation algorithms. The use of several modalities for password
entry results splits the observer’s attention, which improves security. Multimodal
schemes were generally faster than the unimodal counterparts – 9.2 s in EyePass-
word [32] and 10.8 s in GazeTouchPIN [28]. The aforementioned schemes relied
on the knowledge factor. Other schemes leveraged gaze for behavioral biometric
authentication [26,31,42,43] and the latest HMDs offer built-in solutions, such
as the retina authentication [23,44]. While behavioral biometrics offers contin-
uous authentication and can be fast, they require sharing personal data with
third parties, cannot be changed or invalidated if leaked, and are incompatible
with many existing backends.

Our work is unique compared to prior work in that it investigates multimodal
approaches to enter 3D passwords in IVR. Results show that our Multimodal-
Gaze and MultimodalHead methods are faster (5.92 s and 5.51 s) compared to
prior work (e.g., 9.2 s [32], 10.8 s [28], 12.5 [10], and 26.35 s [30]). Our work sig-
nificantly improves over a recently proposed authentication scheme for IVR [16].
Namely, our methods leverage the user’s eye gaze for authentication in virtual
reality. Instead of pointing at targets, users gaze at the target they want to select
as part of their password. This improvement resulted in higher usability: lower
entry time (5.92 s–5.51 s vs 8.58 s–14.32 s [16]), and lower error rate (0.46%–1.39%
vs 2.78% [16]). Our aim is not to propose a new concept but rather to explore
input methods for 3D passwords in IVR: We improve entry time and error rates
over prior work (e.g., [16]) despite using the same password space.

3 Concept

We will refer to our authentication concept as GazeRoomLock. In GazeRoom-
Lock, users authenticate by selecting a number of 3D objects in a virtual room.
For example, in Fig. 1, the user selects a book, followed by a banana, pump-
kin, and then a can of chips. Because the user is wearing an HMD, bystanders
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trigger

Unimodal selection by 
dwell time

Multimodal selection by 
pressing the trigger

800 milliseconds

Fig. 3. We experimented with two selections methods in GazeRoomLock. Namely, users
can select the object that is pointed at by either a) dwelling at it for 800 ms (Unimodal-
Gaze and UnimodalHead) or b) pressing the controller’s trigger (MultimodalGaze and
MultimodalHead).

cannot see the virtual scene that the user is in1. In our current implementation
and in our study, 3D passwords are of length 4, and users could choose from
9 selectable objects. While future implementations can allow longer passwords,
and integrate more selectable objects, we chose a length of 4 to be comparable to
prior work on authentication [16,18,30,47]. Our scheme was influenced by Lock
Patterns that are commonly used on Android devices. Lock patterns provide an
entropy of 389,112 [6]. Unlike Lock Patterns, our scheme allows selecting the
same object multiple times, but not in succession. This means our system has a
higher entropy than Lock Patterns.

3.1 Pointing and Selecting

The selection of each target in GazeRoomLock comprises of two steps: Point-
ing at a target, and then (2) Selecting it. We studied different approaches for
achieving each step.

Pointing. There are two predominant ways for hands-free pointing in virtual
reality: 1) users can point using their eye gaze, i.e., by looking at the target,
or 2) users can adjust their head pose such that the target is in the middle of
their view. Eye gaze is fast (e.g., faster than pointing [33,41]), and is likely to be
very secure due to its subtleness. On the other hand, while changing the head
pose can be more obvious to bystanders, it is accurate for pointing [33], does not
induce eye fatigue, and was suggested as a proxy for gaze [4,14]. In our study,
pointing by gaze was achieved by eye tracking. The gaze point was visualized
using a green dot (Fig. 2A). Pointing by head pose was done by moving a point
at the center of the user’s view to overlay the target (Fig. 2C).

1 Some HMDs show the user’s view on a nearby screen. This feature must be automat-
ically disabled during authentication. We expect all HMDs will become untethered.
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Fig. 4. In the security evaluation of GazeRoomLock, participants first observed the
experimenter as she entered a GazeRoomLock password in VR (A). Participants then
put on the HMD and tried providing up to three guesses of the observed password (B).
Some participants came up with creative ways to note down their observations. For
example, one of the participants folded two sheets of papers to make a replica of the
virtual environment (C).

Selection. After successfully pointing at the target, selection can be done in
multiple ways. We experimented with the following designs: 1) In Unimodal
selection, the same modality used for pointing (i.e., eye gaze or head pose)
is also used for selection. We realized this using dwell time, which means that
users had to fixate at the target for a certain amount of time for the system
to distinguish intentional selections from perception of targets. To determine
suitable dwell durations, we conducted a pilot study (N = 6) in which we exper-
imented with three different dwell time durations that are based on prior work
on gaze-based password and text entry [10,36,38]: 400 ms, 500 ms, and 800 ms.
The results indicate that a dwell time of 800 ms is the least error prone, and also
the fastest because participants spend less time recovering from errors. There-
fore, we used 800 ms in the Unimodal selection condition. In 2) Multimodal
selection, an additional modality was used to confirm selection of the target
that is pointed at [22]. In this version of GazeRoomLock, we chose to confirm the
selection of the pointed at target using the handheld controller’s trigger button
(Fig. 3B). There are other means for selection via eye gaze that leverage gaze
behavior rather than fixations. Examples include gaze gestures [12] and Pursuits
[13,45]. While these approaches are suitable for selection in IVR , they require
either a) arranging targets in a fixed way [12] which is vulnerable to observa-
tions, or b) continuously moving the targets in a predefined manner [13,14,29]
which requires long authentication times (e.g., 26.35 s [30]).

4 Implementation

We implemented GazeRoomLock using Unity 3D with C#. We designed a virtual
room that replicated a real room in our lab, and ten selectable 3D objects using
Blender. The virtual objects were selected to cover a range of shapes and colors,
and to resemble every day objects so users would relate to them. Their sizes
matched the size of their real world equivalents. The selectable objects are: A
Pringles can, a lemon, a banana, a pumpkin, a spray bottle, a smartphone, a
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booklet, a plant, a bottle of water, a soda drink can and a trash can. The HTC
Vive was equipped with a binocular eye tracker by Pupil Labs [34] to enable
gaze-based selection. We used the built-in calibration of the Pupil labs software.

A green dot represents the area that is pointed at. The point is placed where
the user is looking in case of gaze-based pointing (Fig. 2A), or at the center of
the user’s view in case of head pose selection (Fig. 2C). If this point falls within a
predefined area around an object (the “collider”), the object is considered “being
pointed at” and is highlighted (see Figs. 2B and 2D).

In case of unimodal selection, we employ the concept of dwell time, i.e., point-
ing initiates a timer which is reset when the object is no longer being pointed
at. If an object is pointed at for 800 ms, it is considered selected. Recall that
the 800 ms dwell time threshold was chosen based on the pilot study reported in
Sect. 3.1. In case of multimodal selection, an object is considered selected if the
user presses the controller’s trigger while pointing at the object. Once selected,
the object is highlighted (see Figs. 2C and 2D). The objects are highlighted
until either a complete password has been entered, or the user undoes the last
entry by selecting a virtual trash can. A blue line connects consecutively selected
objects. The line turns green if the password is correct, and red otherwise. This
feedback design is inspired by Android’s pattern locks. While GazeRoomLock is
inspired by RoomLock by George et al. [16], this is the first implementation of
the aforementioned techniques for authentication using 3D passwords in IVR.

5 Usability Evaluation

We ran a user study to assess the impact of multiple design factors on GazeRoom-
Lock. Namely, we evaluate how GazeRoomLock’s usability and memorability are
influenced by the choice of:

– UnimodalGaze: Pointing via gaze, and selecting by dwelling.
– MultimodalGaze: Pointing via gaze, and selecting by pressing a controller’s

trigger button.
– UnimodalHead: Pointing via head pose, and selecting by dwelling.
– MultimodalHead: Pointing via head pose, and selecting by pressing a con-

troller’s trigger button.

5.1 Study Design

The study was split into two parts: 1) a lab study, where we investigated the
usability of GazeRoomLock, and 2) a follow up remotely administered ques-
tionnaire to gain insights into password memorability. The lab study followed a
mixed-subjects design with two independent variables:

– Pointing method, a between-subjects variable with two conditions: Gaze vs
Head-pose (see Fig. 2). We chose a between-subjects design to avoid potential
learning effects which could bias the results.
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– Selection method, a within-subjects variable being the selection method:
Unimodal (dwell time) vs Multimodal (pointing then pressing the controller’s
trigger). This condition was counter-balanced with a Latin square.

We measured the effect on the following dependent variables:

– Entry time, measured from the moment the user pointed at the first object,
until the moment the last object was selected. Only correct entries were
included in the analysis of entry time to avoid skewing the results towards
faster speeds due to including potentially aborted attempts, in line with
related work [16,48].

– Error rate, measured as the percentage of incorrectly entered passwords.

5.2 Procedure, Apparatus and Particiapnts

First, participants were explained the study and asked to fill a consent form and
a demographics questionnaire. They were then asked to stand in the middle of
the room and put on the HTC Vive. Participants who used the gaze pointing
method underwent a calibration procedure at this point. Participants then had
a training session in which they entered a 4-symbol password per condition to
become acquainted to the system. Trial attempts were excluded from analysis.
Participants examined a virtual board that showed the password they need to
enter, and then entered the password three times successfully using the respective
selection method. After the trial runs, participants entered three passwords three
times each for each condition. The passwords were randomly generated prior to
the study, and were displayed on the virtual board for participants to see before
they started the authentication procedure. To ensure comparable results, the
same set of passwords was used across all participants.

After each condition, we collected subjective feedback using likert-scale ques-
tions and a semi-structured interview. To evaluate memorability, participants
were asked to define their own password to memorize at the end of the study,
and were contacted one week later to fill in a follow-up questionnaire. The exper-
iment complied with the university’s ethics regulations.

We recruited 48 participants (14 females) aged between 18 and 57 years
(Mean = 25.23, SD = 7.35) through mailing lists and social networks: 24 par-
ticipants (4 females) used the gaze-based pointing method, and the other 24 (10
females) used the head pose pointing method. They were compensated with an
online shopping voucher, and all had normal or corrected to normal vision.

5.3 Results

In total, we analyzed 864 password entries (3 passwords× 3 repetitions× 2 point-
ing methods× 2 selection methods× 24 participants per pointing method).
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Fig. 5. In GazeRoomLock, multimodal selection is significantly faster than unimodal.
We could not confirm that the choice of head or gaze for pointing impacts selection
time (p > 0.05). Overall, participants performed very few errors using GazeRoomLock;
less than 2% of entries using MultimodalGaze, UnimodalHead, and MultimodalGaze
are erroneous. However, UnimodalGaze is more error-prone (6.94% error rate).

Entry Time. Figure 5A shows the overall entry time across all three entered
passwords for each selection method in seconds. The figure emphasizes that both
MultimodalGaze (Mean = 5.94 s, SD = 2.85 s) and MultimodalHead (Mean =
5.51 s, SD = 2.10 s) are faster than UnimodalGaze (Mean = 9.15 s, SD =
3.75 s) and UnimodalHead (Mean = 9.56 s, SD = 6.51 s). Indeed, a repeated
measures ANOVA revealed a significant effect of selection method on entry time
(F1,46 = 35.61, p < 0.001). Post-hoc analysis using Bonferroni corrected t-tests
indicated that unimodal selection (Mean = 9.36 s, SD = 0.56 s) is significantly
slower than multimodal selection (Mean = 5.72 s, SD = 0.30 s). No significant
effects of pointing method, or repetitions on entry time were found (p > 0.05).
No interaction was found between pointing and selection method (p > 0.05).

This means multimodal selection is significantly faster than unimodal selec-
tion. The mean entry time using gaze is slightly faster than that of head-pose,
but we have no evidence that one pointing method is significantly faster than
the other.

Error per Entry. Out of all 864 entries, only 23 were incorrect. 15 incorrect
entries occurred in UnimodalGaze, 4 in UnimodalHead, 3 in MultimodalGaze
and 1 in MultimodalHead. Figure 5B shows the average error rate for each
pointing method (UnimodalGaze: 6.94%, UnimodalHead: 1.85%, Multimodal-
Gaze: 1.39% and MultimodalHead: 0.46%). Note that most errors occurred when
using UnimodalGaze. The overall error rate is 2.66%, which is lower than that in
prior work on multimodal authentication [27] and authentication in IVR [16,18].

Errors occurred either due to entering the password in a wrong order or
switching the objects. The higher error rate in UnimodalGaze is attributed to
the shaking of the headset, which leads to imprecise eye tracking.

A repeated measures ANOVA was used to analyze the errors. Pointing
method was found to have a significant effect on error rate (F1,46 = 8.76,
p < 0.05). Post-hoc analysis using Bonferroni corrected t-tests showed that
Gaze (Mean = 0.38, SD = 0.07) is significantly more error prone than Head-
pose (Mean = 0.10, SD = 0.07), (p < 0.05). Additionally, the selection method
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had a significant effect on error rate (F1,46 = 8.7, p < 0.05). Post-hoc analy-
sis with Bonferroni corrected t-tests showed significant differences between the
modalities, with unimodal selection (Mean = 0.40, SD = 0.01) being signifi-
cantly more error prone than multimodal selection (Mean = 0.08, SD = 004),
(p < 0.05). No significant effect for repetitions was found on error rate (p > 0.05).
No interaction was found between pointing and selecting method (p > 0.05).

In summary, head-pose selections are significantly less error prone than gaze-
based selections, and multimodal selection using the controller is significantly less
error prone than unimodal selection using dwell time.

Subjective Feedback. Participants preferred multimodal over unimodal
approaches (83.3% preferred MultimodalGaze over UnimodalGaze, and 66.7%
preferred MultimodalHead over UnimodalHead) due to their faster selection
speed and the better control over input. Some unintentionally pointed away
from the target before selecting it. Participants suggested using progress bars to
show how many objects were selected so far as part of the password.

We used Generalized Estimating Equations (GEE) to analyze the Likert rat-
ings [9]. This allowed us to take into account that we have ordinal dependent
variables and both a within-subject factor (selection) and a between-subject
factor (pointing). We found significant influences for the two Likert items com-
fortable and not error-prone: For the comfortable item, selection was a significant
predictor; the odds of giving a higher comfortable rating with multimodal selec-
tion were 3.1 times the odds of unimodal selection (p < 0.05). Similarly, for the
not error-prone item, selection was a significant predictor; the odds of a higher
rating with multimodal selection were 3.4 times the odds of unimodal selection
(p < 0.01). Moreover, pointing was also a significant predictor: The odds of a
higher Likert rating on this item with head were 3.9 times the odds with gaze
(p < 0.01).

Memorability. As mentioned in Sect. 5.2, participants were requested to define
their password with a length of four objects at the end of the usability study.
Duplicate objects were allowed, albeit not consecutively. To investigate the mem-
orability of GazeRoomLock, 42 of the participants completed a follow-up ques-
tionnaire one week afterwards (Gaze = 21, Head = 21).

First, participants recalled which objects they had selected and entered their
self-defined password without any cues. If unsuccessful, they were given pictures
of the virtual environment and objects and were allowed to provide a second and
third guess. 59.5% (25 participants: 14 Gaze-group, and 11 Head-group) remem-
bered the correct passwords on the first trial. Participants who did not recall
their passwords remembered the objects but not their order. After all three trials
83.30% (35 participants: 17 Gaze-group and 18 Head-group) remembered their
passwords. There is no evidence that one modality results in better memorability
than the other (p > 0.05). Participants who recalled their password memorized
them in a story-like structure: “First I eat the burger, then chips as a side dish,
take a sip of cola, and then eat a cake for dessert”. Three participants ordered
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the objects alphabetically: “banana, burger, book, can”. One participant mem-
orized the positions of the objects: “The object on the window, then the one on
the table, near the board then again the object on the window”. One participant
remembered the objects by their colors: “green, blue, green, blue”.

6 Observation-Resistance Evaluation

IVR users are unlikely to notice the presence of bystanders either due to the HMD
blinding them from seeing the real world, or due to the high immersiveness of
the IVR experience. Indeed, George et al. [18] found that bystanders are able to
observe passwords entered by IVR users. This underlines the need to evaluate
GazeRoomLock against observation attacks.

We conducted two security studies to evaluate the observation resistance of
GazeRoomLock. We chose the following two threat models, since they realisti-
cally simulate possible observation attacks against our system:

Threat Model 1 – Real World Observations: Here, the adversary is in
the real world and observes the user who is wearing the IVR HMD. This
closely aligned with prior work which suggests family and friends to be casual
attackers [21].

Threat Model 2 – Offline Observations: Here, the attacker has access to
two resources that allow them to perform offline observations: 1) A video
recording that shows the user’s movements as they authenticate while wearing
the HMD. In a real scenario, this video can be retrieved by recording the
user, for example, with a smartphone camera. 2) Additionally, the attacker
has access to the virtual scene in which the user normally authenticates.
This simulates the case where the attacker has full knowledge and access
to the virtual environment (e.g., an insider that can use the victim’s HMD
in their absence), and can exploit this together with the videos to refine the
observations. The reason we consider both resources is that in a real scenario,
an attacker who has a video recording of the authentication process can revisit
the virtual scenes whenever the HMD is unattended.

In both cases, we assume the attacker is able to identify the start and end of
the authentication procedure, as confirmed by prior work [17]. After observing
it, the attacker then puts on the HMD and tries to enter the password in the
user’s absence (see Fig. 4).

We evaluated each threat model in a separate study, but they both followed
the same study design. The key idea in both studies was to invite participants
to observe password entries and try to make 3 guesses. All participants were
compensated with online shop vouchers. To encourage high performance, we
raffled an additional voucher in each study such that participants who were
successful the most in attacking passwords would have higher chances in winning.
Both studies complied with the university’s ethics regulations.
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6.1 Study Design

We followed a within-subjects experiment design with one independent variable:
Input method with four conditions: UnimodalGaze, UnimodalHead, Multi-
modalGaze, and MultimodalHead.

Participants went through 4 blocks (one per input method), in each of which
they observed 3 passwords entered using the current block’s input method. The
order of blocks was counter balanced using a Latin square.

6.2 Security Study 1: Resisting Real World Observations

The first security study focused on real world attacks. We invited 26 participants
(7 females) aged between 19 and 33 (Mean = 23.71, SD = 3.8). Participants
were invited individually. They first signed a consent form and were explained
the study and the reward mechanism. Afterwards, the experimenter put on the
HMD and started entering passwords. The participant (i.e., the attacker) first
had a training round for each condition, where the experimenter was observed
while entering a random password. Attackers then observed the experimenter
as she entered 12 passwords (4 input methods× 3 unique passwords) and were
provided with pen and paper to take notes. Note that all passwords were unique
and predefined by the experimenter, i.e., no passwords were entered more than
once in front of the same participant. The attacker was explicitly told when
the experimenter started and stopped entering the password. After observing
each password, the attacker had the chance to make up to three guesses of the
password, and was asked to enter them in IVR, while wearing the HMD. The
study was concluded with a semi-structured interview. To avoid priming the
participants, we did not reveal their performance until the end.

We analyzed 312 attacks (26 participants× 4 input methods× 3 unique pass-
words). Participant 3 and participant 10 were the only ones who failed in all
their attacks. We believe they did not put enough effort as the rest of the par-
ticipants who made at least one correct observation, and therefore we excluded

Fig. 6. The gaze-based methods are highly resilient to both types of observations.
MultimodalHead is equally resilient to real world observations, but vulnerable to offline
ones. UnimodalHead underperforms in both threat models.
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their data to avoid skewing the results. Participants were successful in attacking
only 20% of GazeRoomLock passwords. They were most successful in attack-
ing UnimodalHead passwords, with a mean success rate of 33.33%, and least
successful in attacking MultimodalGaze passwords with a mean success rate of
9.72%. Participants were equally successful in attacking UnimodalGaze and Mul-
timodalHead passwords, with mean success rates of 18.06% for both of them.
The results are illustrated in Fig. 6.

6.3 Security Study 2: Resisting Offline Observations

The second security study focused on offline attacks. This study was con-
ducted with a separate set of participants. We invited 26 different participants
(7 females) aged between 18 and 31 (Mean = 22.46, SD = 3.11). After being
introduced to the study and signing a consent form, participants were provided
with a video showing the user entering a password in the real world (see Fig. 4B),
and a video of the virtual room without the user present. The user had full con-
trol over both videos (e.g., pause, rewind, etc.). For each attack, the participant
was able to provide up to three guesses. Similar to the first security study, the
attacker was given pen and paper.

We analyzed 312 attacks (26 participants× 4 input methods× 3 unique pass-
words). Participants were more successful in this threat model, with an overall
success rate of 38.86% of GazeRoomLock passwords using offline attacks. Sim-
ilar to the results of the previous study, participants were most successful in
attacking UnimodalHead passwords. However the average success rate is much
higher in case of offline attacks compared to real world attacks; offline attacks
are successful on average 57.69% of the time in case of UnimodalHead, and
almost similarly successful in case of MultimodalHead (56.41%). UnimodalGaze
and MultimodalGaze were more resilient to offline attacks, with success rates
as low as 15.38% and 17.95% respectively. Participants were most successful in
offline attacks against passwords with targets within 90◦ (40.38%), less success-
ful against passwords with targets within 180◦ (37.50%), and least successful
against passwords with repetitions (32.96%).

Limitations. We chose to investigate authentication using 4-symbols 3D pass-
words. This makes our results comparable to other works. We acknowledge that
usability and security could differ based on the length of the password. For exam-
ple, we expect that longer 3D passwords will take longer to enter, be more error
prone, and be harder to observe. However, the relative results should not differ with
different password lengths. This means that, for example, we expect longer pass-
words to be entered faster using MultimodalHead compared to UnimodalGaze.
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7 Discussion

We evaluated the usability of GazeRoomLock in a user study, and we evalu-
ated its observation resistance against real world and offline observations in two
separate user studies.

7.1 Gaze-Based Multimodal Authentication Improves Usability

We found that the multimodal selection approach significantly improves usability
compared to a) the unimodal methods we evaluated and b) previous work in
selecting 3D passwords.

Faster Entry Time. As evidenced by the results, using an additional modal-
ity for authentication significantly reduces authentication time. In particular,
users authenticated using MultimodalHead and MultimodalGaze in 5.51 s and
5.94 s respectively, but needed 9.56 s and 9.15 s when using UnimodalHead and
UnimodalGaze. The reason behind the delay in the unimodal approaches is
that users have to precisely point at the targets (i.e., dwell) for a period of
time in order to select them. This is done in order to distinguish gaze that is
intended for selection from the gaze behavior performed when scanning scenes
– this is a challenge in gaze interfaces that is known as the Midas Touch [22].
While the dwell duration we used (800 ms) could theoretically allow selections
in 4× 800 ms = 3.6 s in addition to the time taken to find the objects, in practice
our participants needed more time to maintain the gaze point in the object’s col-
lider. This is in part due to the inaccurate nature of gaze estimates [37]. While
this can improve in the future by using better sensors and improved calibration
algorithms, estimating the exact point of gaze is nearly impossible due to the
physiology of the eye – the eye can fixate at 2◦ at a time, and the user can move
attention in this area without any additional eye movements [37]. On the other
hand, using an additional modality allows users to make selections as soon as
they are pointing at the target, which allows for faster selections in VR.

Similarly, using the controllers only to enter passwords consisting of four 3D
objects required 8.58 s and 14.32 s in prior work [16]. This means that entry
time using multimodal approaches outperforms previous work on authentication
mechanisms by 30.8% to 61.5%. We attribute the improved entry time to the
fact that humans move their heads and eyes naturally faster than they point
with their arms (see discussion on gaze vs pointing in [41]). Notably, 2D entry
schemes, such as patterns, provide a better entry time (3 s) [18,48]. However,
this is due to the combined novelty of the device, input technique and password
scheme. We are planning to investigate this further in a long-term study.

Lower Error Rate. The multimodal selection methods also outperform the
unimodal ones in terms of error rate (0.46% and 1.39% vs 1.85% and 6.94%).
We expect that the difficulty of maintaining gaze at the target is the main reason
behind the relatively higher error rate in the gaze-based conditions. Kytö et al.
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[33], who found similar trends in their results, suggest that their results for gaze-
based interaction for AR may be transferred to VR, which we can confirm in
the context of 3D password entry. These combined results suggest that authen-
tication concepts are transferable between varying degrees of virtual reality and
real world interaction.

Additionally, the multimodal approaches outperform previous work where
controllers were used to enter 3D passwords at an error rate of 2.78% [16].
Methods that allow pointing with a controller require eye-hand coordination
[8,40], which can be a cognitively demanding process [40], and could thereby be
the reason behind making more errors.

7.2 Resilience to Observations

Multimodal authentication offers higher observation resistance because it
requires attackers to observe a) the user’s pointing, and b) the user’s selec-
tion. Splitting the attacker’s attention is a strategy that overwhelms attackers.
Previous work on authentication on mobile devices and public displays employed
this strategy to complicate real time observations [11,47]. However this strategy
is not effective against video observations [30,47].

Similar to previous work, results from our studies show that MultimodalHead
is highly resilient to real world observations (18%) but vulnerable to offline
observations (56%). On the other hand, MultimodalGaze is resilient to both
real world (10%) and offline video observations (18%). In addition to splitting
the attacker’s attention, another reason the multimodal methods are resilient to
observations is that they are fast; giving attackers less time to observe inputs.

UnimodalGaze is also resilient to both types of observations (online 15% vs
real world 18%), but it is not recommended due to its low usability. Gaze-based
methods are less vulnerable to video observations because of the subtle nature
of eye movements, which are further obscured by the HMDs. On the contrary,
head movements are more visible (58%).

7.3 Eye Tracker Calibration

In order to estimate a precise gaze point, users need to calibrate the eye tracker.
Calibration is a procedure to map the user’s eye movements, which are unique
for every user, to points in the environment [37]. Calibration is perceived to be
a tedious and time-consuming task [45]. The negative impact of calibration on
HMD users was suggested to be negligible [29] because users do it only once, as
opposed to desktop settings where it needs to be repeated whenever the setup
is changed (e.g., change in user’s, eye tracker’s, or display’s position). Previous
work proposed alternative gaze input methods that do not require calibration
(e.g., Pursuits [45] and gaze gestures [12]). While promising for calibration-free
authentication, these methods typically require longer input times [28,30].
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7.4 Story-Like 3D Passwords

Regardless of input method, the majority of participants used story-like struc-
tures to memorize their passwords (e.g., I ate the chips, and then had a cake
for dessert). Users link objects to tell “stories”, facilitating memorability. This
is similar to the concept of PassPhrases, where users attach multiple sentences
[25]. This strategy has implications on usability and security. In terms of usabil-
ity, it helps participants remember the passwords as shown in the study. On
the other hand, obvious stories could make passwords predictable and result
in easier guessing attacks. For example, knowing that cake is the only object
described as a dessert, an attacker could predict that the last entry is the cake.
A possible approach to counter this is to choose a diverse mix of objects and
object categories to increase the possible options for potential stories.

7.5 Enabling a Choice of Input Modalities

Multimodal interaction methods resulted in better entry times and were found
to be more “comfortable” to use in the presence of others. This confirms prior
work by Alallah et al. [2] who investigated social acceptability of interaction
methods for IVR. Their results show that users prefer controller based input
methods, such as a touchpad, rather than mid-air gestures. Similarly, prior work
on authentication for public displays, where real world bystanders are also a
prominent threat, showed that users find mid-air gestures embarrassing to per-
form in public [7,30]. These results suggest the need to provide the user with
input modalities that adapt automatically depending on the context of the inter-
action or that enable the user to choose an appropriate one; for example in the
presence of others vs. alone at home. Our results show that MultimodalGaze
is not only more secure against offline attacks compared to the other methods,
but also almost as highly usable as MultimodalHead. An HMD user in a public
context may prefer using MultimodalGaze or even UnimodalGaze due to the
inconspicuousness of gaze in public, rather than using more visible input meth-
ods, such as MultimodalHead. Outside a lab setting it is likely more challenging
to identify the beginning and end of input when gaze is used, thereby grant-
ing even higher observation resistance. Therefore, we recommend that users are
given the option to choose which multimodal method to authenticate with.

7.6 Future Work

In future work, we aim to explore calibration-free techniques for authentication
in IVR. We also plan to investigate gaze input for established 2D authentication
mechanisms, such as PIN and pattern in IVR. Furthermore, we plan to conduct
a field study of GazeRoomLock (e.g., to allow HTC Vive users to log into their
accounts). Field studies are becoming increasingly feasible now that many HMDs
come with integrated eye trackers, such as the HTC Vive pro. Through the field
study, we plan to better understand the effect of object location on password
creation and how this impacts usability and security. We also plan to investigate
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strength meters for 3D passwords, and explore modalities beyond the controller’s
trigger (e.g., feet tapping). Furthermore, there are many ways the tactile input
in our implementation can be improved. For example, Yang et al. [46] proposed
subtle haptic techniques that can be very difficult to notice by bystanders; these
methods can be used to replace the trigger in the multimodal approaches.

8 Conclusion

In this work we investigated multiple methods for pointing and selecting 3D
passwords in immersive virtual reality: UnimodalGaze, MultimodalGaze, Uni-
modalHead, and MultimodalHead. Through three user studies (N = 48, N = 26,
N = 26), we investigated the usability of the approaches in terms of entry time,
error rate and memorability, and the security in terms of resistance to real world
observations and offline observations. We found that the multimodal approaches
are significantly faster and significantly less error-prone than the unimodal ones,
while memorability does not change significantly depending on the pointing
method. MultimodalHead is highly resilient to real world observations, but not
offline observations, while MultimodalGaze is highly secure against both. We
discussed how multimodal authentication can significantly improve usability
and observation resistance over prior work. Rather than exclusively focusing
on new authentication mechanisms, our work highlights that there is potential
to improve usability and security of existing ones by adapting alternative input
modalities for IVR.
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Abstract. Although cybersecurity is a domain where data analysis and
training are considered of the highest importance, few virtual environ-
ments for cybersecurity are specifically developed, while they are used
efficiently in other domains to tackle these issues.

By taking into account cyber analysts’ practices and tasks, we have
proposed the 3D Cyber Common Operational Picture model (3D Cyber-
COP), that aims at mediating analysts’ activities into a Collaborative
Virtual Environment (CVE), in which users can perform alert analysis
scenarios.

In this article, we present a usability study we have performed with
non-expert users. We have proposed three virtual environments (a graph-
based, an office-based, and the coupling of the two previous ones) in
which users should perform a simplified alert analysis scenario based on
the WannaCry ransomware. In these environments, users must switch
between three views (alert, cyber and physical ones) which all contain
different kinds of data sources. These data have to be used to perform
the investigations and to determine if alerts are due to malicious activi-
ties or if they are caused by false positives.

We have had 30 users, with no prior knowledge in cybersecurity. They
have performed very well at the cybersecurity task and they have man-
aged to interact and navigate easily. SUS usability scores were above 70
for the three environments and users have shown a preference towards the
coupled environment, which was considered more practical and useful.

Keywords: Virtual Reality · Cyber security · Usability study

1 Introduction

More and more human activities are digitized and connected in cyberspace.
The cyberspace could be defined as Gutzwiller does as a space that ‘comprises
communications between computing devices, the devices themselves, and the
interconnections of machines and networks to the physical world as both sensors
and actuators’ [5]. In this context cybersecurity grows in importance, as a small
security breach in a network can have a huge impact on organizations or coun-
tries, as with the WannaCry Attack in 2017. Visual Analytics solutions are now
c© Springer Nature Switzerland AG 2020
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provided to analysts to help them to understand cyber situations [20]. These
solutions offer efficient 2D visualizations coupled with advanced data process-
ing capabilities, but few 3D visualizations or Immersive Analytics solutions are
developed for cybersecurity, even though they can leverage some issues in data
analysis and are getting attention in other domains [6].

In the same way, training environments proposed for cybersecurity are still
only developed for specific cases with expert tools or serious games for sensiti-
zation whereas Virtual Environments for Training have been used for years in
the industry for different scenarios or practices [15].

In our opinion, Virtual Environments (VE) for cybersecurity should merge
data visualization with contextual scenarios to be useful for both experts and
non-experts [10]. Figure 1 shows in a Venn Diagram our position towards the
usability of Virtual Reality (VR) for cybersecurity.

Fig. 1. Venn diagram of our position about the usability of Virtual Reality Applications
for cybersecurity, which is at the intersection of three distinct domains, Virtual Reality,
Data Visualization and Cybersecurity.

To develop such environments, the analysis of cyber activities, tasks and
practices must be performed to model relevant use cases. To face this issue, we
have developed a VE instantiation model, the 3D Cyber Common Operational
Picture (3D CyberCOP) [8], based on activities and task analysis of Security
Operations Centers (SOC) operators. We also have proposed an alert analysis
scenario based on the WannaCry ransomware, as a use case of our model.

To assess the effectiveness of a VE for both data visualization and training
for cybersecurity, evaluations and exercises should be performed with various
users.

In this article, we will present the usability study we have performed with
non-expert users, based on an implementation of the 3D CyberCOP model.
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Fig. 2. Data sources treated by a cyber analyst to get Cyber SA, from [22].

We will not emphasize new or innovative interaction techniques but rather more
on the adaptation of cyber practices into a VE.

In Sect. 2 we will present the 3D CyberCOP model and our use case based
on the WannaCry ransomware. This model was based on a study of Security
Operation Center (SOC) operators’ activities, tasks and practices and aims at
adapting these practices into a VE.

Then in Sect. 3, we will present an instantiation of our model we have devel-
oped for a usability study with non-experts users. We will detail our usability
study in Sect. 4 and the results in Sect. 5, and we will conclude by showing
perspectives of our approach.

2 3D CyberCOP Model and Analysis Scenario

There is a growing interest in human factor field and cognitive science for cyber-
security, which aim at easing the burden of analysts, as they have to deal with a
huge number of data sources to develop a mental model of the cyber situation,
called the Cyber Situational Awareness (Cyber SA) (Fig. 2).

Defining a cybersecurity operation activity model can facilitate the under-
standing of operators’ activities within organizations and the collaboration
between these organizations [19]. We have developed our 3D Cyber Common
Operational Picture (3D CyberCOP) model with this in mind. In this section,
we will detail our model and the analysis of WannaCry ransomware we have
made in order to create alert analysis scenarios.
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2.1 Cyber Activity Modeling

Cyber activity studies take often place in Security Operations Centers (SOCs),
which are well-defined structures where analysts are monitoring networks round-
the-clock, and where they have to investigate alerts for client companies or inter-
nal security [7]. There exist anthropological studies in SOC in order to under-
stand the roles and tasks of operators [18], and taxonomies were developed to
characterize them [4]. Cognitive Tasks Analysis (CTA) were also performed to
assess operator’s sense-making capabilities [3] and to help to develop effective
visualization tools via the EevI framework, for example [16].

We had the opportunity to visit our industrial partners’ SOCs and to perform
the following activity analysis described hereafter [9]: after a preliminary visit to
understand the context and to get authorizations, we had planned to interview
SOC operators and to get information on their practices to develop adapted
visualizations.

By using a SOC operator’s roles model such as the one proposed by McKenna,
Staheli and Meyer in [11] and features from a Computer Supported Cooperative
Work (CSCW) model proposed by Casarin, Pacqueriaud, and Bechmann in [2]
which are relevant in SOCs, we have defined an activity model which purpose
is to adapt cybersecurity practices into a Collaborative VE. In this paper, we
will focus only on single-user cyber activities and we are not taking into account
collaborative ones. For each feature, we will describe how it is done in SOCs, how
we could tailor it for Virtual Environments (VE), and an example of a possible
instantiation in an alert analysis scenario, as summarized in Table 1.

Table 1. 3D CyberCOP model allowing the adaptation of SOC features into a Virtual
Environment.

Features Activity model Design solutions Example scenario

Roles - Trade-off between
decision and data anal-
ysis
- Hierarchical
interactions

- Users with specific
actions
- Hierarchical
interactions

- Analyst immersed in
VR
- Coordinator with 2D
Dashboard

Tasks - Ticketing system
- Specific tasks from
defined roles

- Ticketing system
- Simulated
interactions or
scenarios

- Simulated actions
for incident analysis

Visualizations - Tools for monitoring,
correlation and
reporting

- 2D, 3D or immersive
filtered visualizations
- Integration of
existing tools

- 2D and immersive
visualizations
- Physical, Cyber and
Alert views

Data - Aggregated by
SIEMs or IDS
- From various sources

- Simulated data sets
and metrics
- Integration with
existing tools

- High level events and
alerts
- Network & Entropy
metrics
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Roles. Cyber activities are a trade-off between decisions and data analysis
[17]. For example, an analyst has to execute the request of a coordinator by
investigating alerts and sending reports, and the coordinator must take into
account this analysis to make decisions.

To implement roles, we can define specific visualizations and interactions.
For example, an analyst role could have a detailed view of an asset from an
egocentric point of view whereas the coordinator role could have a global view
of all assets of the network from an exocentric point of view (as in the Frame of
Reference model from Salzman, Dede, and Loftin [14]). To respect the hierarchies
between roles, we could implement hierarchical interactions: analysts are given
orders and send reports whereas coordinators give orders and read reports.

Tasks. Cyber analysts have different levels of expertise and they perform tasks
with respect to it. To coordinate their actions, they use a ticketing system that
tracks their activities and helps them following procedures. Analysts can perform
a lot of actions but they can be regrouped into categories such as Asset Analysis,
Log Cleaning or File Disassembling. The National Institute of Standards and
Technology (NIST) gives global information about tasks in cybersecurity1.

For our VE, we have modeled and simulated categories of actions such as
inspection (getting information from a computer or an alert), analysis (per-
forming anomaly analysis on a computer), or reporting (sending a report on
alerts). The ticketing system has been implemented to keep the coordination
between users’ actions concerning existing procedures.

In an analysis scenario, we want users to perform simple yet relevant tasks
by giving them contextual UIs. Tasks are represented by UI buttons and they
are related to an incident analysis procedure.

Data. As analysts have to face a lot of heterogeneous data from various sources
and sensors [21], aggregation and correlation tools such as Security Information
and Event Management systems (SIEMs) or Intrusion Detection Systems (IDS)
give them high-level events or alerts that are much more interesting to investigate
than raw data [13].

In our VE, we have simulated events or alerts from high-level data sources
and we have provided contextual metrics that can give global information about
the security state of the system.

In an analysis scenario, we could generate alerts triggered by some metrics
provided by the simulated system such as the entropy of filesystems or the net-
work traffic.

Visualizations. Usually, 2D dashboards are used to give general information
and status reports to everyone in the SOC. Analysts use a lot of dedicated
tools to correlate or monitor data. These tools are tailored for specific cases and

1 https://www.nist.gov/cyberframework.

https://www.nist.gov/cyberframework
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Visual Analytics solutions are used only if regular ones are not giving enough
information [20].

In our VE, we have developed both 2D dashboards and immersive interfaces
for different roles and needs. In an analysis scenario, analysts could be immersed
while the coordinator will have a holistic point of view from a 2D dashboard
(Fig. 3).

Fig. 3. Examples of visualizations developed from our activity analysis: a 2D monitor-
ing dashboard (TOP) and an immersive interface (BOTTOM).

To limit cognitive load while allowing data correlation [23], we have provided
separate views that give complementary information about the monitored sys-
tems. For example, one physical view and one cyber view could be provided.
These views respectively contain data about the ‘physical’ environment (device
settings, last user logged on the device, geographical position of computers in
a building, etc) and the network environment (network flow and topology, IP
addresses).
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To implement these features, we have designed an alert analysis scenario
based on the WannaCry ransomware.

2.2 Ransomware Modeling

We have chosen to model the Wannacry Ransomware2, as it has caused major
troubles in May 2017 and as its behavior could be described simply [12]. Figure 4
sums up our modeling of WannaCry ransomware.

When Wannacry infects a computer (by being downloaded and executed for
example), it encrypts data on the computer and it propagates itself through the
network by using Windows seven Operating System (OS) vulnerabilities. The
user must pay a ransom to get her data back, as the encryption could not be
broken. The entropy of filesystems and network traffic metrics are enough to
describe Wannacry’s high-level behavior: when it infects a computer, it raises
the entropy metric (files are encrypted, resulting of high activity) and when it
propagates, the network traffic increases as well. These metrics raise alerts when
they reach thresholds and these alerts can be true or false positives (for example
a data backup and encryption or a download activity from a computer will raise
these metrics even if these activities are not caused by WannaCry). WannaCry
can also raise only one metric, for example, if the computer is protected against
data encryption but not patched (the ransomware can propagate), or if it is
patched but not protected.

One specific analysis scenario will be presented in the following section.

3 Proposed Environments and Scenario for Usability
Evaluation

To perform a usability evaluation, we have chosen specific features to implement
into our environment. In this section, we will detail the VE and the alert analysis
scenario we have designed for the evaluation.

3.1 Evaluated Environment

As we want to assess the effectiveness of VE for cybersecurity, we have decided to
implement the Analyst role of our 3D CyberCOP model. Users will be immersed
in an environment containing a potentially infected network of computers and
will have to gather information to characterize alerts.

In order to get information from the environment, we have provided three
views, namely the alert, the cyber and the physical view (Fig. 5). Users have to
switch between them in order to get relevant information on the situation.

– The alert view contains data regarding the alerts status. If a computer is con-
cerned with an alert, it will be highlighted by a particle system for example.

2 http://cert-mu.govmu.org/English/Documents/White%20Papers/White%20Paper
%20-%20The%20WannaCry%20Ransomware%20Attack.pdf.

http://cert-mu.govmu.org/English/Documents/White%20Papers/White%20Paper%20-%20The%20WannaCry%20Ransomware%20Attack.pdf
http://cert-mu.govmu.org/English/Documents/White%20Papers/White%20Paper%20-%20The%20WannaCry%20Ransomware%20Attack.pdf
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Fig. 4. WannaCry behavioral model used for alert analysis scenario creation.

– The cyber view allows users to get information from the network architecture
or network processes.

– The physical view contains data related to the processes of computers, their
operating system, and other information.
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Fig. 5. From top to bottom, the alert view, the cyber view, and the physical view.
Views are colocated in the VE, in order to facilitate the switching between them. Users
select computer to access data relative to the current view.
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Navigation in the Virtual Environment is made by using the teleportation
metaphor, but we also have let the possibility to the user to use a joypad to
move.

Information is displayed through 2D interfaces that are accessible by selecting
computers or relevant 3D objects. Selection is made by using the selecting ray
metaphor.

3.2 Analysis Scenario

The alert analysis task has been simplified to be achieved by users with no prior
knowledge about cybersecurity: only a few data were available and the procedure
was lightened. The analysis scenario was the following (Fig. 6):

– Alerts appear on the alert view, and users have to follow an investigation
procedure to resolve the case.

– The investigation is done by switching views to gather relevant information
about the alert (an entropy alert should be investigated in the physical view
and a network alert in the cyber one). Specific actions will be available for
users, such as ‘get information from this computer’ or ‘perform an anomaly
analysis’ (these actions are simulated according to procedures).

– Once the user thinks she has enough information, she has to characterize the
alert by escalating or dismissing it. Once it is done, she has to select another
alert and continue the investigation.

This scenario was successfully implemented into a VE, and we have proposed
a usability study based on this implementation.

4 Usability Evaluation Protocol

As we wanted to evaluate the usability of a VE for an alert analysis task, we
have designed three different environments and an evaluation protocol.

4.1 Virtual Environments for Alert Analysis

Abstract environments, as 3D graph visualization are more and more used
for data analysis whereas concrete environments are usually used for training
sessions.

We have wanted to see if users would perform better in a classical 3D Graph
visualization representing the network topology or in an office-based one where
computers, desktops and so on are represented.

To go beyond this comparison, we have also proposed an environment con-
taining both the network topology and the office assets. These environments are
represented in the Fig. 7.

Order of the three proposed environment was defined by two conditions:
even users begin with the graph-based environment (Abstract-Concrete-Mixed
condition) whereas odd users begin with the office-based one (Concrete-Abstract-
Mixed condition). The third environment was always the mixed one.
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Fig. 6. Alerts investigation simplified scenario.

4.2 Protocol

We thought that users would find the concrete environment more entertaining
but that they would also be more efficient in the abstract environment while the
mixed one would be considered too complex. We have defined three scenarios
presenting similarities so that the tasks were different in each environment to
avoid a learning effect. These scenarios contained the same infected assets but
positioned differently into the environments.

We had performed the evaluation with an Oculus Rift CV1. VE was devel-
oped with the Unity Game Engine and the VRTK toolkit for interaction
metaphors. An event-based architecture was used to implement the scenario
and to facilitate action logging [9].

Users had to fill a consent form where we explained the purpose of the exper-
iment. Then, they had to perform a tutorial task in order to get familiar with
the immersive devices and the VE. Alert analysis tasks lasted fifteen minutes;
there were eleven alerts to investigate, and two false positives among them.

In between immersive tasks, we asked users to fill a SUS usability question-
naire [1] and to answer some questions about the task itself.

At the end of the third immersive task, after filling the SUS and task ques-
tionnaires, we asked users which interface they had preferred and why. We asked
also some questions about the physiological effects of immersive experiments and
technology adoption.
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Fig. 7. From top to bottom: concrete office environment, abstract graph-based envi-
ronment, and mixed environment. In these environments, users had to analyze cyber-
security alerts by following specific analysis scenarios.
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The experimentation protocol is summed up in the Table 2.

Table 2. Usability experiment protocol

Experimentation step Duration

Greeting and consent form 15min

Tutorial and familiarization task 10min

Three VE experiments in two different orders 10× 3 min

Usability and task analysis survey 5× 3 min

User experience and preferences survey 10min

5 Results and Findings

We carried out our experiment for a month and collected the results of thirty
users, mostly computer science students. Most users were unfamiliar with immer-
sive technologies and cybersecurity but familiar with video games. The total
average duration of a user’s evaluation was one hour and thirty minutes, and all
users passed the analysis scenarios. In the Figures that we are going to present,
the margin of error comes from the standard deviation. The p-values given come
from ANOVA-type variance analyzes at 95%.

5.1 Results

The abstract, concrete and mixed environments respectively obtained SUS
usability scores of 76.41, 72.42 and 77.33 out of 100 (Fig. 8), which means
that they are considered usable (the usability threshold of an interface is set
to 70/100 for the SUS test). There were no significant differences in the environ-
mental usability scores between the users who started experimenting with the
abstract environment (ACM condition) and users who started with the concrete
environment (CAM condition) (Fig. 9).

The results of ANOVA-type variance analysis at 95% between the two con-
ditions and for the abstract, concrete and mixed environments give p = 0.81,
p = 0.71 and p = 0.69 respectively.

Users have preferred the mixed environment combining abstract and concrete
data representation. The ACM and CAM conditions for passing the experiment
(i.e. starting with the abstract or concrete environment) had no effect on user
preferences (Fig. 10). Contrary to what we thought, the complexity of this envi-
ronment was not a limiting factor for most users, but the fact that it was always
explored in the third session may have influenced their choice.

The average score for the questions concerning physiological disorders was
3.08/10, which means that users did not experience any discomfort during the
experiments (Fig. 11), although we have found that six users (three out of five users
older than thirty-five years old, two users under the age of twenty-five and one user
between twenty-five and thirty-five years old) felt more dizziness than the others.
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Fig. 8. Mean values (with standard deviation error) of SUS usability score for each
environment. All environments gets a score higher than 70, which means that they are
usable (from the SUS test perspective).

Fig. 9. Mean values of SUS usability score for each environment and for both
experimentations’ conditions. No significant differences between experimentations’
conditions.

Users have considered that they could easily acquire the skills required to use
this VE (average score of 8/10), with a significant effect of age (average score of
5.8/10 for those older than thirty-five years old).

Immersive devices were considered pleasant and potentially usable at work.
Environments and immersive technology were generally found to be relevant,
with scores on questions about technology adoption and user experience above
6 out of 10.

An analysis score was assigned to users based on the accuracy of their alert
characterization. A score of eight out of eleven means, for example, that they
correctly characterized eight alerts (including false positives) out of the eleven
present in the scenarios. On average, users have performed well during the exper-
iments (average score greater than 8.5/11) (Fig. 12 on the left). We found out
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Fig. 10. Users’ preferences for proposed environments. No significant differences
between experimentations’ conditions.

Fig. 11. Cybersickness questionnaire answers. Users have not felt particularly dizzy
while performing the experimentation.

that alert analysis time was significantly higher in the concrete environment than
in the abstract and mixed environments (p = 4 × 10−4). Users have analyzed
alerts more quickly in the mixed environment, although there were no significant
differences in analysis times between abstract and mixed environments (p = 0.1).

As the mixed environment was always explored last, adaptation to the exper-
iment as well as familiarity with the task can explain this result (Fig. 12 on the
middle). On the other hand, we did not find any differences concerning the dis-
tance traveled in different environments (p = 0.59) (Fig. 12 on the right).



Cybersecurity VE Usability Study 97

Fig. 12. Mean values of scenario scores, analysis time per alert and distance traveled
for each environment.

Fig. 13. Data usages for characterizing alerts. We can see a progression of data usages
from scenario 1 to scenario 3 (scenarios were always made in the same order).

There was barely any effect of age or familiarity on results, but our sample
of users was too small to interpret significant differences between familiarities
(for example we had only five users that were more than thirty-five years old).

Some data were available to users to help them to characterize alerts (as the
Operating System version or the IP address), and between each experiment, we
asked users which data sources were useful. We have noticed that users tended
to use more and more data sources to analyze alerts while they were gaining
experience during the experiment (Fig. 13).
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5.2 Findings

This experiment showed us that a VE for non-experts in cybersecurity is usable,
even if results can be discussed.

Users’ performance (e.g. score) was not better from the first try to the last
one. Maybe the task was too simple so that most of the users had been perform-
ing well but have not progressed through experiments. Because we gave users
barely any indication (except in the inter-experiment questionnaires in which
was mentioned which data source could be used to conduct the analysis), they
had sometimes no idea about their performances: they knew that they were
correctly characterizing alerts, but sometimes they were having some doubts.

Globally, users did not face cybersickness, even if our five subjects who have
more than thirty-five years old and were familiar neither with video games nor
with immersive interfaces felt more dizzy according to the questionnaire answers.

The three views were well used by users, but some users pointed out that data
were not so different between them, and that alert view was not useful. Maybe a
2D User Interface (UI) could be provided to users to get alerts information and
to reduce views switching.

Some users have regretted that any help was available during the experiment.
This could be provided easily by adding a 2D UI attached to any user’s hand
and showing pieces of advice.

Instead of investigating alerts one after the other, users have tended to cross-
analyze alerts to see if there were some redundancies in data or if computers
close to each other in the network topology have the same processes and alerts.

The fact that users preferred the graph-office mixed environment is maybe
due to that it was the last environment they explored, and that they were more
familiar with the system. The fact that they have not preferred the office-based
environment regardless of condition is an interesting result that we need to
investigate.

Overall, users have considered that these VEs for cybersecurity were usable
and they were ready to use them, but as they were not cybersecurity experts,
we need to perform other studies to analyze this point. Immersive technologies
were appreciated by users and they were interested in using them for their work
or activities.

6 Conclusion

By studying Security Operations Centers (SOCs) operators’ practices, we have
designed an activity model, the 3D CyberCOP, which aims at translating cyber-
security activities into a Collaborative Virtual Environment (CVE). This model
have allowed us to design a Virtual Environment (VE) in which users could per-
form cybersecurity alert analysis scenarios based on the WannaCry ransomware.
In order to assess the effectiveness of merging both data visualization and train-
ing approaches for cybersecurity operators, we have conducted a usability study
with non-expert users.
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This study has shown that they have succeeded in interacting and navi-
gating through the environments. They have managed to gather data and to
understand the cyber situation only after few sessions with great scores, even
if the task seemed difficult on the first try. Users have shown a preference to
the environment that contained both graph and office visualizations and have
found these environments useful for analyzing cyber threats, with a usability
score superior to 70.

Further studies should be made to assess the effectiveness of such environ-
ments for cybersecurity experts.

In the future we will develop a 2D version of the experimentation, to compare
the results between immersive and non-immersive interfaces. The usefulness of
view switching will be evaluated maybe in a collaborative experiment. Linking
our VE with an existing cyber data analysis tools will bring us more capabilities
and more realistic cases, and we will evaluate the reliability of this approach by
comparing training with a cyber training tool and with our VE.
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Abstract. This work investigated the effect of mental models on the effectiveness
of an advanced driver assistance system (ADAS). The system tested was a lateral
control ADAS, which informed the drivers whether the vehicle was correctly
positioned inside the lane or not,with the use of twovisual andone auditory stimuli.
Three driving simulator experiments were performed, involving three separate
groups of subjects, who received different initial exposures to the technology. In
Experiment 0 subjects were not exposed to ADAS in order to be able to indicate
that no effect of learning affected the results. In Experiment A subjects were
not instructed on the ADAS functionalities and they had to learn on their own;
in Experiment B they were directly instructed on the functionalities by reading
an information booklet. In all experiments drivers performed multiple driving
sessions. The mean absolute lateral position (LP) and standard deviation of lateral
position (SDLP) for each driver were considered as main dependent variables to
measure the effectiveness of the ADAS. Findings from this work showed that
the initial mental model had an impact on ADAS effectiveness, since it produced
significantly different results in terms of ADAS effectiveness, with those reading
the information booklet being able to improvemore and faster their lateral control.

Keywords: ADAS ·Mental models · Lateral control · Driving simulator

1 Introduction

Advanced driver assistance systems (ADAS) are rapidly penetratingAmerican andEuro-
pean vehicle markets but, as some studies pointed out [1], their road safety benefits may
be undermined by how drivers change their behavior as they integrate these new tech-
nologies to their driving style, and this depends on the accuracy of their understanding
(i.e., their mental model) of these systems’ functionalities [1].
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In interacting with the environment, with others, and with technology, persons form
internal, mental models of themselves and of the things they are interacting with. These
models provide “predictive and explanatory power for understanding the interaction”
[2]. In other words, and with respect to a technological system, a mental model is what
the user believes about the system; it is based on belief and perception, not on facts.
Since it is a model of what the users know (or rather, think they know) about the system,
initial information and experience play an important role on its development.

There are only few studies in the literature dealing with drivers’ mental models of
ADAS, the importance of the initial exposure to these technologies, and the effects that it
may produce onADASeffectiveness.An incorrect drivermentalmodelmay compromise
the safety benefits of an ADAS, or even produce negative consequences in terms of road
safety.

Among these studies, Beggiato and Krems [3] investigated the evolution of mental
model, trust and acceptance, in relation to the initial information on an adaptive cruise
control system. Three groups of drivers received three different initial set of information,
during a driving simulator experiment: a correct description of the system, an incom-
plete description and an incorrect description. They concluded that initial information
forms an initial mental model, which is updated by the real experience with the system
and eventually tends to converge to a realistic understanding of system functionalities.
However, initial information had an enduring effect on trust and acceptance, as the
more cognitive effort was needed to update the mental model the lower were trust and
acceptance to the system. In another study, Beggiato et al. [4] analyzed the evolution
of the learning process and the development of trust, acceptance and the mental model
for interacting with an adaptive cruise control system, by requiring drivers to complete
multiple on-road driving sessions. Results showed non-linear trends over time, with a
steep improvement in the first sessions, and a subsequent stabilization.

McDonald et al. [5] investigated how drivers’ knowledge of a technology is influ-
enced by their initial exposure method to the technology. Two traditional learning meth-
ods were tested: reading the owner’s manual and through a ride-along demonstration; it
was demonstrated that both of them were able to effectively convey information about
the ADAS to the user. A subsequent study [6] showed that the two learning methods had
different effects on driver perception of usefulness, apprehension and trust.

Correct mental models will be essential in a future of highly automatized mobility,
as underlined by Victor et al. [7], who performed three test-track experiments, studying
intervention response to conflicts while driving highly automated vehicles. Their study
showed the importance of attention reminders to correct the mental model of the drivers.

This study focused on the effect of the driver mental model on the effectiveness of
a lateral control ADAS. The ADAS tested in the driving simulator experiment of this
work informed the driver about whether the vehicle was correctly positioned inside the
lane or not, with the use of two visual and one auditory stimuli. Drivers received two
different initial exposures to the technology: they were not instructed on the ADAS
functionalities and they had to learn on their own (experiment A); they were directly
instructed on the functionalities by reading an information booklet (experiment B). In
Experiment 0 subjects were not exposed to ADAS in order to be able to indicate that
no effect of learning affected the results. In all experiments drivers performed multiple
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driving sessions. Themean absolute lateral position (LP) and standard deviation of lateral
position (SDLP) for each driver were considered asmain dependent variables tomeasure
the effectiveness of the ADAS. The study had the following specific objectives:

• to test how the driver’s improvement in lateral control evolves over time;
• to test whether the initial mental model has an effect on this learning process.

The paper is organized as follows: Sect. 2 contains information on the experimental
procedure; Sect. 3 presents the results obtained from the experiment; Sect. 4 discusses
how these results relate to the objectives declared above, and concludes with some
remarks and future research perspectives.

2 Methodology

Three driving simulator experiments were developed and performed. In particular:

1. Experiment 0. Drivers were not exposed to ADAS. The experiment consisted in 4
trials.

2. Experiment A. Drivers formed their mental model of the ADAS without being
explicitly informed on its functionalities. The experiment consisted in a control
trial (without ADAS), followed 3 trials (with ADAS).

3. Experiment B. Drivers formed their mental model of the ADAS after reading
an information booklet. The ADAS and the experiment design were the same of
Experiment A.

The following paragraphs present a detailed description of the experiments.

2.1 Participants

Twenty-one subjects were involved in Experiment 0, twenty-eight in Experiment A and
twenty-five in Experiment B. Details of participants are presented in Table 1.

Table 1. Participants’ gender and age.

Exp #Part. Female Male Min age Max
age

Avg age

0 21 11 10 20 29 23

A 28 14 14 19 30 23

B 25 10 15 20 30 24
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They were students, staff of the University and other persons with the following
characteristics:

• at least 1 year of driving experience;
• at least 5,000 km/year of average driving distance;
• no previous experience with the driving simulator.

All of them were volunteers.

2.2 Driving Simulator and Scenarios

The simulation system used in this study is a fixed-base driving simulator produced by
STSoftware®, Jentig 60, comprising a cockpit, composed by an adjustable car seat, a
gaming dynamic force feedback steeringwheel with a 900° turn-angle and gas, brake and
clutch pedals. The system also includes three networked computers and five full high-
definition (1,920 × 1,080 pixels) screens creating a 330° (horizontal) by 45° (vertical)
field of 3 view. It is also equipped with a Dolby Surround® sound system, the whole
producing realistic virtual views of the road and the surrounding environment. The
simulator was validated in previous multiple conditions [8, 9].

A two-way, two-lane road scenario was built in virtual reality with the 3D software
of the driving simulator. The scenario of 10 km in length was composed by a sequence
of 28 left and right alternate curves, preceded by a single 200-m straight. Each curve
had a radius of 500 m and was 350 m long. Carriageway was composed by one lane per
direction (width = 2.95 m). In the opposite direction, low traffic conditions (flow rate
of about 300 vehicles/h/lane) were simulated.

An average temperature between 20 °C and 22 °C was maintained in the laboratory;
illuminance inside the room was fixed at 4 lx.

2.3 ADAS System

The ADAS monitored vehicle position (centerline) every 10 m following two rules: if
the vehicle centerline was out of the admitted area the feedback was negative, otherwise
the feedback was positive. The admitted area was defined (see Fig. 1) according to the
Italian Highway Code (Art. 143-1), and had a 0.50-m width and its axis was positioned
0.25 m right to the road lane axis.

This ADASwas not developed for on-road applications, but rather for driver training
in a simulated environment [10, 11]. Feedback system consists in one auditory and two
visual stimuli:

• auditory: two signals, both with a duration of 0.92 s, one with a high frequency
(400 Hz) when the vehicle entered the positive feedback zone, and the other one with
a low frequency (125 Hz) when it entered the negative feedback zone (see Fig. 1);

• visual 1 (score): a display reporting a numeric score (increasing in the case of positive
feedback zone and decreasing in the opposite) (see Fig. 1);

• visual 2 (green bar): a green bar on the windscreen (increasing in the case of positive
feedback zone and decreasing in the opposite) (see Fig. 1).
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Fig. 1. Positive and negative feedback zones and visual feedback

2.4 Variables

In each experiment and during each trial, a set of variables was recorded at a sampling
frequency of 50 Hz.

One of these variables is xj, which is the lateral position of the vehicle, relative to
the axis of the admitted area, at time instant j. j = 1…T, where T is the total number of
records sampled during the experiment, and the time difference between two successive
time instants j and j + 1 is 0.02 s. xj= 0 when the centerline of the vehicle is exactly on
the axis of the admitted area, xj> 0, when it is on the left and xj< 0 when it is on the
right.

In the analysis performed in this work, dependent variables were LP and SDLP, both
common parameters used in driving research [12, 13].

LP is the mean absolute lateral position, in meters:

LP = 1

T

∑T

j=1

∣∣xj
∣∣ (1)

SDLP is the standard deviation of lateral position, in meters:

SDLP =
√

1

T − 1

∑T

j=1

(
xj − −

x
)2

(2)

SDLP allows to evaluate the lateral variability of the vehicle position, and a value
of zero indicates a situation in which the vehicle maintains the same value of lateral
position throughout the whole trial. LP identifies the position of the vehicle within the
lane, with LP equal to zero corresponding to the situation in which vehicle centerline is
on the axis of the admitted area.

Taken singularly, SDLP cannot fully describe the quality of a driver’s lateral control.
For example, it is possible to maintain a constant value of lateral position (therefore
with SDLP close to zero), in a completely wrong and dangerous position (e.g., with two
wheels in the opposite lane). For this reason, in this study also LP was analyzed. The
ADAS may be considered successful in improving driver’s lateral control only if it is
able to reduce both SDLP and LP.
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2.5 Experimental Procedure

In Experiment 0 participants familiarized with the simulator during a training session.
During training, subjects performed a ten-minute driving task and completed a Simulator
SicknessQuestionnaire to ascertainwhether theywere subject to simulator sickness [14].
Then, each driver had to perform four consecutive trials without ADAS systems.

In Experiment A the initial procedure is the same used in Experiment 0, but after
the first trial (control) the ADAS was switched on. Participants were not informed about
the meaning of the stimuli, or which driving ability these was correlated to. After the
experiment, they were asked to fill out a questionnaire and explain the meaning of the
feedback; not all the participants were able to produce a satisfactory response: 9 out 28
participants did not properly understand the ADAS functionalities.

In Experiment B the procedure was similar to that used in experiment A. After
control trial, participants were directly instructed on the functionalities by reading an
information booklet.

3 Analysis and Results

Data were analyzed using JASP software.

3.1 Experiment 0

In order to evaluate the learning effect on drivers’ lateral control, a one-way ANOVA for
repeated measures (rANOVA) was performed, considering Experiment 0. The response
variableswere SDLP andLP, thewithin-factorwas the trial (four levels), and no between-
factor was considered. In Experiment 0 no main effects of trial was found for SLDP
F(3,60) = 1.246, p = 0.301 and LP F(3,60) = 0.161, p = 0.922, as in previews works
that showed that the reduction in SDLP and LP values across trials cannot be attributed
to the participants becoming more familiar with the driving simulator [10, 11]. Trends
of SDLP and LP across trials can be observed in Fig. 2.

Fig. 2. SDLP and LP (both in meters) across trials 1–4 for Experiment 0 (vertical bars represent
95% confidence intervals).
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3.2 Experiment A

All Participants. In order to evaluate the effect of the ADAS on drivers’ lateral control,
a one-way rANOVA was performed, considering Experiment A. The response variables
were SDLP and LP, the within-factor was the trial (four levels), and no between-factor
was considered. A significant effect was found on trial for SDLP, F(3,81) = 8.382,
p < .001 and LP, F(3,81) = 4.012, p = 0.010. Pairwise t-tests revealed a significant
improvement in SDLP between trials 1–2, t(27) = 4.323, p < .001, Cohen’s d = 0.817,
for LP no significant difference between trials 1–2, 2–3 and 3–4. Trends of SDLP and
LP across trials can be observed in Fig. 3.

Fig. 3. SDLP and LP (both in meters) across trials 1–4 for Experiment A (vertical bars represent
95% confidence intervals).

In absolute termsSDLPdecreases from0.266m (baseline) to 0.229m (last trial), with
a reduction of 37 mm; pairwise t-tests revealed a significant improvement between trials
1–4, t(27)= 2.905, p= 0.007, Cohen’s d= 0.549, that can be considered significant also
fromapracticalpointofview, sinceprevious studies showed that, in fact, evena20–30mm
variation in SDLP affects significantly the level of risk during driving [15, 16].

In absolute terms LP decreases from 0.283 m (baseline) to 0.233 m (last trial), with
a reduction of 50 mm; pairwise t-tests revealed a significant improvement between trials
1–4, t(27) = 2.129, p = 0.042, Cohen’s d = 0.402.

Aware. In order to evaluate the effect of the ADAS on drivers’ lateral control, a one-
way rANOVAwas performed, considering only 19 out 28 participants of Experiment A,
called “aware”, that understand the ADAS functionalities. The response variables were
SDLP and LP, the within-factor was the trial (four levels), and no between-factor was
considered. A significant effect was found on trial for SDLP, F(3,54)= 30.944, p< .001
and LP, F(3,54)= 19.513, p< .001. Pairwise t-tests revealed a significant improvement
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in SDLP between trials 1–2, t(18) = 4.469, p < .001, Cohen’s d = 1.025, trials 2–3,
t(18) = 3.718, p = 0.002, Cohen’s d = 0.853 and trials 3–4, t(18) = 2.263, p = 0.036,
Cohen’s d = 0.519. Similar results were found for LP with a significant improvement
between trials 1–2, t(18) = 2.761, p = 0.013, Cohen’s d = 0.633, trials 2–3 t(18) =
3.812, p = 0.001, Cohen’s d = 0.875 and trials 3–4 t(18) = 2.490, p = 0.023, Cohen’s
d = 0.571. Trends of SDLP and LP across trials can be observed in Fig. 4.

Fig. 4. SDLP and LP (both in meters) across trials 1–4 for “aware” drivers of Experiment A
(vertical bars represent 95% confidence intervals).

In absolute terms SDLP decreases from 0.270 m (baseline) to 0.198 m (last trial),
with a reduction of 72 mm; pairwise t-tests revealed a significant improvement between
trials 1–4, t(18) = 7.109, p < .001, Cohen’s d = 1.631.

In absolute terms LP decreases from 0.285 m (baseline) to 0.176 m (last trial), with a
reduction of 109 mm; pairwise t-tests revealed a significant improvement between trials
1–4, t(18) = 5.420, p < .001, Cohen’s d = 1.243.

Unaware. In order to evaluate the effect of the ADAS on drivers’ lateral control, a
one-way rANOVAwas performed, considering only 9 out 28 participants of Experiment
A, called “unaware”, that did not properly understand the ADAS functionalities. The
response variables were SDLP and LP, the within-factor was the trial (four levels), and
no between-factor was considered. A significant effect was found on trial for SDLP,
F(3,24)= 8.114, p< .001 and LP, F(3,24)= 4.035, p= 0.019. Pairwise t-tests revealed
a significant difference in SDLP between trials 3–4, t(8)=−3.271, p= 0.011, Cohen’s
d=−1.090, for LP no significant difference between trials 1–2, 2–3 and 3–4. Trends of
SDLP and LP across trials can be observed in Fig. 5.

In absolute terms SDLP increases from 0.257 m (baseline) to 0.296 m (last trial),
with an increment of 39mm; pairwise t-tests revealed a significant increasement between
trials 1–4, t(8) = −3.484, p = 0.008, Cohen’s d = −1.161.
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Fig. 5. SDLP and LP (both in meters) across trials 1–4 for “unaware” drivers of Experiment A
(vertical bars represent 95% confidence intervals).

3.3 Experiment B

In order to evaluate the effect of theADASondrivers’ lateral control, a one-way rANOVA
was performed, considering Experiment B. The response variables were SDLP and LP,
the within-factor was the trial (four levels), and no between-factor was considered. A
significant effectwas found on trial for SDLP, F(3,72)= 54.799, p< .001 andLP, F(3,72)
= 50.744, p< .001. Pairwise t-tests revealed a significant improvement in SDLPbetween
trials 1–2, t(24) = 7.781, p < .001, Cohen’s d = 1.556, and trials 2–3, t(24) = 3.490,
p = 0.002, Cohen’s d = 0.698. Similar results were found for LP with a significant
improvement between trials 1–2, t(24) = 6.848, p < .001, Cohen’s d = 1.370 and trials
2–3 t(24) = 3.231, p = 0.004, Cohen’s d = 0.646.

In absolute terms SDLP decreases from 0.242 m (baseline) to 0.157 m (last trial),
with a reduction of 85mm,which is a better improvement than in ExperimentA; pairwise
t-tests revealed a significant improvement between trials 1–4, t(24) = 8.575, p < .001,
Cohen’s d = 1.714. Trends of SDLP and LP across trials can be observed in Fig. 6.

Fig. 6. SDLP and LP (both in meters) across trials 1–4 for Experiment B (vertical bars represent
95% confidence intervals).
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In absolute terms LP decreases from 0.259 m (baseline) to 0.147 m (last trial), with
a reduction of 112 mm, slightly more than in Experiment A; pairwise t-tests revealed
a significant improvement between trials 1–4, t(24) = 9.012, p < .001, Cohen’s d =
1.802.

3.4 Experiment A vs Experiment B

Experiments A and Bwere compared, in order to investigate the effect of different initial
mental models on drivers’ lateral control; a mixed-factors ANOVA with trial as within
factor (four levels) and experiment as between factor (two levels) was performed. 9 out
28 participants did not properly understand the ADAS functionalities and were excluded
from this analysis. A significant effect was found on trial for SDLP, F(3,126)= 80.379,
p < .001 and experiment, F(1,42) = 13.404, p < .001, but not interaction. A significant
effect was found on trial for LP, F(3,126) = 60.424, p < .001 and experiment, F(1,42)
= 7.176, p = 0.011, but not interaction.

A main effect of experiment can be observed in Fig. 7, explicitly instructing subjects
on ADAS functionalities improved drivers’ lateral control, with respect to the SDLP and
LP. Values of dependent variables are actually lower, in absolute terms, in Experiment B
also during the control trial (i.e., Trial 1). However, as can be observed, the differences
between Trials 1 of Experiment A and B are not significant with significance level of α

= 0.05.

Fig. 7. Comparison between Experiments A and B: trends of SDLP and LP across trials, for
each experiment and across experiments, for each trial (vertical bars represent 95% confidence
intervals).
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On the other hand, it is interesting to notice that, even though both factors, consid-
ered separately, had a significant effect, their interaction did not, meaning that in both
experiments the rate at which SDLP and LP decreased across trials were similar. The
interaction would be significant with a level of α= 0.10, and the graphs in Fig. 7 suggest
that the improvement between Trials 1 and 2 seems higher in Experiment B. From this
analysis it can be observed that informing the participants about the ADAS by mak-
ing them read an information booklet had a positive impact on their performance and
a significant improvement was found. Less conclusive statements can be made about
the improvement (in terms of speed) of the learning process, but our analyses suggest a
higher reduction of SDLP and LP values between Trials 1 and 2 in Experiment B than
in Experiment A.

4 Discussion and Conclusions

In this paper the effect of driver mental model on a lateral position control ADAS
was tested with a driving simulation experiment, with particular focus on ADAS
effectiveness.

After Experiment 0, drivers were divided into two groups and received two different
initial exposures to the system, with the members of former having to learn ADAS
functionalities on their own and the members of the latter having to read an information
booklet. Both groups performed multiple successive driving trials. With respect to the
objectives declared in Sect. 1, this work showed that:

• for both groups ADAS effectiveness was demonstrated, with significant improvement
of drivers’ lateral control across trials. This improvement was particularly evident in
the first trial after control, while further improvements in the following trials were
less substantial. This is consistent with the findings of other works dealing with dif-
ferent ADAS, which observed similar non-linear trends in the learning process across
trials [4].

• the initial mental model had an impact onADAS effectiveness. There was a significant
difference on the ADAS effectiveness, with those reading the information booklet
being able to improve more and faster their lateral control.

This work showed the importance of the drivers’ mental model of ADAS, as this
can influence their effectiveness. Wrong mental models can undo the effect of ADAS
(e.g., “unaware” subjects in Experiment A), and even correct but different (because of
different initial exposure) mental models may results in different ADAS effectiveness.
These findings suggest that, in order to ensure the safety benefits ofADAS, it is important
that drivers correctly understand their functionalities, and, in this sense, initial exposure
is crucial. This line of research can be further expanded, to investigate other important
aspects ofADAS that can be influenced by drivers’mentalmodels, such as trust, reliance,
acceptance and perception of usefulness. Moreover, other strategies of initial exposure
to the technology may be tested, and also the impact of reminding the drivers about
system functionalities during later trials may be investigated.
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Abstract. Virtual Reality environments provide an immersive experience for the
user. Since humans see the real world in 3D, being placed in a virtual environment
allows the brain to perceive the virtual world as a real environment. This paper
examines the contrasts between two different user interfaces by presenting test
subjects with the same 3D environment through a traditional flat screen (pancake)
and an immersive virtual reality (VR) system. The participants (n= 31) are com-
puter literate and familiar with computer generated virtual worlds. We recorded
each user’s interactions while they undertook a short-supervised play session with
both hardware options to gathering objective data; with a questionnaire to collect
subjective data, to gain an understanding of their interaction in a virtual world. The
information provided an opportunity to understand how we can influence future
interface implementations used in the technology. Analysis of the data has found
that people are open to using VR to explore a virtual space with some unconven-
tional interaction abilities such as using the whole body to interact. Due to modern
VR being a young platform very few best practice conventions are known in this
space compared to the more established flat screen equivalent.

Keywords: Virtual reality · Immersive · 3D environments · Computer graphics

1 Introduction

Virtual Reality has gained popularity over recent years. With improvements in hardware
and software, technology has become affordable to a larger audience [22] and not just
the military, industry, and research communities. Affordable systems in the consumer
market are opening up opportunities to offer training, entertainment and 3D visualisation
in fields such as engineering, healthcare, education, media and gaming. In many of these
industries VR is an increasingly important component, enabling innovators to develop
advanced prototypes [19], facilitating rapid iteration and testing. Yet there are very few
established conventions [31] around implementing the technology at present. Due to the
unconventional way the human body is used to interact and control a VR experience,
discovering whether the interface offers utility, or is fully accepted by the consumer, is
an important step in its evolution.
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“Furthermore, computing power must increase to allow for more photorealistic
rendering and complex natural interactions. Researchers will need to better understand
how to design specific experiences to teach specific topics, while understanding the
capabilities and limitations of learners of varying ages and skills. These and other
pragmatic concerns must be addressed to create a robust learning technology.” (Bujak,
2013) [2]

The data gathered in the study examined here will be used to build and improve a
user interface for Virtual Reality applications being developed for use within computer
science education. With our present knowledge there are gaps in the data, which this
study aims to fill.

1.1 What Is Virtual Reality?

Virtual Reality has been described as “an artificial environment which is experienced
through sensory stimuli (as sights and sounds) provided by a computer and in which
one’s actions partially determine what happens in the environment” [33].

We are conscious of our immediate surrounding by collecting information from our
sensory system – sight, smell, sound, touch and taste. To build a three dimensional
spatial awareness of our environments we mainly use our sight and hearing [30]. Virtual
Reality recreates a spatial environment in stereoscopic 3D, where high quality visuals
and sounds are created in a similar way that computer games are generated. However, in
VR, content is then rendered to a head mounted display (HMD) instead of a computer
screen. The processing and rendering of the images to the screens in the headset allows
the user to perceive the environment in three dimensions [16]. Tracking of the headset’s
pitch and yaw allows a 360° field of view; with positional tracking allowing the user
to move around the environment. The technology can ‘fool’ the user to accept the 3D
environment with a perceived level of realism by implementing; a wide field of view,
stereoscopic rendering, binaural sound, head and hand tracking and low latency between
the user’s movement and visual updates [7].

One of the benefits of VR is that it permits a person to undertake an experience that
is ‘beyond’ reality, negating the need for a hyper-real environment [12]. Such computer
generated ‘unrealities’ can be just as immersive as that we consider natural, yet the
experiences undertaken can be highly implausible or impossible [11]. VR is the only
media that can present the world in such an immersive way.

Immersive platforms such as VR can be more effective in delivering an experience
than any other digital media because the brain perceives the virtual world as a real
world; therefore transferring the skills and knowledge learned in the virtual world to the
real world with higher retention [28]. This is a progression from non-immersive virtual
experiences, as Robertson et al. [27] says, that “places the user in a 3D environment
that can be directly manipulated, but it does so with a conventional graphics workstation
using a monitor, a keyboard, and a mouse”. We will refer to this as desktop 3D.

1.2 The 3D Environment

The virtual environment used for this study is custom built using the game engine Unreal
Engine 4 and has been intentionally kept visually simple. The minimalist environment
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allows the experience to run smoothly and at a high frame rate. A higher frame rate
allows the system to negate some of the side effects of motion sickness that some people
can experience when using VR motion sickness is experienced by some people when
wearing a head mounted display. It is thought this is due to the discrepancies caused by
a high latency between actual movement and virtual movement [31]. In addition to the
higher performance cost of a VR experience compared to a flat screen experience, using
a minimalist approach we ensure both virtual environments are executed at the same
quality. Not having a rich environment has also helped the participants focus on the task
set out in the study instead of being distracted by the ‘wow’ factor that can happen when
users are put into a virtual reality experience, which could then skew the results. The
participants are presented with 4 models on plinths surrounding them to interact with.
They are placed at an equal distance from each user’s start position.

The 4 objects are: A character model (non-human biped), a motorcycle, a robot and
a rifle as shown in Fig. 1.

Fig. 1. Models presented in the virtual environment

The plinths they sit on are translucent and sit around 1 (Unreal Engine) unit in height,
which is 1 m in real world measurements. A simple grid-patterned floor is underfoot,
and post processing fog prevents the participant from seeing beyond 10 units.

Within the program described, movement in VR can be executed by either physically
walking around the play space or using a teleport system that is implemented by the user
pressing and releasing a button on the left-hand controller. On the desktop thismovement
is performed using the mouse: double clicking on a model moves the user’s camera to
near the model’s position, which can then be orbited by moving the mouse. The right-
hand controller has a laser pointer attached to it: a model can be picked up in VR by
aiming this at the models and depressing the trigger. The user can move the model freely
in any axis. The desktop user can move a model in any linear axis (up, down, left, right,
back and forth) and rotate it by depressing the right mouse button with the cursor over
the model and moving the mouse in the corresponding direction.

On starting the experience in both flat screen and VR the user is presented with a
user interface (UI), shown in Fig. 2, that has icons and text describing the control system.
This includes how to move and the actions corresponding to each button. In VR the UI
is attached to the right controller; and the user can turn this off and on with a button
on that controller. A permanent notice of how to pull up the UI is placed in the user’s
field of view in a head up display, in case users need to access the instructions again.
This can also act as a guide for the user to position the headset in the sweet spot when
they first put the headset on. The average human field of view is around 180° [25]. The
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virtual reality headset used in the study has a 105° field of view (FOV) and due to the
precise positioning of the Fresnel lenses on the headset, it can take some adjustment to
get it right [13]; thus the UI text is used to guide the wearer to see this in focus before
tightening the head strap and can help them get the HMD on correctly. On the desktop
application the UI is a HUD style element permanently displayed, though fading when
the user starts to interact with the 3D scene. The UI can be brought back up again if the
user hovers the mouse over the faded element.

Fig. 2. Desktop UI (left) Virtual Reality UI (right)

One further interaction has been implemented: the ability to disable texturing and
see the wireframe of themodels underlying geometry. This feature was included because
the majority of participants are students of the creative computing department; studying
undergraduate degrees in gaming, animation, or related fields. 3D modelling is part of
their education; having the ability to see the wireframe of the models is something these
students are interested in. It was taken as an indication that the participants had mastered
the basic controls if they then entered thewireframemode. This also gave the participants
more to experience; beyond the basic features of movement and interaction.

1.3 Related Work

We researched prior studies that looked at virtual reality vs traditional content and
found some literature undertaking studies within the fields of education, healthcare, and
engineering. We expanded our literature review also to incorporate augmented reality
(AR). As a sister technology to VR, AR shares many of its key components. However,
where VR fully immerses the user in a virtual world, AR takes elements out of the virtual
world and overlays them on the real world through either a headset with a see through
screen; or a mobile device screen using a pass-through camera system.

In the North study [23] a comparison between an Immersive Visualization Envi-
ronment (IVE) and a traditional virtual environment was studied to find that a more
natural and richer experience had been undertaken while using the immersive system;
allowing the participant to become more immersed in the world. They found the feeling
of immersion in the environment became increasingly important for users to interact
with an application. This feeling of immersion has been described as presence [15] or a
‘sense of being there’, a game in virtual reality can trick the player’s cognitive system
into believing the virtual world is real. However, this work discovered that ignoring or
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breaking the fundamental ‘best practices’ of VR can cause the user to feel discomfort
and experience simulation sickness.

VR can offermore engaging,motivating and better results through experiential learn-
ing with students able to learn through practice and repetition [29]. A 3D virtual environ-
ment can offer a wealth of experiences and intensity that no other platform can compete
with. This richness can be tiring and cause motion sickness in some users. The vibrancy
of a virtual environment can also distract a learner [10]. This has led to mixed results
between studies regarding whether 3D and virtual environments actively improve or
worsen results for the learner [24]. This could be due to a disparity in the applications
offered between the different studies; or occur from inconsistencies in how the studies
were implemented (e.g. the learning objective, student backgrounds, the specific task
performed, and the students’ time on task). A superior multi-sensory experience might
find an increase in knowledge retention over a less well-provisioned one [20].

The inclusion of emotional, multi-sensory and fantasy elements into an educational
interactive and immersive experience by using virtual reality to enhance traditional
classroom teaching/learning techniques can provide a richer experience [14]. In the
study by Richards [26], using an interactive virtual reality system offered gains in learn-
ing outcomes over traditional technology; but the gains in younger adults were more
prominent. The greater familiarity with interactive technology for this age demographic
could account for the increase. Enjoyment of the experience was recorded for all ages
and concludes that the participants engaged more fully in the VR tasks. In other studies
when augmented reality was introduced to a learning experience and a comparison to an
interactive simulation on a flat screen was made, similar results were found [4]. Students
were “deeply engaged” and free of the physical constrictions of the classroom while
manipulating physical elements in the augmented world [2]; this added to the learning
experience of the participants of the study. However, the research finds that computing
power must increase to allow more photo-realistic visuals and complex natural inter-
actions; adding that further research must be undertaken to understand how to design
experiences to fully bring the technology in to the education sector.

VR has the potential to create a paradigm shift in education and training [1, 18] yet
we find there is very little practical evidence that the learning experiences offer any added
value to education beyond that it uses novel technologies. Being ‘present’ in an experi-
ence does not always promote better learning outcomes. Belini [1] concludes that a lab
simulation in virtual reality can cause nearly a 50% increase in brain workload compared
to the desktop version of the simulation. Further investigation of interaction systems and
the immersive environment in VR is needed to better improve the implementation of the
technology in an educational setting. Introducing a game-like educational experience
could be more engaging to the learners and offer a more attractive application of immer-
sive VR. The serious games industry has years of experience of this, and positive results
have been observed with an immersive serious game demonstrating improvements both
in the quality of learning, and the retention of learnt concepts [5]. It has been noted that
restrictions on the availability of the VR hardware can limit the implementation. While
the desktop version may provide an inferior level of immersion, it is open to a far larger
user base.
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2 Methodology

A 3D virtual gallery with four computer generated models sitting on plinths are pre-
sented to the participant to explore in two forms: a computer screen using a keyboard
and mouse; and also a virtual reality HMD. Half of the test subjects explored the screen
interface first, then the virtual reality interface. The other half explored the environment
using the virtual reality interface first, and then the screen interface. Participants used the
VR headset and controllers to explore the gallery of 3D models; produced by students
from an undergraduate animation degree course. In the virtual environment the user can
walk around the play space; teleport to different locations using the controllers; as well
as pick up, move and rotate themodels. The same virtual gallery was presented on the flat
screen experience. The user can move around the play space using the mouse to orbit the
viewpoint around eachmodel. A doublemouse-clickwillmove betweenmodels; a single
click will grab and move them. For both modalities, interaction data was recorded using
virtual estimation software that records the user’s movement; allowing the re-creation of
these movement in a game engine. A comparison between the participants’ movement
data for both interactions was also made side by side using laboratory-controlled anal-
ysis. After the participants experienced both interfaces, they were asked to complete a
survey consisting of three comparison scale questions and three qualitative questions.
Equipment used throughout the testing was as follows: for the pancake deployment, a
HP gaming laptopwith a dedicated graphics card, 15” LCD screen, keyboard andmouse;
for the VR experience, an ASUS gaming laptop with a dedicated graphics card, a HP
Windows Mixed Reality VR1000-100nn headset, and controllers for the interactions.

2.1 Testing in VR (Best Practices)

In this section we look at play testing in VR and discuss the best practices we came
upon during this study. Play testing is usually undertaken during software development,
because of a user’s physicality within virtual reality, such testing and observation has a
more important role than in traditional game testing. We considered the special require-
ments needed for virtual reality, such as play space dimensions and took these unique
factors into considerations when testing the VR application as opposed to a standard
2D/3D (flat screen) application.

Conducting a play test in Virtual Reality has more elements and conditions to meet
than a traditional play test. A player’s body can be put under significant strain when
using wearable immersive technology in VR. The most recognised comfort issue is
motion sickness [3]. To minimise the probability that players will experience simulation
sickness in the application we focused upon two main factors:

(i) Technical performance is extremely important for VR applications to maintain a
high frame rate and avoid unwelcome rendering artifacts such as screen tear. Today’s
VR succeeds according to a low delay between the player moving in the real world,
and the HMD screen displaying the change in the virtual world; also known as
motion to photon latency. If this is low, it will deceive the brain. Poorly optimised
applications and hardware issues add to this latency and can break the illusion; with
motion sickness being the result for the user [9].
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(ii) The second factor is the design of the application. Design can have a great impact
regarding motion sickness, design choices to maintain performance and frame rates
tomake sure they runwell are important. If a participant takes the role of a passenger
in a moving vehicle, with text to read placed close to them, then a carsickness
simulation has been created. Essentially when exposing a player to any type of
motion, locomotion, object motion, vehicles or camera, one should consider how
this affects comfort [21]. We avoided putting our participant into any scenario that
would cause discomfort that could skew the data we gathered.

One of the least researched areas of comfort in VR is eyestrain. Users could experi-
ence headaches, nausea or fatigue due to eyestrain while using an HMD [17]. To negate
this, during the design process we thought about the scale and position of objects within
the virtual environment. We found placing objects half a meter or further away from
the user is the best practice. Objects that are too close to the user have been shown to
cause vision accommodation [32]. Vision accommodation is used to describe the natural
blurring of the background to the foreground when the eye focuses on a particular object.
User interface elements that are fixed in place within the user’s field of view through
the HMD were placed in a comfortable position. Consequently, we ensure users do not
strain their eyes; by avoiding them looking to the edge of their vision. Reading text in
the headset can also contribute to eyestrain. We focused on size, colour and font of any
text that is in the user interface to overcome any problems they may cause by making
sure that it was large with an easy to read font, had a good contrast with the environment
and is not placed too close in the users field of view.

With VR being a wearable technology, users are often physically moving or at least
standing, and hence likely sweating while they play. With a flat screen experience the
user is typically seated, and less physically active. It was important for us to consider the
intensity and the length of the participants physical activity period. Our application was
designed not to push a user’s physical ability, by implementing a teleportation and grab
& pull function we offered an alternative to room scale movement (Fig. 3). In future
testing careful observation will be needed to ensure physical activity is not overdone [8];
looking for the user perspiring, shortness of breath or losing balance as signs that they are
over exerted. Similarly, avoiding long load times or periods of inactivity; andminimising
the idle time when in the virtual environment. Idle time is also a consideration with flat
screen applications but is magnified in VR since the participants are a somewhat captive
audience; with a heavy device strapped to their head.

A few other points were considered during our VR testing. We:

• Confirmed HMDs and controllers were sanitised.
• Ensured that all relevant software updates were installed.
• Prepared the play area based on the dimensions needed for the play test.
• Made sure the area was safely clear of clutter or tripping hazards.
• Checked that HMD lenses were clean and clear.
• Checked elements like lighting or other factors would not interfere with tracking.
• Ensured that the VR hardware was ready for immediate use by each test subject.
• Kept spare batteries on hand.
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When everything was ready, we pre-briefed the participant before putting on their
HMD and handing them a controller. In the pre-brief we set expectations for the test and
explained the basics of how the controllers work before putting on the headset while
they could see and hear us.

A varied experience level of participants with VR was expected; and some needed
help getting the HMD on. To standardise the process with each participant we:

• Loosened all the HMD fittings and had the participant hold the lens assembly close
to their face. Some had to shift the lens assembly along their face to find maximum
clarity.

• Tightened all the fittings, once they stated the text in the scene was clear.
• Handed over the controllers and secured the wrist straps.

Once the participant had been given all the relevant information and the VR equip-
ment was properly fitted, they were ready to start the experience. We avoided coaching
the participant through the experience and avoided creating any type of disturbance
that would affect the behavior of the user in VR. Hearing noises outside the virtual
environment during the play test can give the tester performance anxiety or break the
immersion. Once the play test concluded we assisted the participant with removing the
VR equipment.

2.2 Gathering Data

While the VR experience was fresh in the subject’s mind we debrief with them. Par-
ticipants were asked a standard set of questions as per the testing plan; and we gave
them a survey to facilitate quantitative analysis. Standardising the procedure to gather
data from every participant is essential. We identified the precise conditions of each test
as well as listing the actions for the tester. A list of game functions was compiled, as
well as any information about the testing environment; the PC specifications, play area
size, etc. during play testing. Every effort was made to ensure conditions and tasks were
identical for each participant. So too we standardised whatever information we gave to
each subject before the play test; as with the questions we asked while we observed the
play test. A few questions that we asked ourselves during a play test observation were:

• Does the player understand the objectives?
• What specific oral, visual, or contextual information is missing if they do not
understand?

• Are there any visual signs of discomfort such as sweating, flushed skin or the player
ending the session early?

• Is there a certain part of the experience that is causing this?
• Are there parts of the experience where players express emotion?
• How does each player spend their time during the play test?
• Do players spend more or less time on a certain interaction? And why?

When the testingwas complete a spreadsheetwith all the gathered datawas compiled.
For each of the participants we kept track of the interactions via the virtual estimation
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software built into Unreal Engine 4, and the answers to a set of standard survey questions
that we gave. Once we gathered and organised all the data the next step was to analyse
this data.

Fig. 3. Participant using room-scale (left) and participant using teleportation (right)

3 Experimental Results

Taking the results from the questionnaires the 31 participants filled in before and after
they had completed the two experiences, we compiled the results into spreadsheets and
converted the data into easy to read graphs.

3.1 Questionnaire Results

A large percentage of participants had used a virtual reality headset prior to this study
with 64.5% of them having previous experience in a VR platform as seen in Fig. 4.
However, shown in Fig. 5, a slight majority of the participants described themselves as
beginners with 51.6% classifying themselves in this category.

More people found using the VR system very easy compared to the desktop system
with 19.4% versus 9.7%. On a scale from 1 to 5, where 1 is easy and is 5 difficult in
both experiences more of the participants gave a grade 2 to navigate in the experience;
with the desktop gaining the more votes here; 41.9% & compared to 32.3% using VR.
Only 1 person found using either system difficult. When asked a question about if they
thought that VR gave a better experience over the flat screen interface; 58.1% of the
participants thought that it did; 22.6% disagreeing and 19.4% unsure. After undertaking
both experiences a large majority of users preferred the VR system over the desktop
with 80% versus 20% of all participants liking virtual reality more.



Virtual Reality vs Pancake Environments 123

64.5

35.5

Yes No

Fig. 4. Have you used Virtual Reality
prior to this study?

51.6
29

6.5
12.9

Beginner Intermediate

Expert None of the above

Fig. 5. What best describes your VR experience
level?

The participants were asked three questions regarding their thoughts on both expe-
riences immediately after undertaking the play tests. Here we present the questions and
some of the responses.

• Question 1: Based on your previous answer (Which system did you prefer?) what did
you like most about the system?

– “I could bring the model right next to my face and look at it from very specific
angles” (VR)

– “Use of the mouse provides better control” (Desktop)
– “VR allowed for better object movement to inspect small details that would be hard
to check using the desktop version”

– “I could look around and walk closer to the objects in order to see them better”
(VR)

– “The way that you could interact. It was fun” (VR)
– “It’s easy to leave and I can take my time” (Desktop)
– “Easy ability to manipulate VR objects” (VR)

• Question 2: What did you dislike, if anything, about the other system?

– “In the desktop you are not present in the environment” (Desktop)
– “Visuals not as clear which made it difficult to appreciate” (VR)
– “How simple and easy it was, it wasn’t fun” (Desktop)
– “I have to be very careful with the system and myself and can’t relax and really
properly look at the models” (VR)

• Question3:What suggestions or ideas doyouhave for improving the system? (Desktop
and/or VR)

– “Have a cinematic resolution for VR so textures can be more clearly seen”
– “Desktop has no/little sense of scale”



124 R. Holder et al.

3.2 Interaction Results

Looking at the average time the participants spent in each of the two different experiences
virtual reality users spent nearly 10% longer in VR (average 3 min 10 s) than they did
with the flat screen (average 2 min 9 s). The longest time spent in an experience was in
VR with a total of 7.38 min with the shortest time of 1.51 min spent in the flat screen
3D environment. The model that was looked at the longest amount of time in VR and
desktop differ. In VR the most popular model was model 3 (the robot) this was the most
detailed model with a high polygon count and superior textures. Within the desktop
environment model 1 is slightly ahead of model 3. Model 1 is the character model. This
is also the model placed to the left of the participants screen when they are first spawned.
The order from high to low of the average time spent looking at the models are shown
in Fig. 6:

VR Model 3 (Robot) 
57 seconds

Model 4 (Rifle) 
51 seconds

Model 1 (Charac-
ter) 48 seconds

Model 2 (Motor-
bike) 39 seconds. 

Desktop Model 1 (Character) 
39 seconds

Model 3 (Robot) 
37 seconds

Model 4 (Rifle) 
31 seconds

Model 2 (Motor-
bike) 26 seconds.

0.
48

0.
39

0.
39

0.
26

0.
57

0.
37 0.

51

0.
31

V R S C R E E N V R S C R E E N V R S C R E E N V R S C R E E N

M o d e l  1 M o d e l  2 M o d e l  3 M o d e l  4

Fig. 6. Time spent looking at the model

Looking to see if the way the participants were spawned into the game affected
which model was looked at first. Model 1 (Character) was the prominent model, with
56% of the users in VR and 67% of user on the desktop going to this model first. All
the participants in both experiences were spawned into the same location looking in the
same direction, with model 1 to the left and model 2 to the right, model 3 & 4 behind
them and initially obscured from view. However, within VR the participants could quite
easily look around and we observed some users looking in all directions around the
environment as soon as they put on the HMD but coming back to the initial direction
faced once they settle into VR.

The data collected on how the participants interacted with the models in each of the
environments is visible in Fig. 7.We find that all of them picked up all of the four models
when in VR; the trend wasn’t carried through in the desktop version of the experience
with an average of 2.4 of the users picking up a model in the desktop mode.

Studying the statistics on the participants further interactions with the models and
whether they took a closer look at a model within the virtual reality experience, can be
seen in Fig. 8. This could have been the participant leaning in to look closer at the model
by physically moving in the VR’s room-scale space (VR/RS) or bring the model closer
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VR SCREEN VR SCREEN VR SCREEN VR SCREEN
Model 1 Model 2 Model 3 Model 4

Yes 31 8 31 4 31 6 31 6
No 0 23 0 26 0 25 0 25

Fig. 7. Did the participant pick up the model?

VR/PU VR/RS SCR VR/PU VR/RS SCR VR/PU VR/RS SCR VR/PU VR/RS SCR
Model

1 Model 1 Model
2 Model 2 Model

3 Model 3 Model
4 Model 4

YES 31 16 24 30 18 27 29 19 28 31 17 26
NO 0 15 7 1 13 4 2 12 3 0 14 5

Fig. 8. Did the participant get a closer look at the model?

to their face by picking it up (VR/PU). In the desktop environment (SCR) this would be
done by ‘zooming’ in on the model.

We find that Model 1 (Character) & 4 (Rifle) were closely examined by all the
participants in VR. Only one person did not get closer to Model 2 (Motorcycle) and
two people did not examine Model 3 (Robot) closer with the pickup (VR/PU) method.
The split is far more even between the participants physical moving closer to look at
the models (VR/RS), with Model 3 (Robot) being the most looked at model and 19
people moving to look closer at this model. Generally, all the models had more of the
participants moving closer to them although this was slight. In the desktop experience
most participants did zoom in to have a closer look at the models with an average of
26 of the participants taking a closer look at the models. Model 3 (Robot) was the most
looked at item in this category with 28 of the participants spending time to look at this
model in more detail.

Movement of the participantswhile using virtual reality could be undertaken by either
using the controls provided within the app that allowed the user to ‘teleport’ around the
scene or alternatively they could physicallywalk around the scene. The testing play space
was large enough to allow the participants to not only physically walk around eachmodel
placed on the virtual plinths but also walk from model to model. Tracking the way that
the participants moved around the virtual space we see that around two thirds of users
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used the teleportation way of movement only. Leaving 34% of participants combining
teleportation and room-scale movements to explore the virtual space.

4 Data Analysis

The navigation method of moving around in the VR experience was considered easy by
the majority of the users. This was a similar level of ease they found with the desktop.
Therefore, showing that even though most of the users were unfamiliar with VR move-
ment they did not have much difficulty adapting to it. Given the experience of the users
with a desktop system you might expect that this would have led to a higher percentage
of them thinking it provides a better experience. This was not the case; the VR system
might have offered these participants a novelway to explore a virtual environment, which
has be shown can have a positive effect when learning a new task [15]. The ‘wow’ factor
of exploring the virtual world with the VR equipment could be the cause here and with
more exposure to VR this could balance out.

Taking note of the participants answers in the questionnaire that they were presented
with. The majority found VR provided a more intuitive way to interact with the envi-
ronment, although it was pointed out that some found it a less comfortable experience
and it didn’t provide the same level of visual quality as the desktop. We put this down
to the differences in screen resolutions with the VR system (1440 ppi × 1440 ppi) not
having the same display properties as the desktop (1920 ppi × 1080 ppi).

The fact that people spent longer in theVR experience could be down to them settling
into VR i.e. looking around; seeing how when they move their hands the controllers
follow in the virtual world. Investigating further the details of how much time the users
looked at each model, we see a similar percentage of time spent here. Therefore, this
would back up the data from the subjective questionnaire: participants enjoyed looking
at the models in VR more than they did on the desktop.

Model 1 was the prominent model, looked at first by the participants in both expe-
riences, positioned to the left-hand side when the player is first spawned in the virtual
world. Readers of European languages are influenced by the left to right reading pattern;
suggesting in the western world our attention is drawn to items on the left-hand side of
our vision first [6]. This could be observed differently in different cultures.

Examining whether the participants found the VR experience an enhanced way to
explore the environment we looked at the data gathered on whether they picked up the
models for inspection. Here we find that the participants were more engaged with the
models in the VR world, both picked up the models and brought them closer to have a
better look, or moved closer in the real world to see the items in better detail.

Teleportation was the most used movement system; this could have been influenced
bybeing told how to use the systemduring the pre-brief. Therefore, prejudicing themove-
ment ability before they even started the experience. Other factors could also account
for the majority of people using this method; (i) They didn’t feel safe to walk around in
the real world while they could only see the virtual world; (ii) Presumably the user isn’t
truly immersed (e.g. The Matrix). A controller in hand will certainly remind the user of
that. However, the fact that just over a third of the participants also used the room scale
movement to explore shows that even though they are aware of the teleportation system
they felt comfortable to roam as they would in the real world.
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5 Conclusion

A distinct characteristic of virtual reality is the complete immersion of the user into
the virtual environment. This allows a person to be physically transported into any con-
ceivable world, and to undertake any task without the physical and financial limitations
of the real world. This study compared the influence of immersive and non-immersive
platforms on 31 creative computing undergraduate students. It has shown that this demo-
graphic is open to the idea of using a virtual reality system to explore virtual environments
and use the interface discussed over a more familiar system; 80% preferred the VR inter-
face. While using immersive technology the participant is more engaged and spent 10%
longer to undertake a task. Increased engagement is recorded in the virtual reality system
with both a greater number of interactions with the models; 100% of the users picked up
all the models in VR; and spent longer interacting with the objects; showing that a VR
system can deliver a richer experience than a flat screen. Due to VR being relatively early
in its development as a platform there are many aspects that still need to be researched
in order to make further conclusions. The design of the VR content has a vast impact
on the effectiveness of the user’s experience, and we noticed that elements placed in
the user’s initial view are looked at first. Although this is shown to happen in both user
interfaces the effect is reduced in VR due to the ability of the user to look around the
environment more easily and naturally with the headset.

The main objective of this study was to play test, observe and analyse how the
interaction interface influenced the user. We have found it to be essential in undertaking
studies like this one to make any informed assertions on how to develop immersive
platforms used in virtual reality. As hardware and software develop and improve any
such research will need to be updated to reflect these changes. However, we can say with
confidence that user comfort while in an immersive experience is greatly important. The
design of the interface that a user is put in can affect the level of comfort. This is not
as much of a problem when using a traditional 2D computer screen; making it easier to
develop and deploy an experience for a pancake system.
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8. Farič, N., et al.: P19 thematic analysis of players’ reviews of virtual reality exergames, p. A21
(2019)

9. Fernandes, A.S., Feiner, S.K.: Combating VR sickness through subtle dynamic field-of-view
modification. In: 2016 IEEE Symposium on 3D User Interfaces (3DUI) (2016)

10. Freina, L., Canessa, A.: Immersive vs. desktop virtual reality in game-based learning. In:
European Conference on Games Based Learning (2015)

11. Gavish, N., et al.: Evaluating virtual reality and augmented reality training for industrial
maintenance and assembly tasks. Interact. Learn. Environ. 23(6), 778–798 (2015)

12. Graziano, M.S.A., Yap, G.S., Gross, C.G.: Coding of visual space by premotor neurons.
Science 266(5187), 1054–1057 (1994)

13. Gu, L., Cheng, D., Wang, Y.: Design of an immersive head mounted display with coaxial
catadioptric optics. In: Osten, W., Stolle, H., Kress, B.C. (eds.) Digital Optics for Immersive
Displays (2018)

14. Huang, Y.-C., Backman, S.J., Backman, K.F., McGuire, F.A., Moore, D.: An investigation
of motivation and experience in virtual learning environments: a self-determination theory.
Educ. Inf. Technol. 24(1), 591–611 (2018). https://doi.org/10.1007/s10639-018-9784-5

15. Kateros, S., Georgiou, S., et al.: A comparison of gamified, immersive VR curation methods
for enhanced presence and human-computer interaction in digital humanities. J. Herit. 4(2),
221–233 (2015)

16. Kim, G.J.: Designing Virtual Reality Systems: The Structured Approach. Springer, London
(2005)

17. Lawson, B.: Motion sickness symptomatology and origins, pp. 531–600 (2014)
18. Makransky, G., Terkildsen, T.S., Mayer, R.E.: Adding immersive virtual reality to a science

lab simulation causes more presence but less learning. Learn. Instr. 60(1), 225–236 (2017)
19. Markouzis, D., Fessakis, G.: Interactive storytelling and mobile augmented reality applica-

tions for learning and entertainment—a rapid prototyping perspective. In: Interactive Mobile
Communication (2015)

20. Matos, A., Rocha, T., Cabral, L., Bessa, M.: Multi-sensory storytelling to support learning
for people with intellectual disability: an exploratory didactic study (2015)

21. Marshall, J., Benford, S., Byrne, R., Tennent, P.: Sensory alignment in immersive enter-
tainment. In: Proceedings of the Conference on Human Factors in Computing Systems
(2019)

22. Munoz-Arango, J.S., Reiners, D., Cruz-Neira, C.: Design and Architecture of an Affordable
Optical Routing - Multi-user VR System with Lenticular Lenses (2019)

23. North, M.: A comparative study of sense of presence of traditional virtual reality and
immersive environments (2016)

24. Peterson, D.C., Mlynarczyk, G.S.A.: Analysis of traditional versus three-dimensional aug-
mented curriculum on anatomical learning outcomemeasures. Anat. Sci. Educ. 9(6), 529–536
(2016)

25. Ragan, E.D., Bowman, D.A., Kopper, R., Stinson, C., Scerbo, S., McMahan, R.P.: Effects
of field of view and visual complexity on virtual reality training effectiveness for a visual
scanning task. IEEE Trans. Vis. Comput. Graph. 21(7), 794–807 (2015)

26. Richards, D., Taylor, M.A.: Comparison of learning gains when using a 2D simulation tool
versus a 3Dvirtualworld: an experiment to find the right representation involving theMarginal
Value Theorem. Comput. Educ. 86, 157–171 (2015)

27. Robertson, G., Card, S.K., Mackinlay, J.: Three views of virtual reality: non immersive virtual
reality. Computer 26(2), 81 (1993)

https://doi.org/10.1007/s10639-018-9784-5


Virtual Reality vs Pancake Environments 129

28. Rose, F.D., Atree, E.A., Perslow, D.M., Penn, P.R., Ambihaipahan, N.: Training in virtual
environments: transfer to real world tasks and equivalence to real task training. Ergonomics
43(4), 494–511 (2000)

29. Rowe, J.P., Shores, L.R., Mott, B.W., Lester, J.C.: Integrating learning, problem solving, and
engagement in narrative-centered learning environments. Int. J. Artif. Intell. Educ. 21(1–2),
115–133 (2011)

30. Slater, M., Sanchez-Vives, M.V.: Enhancing our lives with immersive virtual reality. Front.
Robot. AI 3, 74 (2016)

31. Vaughan, N., Gabrys, B., Dubey, V.N.: An overview of self-adaptive technologies within
virtual reality training. Comput. Sci. Rev. 22, 65–87 (2016)

32. Vienne, C., Sorin, L., Blondé, L., Huynh-Thu, Q., Mamassian, P.: Effect of the
accommodation-vergence conflict on vergence eyemovements.Vis.Res.100, 124–133 (2014)

33. MerriamWebster:VirtualReality |Definition ofVirtualReality byMerriam-Webster, pp. 115–
118 (2016)



VR Interface for Designing Multi-view-Camera
Layout in a Large-Scale Space

Naoto Matsubara1(B), Hidehiko Shishido2, and Itaru Kitahara2

1 Graduated School of Systems and Information Engineering, University of Tsukuba, Tsukuba,
Japan

matsubara.naoto@image.iit.tsukuba.ac.jp
2 Center for Computational Sciences, University of Tsukuba, Tsukuba, Japan

{shishido,kitahara}@ccs.tsukuba.ac.jp

Abstract. Attention has been focused on sports broadcast, which used a free-
viewpoint video that integrates multi-viewpoint images inside a computer and
reproduces the appearance observed at arbitrary viewpoint. In a multi-view video
shooting, it is necessary to arrange multiple cameras to surround the target space.
In a large-scale space such a soccer stadium, it is necessary to determine where the
cameras can be installed and to understand what kind of multi-view video can be
shot. However, it is difficult to get such information in advance so that “location
hunting” is needed usually. This paper presents a VR interface for supporting
the preliminary consideration of multi-view camera arrangement in large-scale
space. This VR interface outputs the multi-view camera layout on the 3D model
from the shooting requirements for multi-view camera shooting and the viewing
requirements for observation of the generated video. By using our interface, it is
expected that the labor and time required to determine the layout of multi-view
cameras can be drastically reduced.

Keywords: Free viewpoint video ·Multi-view camera · Camera layout · VR
simulation

1 Introduction

The application of free-viewpoint video technology, which integrates multi-viewpoint
images inside a computer and reproduces the appearance from an arbitrary viewpoint, is
progressing, and it is becoming possible to watch sports with a high degree of immersion
[1, 2]. Inmulti-viewvideo shooting,multiple cameras are arranged to surround a shooting
space. However, in order to cover the whole of a large-scale space such as a soccer
stadium, the number of shooting cameras becomes massive (e.g. over 100). As the
result, a great deal of effort, time, and experience are required to determine the optimal
camera arrangement that can acquire the visual information (multi-view images), which
is necessary to generate high-quality free-viewpoint videos.

In this paper, we propose a VR interface that supports the work of arranging massive
cameras in a large space such as a sports stadium as shown in Fig. 1. By using VR space
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constructed from the CG model of the targeted shooting scene, it is possible to calculate
camera parameters that satisfy the “shooting requirements” (shooting point, shooting
area, spatial resolution of the video) and the “observation requirements” (viewpoint
moving range, viewing angle (convergence angle/depression angle)). The validity of the
camera arrangement can be confirmed in advance by arranging the calculation result on
the VR interface with camera icons and by rendering the appearance from the virtual
cameras.

Fig. 1. VR interface for designing multi-view-camera layout.

2 Related Work

Preliminary simulation using VR has been adopted in various fields, and it has also
been introduced in the sports field [3–6]. Suzuki [7] proposed a camera placement
simulation using a VR environment as a method to support the placement-task of multi-
viewcameras. It is possible to check thequality of the shot videobefore actually arranging
the camera, by presenting images captured by virtual cameras of an arbitrary number,
position, and orientation installed on the stadium CAD model and the spatial resolution
of the images, using HMD (Head Mounted Display). However, since the position and
angle of all virtual cameras must be set by the user as bottom up approach, the problem
of the time and labor required for camera placement has not been solved. In multi-view
camera arrangement for free-viewpoint video rendering, it is common to distribute the
multi-view cameras uniformly in a certain range, however there is not such reference
setting function. We try to solve this problem by developing a VR interface that sets the
shooting and viewing requirements that affect the quality of the generated video, and
calculates and presents camera parameters that meet those requirements as top down
approach.
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3 Interface for Multi-view Cameras Layout

3.1 3D Model of Large-Scale Space

In order to consider the camera arrangement, 3D shape information of the shooting scene
is required. In this research, we prepare a 3D CADmodel of the shooting target scene as
shown in Fig. 2 as shooting space information and construct a VR space based on it. If
there is no CAD model of the target space, it is possible to use 3D model generated by
using computer vision technology such as Structure from Motion [8] or generated from
3D scanner such as a LiDAR scanner [9] or ToF (Time of Flight) camera [10].

Fig. 2. Overview of setting requirements of camera arrangement.

3.2 Specifications of the Virtual Camera

The specifications (i.e., camera parameters such as the maximum and minimum focal
length and the sensor size) of the camera arranged in the VR space are set to be same as
those of the actual camera capturing real soccer scene.

3.3 Setting Requirements of Camera Arrangement

It is necessary to set the requirements to be satisfied for arranging the cameras. Specifi-
cally, as shown in Fig. 2, our interface requests to input two kind of requirements “shoot-
ing requirements” for multi-view camera and “observation requirements” for viewing
the generated video.

Shooting Requirements. “shooting point”, “shooting region”, and “spatial resolution”
are the shooting requirements. Shooting point is the position observed at the center of the
screen of all multi-viewpoint images (i.e., the optical axes of all cameras pass through
this point). Shooting region on the field is set with a rectangle centered on the shooting
point. Spatial resolution is the extent of the 3D space observed by one pixel on the
captured video. The smaller this value is, the more detailed will be the resulting visual
information.
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Observation Requirements. Regarding the observation requirements, “movement
range of the observation viewpoint” and observation angles such as “convergence angle”
and “depression angle” are set. Movement range is set as the angle between the head and
tail around the shooting point as shown in Fig. 2. Convergence angle is a parameter that
affects the sense of switching viewpoints in the observed video. An appropriate angle is
given by the realizationmethod of the free viewpoint video.When generating bullet-time
video, it is possible to generate video in which the viewpoint moves smoothly if multiple
viewpoint cameras are arranged on the same plane. In this interface, the requirement of
the multi-view camera arrangement is given as the angle (depression angle) between the
optical axis of each camera and the field plane.

3.4 Calculation of Multi-view Camera Parameters

Based on the shooting and viewing requirements described above, the parameters of the
multi-view camera such as the number of cameras, position and posture, angle of view,
and resolution are calculated. The number of cameras is obtained from the observation
viewpoint movement range and the convergence angle. A vector (camera posture) from
the shooting point to the center of each camera is calculated using the observation
viewpoint movement range, convergence angle, and depression angle. The optical axis
of each camera is obtained from the shooting point and the camera pose vector, and the
intersection of the optical axis and the 3D model is defined as the camera position. The
angle of view, focal length, and resolution required for each camera are calculated from
the shooting region, spatial resolution, and distance from the camera to the shooting
point. As shown in Fig. 3, the calculated number of cameras and the focal length and
resolution of each camera are displayed on the console of our developed interface.

Fig. 3. Displayed information of focal length and resolution.

3.5 Visualization of Multi-view Camera Parameters

As shown in Fig. 2, camera icons are placed on the VR interface using the parameters
of each camera calculated in the previous section. By changing the color of the camera
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icon, it is possible to easily check whether each camera satisfies the setting requirements.
When the color is black, all requirements are satisfied.When blue, requirement on spatial
resolution is not satisfied. When green, requirement on FoV is not satisfied. When red,
the both requirements on spatial resolution and FoV are not satisfied.

A red line is placed as the line of sight from each camera to the shooting point.
By visualizing the camera parameters, it is possible to grasp the location of the cam-
era. In addition, as shown in Fig. 4 and Fig. 5, by rendering the appearance from the
arranged multi-viewpoint camera based on the calculated camera parameters, it is pos-
sible to confirm multi-view images taken at installation; as well as the development of
a free viewpoint video generation program using multi-view images without actually
performing a shooting experiment on site. Our interface can display the image captured
by the virtual camera by setting the position, orientation, and angle of view of the virtual
camera to calculated values.

Fig. 4. View from multi-view camera (front). (Color figure online)

Fig. 5. View from multi-view camera (oblique). (Color figure online)
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3.6 Visualization of Spatial Resolution

As shown in Fig. 6, the area where the spatial resolution on the field is high, is visually
shown by dyeing in red. First, the field is divided into 0.1 m squares. Spatial resolution
of each area is calculated from every camera based on focal length and the distance
between the cameras and the divided area. If the area is observed by all cameras and the
average spatial resolution of each camera is lower than a threshold, the area is colored
in red. The display of the spatial resolution can be switched from the original field plane
display by clicking the button on of our developed interface.

Fig. 6. Visualization of spatial resolution on the field. (Color figure online)

4 Collection of Information Required for Calculation

4.1 Stadium CAD Model

In addition to the CAD models used for stadium design and construction, real stadium
models have been published on the web as materials for building VR spaces. In this
research, we construct a space where shooting is planned by using these CADmodels in
theVRworld. In this interface, the CADmodel of the stadium is imported intoUnity, and
the horizontal and vertical directions of the stadium are parallel to the Unity coordinate
x-axis and z-axis, respectively, and the center point of the field played by the players is
arranged to overlap the origin of the xz coordinates.

4.2 Shooting Requirements

This section describes how to set the shooting requirements (shooting points, shooting
range, and spatial resolution of the captured video). The shooting range is set as a
rectangular area on the field. The size of the rectangular area is given by inputting the x-
coordinate range and the z-coordinate range into the input window on the Unity screen.
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If the range of x coordinate is x1 to x2 and the range of z coordinate is z1 to z2, the
rectangle whose four vertices are (x1, z1), (x1, z2), (x2,z1) and (x2, z2) is the shooting
range. The shooting point is the center of this rectangle, and the coordinates on the field
are ( x1+x2,

2 , z1+z2
2 ). For spatial resolution, the required input is the size (length) of a

three-dimensional object that fits into one pixel of the captured image at the shooting
point in the input window of Unity.

4.3 Observation Requirements

This section describes how to set the observation requirements (observation viewpoint
movement range and observation angle (convergence angle/ depression angle) in the
generated video). The observation viewpoint movement range is given as an angle when
the positive direction of x is 0 degrees with the origin at the shooting point on the field
plane (xz plane). At this time, the counterclockwise direction is defined as the positive
direction of rotation, similar to the unit circle. The start (head) angle of the range is
θs, and the end (tail) angle is θe. The observation viewpoint moving range is the area
drawn by moving the sector drawn by straight lines and arcs from the shooting point in
the θs and θe directions between the positive direction in the vertical direction of the xz
plane (that is, the y-axis direction). Of the observation angles, the convergence angle θt
is given as the angle between the optical axes of adjacent cameras. The depression angle
θg is the angle between the field plane and the optical axis of the camera. Observation
requirements are set by entering θs, θe, θt , and θg in the Unity input fields.

5 Calculate Camera Parameters

This section describes how to calculate camera parameters. First, the number of cameras
n is obtained from the observation viewpoint movement range and the convergence angle
using the following formula.

n =
[

θe−θs
θt

]
(1)

Next, the position and posture of the multi-view camera are obtained. The direction
vector vk of each camera is expressed by the following equation, assuming that the angle
of each camera within the camera arrangement range is θk (k = 1, 2, …, n).

vk =
⎛
⎝
sin

(
90− θg

)
cos θk

cos
(
90− θg

)
sin

(
90− θg

)
sin θk

⎞
⎠ (2)

The straight line represented by the shooting point and the vector obtained by the
above equation is the line of sight of each camera. The corresponding camera position is
found as the intersection of the line of sight and the 3D model. In addition, the posture
of the camera is determined by rotating the camera as a rotation matrix that rotates θk
degrees to the left and tilts θg degrees from the ground, with setting the positive direction
of x at 0 degree around the shooting point on the xz plane.
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Finally, the angle of view and resolution of the camera is determined. The view
angle θc of the camera is calculated as the smallest view angle in which a rectangular
parallelepiped with a height of 5mwith the shooting range (rectangular area specified on
the field) as the bottom face fits in the view. Assuming the angle of view θc, the specified
spatial resolution s, and the distance L from the camera of interest to the shooting point,
the resolution r of the camera is calculated by the following equation.

r = θc
arc tan s

L
(3)

6 Visualization of Spatial Resolution

This section describes a method for visualizing spatial resolution. Let S be one of the
0.1 m squares that divide the field plane. Let the center coordinate of S be (xc, zc) and
let L be the distance from any camera Ck (k = 1, 2, …, n) to coordinate (xc, zc). If the
angle of view of Ck is α and the resolution is β; then, the spatial resolution Rk when S
is captured from camera Ck is expressed by the following equation.

Rk = L tan α
β (4)

The condition for coloring S red is expressed by the following equation.
∑n

1 Rk
n < 0.015 (5)

7 Implementation of VR Interface

This section describes a pilot system implemented to verify the utility of the proposed
interface. The shooting range is specified by two xz coordinates as the shooting require-
ments. Also, the target spatial resolution is specified by numerical values. The observa-
tion viewpoint movement range and observation angle (convergence angle/ depression
angle) are specified as observation requirements. The position where the first camera
is to be placed is shown in Fig. 7, and the cameras are placed at equal intervals while
expanding to the left and right to fit between the observation viewpointmovement ranges.
Figure 8 shows an example of the input operation.When both requirements and the num-
ber of cameras in possession are set as the input, the camera parameters (camera position
and posture) are automatically calculated, and output as camera icons on the 3D model,
as shown in Fig. 9. The yellow point on the field indicates the shooting point, the area
surrounded by the blue line indicates the shooting range, the red line indicates the line
of sight of each camera; the camera icons with four colors indicates camera layout. In
addition, as shown in Fig. 10, we can check the video shot from arranged virtual cameras.
In this way, by visualizing the camera arrangement based on the input requirements, it
is possible to examine the setup and procedures of the installation work in advance,
resulting in the possible reduction of the labor and time required for determining the
arrangement of multi-view cameras in a large-scale space.
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Fig. 7. Camera arrangement order.

Fig. 8. Input operation on a 3D CG model of a soccer field.

Fig. 9. Camera layout output
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Fig. 10. View from multi-view camera (switching viewpoint)

8 Conclusion

This paper proposed a VR interface to support the preliminary consideration of multi-
view camera arrangement in a large-scale space such as a sports stadium. Camera param-
eters that satisfy the requirements are automatically calculated from the shooting and
observation requirements, and the results (camera arrangement) are presented in the VR
space. It can be expected that the labor and time required to determine the arrangement
ofmulti-view cameras can be reduced. Although, our proposed system virtually arranges
multiple view-points and the captured images by VR cameras in the VR environment,
our proposed interface does not well utilize an advantage of VR device such as 3D
joystick and a head-mounted display (HMD). We are enhancing our system by using
the VR device. For example, we extract shooting and viewing requirements by moving
around a VR camera controlled by a 3D joystick. HMD which can display immersive
view is also useful to observe the VR shooting environment. This work was supported
by Grants-in-Aid for Scientific Research (17H01772).
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Abstract. This paper offers a systematic overview of collaboration in
virtual and augmented reality, including an assessment of advantages
and challenges unique to collaborating in these mediums. In an attempt
to highlight the current landscape of augmented and virtual reality col-
laboration (AR and VR, respectively), our selected research is biased
towards more recent papers (within the last 5 years), but older work has
also been included when particularly relevant. Our findings identify a
number of potentially under-explored collaboration types, such as asyn-
chronous collaboration and collaboration that combines AR and VR. We
finally provide our key takeaways, including overall trends and opportu-
nities for further research.

Keywords: Augmented reality · Virtual reality · Collaboration

1 Introduction

The idea behind this paper is to better understand the current landscape of
collaboration in augmented and virtual reality – to see what is working, what is
not, and where further innovations can lead to improvements.

1.1 Types of Collaboration

For the purposes of this paper, collaboration can be broken down along two
axes – synchronous versus asynchronous, and remote versus on-site. A task’s
synchronicity refers to when collaborators can make contributions (e.g. simulta-
neously or separately), whereas its locale (remote versus on-site) refers to where
the collaborators are.

All possible combinations of these two dichotomies yield four types of collab-
oration, outlined below.

– Synchronous and On-Site: Collaborators are working together in realtime
in the same physical space. Examples include social events, university lectures,
and in-person meetings.

c© Springer Nature Switzerland AG 2020
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– Synchronous and Remote: Collaborators work together in real time, but
not from the same physical location. Examples include video and phone con-
ferencing, simultaneous document editing (such as with Google Docs), and
live chat.

– Asynchronous and Remote: This covers many of today’s go-to communi-
cation tools, such as messaging and email. Collaborators can work when and
where is most convenient for them.

– Asynchronous and On-Site: A less common type of collaboration where
the location itself is important, but collaborators do not need to be present
at the same time. More physically focused projects, such as a construction
site with workers on different shifts, fit this definition.

Each of these collaboration types come with tradeoffs. Asynchronous and
remote tools, such as email, allow for quick and easy dissemination of informa-
tion. This very characteristic also makes them prone to informational overload
and miscommunication [24], however, especially so when users are juggling sev-
eral accounts [14]. Alternatively, in-person meetings are less prone to distractions
and confusion, but finding a time and place can quickly become an intractable
problem. Our goal is to understand these types of collaboration through the lens
of virtual and augmented reality, as well as any technology-specific tradeoffs.

1.2 Paper Structure

This paper categorizes relevant work into the aforementioned four categories.
However, it is important to note that collaboration can transition rather flu-
idly between these states. Google Docs works as both a synchronous and asyn-
chronous collaboration tool, for example. Similarly, meetings often contain a
mixture of co-located and telecommuting participants, thus muddying the waters
between “on-site” and “remote”. As such, relevant products and research rarely
fit neatly into a singular category, so different aspects of papers may be men-
tioned in multiple sections.

For each section, related work is broken down by whether it applies to VR,
AR, or AR/VR-Mixed collaboration. For the purposes of this paper, we define
AR to be any computer-generated images overlaid onto the real world, whether
a “flat” user interfaces or 3D objects. The latter is sometimes referred to as
mixed reality (MR). The VR and AR sections cover head-mounted displays
(HMDs), as well as mobile and desktop experiences. These experiences may take
place entirely in one technology (VR/VR and AR/AR, respectively), or multiple
mediums (e.g. AR and video conferencing). Finally, we have a “AR/VR-Mixed”
category for collaboration that combines AR and VR.

1.3 Contributions

This paper surveys the current state of collaboration in virtual and augmented
realities in both academia and industry.
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2 Synchronous and Remote Collaboration

2.1 Synchronous, Remote, VR Collaboration

Cohabiting a virtual space despite physical distance is a classic use case for
virtual reality. Of course, the types of interactions that fit these criteria are
extremely varied, and the features required for each will vary with the con-
text. Tools like Meetingroom.io [32] are optimized for more professional settings,
whereas social collaboration may be more suited to experimental platforms, such
as VRChat [56] and AltspaceVR [33]. Virtual reality conferencing affords more
social interaction than video conferencing, such as the ability to organically break
off into small groups, or interacting with virtual objects in the scene. For exam-
ple, conducting a design review via VR conferencing allows participants to view
and interact with 3D models more intuitively, as well as at real-world scale.

Multiplayer VR games is also a growing industry, with everyone from indie
developers to AAA studios releasing titles. For example, “Star Trek: Bridge
Crew” [55] and “Space Junkies” [54] are both multiplayer VR games from
Ubisoft, an AAA gaming studio. And while many games and social spaces allow
for participation via DesktopVR, a growing number require a head-mounted dis-
play (HMD), such as the desktop-tethered HTC Vive [22] or standalone Oculus
Quest [17]. The market for VR is anticipated to grow even more with the release
of 5G [43], so this is a particular area of opportunity.

In terms of research, one of the main factors in creating VR immersion is the
idea of presence – the feeling of truly being in a space. A variety of metrics have
been studied for their corresponding effect on presence, including the method of
moving around in a virtual world [48] and the relative realism of a user’s own
avatar when looking in a virtual mirror [57]. Taking this idea a step further,
then, a key component of a collaborative virtual experience is thus co-presence.

Fig. 1. All iterations of Jo
et al.’s work to test how
avatar realism affects co-
presence and trust [25].

For example, how does a partner’s avatar affect
the feeling of connection between two VR collab-
orators? The feeling of trust? Jo et al. [25] did a
number of experiments on how the realism of both
an avatar and the surrounding environment affects
feelings of co-presence and trust in a teleconfer-
ence setting. They created cartoonized and photo-
realistic avatars for participants, and overlaid them
onto a backdrop that was similarly cartoonized (3D
reconstruction of office) or realistic (actual video
feed of office). For clarity, the experimental setup is
visually represented in Fig. 1 below. Their experi-
ments showed that a realistic (AR) background cre-
ated more presence, and a cartoon avatar created
stronger co-presence than a realistic one. This is
consistent with older work on the topic, showing
that hyper-realistic avatars can create a loss of pres-
ence through Uncanny Valley [13]. However, when it
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came to matters of trust, Jo et al. found realistic avatars to be more trustworthy
in the eyes of participants. Given these opposing findings, the type of collabo-
rative task (e.g. social versus professional collaboration) should help determine
whether co-presence or trust is more important for the situation.

In fact, co-presence may not even be that important for some collaborative
use cases. The context of a task – such as whether it’s conversation- or task-based,
social or professional, one-on-one or in a large group – will affect the requirements
of a tool used for that purpose. As noted by Steed and Schroeder [50], realistic
avatar gaze may be important for one-on-one conversations in virtual reality, but
avatar distinctiveness is probably more important than realism when it comes
to collaborating in large groups. Another study by Roth et al. explored how
avatar realism affects performance on a verbal task, ultimately showing that the
absence of certain social cues (such as eye contact and facial expressions) shifts
the user’s attention to other cues (such as tone of voice), and does not impede
the task’s execution [44]. Other findings have corroborated this, as well as show-
ing that people will adjust their own behavior to compensate for technological
limitations [50]. This includes compensations such as narrating movements when
a user does not think their collaborator can see them, or exaggerating emotional
tone if their avatar does not show facial expressions.

2.2 Synchronous, Remote, AR Collaboration

Augmented Reality (AR) technology using head-mounted displays (HMD) as
well as handheld devices has been used as a tool for supporting collaboration,
especially spatial problem solving and remote guidance. It allows for expert
guidance from afar, such as for remote surgical consults [15] or remote main-
tenance [1,39]. One paper, by Kim et al. [27], explored how augmented reality
markers can increase the efficiency of remote collaborators solving a tangram
puzzle. Using SLAM-based tracking, the remote user was able to contribute
spatial cues in addition to their voice, which correlated with significantly higher
feelings of connectedness and co-presence for both local and remote participants.

2.3 Synchronous, Remote, AR/VR-Mixed Collaboration

A number of studies have found that AR and VR collaboration create better co-
presence than traditional video conferencing [25,27], and a number of startups
have built products based on this premise. Spatial [49], for example, allows col-
laboration to join a meeting via AR, VR, or desktop. Their promotional videos
promise walls filled with virtual post-it notes and collaborators with photore-
alistic avatars. Along with these early-adopters, however, there are also critics.
Some have argued that augmented or virtual conferencing is most likely unneces-
sary, even counter-productive, for most use cases, and that the expensiveness of
the technology is not worth the purported improvement over traditional meth-
ods [16]. That said, Spatial recently announced a $14 million funding round,
indicating not everyone shares this viewpoint [52]. There are also a number of
enterprise AR solutions, such as Re’Flekt [41], that use desktop or tablet screens
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to collaborate with on-site AR workers. One opportunity for these tools would
be to instead use VR scene reconstructions for remote collaborators. This could
allow for more natural and clear collaboration than 2-dimensional arrows and
circles.

Another interesting project is CoVAR [40], which experiments with realtime
collaboration between a local user in AR and a remote user in a VR reconstruc-
tion of the local room. This setup allows for interesting applications, such as
allowing the VR participant to drastically change their size relative to the room
(e.g. “God Mode” and “Mini Mode”), which could have applications in both
games and accessibility. Similarly, Zillner et al. [59] developed a SLAM-based
method for incredibly accurate scene reconstruction (up to 1 cm precision) using
a specialized headset. This could facilitate remote guidance in VR rather than
from a desktop or tablet.

Finally, while not exactly combining AR and VR, Müller et al. [36] con-
ducted a user study comparing performance between AR/AR and VR/VR con-
figurations for distributed (and co-located, discussed in Sect. 5.3) collaboration
using mobile devices. Their qualitative results found advantages and drawbacks
of both approaches. The AR setup was helpful in avoiding collisions with real-
world objects, while VR conversely was more prone to collisions. Some users also
mentioned they were easily disoriented when they looked away from the screen
during the VR experience (which was necessary to avoid tripping) because there
was no visual pairing between the VR and actual worlds. On the other hand, AR
struggled where VR excelled – AR collaborators could not reference a virtual
object’s location relative to their own physical space (despite being visually inte-
grated with the task), but VR users benefitted from seeing the same (virtual)
world. Despite these tradeoffs, there was no statistically significant difference
between performance or users’ mental workload for either condition, and user
preference was evenly split between AR and VR. Based on these findings, the
authors recommend transitional interfaces that go between AR and VR. This
could be a compelling way for a single tool to leverage the relative benefits of
AR and VR for different contexts.

3 Asynchronous and Remote Collaboration

3.1 Asynchronous, Remote, VR Collaboration

Virtual reality training sessions allow for expert knowledge to be transferred
asynchronously and remotely. This has been used quite frequently in both mil-
itary and medical sectors. Bhagat et al. found that using virtual reality for
weapons firing training was more cost-effective, improved learning outcomes,
and allowed for more individualized training (since the VR experience could
keep track of students’ metrics over time) [7]. There have also been multiple stud-
ies showing that VR simulations improve operating room performance across a
variety of surgery types [45,53].That said, training sessions are only loosely col-
laborative in that the flow of information is, most often, one-way – one curated
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experience can disseminate information to a vast number of students, but the
student has little to no affect on it.

For asynchronous collaboration between two or more virtual reality users,
however, the pool of research is noticeably smaller. A 2013 chapter of Mental
Health Informatics discussed the potential of asynchronous psychotherapy, which
is currently gaining popularity with text-based therapy apps like BetterHelp [6],
as well as VR applications to aid in treatment for a variety of illnesses, such as VR
exposure therapy (VRE) for those with post-traumatic stress disorder (PTSD)
or a particular phobia [30]. While not mentioned in this paper, a combination
of VR-based, asynchronous therapy could be an interesting direction.

Another interesting application is the idea of an asynchronous, virtual class-
room, as proposed by Morozov et al. [35]. Their system created a virtual class-
room where each student could virtually attend a pre-recorded class, either by
observing or re-recording the class with their own input (e.g. to class discussions).
This allows for asynchronous class discussions that, though limited, could be an
interesting way to encourage collaboration between in-person coursework and
remote learners.

3.2 Asynchronous, Remote, AR Collaboration

Similar to virtual reality, there is little work on asynchronous, remote collabo-
ration between multiple AR users. Given that AR is largely location-based, it
makes sense that there would be limited use cases for remote (aka location-
independent) augmented reality. One interesting example is the Blocks app,
which explores co-creation between augmented and virtual reality in a variety
of collaboration types, including asynchronous and remote scenarios [20]. While
it does fall under the “asynchronous, remote AR” label, it also fits any of the
other categories mentioned in this paper – the app allows users to collabora-
tively build sculptures with virtual blocks, and it’s built to work synchronously,
asynchronously, on-site, and remote in either AR or VR.

3.3 Asynchronous, Remote, AR/VR-Mixed Collaboration

While there are, again, few papers in this realm, there are use cases that could
fit this sort of collaboration. For example, interior design generally requires at-
home visits, but using augmented-reality room scanning, designers could design
a room in VR that clients could review in their home using AR. This could
allow for easier visualization for clients, and to give feedback on designs without
needing a scheduled meeting.

4 Asynchronous and On-Site Collaboration

4.1 Asynchronous, On-Site, VR Collaboration

We have been unable to find products or papers that present a use case for this
sort of VR collaboration. While some virtual reality experiences are location-
dependent, such as in the case of Cave Automatic Virtual Environments (CAVE)
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experiences, we have found very little current research (since the year 2000) on
collaboration in these types of spaces, and virtually nothing asynchronous in
nature. While interesting research and use cases could exist outside our knowl-
edge, we still do not find this area to be of very high priority for further research
and development.

Applications that combine VR and AR are similarly sparse for this form of
collaboration, so that subsection has been excluded from this section.

4.2 Asynchronous, On-Site, AR Collaboration

Augmented reality allows users to place labels to communicate important loca-
tions and/or information. This is particularly useful when collaborators need to
relay information about a location (e.g. factory floor, shared apartment, con-
struction site), but cannot do so in person. For example, Renevier and Nigay’s
MAGIC (Mobile Augmented Group Interaction in Context) project shows how
AR can be used to label sites in an archaeological dig with important informa-
tion, thus allowing for teams to work asynchronously [42]. Similarly, multiple
papers have discussed various augmented-reality museum guides, allowing for
visitors to interact and learn about exhibits at their own pace [18,21]. This is
a particularly exciting area, since products like Microsoft’s HoloLens [34] and
Google’s industry-rebranding of Glass [19] are making this sort of technology
more accessible to the public.

AR collaboration can also move beyond simply placing markers, however.
Irlitti et al. make the distinction between direct and passive interactions, argu-
ing that the latter holds a lot of opportunity, despite the current lack of academic
exploration [23]. In their paper, direct interactions are defined as information the
user explicitly creates (e.g. markers), whereas passive interactions are informa-
tion that can be collected by the application itself, such as the time spent at
certain locations, or how a user moves through a space.

5 Synchronous and On-Site Collaboration

5.1 Synchronous, On-Site, VR Collaboration

Collocated VR comes with some challenges, such as avoiding collisions between
users, and really only makes sense when collaborators need to directly interact
with each other in a virtual world. That said, it also has some advantages over
remote VR, such as the potential for offline and latency-free collaboration. It also
allows the experience to rely on virtually-tracked props, which has been shown to
aid in suspension of disbelief (provided the physical props are similar in texture
and weight to their virtual representation), a practice sometimes called “substi-
tutional reality” [47]. Seen in Fig. 2 below, this sort of physical/virtual mapping
is already being seen on a commercial level with brick-and-mortar virtual reality
centers, offering group activities such as VR adventure games and escape rooms
designed specifically for the space.
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Fig. 2. Example of a physical space mapped to a virtual world, from Simeone et al.’s
work on Substitutional Reality [47].

An important research area of co-located VR is avoiding collisions when two
or more users are occupying the tracking area. Especially if the virtual world is
larger than the physical space, two users can physically collide despite being in
different areas of the virtual world. Lacoche et al. experimented with different
methods of displaying someone’s physical location in VR, including two types
of avatars and a “Safe Navigation Floor” (SNF) that highlighted the ground in
green or red depending on whether the physical location was occupied or not.
Their results showed fewer collisions with avatars relative to the SNF approach,
and user sentiment also preferred this setup to the potentially safer approach of
separating users into two individual, but smaller, tracking areas [28]. A similar
study by Azmandian et al. experimented with redirected walking to prevent
user collisions with positive results, though the degree of success was heavily
influenced by the size and shape of the physical space [5].

Finally, there are some relevant collaborations that mix virtual reality and
actual reality. The video game “Keep Talking and Nobody Explodes”, for exam-
ple, is a cooperative game where a player in VR needs to communicate informa-
tion to their non-VR counterpart [51]. Another is a paper by Mai et al., which
allows for communication between HMD- and non-HMD-wearing users through a
shared surface. Cameras above a table allow for the VR participant to see images
from the real world without having to remove their HMD, including video over-
lay of the other participants hands. In a user study using this shared surface, the
non-VR participant needed to explain a series of steps to the VR participant,
and the presence of hands halved the number of clarifying questions needed to
complete the task [31]. While these are not true VR-to-VR collaborations, they
are good examples of highly-collaborative interactions that rely heavily on VR.

5.2 Synchronous, On-Site, AR Collaboration

Early research, such as Billinghurst’s Shared Space experiment [11], showed the
potential for augmented reality to enhance face-to-face communication by com-
bining the task space (such as a computer screen or 3D model) with the col-
laboration space (face-to-face communication) [9,10]. Today, multi-user AR has
become much more common, with popular apps like Pokemon Go [37], and AR
development kits from both Google and Apple that simplify the creation of AR
apps. Apple’s ARKit, for example, makes it quite easy for iOS developers to get
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realtime, multi-user AR up and running [2]. This technology was featured in the
form of a competitive AR slingshot game during the WWDC18 keynote [3].

Augmented reality collaboration has also been used for art exhibitions. Artec-
house, a Washington-DC-based experimental art studio, frequently incorporates
both phone- and projector-based augmented reality into their exhibits [4].

A particularly interesting example of synchronous AR collaboration is
CARS (Collaborative Augmented Reality for Socialization) developed by Zhang
et al. [58]. It allows for information to be shared between nearby phones, allowing
for lower latency as well as leveraging the computing power of multiple devices
to create higher quality AR experiences. While this is a framework rather than
an standalone product, it could improve the experience of future AR mobile
applications.

5.3 Synchronous, On-Site, AR/VR-Mixed Collaboration

This is another section where research is, perhaps intentionally, sparse. Collabo-
ration between augmented and virtual reality users occupying the same physical
space would require a very specific use case. One such use case is the work by
Billinghurst et al. to create a “Magic Book” [8]. The book, which looks like a
normal children’s book, uses image recognition and an HMD to superimpose
virtual objects that “pop off” the page. These scenes can then be “entered”
and the glasses transition from AR to VR mode for a first-person view of the
scene. Multiple readers can enjoy a story together, creating a very interesting
collaborative experience – users in VR mode are represented as avatars in the
scene and visible by fellow VR collaborators, and also from a “bird’s eye view”
to those still in AR mode. Other research has explored transitioning between
VR and a workstation environment [26], which could aid in collaboration, but
the paper was not explicitly collaborative in focus. While fascinating, it’s also
worth noting that these prior examples were all published at least 10 years ago,
so there’s room for more research with more current technologies. We have been
unable to find research on collaboration in mixed realities, other than the Blocks
app mentioned in Sect. 3.2.

That said, there has been research comparing AR/AR and VR/VR con-
figurations for co-located (and distributed, discussed in Sect. 2.3) collaborative
tasks [36]. In this paper, Müller et al. conduct an analysis of a turn-based match-
ing game, comparing quantitative performance and qualitative user preferences
between the configurations. VR showed a slight, but significant decrease in the
number of trials to solve the task, but there was otherwise no significant perfor-
mance difference between the AR and VR scenarios. Qualitatively, participants’
preference was fairly evenly split between AR and VR, but their opinions were
strongly held. Those who preferred AR said it was helpful to see their collabora-
tor on the screen, and thus easier to coordinate. Fans of VR found AR distracting,
and thought the “tidiness” of VR made it more immersive and easier to focus.
One way to address these strong but opposing preferences would be to allow
users to switch fluidly AR and VR – a term Müller et al. refer to as transitional
reality.
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6 Additional Research of Note

This section covers related work that does not otherwise fit into one of our
predefined categories, but is still relevant to AR/VR collaboration.

Being able to direct a user’s attention is incredibly important for collabora-
tion, regardless of the type. Synchronous collaboration requires getting collabora-
tors attention, and asynchronous collaboration needs to represent changes since
the last time a user was in a virtual environment. In the realm of AR, Biocca et
al. developed an AR “attention funnel” that uses a chain of successively smaller
rectangles to direct a user’s gaze to a specified point, even if it’s outside their
current field of view [12]. VR also had a number of papers, especially related to
directing attention in 360◦ video. One study by the BBC showed that a combina-
tion of audio and visual cues (in this case, a sound coming from the out-of-frame
location, followed by a person in-frame walking towards the sound) was most
successful at guiding a user’s attention [46]. Another compared a similar situa-
tion (a firefly flying toward the target location) with forcibly rotating the video
to display the relevant area, but neither showed any significant difference from
the control condition (no guidance) [38].

Another interesting question is how to define “remote collaboration”. In our
research, we define it as two or more parties in separate physical locations. How-
ever, distance between collaborators is more than just geographical distance,
as illustrated by the Virtual Distance metric developed by Dr. Karen Sobel
Lojeski [29]. In addition to physical distance, it also encompasses a wide variety
of factors, such as cultural and emotional distance, that can impede productiv-
ity between collaborators. While this paper uses the more binary definition of
“remote work”, it is important to note that not all distance can be bridged by
faster computers or better immersive technology.

7 Discussion

Based on this literature review, we have identified four areas with little or no
current research, as shown in Table 1.

We have also reflected on the unique tradeoffs to collaborating in augmented
and virtual reality, and will outline a number of advantages and disadvantages
based on our research and prior experience in augmented and virtual reality.

Benefits of Collaboration in Virtual and Augmented Reality

– Being able to collaborate independently in both time and space gives free-
dom, but also increases the user’s mental load. Similar to multiple versions
of a co-edited document, there can be “save points” in AR/VR time, which
have potential to be both useful and confusing. This area is currently under
explored, and could benefit from further research.

– Visualizations and other immersive experiences make it easier to communicate
a concept, meaning less reliance on people’s imagination. This is especially
helpful in areas like interior design and architecture.
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Table 1. Summary of topics discussed in this paper. There are four areas that are
currently under explored.

– A truly engaging, immersive AR/VR experience could dramatically improve
the quality of remote collaboration, and companies like Spatial are already
working towards that end. However, avatar quality is a limiting factor to co-
presence. They are often too cartoonish for business purposes, or photorealstic
to the point of verging on Uncanny Valley. Commercially available avatars
that realistically mimic users’ expressions (e.g. gaze, mouth movement) would
be a game-changer, though this is reliant on both software and hardware
improvements.

– Virtual and augmented reality allow for viewing things from a different user’s
perspective. For example, being able to see a room through a color blindness
filter, or adjusting a user’s height to view a space from a child’s height. This
could be used advantageously for empathy training, as well as a new method
of accessibility testing in architecture and design.

Challenges Facing Collaboration in Virtual and Augmented Reality

– Expensive and rapidly evolving technology limits who can participate. This is
a problem both from an equality as well as a market size standpoint. Mobile
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augmented reality with smartphones and consumer-oriented virtual reality
headsets are still the most easily accessible.

– Motion sickness and eye fatigue are ongoing problems, further limiting the
potential audience for VR and AR applications.

– In teleconferencing settings, the additional complexity of virtual or augmented
reality meetings translates to more points for system or user error. There is
only so much technical literacy that can be assumed of the average consumer.
This will of course increase with time and exposure, but it could lead to lower
adoption due to frustration.

– Rapidly changing technology as well as a large variety of platforms (Oculus,
Vive, Cardboard, WebVR, mobile, etc) can substantially increase develop-
ment overhead for a cross-platform application, and focusing on only one
platform significantly limits the potential audience.

– A single collaborative task may require several mediums, such as switching
between face-to-face discussion, viewing slides or a 3D model, and taking
notes. Especially in virtual reality, these sorts of context switches often require
taking a bulky headset on and off, which can interrupt the flow of work.

– There’s currently no industry standard for drawing someone’s attention to
something outside their field of vision. This is especially important for asyn-
chronous collaboration – how can we alert the user that something has
changed since the last time they were in a virtual/augmented space?

7.1 Conclusions

Virtual and augmented reality collaboration have made some compelling
advancements in recent years, but there’s still plenty of room for improvement
and further exploration. Asynchronous collaboration, for example – whether in
augmented or virtual, remote or on-site settings – is particularly under explored.
This paper identifies four areas of opportunity, as outlined in Table 1, all of which
fall under the asynchronous category. Experiences that combine virtual and aug-
mented reality are also relatively rare, and could benefit from further work.

Based on these findings, the authors propose a number of potential topics for
further study. In the vein of asynchronous collaboration, there is relatively little
work into how to represent changes to a virtual world – similar to how changes
are highlighted in Github, how can changes by one collaborator be represented
to another, asynchronous collaborator? While implementation may vary by use
case, this seems to be a limiting factor to asynchronous collaborative experiences.
For AR/VR-Mixed research, opportunities include applications with both AR
and VR participants, as well as transitional interfaces that would allows a sin-
gle participant to go between virtual and augmented experiences. Ultimately,
augmented and virtual collaboration hold a lot of potential, which we hope to
explore further in future work.
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Abstract. When evaluating virtual reality (VR) locomotion techniques,
the user experience metrics that are used are usually either focused on
specific experiential dimensions or based on non-standardised, subjec-
tive reporting. The field would benefit from a standard questionnaire for
evaluating the general user experience of VR locomotion techniques. This
paper presents a synthesised user experience questionnaire for VR loco-
motion, which is called the VR Locomotion Experience Questionnaire
(VRLEQ). It comprises the Game Experience Questionnaire (GEQ) and
the System Usability Scale (SUS) survey. The results of the VRLEQ’s
application in a comparative, empirical study (n = 26) of three prevalent
VR locomotion techniques are described. The questionnaire’s content
validity is assessed at a preliminary level based on the correspondence
between the questionnaire items and the qualitative results from the
study’s semi-structured interviews. VRLEQ’s experiential dimensions’
scoring corresponded well with the semi-structured interview remarks
and effectively captured the experiential qualities of each VR locomo-
tion technique. The VRLEQ results facilitated and quantified compar-
isons between the techniques and enabled an understanding of how the
techniques performed in relation to each other.

Keywords: Locomotion · Questionnaire · User experience · Virtual
reality

1 Introduction

Virtual reality (VR) locomotion is an essential interaction component of naviga-
tion in VR environments [11,17]. Since the early days of VR, various locomotion
techniques have been developed and studied to enable seamless and user-friendly
navigation in virtual environments [9,11]. In recent years, major hardware-driven
advances have had significant effects on how the users experience and use VR
[6,38,46]. The technical and interaction progress in the new era of VR have also
marked a new era for VR locomotion [6]. As a result, new locomotion techniques
have been developed, and past ones have been significantly updated [6].

VR locomotion techniques are evaluated by testing in different environ-
ments that involve a variety of tasks and various user experience (UX) metrics.
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The Locomotion Usability Test Environment (LUTE) [40] addresses the need
for a standard testing environment to evaluate different locomotion techniques.
It also helps analyse and identify the techniques that work better for different
tasks. Regarding UX metrics for VR locomotion, the metrics that are used are
either focused on specific experiential dimensions, such as the Presence Ques-
tionnaire [50] and the Slater-Usoh-Steed Questionnaire [45] for presence [8,44],
and the Simulator Sickness Questionnaire [19] for motion sickness [14,32,44],
or based on non-standardised, subjective reporting [22,23,32,36,43]. A standard
questionnaire for evaluating the general UX performance of VR locomotion tech-
niques would help researchers and practitioners produce and communicate UX
results within a consistent and shared framework.

This work presents a synthesised UX questionnaire for VR locomotion, con-
sisting of the Game Experience Questionnaire (GEQ) [18] and the System Usabil-
ity Scale (SUS) survey [12], hereafter called the VR Locomotion Experience
Questionnaire (VRLEQ). The results of the VRLEQ’s application in a compar-
ative, empirical study of three prevalent VR locomotion techniques are also pre-
sented. Finally, a preliminary assessment of the questionnaire’s content validity
is performed based on the correspondence between the questionnaire items and
the qualitative results from the study’s semi-structured interviews. Researchers
and practitioners in the field of VR and VR locomotion can benefit from this
work by being introduced to a new UX metric tool specifically tailored for VR
locomotion while getting specific instructions on how to apply it in their projects.

The rest of this paper is organised as follows. Section 2 provides the back-
ground relating to VRLEQ components. Section 3 describes VRLEQ, its formu-
lation process (Sect. 3.1) and the results of its application (Sect. 3.2). Section 4
presents a preliminary evaluation of the tool’s content validity. Section 5 dis-
cusses the results, the study limitations, and the future directions for VRLEQ’s
development.

2 Background

A paper by Boletsis and Cedergren [7] presented a comparative, empirical eval-
uation study of three prevalent VR locomotion techniques and their user expe-
riences. They studied the following techniques:

– Walking-in-place (WIP): The user performs virtual locomotion by walking in
place, that is, using step-like movements while remaining stationary [6,23].

– Controller/joystick : The user uses a controller to direct their movement in
the virtual environment [6,31].

– Teleportation: The user points to where they want to be in the virtual world,
and the virtual viewpoint is instantaneously teleported to that position. The
visual ‘jumps’ of teleportation result in virtual motion being non-continuous
[6,10,11].

Walking-in-place (WIP), controller-based locomotion, and teleportation were
used by 26 adults in order to perform a game-like task of locating four spe-
cific places (called checkpoints) in a virtual environment. The study employed a
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mixed-methods approach and used the synthesised VRLEQ questionnaire, con-
sisting of the GEQ and SUS questionnaires, to quantitatively assess UX and
semi-structured interviews to assess it qualitatively.

GEQ [18] is a user experience questionnaire that has been used in several
domains, such as gaming, augmented reality, and location-based services, because
of its ability to cover a wide range of experiential factors with good reliability
[24,25,33–35]. The use of GEQ is also established in the VR aspects of navigation
and locomotion [28,30], haptic interaction [1], VR learning [4], cyberpsychology
[47], and gaming [42]. GEQ is administered after the session and asks the user to
indicate how they felt during or after the session with a series of statements. The
GEQ comes in different versions depending on the kind of experience the experi-
menter is trying to document. Apart from the core version (33 statements), there
are in-game (14 statements), post-game (17 statements), and social-presence (17
statements) versions of the questionnaire. All GEQ versions cover UX dimen-
sions such as Competence, Sensory and Imaginative Immersion, Flow, Tension,
Challenge, Negative Affect, Positive Affect, et al.

SUS [12] allows usability practitioners and researchers to measure the sub-
jective usability of products and services. In the VR domain, SUS has been
utilised in several studies on topics such as VR rehabilitation and health services
[20,27,29,39,49], VR learning [26], and VR training [16]. SUS is a 10-statement
questionnaire that can be administered quickly and easily, and it returns scores
ranging from 0 to 100. A SUS score above 68 is considered above average and
that below 68 is considered below average [12]. SUS scores can also be trans-
lated into adjective ratings, such as ‘worst imaginable’, ‘poor’, ‘OK’, ‘good’,
‘excellent’, and ‘best imaginable’ and into grade scales ranging from A to F [5].
SUS has been demonstrated to be reliable and valid, robust with a small number
of participants and to have the distinct advantage of being technology agnostic
– meaning it can be used to evaluate a wide range of hardware and software sys-
tems [12,13,21,48]. Apart from the original SUS survey, there is also a positively
worded version that is equally reliable as the original one [41].

3 VR Locomotion Experience Questionnaire

3.1 Questionnaire Formulation

Statements and Dimensions: The VRLEQ (Table 1) utilises all the dimen-
sions and respective statements of the in-game GEQ version, that is, Compe-
tence, Sensory and Imaginative Immersion, Flow, Tension, Challenge, Negative
Affect, Positive Affect, along with the dimension of Tiredness and statements
relating to it from the post-game GEQ version. For the in-game GEQ statements
(i.e., statements 1–14 in Table 1), the VRLEQ asks the user “Please indicate how
you felt while navigating in VR”. For the Tiredness dimension (i.e., statements
15–16 in Table 1) the VRLEQ asks “Please indicate how you felt after you fin-
ished navigating in VR”. The in-game GEQ version was chosen because of its
brevity compared to the core version (14 versus 33 statements, respectively), the
coverage of the same UX dimensions as the core GEQ and its good reliability. Its
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Table 1. The VRLEQ statements and the experiential dimensions they address.

# Statement Dimension

1. I was interested in the task Immersion

2. I felt successful Competence

3. I felt bored Negative Affect

4. I found it impressive Immersion

5. I forgot everything around me Flow

6. I felt frustrated Tension

7. I found it tiresome Negative Affect

8. I felt irritable Tension

9. I felt skilful Competence

10. I felt completely absorbed Flow

11. I felt content Positive Affect

12. I felt challenged Challenge

13. I had to put a lot of effort into it Challenge

14. I felt good Positive Affect

15. I felt exhausted Tiredness

16. I felt weary Tiredness

17. I think that I would like to use this VR navigation technique
frequently

Perceived Usability

18. I found the VR navigation technique unnecessarily complex Perceived Usability

19. I thought the VR navigation technique was easy to use Perceived Usability

20. I think that I would need the support of a technical person to
be able to use this VR navigation technique

Perceived Usability

21. I found the various functions in this VR navigation technique
were well integrated

Perceived Usability

22. I thought there was too much inconsistency in this VR
navigation technique

Perceived Usability

23. I would imagine that most people would learn to use this VR
navigation technique very quickly

Perceived Usability

24. I found the VR navigation technique very cumbersome to use Perceived Usability

25. I felt very confident using the VR navigation technique Perceived Usability

26. I needed to learn a lot of things before I could get going with
this VR navigation technique

Perceived Usability

smaller size is preferable so that responders do not get frustrated or exhausted or
impatient from a long survey, especially after an immersive VR experience and
during a comparative study of VR locomotion techniques where several appli-
cations of the VRLEQ (one per technique) would be necessary. Tiredness was
considered an appropriate post-session dimension to capture since fatigue is con-
sidered a major challenge for VR locomotion [2,37] that would not be fully or
clearly covered by the other negative dimensions of the in-game GEQ (e.g. Ten-
sion, Negative Affect, Challenge). The original SUS survey adds the dimension
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of Perceived Usability to the VRLEQ. For the SUS statements (i.e., statements
17–26 in Table 1), the user is asked “Please check the box that reflects your
immediate response to each statement.” The phrasing of several statements of
the GEQ and SUS were modified so that they address VR locomotion and are
easily understandable by users with varying knowledge (e.g., “VR navigation”
was used instead of “VR locomotion”).

Scales and Scoring: VRLEQ uses the scales and the scoring of the original
GEQ and SUS questionnaires. The GEQ statements of the VRLEQ (i.e., state-
ments 1–16 in Table 1) were rated on a five-point Likert scale of 0 (not at all), 1
(slightly), 2 (moderately), 3 (fairly), and 4 (extremely). Then, the average score
per dimension was calculated and scaled between 0 and 4. The SUS statements
of the VRLEQ (i.e., statements 17–26 in Table 1) were also rated on a five-point
Likert scale of 0 (strongly disagree), 1 (disagree), 2 (neutral), 3 (agree), and 4
(strongly agree). The scores associated with the negative statements 18, 20, 22,
24, and 26 (in Table 1) should be inverted; therefore, their points were subtracted
from 4. The points associated with the positive statements 17, 19, 21, 23, and
25 were not altered. This scaled all values from 0 to 4. Then, all points from the
10 statements were added and multiplied by 2.5, which converted the range of
possible values from 0 to 100.

3.2 Application and Results

Twenty-six participants (n= 26, mean age: 25.96, SD: 5.04, male/female: 16/10)
evaluated the three VR locomotion techniques by filling out the VRLEQ ques-
tionnaire and through interviews. The VRLEQ results are shown in Fig. 1. GEQ
dimensions’ scores are plotted on the same scale as the SUS scores (Perceived
Usability), that is, scaled between 0 and 100, for clearer visualisation.

The non-parametric Friedman test was used to detect differences between
the techniques’ performances. It showed statistically significant differences in
the scores of: Competence (X2(2) = 16.455, p < 0.001), Immersion (X2(2) =
6.099, p = 0.047), Challenge (X2(2) = 34.587, p < 0.001), Negative Affect
(X2(2) = 15.459, p < 0.001), Tiredness (X2(2) = 23.011, p < 0.001), and Per-
ceived Usability (X2(2) = 16.340, p < 0.001). The Friedman test indicated no
statistically significant differences in the Flow, Tension, and Positive Affect com-
ponents between the three techniques.

4 Evaluation

In this section, the content validity assessment of the synthesised VRLEQ is
presented. This helped assess whether the VRLEQ represents all facets of UX
for VR locomotion. Content validity can be assessed through literature reviews,
expert opinions, population sampling, and qualitative research [3,15], the latter
being the case herein. The interview remarks by the VR locomotion users of the
three techniques are used as groundtruth. Then, the correspondence between the
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Fig. 1. Mean VRLEQ values (with standard deviation bars) across the experiential
dimensions. GEQ values are scaled from 0 to 100 (i.e. values multiplied by 25) for
uniform visualisation.

test items (i.e., VRLEQ dimensions) and the interview remarks was examined
(Table 2). The VRLEQ and the semi-structured interviews evaluated UX at two
different levels. The former provided an overview of UX performance and the
latter provided specific insights in addition to a general overview.

During the semi-structured interviews, participants were asked about what
they liked and did not like about the evaluated VR locomotion techniques and
why. The interviewer followed up on the participants’ comments until each topic
was covered. In the end, the interview responses were coded by two researchers.
The inter-rater reliability showed high agreement.

5 Conclusion

Table 2 shows that the VRLEQ dimensions’ scoring corresponded well with
the semi-structured interview remarks and captured and reflected the experi-
ential qualities of each VR locomotion technique. In our assessment, VRLEQ
documented all facets of the VR locomotion techniques’ UX performance and
demonstrated satisfactory content validity. Moreover, the VRLEQ results facil-
itated and quantified the comparisons between the techniques and illuminated
how the techniques performed in relation to each other. When these results are
combined with the related results from interviews, then the experimenter can
potentially pinpoint the interaction strengths and weaknesses of the techniques
that impacted the experiential performance, thus collecting valuable informa-
tion for future improvements. It is suggested that an interview like the one
described above should be included following the use of VRLEQ since the inter-
view addresses additional, specific issues of the technical and interaction kinds.
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Table 2. Correspondence between the VRLEQ dimensions and the semi-structured
interview remarks.

Interview remarks Dimensions and scoring

–WIP–

WIP offered high levels of immersion owing to its

natural and realistic way of moving

- Moderate-to-high Immersion

- Moderate-to-high Flow

Many participants found that the translation of real

body movement to VR motion made the technique

tiresome

- Moderate-to-high Challenge

- Moderate-to-high Negative Affect

- Moderate-to-high Tiredness

- “OK” Perceived Usability

Others found that the translation of real body

movement to VR motion added a certain level of

physical training, fun and entertainment

- Moderate-to-high Positive Affect

WIP caused fear of colliding with physical objects in

real life and motion sickness, especially for novice VR

users

- Low-to-moderate Tension

- Moderate-to-high Challenge

- Moderate-to-high Negative Affect

- “OK” Perceived Usability

Participants were able to go on with the tasks despite

their interaction difficulties

- Moderate Competence

- “OK” Perceived Usability

–Controller–

It was found to be easy-to-use and was characterised as

“familiar”, “intuitive”, and “comfortable”

- Moderate-to-high Competence

- Low-to-moderate Challenge

- Moderate-to-high Positive Affect

- “Excellent” Perceived Usability

It was reported that during the first seconds of use, the

technique caused motion sickness. However, after a few

seconds, the participants were able to adjust and

master the technique

- Moderate-to-high Competence

- Low-to-moderate Challenge

- Low Tension

- Low Negative Affect

- Low Tiredness

- “Excellent” Perceived Usability

The technique achieved satisfying levels of immersion

for participants

- Moderate-to-high Immersion

- Moderate-to-high Flow

–Teleportation–

It was described as the least immersive of the three

techniques, owing to its visual “jumps” and

non-continuous movement

- Moderate Immersion

- Moderate Flow

“Blinking” – the teleporting transition from one place

of the virtual environment to another – made the

technique tiresome and put extra strain on the

participants’ vision

- Moderate-to-high Challenge

- Low-to-moderate Tension

- Low-to-moderate Negative Affect

- Low-to-moderate Tiredness

Participants found teleportation to be effective when

time was of the essence for the task owing to its fast

navigation

- High Competence

- Moderate-to-high Positive Affect

- Low-to-moderate Challenge

- “Good” Perceived Usability

Using the method and mastering its interaction aspects

were considered straight-forward and easy; the visual

cues, i.e., the direction arc ray and the marker on the

virtual ground, were clear and understandable

- High Competence

- Moderate-to-high Positive Affect

- Low-to-moderate Challenge

- “Good” Perceived Usability

A UX questionnaire such as VRLEQ can answer the question “What is the
effect that a VR locomotion technique has on UX?”. The interview sheds more
light on the “why” and reveals the specific factors that together form the UX
performance.

Regarding the formulation and evaluation of VRLEQ in this paper, it is impor-
tant to acknowledge the limitations. The evaluation is of a preliminary nature and
based on qualitative comparisons. The small sample size does not assure reliable



164 C. Boletsis

internal consistency and does not permit the construction of validity measure-
ments. Moreover, the GEQ and SUS dimensions do not operate on the same con-
ceptual UX level. Perceived Usability (SUS) exists at a higher level than the GEQ
dimensions, and it contains sub-dimensions or sub-elements that are thematically
relevant to those of the GEQ. This issue also arises when examining the relevant
questions in both questionnaires (e.g., statements 9 and 25 in Table 1).

Accordingly, the future work on VRLEQ will: 1) include a larger sample size
to enable reliable quantitative evaluation (reliability and validity), 2) develop a
new UX model describing the relationship between the GEQ and SUS dimen-
sions, 3) develop a shorter version of the VRLEQ by eliminating similar questions
that measure the same dimension and 4) assess the reliability and validity of the
shorter VRLEQ.
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Abstract. This paper presents a Virtual Reality (VR) exergame, Virtual Fitness
Trail (VFT), designed to encourage the elderly to regularly exercise in an engaging
and safe way staying at home. VFT provides a highly immersive physical activity
experiences in first-person perspective and it has been developed to run on Oculus
Quest head mounted display. The exergame proposes four activities involving the
main muscles of the legs and arms, as well as stabilizing balance and reflexes:
monkey bar, side raises, basketball shot and slalom between beams. Each activity
has four difficulty level and has been designed to minimize the perception of
self-motion so as to reduce the cybersickness arise. The user’s performances are
saved in .json file and it can be shared, via email, with the caregiver at the end of
the exergame session. The application is a prototype and needs to be tested and
validated before proposing it for autonomous physical activity at home.

Keywords: Physical activity · Elderlies · Virtual Reality

1 Introduction

“The greying of Europe” is the phenomenon of the aging of the European population due
to a combination of factors: a growing average life expectancy, a decrease in mortality
rate and a low number of births among Europeans population [1]. In 2015 19.2% of
the European population was >65 years of age and projections show that by 2050 the
number will almost double, rising to >36% [2]. In this European context, Italy is the
countrywith the highest number of people over 65-years-old [3]. In addition to this, living
longer is not necessarily associated with active aging, good health and independence of
the elderly population [4]. Rather, the increase in longevity leads to a greater expression
of chronic diseases, comorbidities and geriatric syndromes, burdening the economic
and health systems with a serious challenge [5]. The concept of active aging [6] is well
rooted in the social and economic structure in some countries but it remains less well
implemented in many countries [7]. This concept refers to the processes of “healthy
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aging”, which translate into reduced rates of chronic diseases, more productive years
and greater cognitive and functional skills to perform tasks, participate in and enjoy
social and cultural life [6].

Among the factors related to “active aging”, physical activity (PA) is crucial [7], as it
has a main role in improving the quality of life, reducing chronic physical and cognitive
pathologies [8, 9] and promoting people independence [10]. For older adults, the PA
consists mainly of activities such as walking and cycling, but also muscle strength and
balance training play an important role in promoting health [11].

Although the concept of active aging is now at the heart of European politics, the
possibility of participating in activities that promote this lifestyle still depends on strictly
personal socio-demographic and socio-economic factors [12]. For this reason, it is nec-
essary to offer low-cost, motivating and engaging solutions to allow and attract as many
people as possible to maintain an active lifestyle; these solutions must also take into
account the safety aspect, especially important in the case of elderly living alone.

The objective of this article is therefore to propose a series of physical activities to
train the elderly users through the support of new low-cost technologies that allow to
offer fun and motivating experiences.

2 New Technologies for the Elderly

In a context in which PA becomes necessary for a particular part of the population,
often also from a rehabilitative perspective, technological developments have proposed
innovative solutions to allow exercise at home, tailoring tasks to the physical and cog-
nitive user’s skills [13]. Among the different technologies available, VR has proven to
be particularly effective for proposing PA, as Virtual Environments can increase the
participants level of engagement and motivation in performing rehabilitation tasks [14],
thanks to the ability of Virtual Environments (VEs) to elicit the Sense of Presence [15],
and to propose different and fun scenarios [16]. The motivational aspect is crucial since
better rehabilitation outcomes have been linked to higher levels of motivation reported
by users [17].

However, the elderly users are often not familiar with computer technology [18]
although preliminary research has shown that older users have a good acceptability of
these technologies [19] as long as they are intuitive and simple to use [20]; in addition,
the elderlies need to receive frequent feedback on their performance [21] and to feel
supported in the use of the technological system [22].

VR devices such as Head Mounted Display (HMDs), which are capable of transmit-
ting the highest levels of immersion and Sense of Presence [23], are currently available
on the market. VR physical activities are generally available in research programs at
rehabilitation clinics [24, 25] while less often they are proposed for autonomous use
at home [26] probably because wearing an HMD is considered unsafe for autonomous
exercising, especially in the elderly. For example, dynamic balance is more perturbed in
a VE than in a real environment [27] and moving in a VEs sometimes elicits side-effects
such as cyber-sickness or aftereffects [28]. Furthermore, the navigation in VEs is usu-
ally performed using a joystick, a keyboard or a wand, and these may difficult to use for
people with impairments, as frailty elderlies could be [29].
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This article proposes an exercise program, theVFT, to be performed at homewearing
an Oculus Quest; the exercises are intended to strengthen the upper limbs, the lower
limbs, and the ability to balance so as to elderly can have an adequate level of work out
[13, 30].

3 The Virtual Fitness Trail

The VFT has been developed for the Oculus Quest device using the game engine Unity
2019.3.10 and consists of a virtual fitness park with four training stations where the
different exercises can be performed.

The Oculus Quest has been chosen because it is an All-in-one VR device. Oculus
Insight tracking system instantly reflects user’s movements in VR without the need for
any external accessories. Oculus Touch controllers precisely recreate user’s hands, their
gestures and interactions, so every game is real enough to reach out and touch. Oculus
Quest works with users’ environment, so they can play standing or sitting, in spaces big
or small. Moreover, its display features are similar to those of the Oculus Rift S: 1600
× 1440 display per eye with a 72 Hz refresh rate vs 1280 × 1440 display per eye with
an 80 Hz refresh rate.

Particular attention has been paid to reduce the arise of cybersickness. The VE
respects the limits of 50,000–100,000 triangles or vertices per frame to avoid flickering
and/or lag. Most of the interactions with the environment are performed like in the real
life, e.g. by pushing virtual buttons, because the elderly encounter difficulties interacting
with buttons and/or joysticks. The navigation of the VE is performed using the Physical
movements where users use their own body to move around in VR just like they do in
real life.

Each exercise starts from a basic level and increases its difficulty level with improv-
ing user performance. The complete program allows users to work out the mobility and
strength of the upper limbs performing the exercises called “Monkey Bar” and “Side
Risers”, to strengthen the lowermuscles by playing at “Basketball Shot”, and to train bal-
ance, reflexes and musculature of the lower limbs through the “Slalom between Beams”
exercise.

The game begins with a screen showing recommendations on how to setup the real
environment so to play safely. Then a screen (main menu) with four training station
is shown; the exercise begins by touching the corresponding station. At the end of the
exercise, the main menu appears and the user can select another exercise, or s/he choose
to exit triggering the “exit” button.

During each session the user’s performance are collected and saved in a local
repository as .json file and can be shared to caregivers and/or physiotherapists via email.

3.1 Monkey Bar

The exercise consists in overcoming an obstacle formed by pegs, bars and rings, grasping
them with hands, therefore using only the upper limbs (Fig. 1). The shoulder muscles,
Musculus latissimus dorsi and pectoralis major, are mainly involved in this exercise; in
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Fig. 1. The user holds on to the bars and moves his arms to advance along the obstacle.

addition, depending on the difficulty of the exercise, the user must also activate the wrist
flexors.

To simulate the player’smovement between a peg and next one a transformposition is
applied to the VE. The translation amount is calculated at each frame and corresponds to
the difference between the last position of the controller (previous frame) and the current
position of the controller (current frame) if the grabbing condition is true. The grabbing
condition becomes true when the virtual hand triggers the peg and the user pushes the
controller’s trigger button and remains true until the trigger button is released.

The user tries to make as many movements as possible without lowering his arms
(and therefore falling from the monkey bar), up to a maximum of 20 movements per
arm. At a basic level of difficulty, the bars are at a close distance (10 cm) and they are
all placed on the same plane parallel to the floor. Subsequent difficulty levels provide
for different bar heights up to a difference of 10 cm in height from each other, increased
distance between the bars up to a maximum of 50 cm, use of handholds not in parallel.

3.2 Side Raises

The proposed activity is the classic exercise for training upper limbs. The user is in the
middle of the station and two virtual dumbbells are at his feet. The user must grab them
and lift his arms sideways (Fig. 2).

To check if the user performs the exercise properly a comparison between the y and z
position (the coordinate system is Left-handed Y-up) of virtual hands and head is done:
the y axis is used to check if the arms have been raised while the z axis to check if
they stay in the frontal plane. A positive sound feedback is provided at each repetition
respecting the constraints.

The exercise is designed to be performed until the user’s strength is exhausted and it
does not provide incremental difficulties but the user is suggested user towearwristbands
if he is sufficiently trained and needs a real weight.
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Fig. 2. After grasping the dumbbells, the user lifts them sideways.

3.3 Basketball Shot

The VR station represents a little basketball field, the user is in front of a hoop and a ball
is placed at his feet. The user must therefore perform a squatting, take the ball, and try
to make basket (Fig. 3). The main leg muscles (quadriceps, hamstrings, adductors and
buttocks) intervene in this exercise and the abdominals are used to keep the lumbar area
neutral. During the basket shooting, the muscles of the arms also intervene: pectorals,
forearm flexors, biceps, triceps, deltoids and trapezius muscles.

Fig. 3. After collecting the ball at his feet, the user has to get it through the hoop.

The throwing ball is simulated by the oculus plugin API while the bouncing effects
of the ball is obtained through the use of the Unity’s Physic Material. The check of the
user posture during the squatting is done by evaluating the knees angle and the head
position.

The exercise starts from a basic difficulty in which the user has to perform 5 shots
towards a basket from a distance of 2 m. Incremental difficulties involve a more distant
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basket, a greater repetition of shots, and the variation of the ball’s position - not only
perpendicular to his barycenter, in front of the user’s legs, but to his right and left.

3.4 Slalom Between Beams

The VR consist of a tunnel placed in the park where spawned obstacles (beams) moving
towards a virtual model (avatar) of the user forcing it to perform lateral movements
and/or crouch to avoid a collision with them. When the avatar of the player is detected
as colliding with an obstacle, it triggers the playing of an error sound.

This activity allows the user to exercise the leg muscles that intervene for the squat,
the ability to balance and reflexes.

At a basic level of difficulty, the user must bend over his legs and get up to avoid
a beam at a height of 1.50. As the difficulty increases, this height can be lowered.
Furthermore, the obstacles will force the user to move to the right or left, and they can
always present themselves at different heights (Fig. 4). The number of obstacles will
also grow according to the user’s performance, starting from a minimum of 10 beams.

Fig. 4. The user has to avoid beams that appear in different positions and different heights.

4 Conclusion and Future Works

The presentedwork shows a series of activities to be carried out, in a virtual environment,
by the elderly to maintain a good physical condition both in terms of muscles and of
balance and flexibility. The application has been designed for training at home in a safe
and engaging way, in complete autonomy, without going to a gym or followed by a
doctor or physiotherapist. Therefore, it could be a solution to emergencies involving
social isolation, such as COVID-19, which the world is experiencing in these months.
In a context where elderly, as the user most at risk, is forced to stay at home as long as
possible limiting its movements such as walks, this application can be a motivating way
to maintain an active lifestyle.
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Before using VFT at home and with the elderly a validation is required. As soon
as the COVID-19 emergency will be over the application will be evaluated by a group
of healthy elderly users who do not require special precautions in carrying out the
exercises. Aim of this trial is the evaluation of the ease of use of the application and
the acceptability of the tool, two dimensions that are closely linked to the intention to
use [31]. Furthermore, the increase in subjects’ motivation to exercise will be evaluated,
comparing the involvement and the enjoyment [32] experienced using our system and
performing the same exercises in the traditional way. In addition, Sense of Presence [33]
and cyber-sickness [34] will also be measured.

The application records user performance, and therefore allows to monitor whether
the elderly is performing his exercise routine; this data could be particularly useful for
doctors and physiotherapists who cannot follow personally the subjects in the hospital,
due to time problems, number of users with the same problems or for health emergencies
such as COVID-19, but who want to be sure that the rehabilitation treatment is followed.

In addition, the application will be integrated with sensors suitable for measuring
physiological parameters, such as heart rate, oxygen saturation and skin conductance.
In this way it will be possible to objectively evaluate the benefits of the application on
the person’s status of health. In a second moment the activities will be discussed and
modified after a comparison with the physiotherapists; adequate levels of difficulty and
the precise duration of the exercises will be set according to the needs of the target.
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Abstract. Curiosity is a fundamental trait of human nature, and as such, it has
been studied and exploited in many aspects of game design. However, curiosity
is not a static trigger that can just be activated, and game design needs to be
carefully paired with the current state of the game flow to produce significant
reactions. In this paper we present the preliminary results of an experiment aimed
at understanding how different factors such as perceived narrative, unknown game
mechanics, and non-standard controller mapping could influence the evolution
of players’ behaviour throughout a game session. Data was gathered remotely
through a puzzle game we developed and released for free on the internet, and
no description on potential narrative was provided before gameplay. Players who
downloaded the game did it on their free will and played the same way they would
with any other game. Results show that initial curiosity towards both a static and
dynamic environment is slowly overcome by the sense of challenge, and that
interactions that were initially performed with focus lose accuracy as result of
players’ attention shift towards the core game mechanics.

Keywords: Curiosity · Game design · Games · Game narrative ·
Human-computer interaction

1 Introduction

Human beings are curious creatures. They explore, research, observe, and seek knowl-
edge not only for practical reasons but to satisfy a primary need. This fundamental aspect
of human nature is exploited in many aspects of modern social dynamics, and gaming is
no exception: drawing cards from a deck, opening a door, talking to a character, explor-
ing a region, all these actions are based on a craving for information that players have
and that game designers can combine with the game flow to create fulfilling experiences.

In this short paper, we present the results of a preliminary study aimed at understand-
ing how videogame players’ curiosity evolves during gameplay. We designed a puzzle
game with a linearly growing difficulty and monitored how different curiosity triggers
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were perceived and how they impacted players’ behaviour in time. We focused on two
main elements: implicit narrative and controller interactions. The evolution of narrative
is often designed to follow the concept of flow [1, 2] but, when players approach a game,
they tend to have an idea of what the game is about in terms of storytelling and environ-
ment. In this game we tested the impact of implicit narrative, elements that may suggest
a story beyond what is made explicit by the game, to see how players would naturally be
driven towards them. The same applies to button schemes and controllers: when playing
a game for the first time, players instinctively know how to interact with it, as they rely
on what they consider to be a de-facto standard. We designed a non-intuitive control
scheme that could not be associated with any previous knowledge, forcing players to
explore button schemes as well as interaction mechanics by themselves.

Instead of relying on pre-existing games, we designed our own product called
“EscapeTower”, that we released for free on the online platform itch.io. This was the pre-
ferred solution for several reasons: it was important, to prevent potential biases that lab
experiments could induce, to have a product that people could play at home, just as they
would play any other commercial game. Also, it helped us make sure that the game was
downloaded by people who had an interest in puzzle games and did not know the game
already, and of course it was the only way to satisfy all our criteria: no explicit narrative,
a limited number of supported input devices, and randomization of the environments.
Data was gathered remotely through the GURaaS platform [3].

2 Previous Literature

The first modern studies on curiosity are dated back to the early fifties, when Berlyne
first proposed the differentiation of curiosity in ‘perceptual curiosity’ (PC), the one that
derives from sensory inputs and is shared between all animals – including humans – and
‘epistemic curiosity’ (EC), the personal desire to obtain new knowledge [4]. Establish-
ing curiosity as a reaction to stimuli, the same author iterated on this categorization a
few years later, distinguishing two types of exploratory behaviours that are caused by
curiosity [5]: diversive, where living creatures seek information as reaction to stimuli,
and therefore guided by PC, and specific, which is driven not only by the desire to access
information, but to gain lasting knowledge, through EC [6]. Believing this subdivision
not to be fully exhaustive, in 1994 Loewenstein further expanded on curiosity by defin-
ing it as “a form of cognitively induced deprivation that results from the perception of a
gap in one’s knowledge” [7]. In 2004 a questionnaire to measure curiosity as a feeling
of deprivation (CFD) was proposed, where curiosity was defined on the basis of two
different possible reactions to uncertainty - interest and deprivation - to include both
positive and negative feelings [8].

Given the presented elements, it does not surprise that “curiosity lies deep at the heart
of play” [9]. In her four keys to fun,Nicole Lazzaro considered curiosity to be the key trait
ofwhat she called “Easy fun”, the feeling of engagement created by exploration, role play
and creativity. However, as reported by To, this model considers curiosity as a unitary
trait, while curiosity has been proven to be a combination of different types. Following
this, To proposed to utilise the 5 different types of curiosity presented by Kreiter [10] to
game design. In this study we will focus on two of these types: manipulatory curiosity,
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defined as “the desire to touch and interact with physical game objects, including game
controllers”, and conceptual curiosity, “the desire to find things out”.

3 Setup

EscapeTower is a classic first-person puzzle game, where the player has to solve a series
of puzzles to reach the final room and complete the game. The experience is divided
in two main areas: the tutorial, where players learn the game’s dynamics, and the main
tower, where the actual game takes place. Players receive no instruction on how to play
the game before the actual gameplay, the tutorial area is therefore designed to gradually
introduce the players to the core mechanics, from the button scheme to the interactions
with the world around them. All puzzle mechanics are introduced in linear order, each
one with a dedicated room, and visual clues to indicate where the player should go next
are placed in front of every door. In the tutorial area, there is no window and players are
not able to foresee what the external environments will look like. The main area instead
has more of a tower structure, every floor has one main corridor that can be used to reach
all the surrounding rooms and at least two big windows that the player can use to look
outside, one in front of the ladder that is used to reach the floor, and one in a different
position [Fig. 1].

Fig. 1. Ground floor corridor. This is the first view that players have when entering the main
tower. In this case, the narrative setup has been selected, and the hell-like environment is visible
outside the main window.

The whole experience was designed to contain as few references to the real world as
possible: the building is composed of white walls and a few dark columns, which were
added to reduce the impact on photosensitive subjects. The first-person character is also
designed to be as neutral as possible, with the arms being covered so that no age, gender,
or skin colour can be assigned to the character.
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3.1 Narrative

To understand the impact that implicit narrative could have on the game, two different
scenarios were designed. In the first scenario, called “narrative”, the main building was
surrounded by three different environments, one per floor, each one with unique features
and a unique post-processing colour grading on the camera. Every time a player entered a
floor, the environment outside and the colour grading switched. The other environment
was called “geometry” and featured a series of rotating black geometric shapes with
coloured borders, it was the same on all three floors, and did not feature any post-
processing effect. At the beginning of each session, players were randomly assigned a
specific environment and were not aware that other environments could be potentially
available. The game measured the amount of time spent by each player looking outside
a window, which window that was, and which environment was displayed.

3.2 Controllers

Both the Itch.io page and the game splash screen clearly stated that the game required
and XBOX-style controller, but no indication on how to use it was provided and players
were required to learn the button scheme by themselves. Whenever an interaction was
available, the game showed the button to press on screen. On the controller, the four
buttons on the right were mapped on interactions and the two levers were mapped on
movements. The back triggers were not mapped for interactions, but they were still
monitored.

From playtesting two possible behaviours have emerged: one where players press
all the buttons before getting to the ladder, to see if any interaction is available, and one
where they move first, and get to interact with the objects following the UI. We do not
expect to see players pressing the back buttons after the first area.

Similar considerations were made for the exit button. To exit the game, players need
to press the start button on the controller, move to the “exit game” option, and press any
button on the controller. No indication of this mechanic was given anywhere in the game,
but if players pressed the escape button on the keyboard the UI displayed the image of
an XBOX controller, hinting that to exit the game, the controller should be used. During
testing time people simply dropped the controller on the table at the end of the game and
no indication on this mechanic was possible.

3.3 Data Gathering

The whole experience was designed like any other game would be, and gameplay data
was collected as it would be for similar commercially available games. However, given
that the analysis focused on factors related to players’ curiosity, no elements were placed
in the game to influence players’ actions beyond a gameplay purpose: every object in
the scene, with the exclusion of windows, was either an interactable object or a visual
cue for puzzle solving.

Also, because the goal of this project was to study people’s behaviour in their natural
environment, data had to be collected remotely, with no input needed from the users to
submit their data, and with the least possible distraction from the game. After evaluating
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all possible options, it was decided to take advantage of GURaaS, an online platform for
game-data collection developed at the Breda University of Applied Sciences. By using
this approach, we could automatically log every action performed by the player on a
remote server. The log includes the player’s in-game location, pressed buttons, and game
status, without any impact on the user or the gameplay.

4 Results

At the time of writing, the game has been played by 41 unique users, producing 51 game-
play sessions. Considering only meaningful sessions, those where players have spent at
least 240 s in the game and have completed the initial tutorial, 26 gameplay sessions have
been collected and will be part of this study. 11 of these had the narrative environment
assigned to them (with 7 completed games – 63%), while 15 had the geometric one (and
13 completed – 86%).

Out of 26 game sessions, players approached the windows 106 times. However, 61
times they spent less than one second in front of it, 41 times they stayed between 1 and
3 s, and only 4 times spending more than 3 s looking outside. On average players spent
3.3 (σ: 2.8) s watching outside, with 3 sessions with no time in front of a window at all.
Only two values are significantly more relevant than the average, with players watching
outside for 11 s both times, one in the narrative and one in the geometric setup. Dividing
the data by environment, narrative sessions have an average of 3.1 s spent looking outside
and no 0-s session, while geometry players have an average of 3.4 s per session, despite
having all 3 sessions with no time spent looking outside.

Looking at what windows have been used by the players to look outside, most of
them have been used between 1 and 3 times (mean: 3.36, σ: 2.33). The only value that
significantly differs from the others is the window at the end of the corridor on the
ground floor, the first one that players see when they enter the main tower. Despite being
distant and far from any other doors, it has been observed 9 times. Dividing the data by
environment, windows from narrative sessions have been watched on average 1.7 times
(σ: 1.09) with the same window being the only significant one (watched 4 times), while
the geometric environment has an average of 2.1 (σ: 1.44). In this second case, the same
window is the most significant one with 5 times, but the window at the end of the second
floor has also been watched 4 times.

As it regards the exit menu, despite the advice on the game page, 7 players out of
26 (26.9%) quitted the game without using the menu. All these players completed the
tutorial and played for four minutes, which means that they did have a working gamepad
and were able to play. It is interesting to notice that in 2 cases, players previously opened
the exit menu decided not to use it to quit the game. In total, only 5 sessions did not
register any exit menu opening.

Moving to the button analysis, players have pressed a total of 4398 buttons, with 381
(8.6% of the total) of these being inactive buttons that were not shown by the interface at
any point, with six game sessions did not register any attempt to press the back buttons
at all. The interesting data comes from the distribution of these clicks over gameplay
sessions: given the extremely variable length of sessions (going from 7 to 33 min), data
has been normalised to a gameplay-length percentage scale. Results show that those
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clicks are more common towards the end of a gameplay session, with twice as many
clicks in the last 20% of the game compared to the first 20%. Full data is shown in
Table 1.

Table 1. Where the inactive buttons are pressed, in relation to gameplay length (in percentage)

5 Discussion

The first and most obvious result regards players’ behaviour towards inactive buttons,
with a distribution that goes completely against what emerged from playtesting. Despite
knowing that no interaction will result from those clicks, and learning in time that
only buttons displayed by the UI will produce an interaction, inactive buttons are being
clicked more and more as the game progresses. This discrepancy with playtesting can be
motivated in twoways: first, while playtesting the behaviour of the players was observed,
but data was not gathered. It was therefore easy to notice that players were testing buttons
during the initial phases of the game, but nearly impossible to notice individual clicks
during the gameplay. The second reason is a different behaviour that players have while
playing the game in a lab environment and at home. Unfortunately there is no way to
quantify that with the data at our disposal. Nevertheless, the distribution of inactive
button clicks is hard to understand. One possible explanation is that players who got
stuck because they could not solve the puzzles then tried to press other buttons, as if they
weremissing something. Given that no penalty for mis-clickingwas given at any point, it
is possible that with time, players decided to prioritize speed over accuracy, pressing all
buttons at the same time. Alternatively, players may be confident of the correct button,
but not the range fromwhich it will have the desired result and so are clicking before, for
example, reaching a door to try and use a key on it. In a similar way, they may be holding
a key and trying it on multiple locked and incorrect doors because they find that it is
faster to try a key than to look for visual feedback that says the key will not work. This
optimisation of testing solutions would also result in an increase in mis-clicks. Other
unconsidered results of the dynamics of the game may also be producing this behaviour
and further experimentation would be necessary to gain further insight into its causes.
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A different reasoning seems to apply to the exit menu and the number of people who
used it to quit the game. One fourth of the players quit the game without opening that
menu, and this is a significant amount. However, there is not enough data to establish
any pattern or analyse players’ behaviour in this regard. It would be interesting, in future
research, to compare how many players use the controller to quit the game when the
keyboard option is also available. Also, despite happening in two cases only, it would
be interesting to investigate what brought players to quit the game with “brute force”
despite being aware of the exit menu.

As it concerns players’ curiosity towards perceived narrative, data reflects more or
less what was expected. The first window that players see when they enter the main area
is also the most viewed, with a statistically significant difference compared with all the
others, suggesting that players do notice the outside environment and are intrigued by
it. The narrative environment has proven to be of interest for all players at some point,
something that cannot be said for the geometric environment and its 3 sessions with
no players looking outside. However, despite its variation throughout the experience,
the narrative environment does not seem to stimulate the curiosity of players in the
long-term run, but quite the opposite: players spent more time watching outside the win-
dows when playing the geometry scenario, not only outside the main window but also
while on other floors. There are multiple possible causes of this, such as the geometric
environment containing more movement when compared to the relatively stationary nar-
rative environments, and this increased movement holding players’ attention for slightly
longer. Alternatively, the narrative scenes outside the floors (hell, a dull purgatory, and

Fig. 2. Players’ focus in relation to time. While being extremely receptive and actively curious
towards the environment at first, their focus shifts towards the tasks required to complete the game
(in our case, puzzle-solving)



184 R. Galdieri et al.

a heavenly green landscape) may be highly familiar to experienced video game players
and so elicit less interest than moving abstract shapes. In any case, the variation between
the two environments is minimal and it has to be expected with a rather small number
of playtests.

The general feeling is that players have an initial curiosity towards aspects of the
game that they are not familiar with, or that they expect to work in a certain way.
However, with no dynamic stimuli as the game progresses, their focus shifts towards
gameplay and the surrounding elements are ignored. A very low number of players
spent time looking outside the window on the third floor, because as they reach it,
they are already in something like a flow-state through being engaged with mechanical
and intellectual challenges of the game. This explanation aligns with the results of
both implicit narrative, that tends to be ignored as the game progresses, and controller
interactions, where precision and accuracy decrease over time. When the challenge
increases, players’ attention towards those elements that do not add anything to their
current mission, solving the puzzles, drops (Fig. 2).

6 Conclusions

In this paper we presented the first preliminary results on understanding what elements
can influence players’ curiosity in an unknown environment, and how they evolve in time.
Results seem to suggest that players are initially interested in the environment around
them, especially during the first stages of the game, but tend not to focus on it as the
game progresses. Players’ attention span during a gameplay session is also questioned
by the data from the controllers, which shows that players tend to makemore mistakes as
the game progresses. It will be important to repeat the experiment with slightly different
setups, in order to understand how individual factors could influence the aforementioned
results. The surprisingly lack of literature related to these topics made the analysis of
potentially influencing factors hard, but it also presents an occasion to produce new
meaningful research. Curiosity as a whole has been proven to be a core element in every
game, but there is still work to be done to understand what type of curiosity apply in
varied contexts and how it evolves over time.
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Abstract. Serious Games for Virtual Reality (SG-VR) is still a new subject that
needs to be explored. Achieving the optimal fun and learning results depends on
the application of the most suitable metrics. Virtual Reality environments offer
great capabilities but at the same time make difficult to record User Experience
(UX) to improve it. Moreover, the continuous evolution of Virtual Reality tech-
nologies and video game industry tendencies constantly change these metrics.
This paper studies the Mechanics, Dynamics and Aesthetic (MDA) framework
and User Experience metrics to develop new ones for SG-VR. These new param-
eters are focused on the intrinsic motivations the players need so they engage with
the game. However, the development team budget must be taken into account,
since it limits items and interactions but still have to aim to the learning goals.
NewVRmetrics will be 1) UX features: chosen VR headsets, training interactions
tutorials to learn control and interactive adaptions to avoid VR inconveniences;
and 2) MDA features: exclusive VR aesthetical elements and its interactions.

Keywords: Serious games · Game design · Game evaluation · Virtual reality

1 Introduction

Various types of expertise are required to develop serious games, therefore the design
often lacks of structural unification [5]. Different perspectives come from engineers,
educators, players or designers when proposing theories and models [3]. This conflict
makes challenging the design and development of educational games which get to be a
fun and learning experience [4]. This paper collects five of the main theories regarding
serious games design since the beginning of the process: the MDA, the DPE, the DDE,
the LGDM and the EDG frameworks.

The first framework, Mechanics, Dynamics and Aesthetic (MDA), [6] considers
from the designer’s point of view to the player’s perspective and vice versa, how the
game technics should be used. Each of the identified categories influence the others to
generate emotional responses in the player which allow to achieve the educational goals.
Nevertheless, a few lacks were found in this classification so other works expanded these
aspects, as the Design, Play and Experience (DPE) model [5]. This new framework adds

© Springer Nature Switzerland AG 2020
L. T. De Paolis and P. Bourdot (Eds.): AVR 2020, LNCS 12242, pp. 186–193, 2020.
https://doi.org/10.1007/978-3-030-58465-8_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-58465-8_14&domain=pdf
https://doi.org/10.1007/978-3-030-58465-8_14


Considering User Experience 187

other layers to the design: storytelling, learning content and User Experience (UX),
shown in Fig. 1. DPE model centers on giving users an active role to engage them with
the educational process. Additionally, the Design, Dynamics and Experience (DDE)
framework [7] encompass every development task since game production and design
to the player’s experience. Furthermore, DDE model focuses on the mechanics coding
more than the dynamics one because distinct type of players and their behaviors are
unpredictable. The last framework is the Learning Games Design Model (LGDM) [8, 9]
which regards the necessary collaboration between creatives, content specialists and
stakeholders during all the development. Figure 1 overviews how DDE and LGDM
theories relate to MDA and DPE frameworks. These relations have been adapted to the
Educational Digital Games (EDG) framework [3].

Fig. 1. Scheme of the game design theories interrelation

To summarize, relevant serious games design frameworks have identified the most
important aspects for the development and how the technical characteristics (mechanics,
dynamics and aesthetics) are involved with the storytelling and the learning content.
Moreover, these theories highlight the development possibilities of the used technology
and devices in order to enhance theUX and offer rewarding sensations. Notwithstanding,
serious games design has limitations due to the development team structure and profile
that must be taken into account.

However, these frameworks have to adapt to Virtual Reality Serious Game (VR-
SG) because these are very different experiences. Mechanics, dynamics and aesthetics
conceptions affectmany gameplay features. In addition, User Experience totally changes
due to the special controllers and headset screen. Usual videogames players also find
difficult to adjust to VR environment and interactions. Earlier studies of designed VR-
SG have found these issues when testing the experiences. Checa and Bustillo [1] made a
reviewof 86 articles inwhich they identified future research lines regarding the evaluation
of these aspects. The followings refer to UX metrics:
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• Choosing an interactive experience is preferred because of “its balance between
costs, nowadays-technological development, immersion feeling and the possibili-
ties that users have of learning and improving their skills”. On the other hand,
passive experiences limit the achievement of the aimed learning content and skill
improvements.

• Usability and immersion are not commonly considered when assuring the VR-
experience success.However, this reviewhighlighted that the user’s higher satisfaction
promotes higher learning outcomes or skills improvement.

• Most works show that, besides of users enjoying the VR experience, the unknown
interface of these devices reduces the capability to learn and train. Accordingly, these
VR-SG designs have to incorporate an extensive tutorial stage so users gain con-
fidence, benefitting of all the advantages the interaction with the VR-environment
offers.

Focusing on the User Experience issues, this study identifies what metrics must
change in order to evaluate VR-SG. Starting with the actual grounding of game design
technical elements and how these relate to the user experience perceptions. Hereafter, the
similar and different aspects between commonSGdevices and virtual reality experiences
will be highlighted in this paper. Consequently, this paper proposes new metrics both
for the MDA features and an entirely new outline for the VR User Experience.

The paper is structured as follows: Sect. 2 identifies which MDA and UX elements
must be analyzed to evaluate serious games design to improve the fun and learning
experience; Sect. 3 defines the maintained, changed and new metrics to value VR-SG
designs. To conclude, Sect. 4 contains the conclusions and the future lines of work.

2 Main Elements for Game’s Evaluation

Serious game designs have to be centered on the players intrinsic motivation to motivate
them want to finish the experience. In this way, games will have more probabilities
to secure the learning aims. Thomas Malone [10] proposed in 1980 for the first time
the Key Characteristics of a Learning Game (KCLG): the necessary sensations which
allow to have fun playing. Starting with challenge, an emotion defined by the game
goals if these are fixed, relevant and clear. The following, curiosity, interpreted by a
cognitive and sensory way, and the third one, fantasy, which creates images for the
player’s imagination. Further on, Malone and Lepper [11] added in 1987 control: the
emotion of command and self-determination of the player.

In recent years (2013) the Dynamical Model of Gamification of Learning (DMGL)
was developed by Kim and Lee [2]. This theory links each of these sensations with
the technical layers from the MDA framework and distinct game elements. The first
features, game mechanics, are responsible for establishing the challenge and difficulty
the player feels. The elements that build this feeling are mechanics’ levels, points, goals
and quests. Furthermore, mechanics’ virtual items, badges, rewards and feedback allow
to generate the game’s fantasy. On the other hand, dynamics layer can evoke challenge
and curiosity sensations. The reward scheduling system allows the player curiosity to
unlock progressively the appointments when playing the game.Moreover, every dynam-
ics pattern or system related to beat time limits and opponents encourage the player to
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challenge themselves and others. The last aspect encompasses the aesthetics, which gen-
erate strong feelings of fantasy through all the features concerning the storytelling. This
layer is made up of the audio and visual effects that create love, surprise, delight, beauty
and every positive emotion. Besides, aesthetics also increases the user’s curiosity by
means of thrill, envy, connection and comedy emotions. These DMGL connections are
explained in Fig. 2. MDA model embraces the most important game aspects, therefore,
DMLG sensations can be used to assess the serious game design. In order to measure the
experience, every one of these game elements will be quantified when it appears during
the narrative and progress actions. In this manner, serious games can be evaluated by its
capability to engage the players to the learning aim through the involvement with the
gameplay.

Fig. 2. Scheme of DMGL theory and UX interrelation

Nonetheless, MDAmodel does not include the features that allow the player interac-
tion and involvement with the fun and learning contents. Schell [12] encompassed these
as technology, the hardware and software used to generate the user experience. Likewise,
UX is the global effects evoked to the player’s insights due to the game interactions. The
design of user experience has two important elements: (a) graphic interface, interactive
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through a device screen and peripherals, and (b) interaction, the player’s experience
and impact in the game [13]. Both aspects have to be closely planned so the gameplay
generates a positive experience that makes the user enjoy and complete the learning task.

Additionally, Ferrara’s theory [14] described the following user experience elements:
motivation, meaningful choices, usability, aesthetics and the balance between these vari-
ables. Each of these must be valued by both long-term and short-term interactions. Moti-
vation is the early user’s appeal to experience the gameplay and the available rewards
thar keep interesting achieving the goal. Continuing, meaningful choices involves the
player’s decisions, which change the game results. There are short-term tactics and
long-term strategies. The usability layer involves the planning of all interface aspects
that allow the player to perceive their own actions and the proposed quests. Interfaces
should offer a sense of control since the beginning, besides allowing to master it. Aes-
theticUX feature provides a pleasant direct sensory experience,which has to be sustained
throughout the game. The last layer is balance, measuring the challenge and fairness the
game system offers. The short-term aspect regards how the basic game interactions are
quickly learnt and perceived. Besides, long-term elements measure the player’s effect
while progressing throughout the game.

UX aspects can be quantified as the MDA ones in order to evaluate a serious game
capability to involve the player. The importance is equal to mechanics, dynamics and
aesthetics elements by the means of creating a fun and learning experience. Figure 2
shows the relation between UX components andMDA elements through its connections.

3 Evaluation of These Elements in a VR Experience

3.1 MDA Evaluation for VR Experiences

MDA metrics are also useful to design VR serious games. Nevertheless, VR devices
change considerably how the player interacts, controls and feels the responses [15].
Accordingly, to study future VR serious games designs this paper has to consider every
game component and its relation to DMGL emotions.

To begin with, VR-SG use the same mechanics elements (quests, goals and levels)
to challenge the players. On the contrary, VR users feel completely different fantasy
mechanics aspects [16]. Interacting with items, videos and characters on a screen or
being surrounded by these in the virtual environment alters the experience. VR-SG have
a greater ability to evoke strong feelings and keep visual information for the player than
any other device [4]; thus, a re-evaluation is needed fort these elements. Regarding the
dynamics, challenge aspects like progression, patterns and strategies affect just as any
other game. By contrast, curiosity features engage quite different with the VR environ-
ment. Exploring and interacting with characters, items and venues generate a strong
desire in the user to discover and play all the options. As for mechanics, dynamics met-
rics must be revised. Lastly, the visual and sound effects in VR environment are unlike
any other device, constituting a revolutionary aesthetic layer. Players feel stronger the
fantasy and curiosity emotions with VR devices than with common games. Hence, aes-
thetics aspects should be carefully designed to avoid negative sensations and to boost
positive ones. The user’s involvement is mostly guaranteed if these elements adapt to
the VR technology, engaging with the learning content.
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3.2 UX Evaluation for VR Experiences

This paper centers on how user experience aspects must change for VR-SG. The most
important transformations depend on VR devices, the allowed capacities and the budget
so the experiences are passive or active. Furthermore, how the user learns to control the
interface, apart from the obtained satisfaction, are essential factors.

The first element to consider is the headset chosen for the game. Some studies
highlight [1] howexperiences,which allow interactionwith gamecomponents and follow
motivation and meaningful choices UX layers, are preferred by VR users. Consequently,
devices with interactive controllers as Oculus Rift or HTC Vive will be a better choice
for serious games than, for example, an Oculus Go headset. The review also found a
likely problem for future developments due to budget limitations. The high costs of high-
visual quality VR-environments and explorative interaction experiences may not allow
the choice [1]. Thus, these constraints should be considered during a SG-VR evaluation,
not expecting high-quality game effects and interactions. In addition to these matters,
the interactionmust allow players to enjoy and complete the game avoiding commonVR
inconveniences.One of them is virtual reality sickness, an issue thatmust be prevented by
adding some interface features. Also, developers should not implement highly complex
actions using the controllers or the body movement in the VR-environment. This kind of
difficulties may decrease the users’ motivation to keep playing and the final perception
of the game.

UX possibilities regarding the process to learn the interactions are also relevant. The
review pinpoints how important is to design a training tutorial in every SG-VR so players
feel comfortable with the controllers and movement in the virtual environment. Taking
care of this usability feature will improve the user’s perception of its own actions and
the game goals. Moreover, UX should be designed to allow the achievement of more
difficult interactions following the user’s meaningful choices. Lastly, the interface has
to be aesthetically pleasant, even when the quality is restricted to the game development
possibilities. This feature is indispensable for every user’s interaction so this must be

Fig. 3. Scheme of proposed UX metrics for VR
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accessible, attractive and easily understood. Every player’s action should be comple-
mented by visual or audio effects, no matter if the interface use buttons or movement
control. Figure 3 collects these metrics and their connections with VR UX elements.

4 Conclusions and Future Works

This paper defined various elements that different theories have used to evaluate serious
games design and propose changes so these can measure VR-SG. The most impor-
tant alterations are related with the different sensations a VR experience evokes. MDA
framework and user experience encompass these new metrics.

The player must be engaged to the game so the learning goal is achieved, thus, the
feelings the virtual environment create are essential. Firstly, the VR headset and devel-
opment team budget limitations must be taken into account. From there, VR-SG designs
have to focus on the adaption of virtual items and interactions to avoid the defined VR
issues and adjust the narrative to achieve the learning goals. Next essential feature in VR-
SG experiences is usability. There must be training interaction tutorials to acquire VR
control before starting the game. Avoiding interactive issues will assure VR users per-
ceptions to be optimal. Accordingly, the following step in VR-SG development regards
increasing the player’s emotions through VR capabilities applied toMDA aspects. Some
of these elements will include player’s interaction, item’s environment integration and
audiovisual effects.

Future works will study these features to define which game elements are affecting
the intrinsic emotions. This analysis will develop new metrics to apply in the creation
of future VR-SG designs. Furthermore, VR experiences implementing these key factors
will allow to test its validity so this study could be confirmed or refused.
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Abstract. The paper describes the project on physics learning. It was imple-
mented using the Unity game engine, LeapMotion package to provide controlling
within the laboratoryworks, andC# programming language in order to define logic
between objects of the app. Also, the survey on the efficiency of similar projects
and applications is presented. It was conducted among students of the high school.
The observations on using of virtual reality technology are also given. The main
purpose of the article is to demonstrate and evaluate use of the application in
subject’s learning and its efficiency. The paper also raises question on educational
tools relevance and modernity.

Keywords: Virtual reality · Virtual physical laboratory · Physics · Unity3d ·
Education

1 Introduction

Education is one of the most important need of the society. It is a basis of everyone’s life
that defines the future. That is why it is very important to make learning effective, useful
and relevant. One of the features of relevant education is modern tools and approaches.
Different companies and educational organizations work on development of specific
apps and devices that will improve understanding of the material. The game approach
allows presenting information to students in simplified form and at the same time does
not ruin its conception. Moreover, it provides better representation of some complex
concepts. Another advantage of modern technologies is that contemporary youth are
familiar with them. It means that they do not need to be taught in order to work with
apps.On the other hand,we can see the poor equipment in some that are not providedwith
all the necessary physical installations. Thus, the educational applications allow partially
solving this problem. In order to gain additional information about other’s experience
in the field the analysis of existing projects with similar aims and implementation was
conducted.
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2 Using of Virtual Reality Technology for Physics Learning

Over the past few years, there has been a sharp increase in the use of virtual reality
technology in education, in particular for the study of physics. Sanders et al. present three
different virtual environments that were developed using three different technologies
[1]. A three-dimensional magnetic field emanating from a magnet in the form of a
rod was used as a physical concept. Virtual environments have been developed that
allow the interaction, control and study of electromagnetic phenomena. Another project
consists of two demonstrations of virtual reality for electro-magnetism, which show
electromagnetic fields generated by particles moving along a user-defined trajectory
[2]. For this implementation, the Unity game creation engine was used. Testing took
place on the headset HTC Vive VR with hand-held controllers. In [3], “measurements”
can be carried out to determine various calibration coefficients necessary for correcting
the electrometer readings for ion recombination, polarity, temperature/pressure. All of
them are conducted within a virtual environment. Morales et al. show a prototype with
augmented reality technology [4]. It was developed as a part of the study of mechanics
that simulates uniform rectilinear movement and free fall of an object. The result was
a prototype with two functions, the first of which allows simulating the movement
of the vehicle at a constant speed, the second allows simulating the fall of objects
taking into account gravity. In [5], the physics of air bubbles formed in a liquid is
considered in detail. With the help of virtual reality, the sounds of drops falling in
water were visualized. Sakamoto et al. created a prototype system using virtual reality
technology, so that anyone could easily perform scientific experiments in physics and
chemistry [6]. Also, the developed system is adapted for mobile devices. The ability of
virtual reality technology to provide a sense of immersion and presence with tracking
the whole body and receiving feedback allows conducting experiments in laboratories
remotely, safely and realistically. Pirker et al. studied the experience of learning in a
virtual laboratory within the framework of the scale of an ordinary room [7]. Virtual
reality was created using a traditional screen and multi-user settings for virtual reality
(mobile VR settings supporting multi-user setups). It is shown that the laboratory of
virtual reality has such qualities as immersion, involvement, ease of use and training.
Knierim et al. developed an application using virtual and augmented reality technologies
to visualize the thermal conductivity of metals [8]. In [9], an interactive visualization
of the physics of subatomic particles in virtual reality is presented. This system was
developed by an interdisciplinary team as a training tool for the study and investigation
of collisions of subatomic particles. The article describes the developed system, discusses
solutions for the design of visualization and the process of joint development. Another
project presents a multi-user virtual reality environment that allows users to visualize
and analyze the structures and dynamics of complex molecular structures “on the fly”
with atomic level accuracy, perform complex molecular tasks, and interact with other
users in the same virtual environment [10].

3 Results

A software application for physics studywith the technology of virtual reality was devel-
oped in the International Information Technology University (Almaty, Kazakhstan). As
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a platform of the application’s implementation the Unity game engine was chosen. There
were several reasons for this. Unity is a cross-platform engine that supports many addi-
tional packages and libraries. Another convenient feature of the engine is the support of
the physical characteristics for game objects. Also it lets to extend specifications of the
object’s behavior and interactions between them using own scripts. For intuitive interac-
tion with the app the Leap Motion controller was used. Its main feature is the ability to
work without other additional devices, using only palm of the hands. Thus, it is possible
to recreate the closest to real-life interaction between human and objects.

The developed application represents a program that allows studying physics both
independently and at a school, together with a teacher. It fully reveals the studied phys-
ical laws and concepts thanks to the visual representation. An important aspect is that
the software covers all the necessary components of the subject study, as it consists of
problem tasks, laboratory works, animations and tests. These modules are the core of the
program. Thanks to this structure, students gain new knowledge by doing a laboratory
work or observing animation, apply them in practice, solving problem tasks and check
their performance using test questions. Themodular approach organizes the gradual flow
of new information and its active use, thereby simplifying the perception and memo-
rization. Figure 1 shows a component diagram. It reflects the internal structure of the
system and demonstrates the relationship between the elements. Based on it, four main
components can be identified: tasks, laboratory works, animations and a set of test ques-
tions. Their correct operation is ensured by auxiliary components, namely folders with
common program objects, models, prefabs, and program codes. There are also separate
elements necessary for a specific task, laboratory work, test question or animation exist.
The operation of the Leap Motion module is provided by a separate package. Thanks to
it, the laboratory works can be controlled with the help of hands.

The diagram presented in Fig. 2 shows the model of interaction between a user
and system’s components. The actors are the user and the application elements. Use
cases are actions that are possible in the program. Thus, the main actor is the user that
starts the whole system and initializes the rest of the processes. The user starts the Main
launcher by opening the application. Through it, the user can run a laboratory work, a
test, a problem task, a tutorial or an animation. Also, through the launcher the user can
change the system settings, send feedback, learn about the developers of the application,
or close the program. The use case Play allows the user to run the actors Problem,
Laboratory work, Tutorial, Test, and Animation. The laboratory works and tasks consist
of three precedents: starting a laboratory work/task, changing the values of variables and
viewing the conditions of the task/order of laboratory work (Fig. 2).

From the main screen of the application, the user can go to the main elements of
the application: laboratory works, tasks, tests, animations and a tutorial that helps to
familiarize yourself with the operation of the application.

Figure 3 presents the scene of one of the five developed labs. In this work, the
user needs to examine the relationship between voltage, current, and the location of the
rheostat slider. The user needs to manage the experiment using the Leap Motion, which
allows sliding the virtual rheostat slider manually.

Figure 4 shows a visualization of the problem of a boat and two fishermen of different
weights. It is necessary to determine its movement, when the fishermen change their
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Fig. 1. Component diagram of the application

Fig. 2. Use case diagram
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Fig. 3. Laboratory installation

places. The user can change the parameters of the task to study the relationship between
the movement of the boat, the weights of people and the length of the boat. In total there
are 16 problems on such topics like Mechanics and Electrostatistics. They relate to the
themes of the laboratory works and help to deepen knowledge within the topics.

Fig. 4. Problem’s scene

Figure 5 demonstrates the program in a test mode. The user can choose a specific
topic and get a randomized set of questions. In the upper right corner, there is a time
limitation displayed. The test allows checking the level of understanding the topic after
the conducting the lab or solving the problem task. It helps to refresh the physical
concepts and learned materials. The topics of the questions coincide with the topics of
laboratory works and the problems. The total number of questions is 101, they are given
to students randomly and have 4 different answers, only one of them is correct.

In Fig. 6 there is an animation scene screenshot. It is provided with the “Launch
animation” button. It starts the animation that contains description of specific physical
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Fig. 5. Screenshot with a test question

process. The animations are dedicated to Dynamics, Kinematics, Statics, Electrostatics.
The total amount of the animations is 30.

Fig. 6. Screenshot with an animation

Students can choose any of different modules of the application or perform all of
them based on their preferences. Such approach improves the level of understanding and
perception of information.

4 Evaluation

In order to approve the effectiveness of the application the following surveys were
conducted. The participants were students of the 9th grade of the Republican Physics and
Mathematical School. The total number of students was 24. The research was performed
from September to December in 2019–2020 academic year. The first step of the study
consisted of using the virtual laboratory in physics classes. Later in the end of December
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the students took part in the two types of surveys. The first one was general about
evaluation of the usability of the virtual laboratory application. It was estimated based
on the well-known method “Practical Heuristics for Usability Evaluation” [11]. This
test consists of thirteen questions with the answers within the range from 1 (bad) to 7
(good). They are grouped into three sections: the first four questions relate to “Learning”
(L1–L4), the next five questions relate to the quality of “Adapting to the user” (A1–A5),
and the last four questions are about “Feedback and errors” (F1–F4). The hardware that
was used for a demonstration of the application is a laptop HP Pavilion 15-ab017ur and
controller Leap Motion. The operation system is Windows 10 x64, Intel Core i5-5200U,
Intel HDGraphics 5500, graphic card NVIDIAGeForce 940M. To provide correct work
of the controller theOrion softwarewas installed. The school equipment did not go under
minimal technical requirements of the Oculus Rift HMD, that is why the desktop version
was used.

The results of this survey are presented in the Table 1. The high values in each section
show that the students are satisfied with the functionality, documentation and feedback
provided within the virtual laboratory.

Table 1. The results of the usability evaluation questionnaire

Question L1 L2 L3 L4 A1 A2 A3 A4 A5 F1 F2 F3 F4 Mean

Mean 6,4 6,3 6,3 5,8 3,9 5,8 5,9 6,2 6,7 5,2 5,8 6,2 6,2 5,9

Std. Dev. 5,5 0,6 0,6 0,7 0,7 0,1 0,8 0,6 0,5 1,4 0,9 0,6 0,6 0,7

On the other hand, from the Table 1 we can see the low values in the “Adapting to
the user” section, which means that the students are less satisfied with this feature of
the application. From the students’ comments we can conclude that the application is
missing such functionality like animations preview, the ability to go back to the previous
step, or save the current state of the application.

The second survey was aimed at evaluating the user satisfaction. For this purpose,
the standard questionnaire for User Interface Satisfaction was chosen [12]. The test is
composed of thirty-two questions with answers in the range from 1 (bad) to 7 (good).
The questions are grouped into six sections: overall reaction to the software (Impr1–
Impr6), representation on the screen (Screen1–Screen4), terminology and system infor-
mation (TSI1–TSI6), leaning (Learning1–Learning6), system capabilities (SC1–SC5)
and usability and user interface (UUI1–UUI5). The original questionnaire was modified
by reducing the number of questions to twenty-seven. The section of usability and user
interface was removed, since these features were evaluated in the separate survey.

Table 2 presents the results of the answers evaluation. They show the students’
positive attitude and the opinion about the laboratory. Separately, in the comments the
students made several suggestions. The two most common suggestions were the follow-
ing. The students would like to have a possibility to register in the system, so they could
save the current progress with the practical tasks. Another suggestion was at the same
time a disadvantage of the system. The students pointed out that not all visualizations of



Virtual Reality Technologies as a Tool 201

the practical tasks follow one style. All wishes and shortcomings marked by the students
will be taken into account in the development of the next version of the program.

Table 2. The results of the user satisfaction evaluation questionnaire

Question Mean Standard deviation Question Mean Standard deviation

Impr1 6,8 0,4 TSI5 4,4 0,5

Impr2 6,6 0,5 TSI6 4,4 0,5

Impr3 6,2 0,7 Learning1 6,6 0,5

Impr4 6,3 0,6 Learning2 6,4 0,5

Impr5 6,3 0,6 Learning3 5,9 0,7

Impr6 6,3 0,6 Learning4 6,7 0,5

Screen1 6,9 0,3 Learning5 6,6 0,5

Screen2 6,3 0,5 Learning6 6,6 0,5

Screen3 6,4 0,5 SC1 6,7 0,5

Screen4 6,4 0,5 SC2 5,5 0,7

TSI1 5,7 1 SC3 7 0

TSI2 6,5 0,5 SC4 5,8 0,7

TSI3 5,9 0,7 SC5 6,4 0,5

TSI4 6,4 0,5 Mean 5,9 0,5

Thus, the results of the conducted surveys indicate that the students are satisfied with
the functionality and user interface of the virtual laboratory as an additional learning
tool.

5 Conclusion

The paper showed the process of the research on the application of virtual reality technol-
ogy in education, physics learning specifically. Also, the results of the survey among high
school students about the efficiency of the developed software are presented. The process
of interaction with the created program is shown and its components are described. The
main conclusion of the article is that such type of education increases independent work
of students, develop their analytical skills and the used technologies provide the better
way of delivering the information.

Acknowledgement. The work was done under the funding of the Ministry of Education and
Science of the Republic of Kazakhstan (No. AP05135692).
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Abstract. Haptic technologies have the capacity to enhance motor
learning, potentially improving the safety and quality of operating perfor-
mance in a variety of applications, yet there is limited research evaluating
implementation of these devices in driver training environments. A driv-
ing simulator and training scenario were developed to assess the quality of
motor learning produced with wrist-attached vibrotactile haptic motors
for additional reinforcement feedback. User studies were conducted with
36 participants split into 2 groups based on feedback modality. Through-
out the simulation vehicle interactions with the course were recorded,
enabling comparisons of pre and post-training performance between the
groups to evaluate short-term retention of the steering motor skill. Sta-
tistically significant differences were found between the two groups for
vehicle position safety violations (U= 78.50, P= 0.008) where the visual-
haptic group improved significantly more than the visual group. The Raw
NASA-TLX (RTLX) was completed by participants to examine the cog-
nitive effect of the additional modality, where the visual-haptic group
reported greater levels of workload (U = 90.50, P= 0.039). In conclusion,
reinforcement vibrotactile haptics can enhance short-term retention of
motor learning with a positive effect on the safety and quality of post-
training behaviour, which is likely a result of increased demand and stim-
ulation encouraging the adaptation of sensorimotor transformations.

Keywords: Haptics · Motor learning · Virtual environments · Driver
training

1 Introduction

With the advent of AR and VR, virtual training systems are becoming effec-
tive educational tools in many applications, including surgery, industrial main-
tenance, flight simulators, and sports [1]. Haptics have the potential to advance
the quality of virtual pedagogical systems with the additional sense of touch,
enhancing the bandwidth of communication between the human and the com-
puter with a supplementary channel providing access to haptic and tactile mem-
ory, typically ignored by conventional techniques. Advances in haptic technology
c© Springer Nature Switzerland AG 2020
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could optimise motor learning by encouraging the adaptation of sensorimotor
transformations [2], potentially improving the safety and quality of training in
certain driving scenarios; however, limited research has been conducted to assess
the practical suitability of haptic implementations in these environments.

A rich corpus of psychology and neuroscience literature describes comprehen-
sive observations of feedback effects on motor learning, yet real-world applica-
tions remain limited. Function-specific studies are responsible for maturing the
literature further as the success of haptic feedback varies among application [3].
Implementations are typically in the form of haptic guidance, with the motiva-
tion to guide individuals to the correct technique in pursuit of reduced errors
and improved training quality. Studies have demonstrated negative effects due
to a reliance on the feedback and there are many instances where no statistical
significance has been found between groups trained with haptic guidance and
those without [4].

Poor results from studies regarding haptic guidance have led to the devel-
opment of progressive haptic guidance, in which the amount of feedback is
decreased over the training period, to gradually reduce learners reliance on the
stimuli. This process has been applied to a steering task [4], with promising
results achieved by integrating a haptic system for a wheelchair driving simu-
lator with an algorithm incorporated to adapt the firmness of guidance relative
to on-going error, which was administered through force-feedback in the wheel.
Alternative implementations are also being investigated, such as error amplifica-
tion which provides haptic feedback to increase movement errors during training.
These are designed to improve learning practices and have been demonstrated
as superior to haptic guidance in some scenarios [5]. This technique has also
been applied to a steering task [6], where haptic feedback was delivered through
the steering wheel in a virtual environment, commencing with guidance for ini-
tial training stages and progressing to error amplification. Insufficient tangible
benefits of this approach suggest advancements are required to better exploit
cognitive function during driving skill acquisition.

The motor learning literature expresses concern regarding the haptic guid-
ance paradigm as it risks subject dependence on feedback, often compromising
post-training performance [7]. Implementations providing error feedback could
be beneficial as the motor learning impairment evident in haptic guidance is
mitigated. This can be observed in a study [8] that generated seat vibrations
when the vehicle travelled further than 0.5 m from the road-centre to promote
lane-keeping in a driving simulator task, finding evidence that concurrent error
feedback can improve short-term retention of motor behaviour. This study did
not isolate modality, giving the haptics group and the control group different
levels of information, such that any observed effect may not be due to haptic
implementation.

Studies from the literature have not evaluated the potential of reinforcement
learning using vibrotactile wrist-attached haptics, where most experiments have
elected to use guidance feedback directly from the steering wheel, with varying
reported results. The approach presented is a wrist-attached vibrotactile haptic
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system to promote motor learning by generating increased motivation with con-
current reinforcement feedback during incorrect vehicle positioning. This tech-
nique could eliminate the motor learning impairment evident in haptic guidance,
due to the feedback style reducing the risk of post-training reliance, as well as
increasing the level of challenge by encouraging correct technique. Evaluations of
cognitive workload associated with haptic techniques of this nature are critical
for understanding how implementations modulate task demands and the effect
that has on the motor learning process.

There is a clear research aperture for novel implementations of haptics in
vehicle training scenarios; hence, the objective of the presented experiment was
to evaluate the suitability of reinforcement vibrotactile haptics for a complex
driver training scenario by observing the effect on short-term retention perfor-
mance and cognitive workload. To accomplish this, 36 participants were divided
into 2 groups where 1 group received visual-haptic training feedback and the
other visual feedback. Exclusive haptic feedback was not studied as it presents
inadequate information regarding impending instructions, limited to immediate
reinforcement by concurrent implementation. This arrangement fairly isolated
the variable of modality, with comparisons facilitated by simulation based met-
rics, to measure change in performance, and the RTLX questionnaire, to examine
cognitive workload. The remainder of this paper includes descriptions of the sys-
tem design and experiment procedure, as well as presentation and analysis of
the results.

2 System Design

A performance driver training scenario was developed in Unity 3D, a game devel-
opment engine designed for the production of interactive 3D virtual environ-
ments. A driving course was created utilising various components available on
the Unity Asset store, such as models of track sections, trees, grass, barriers, and
a vehicle; constructed to be demanding to help capture improvement, yet concise
to sustain participant concentration levels. The vehicle physics were tuned to be
realistic but also punishing for incorrect inputs, so that the error feedback offered
significant benefit to the participant. The physical component of the system was
comprised of a Playseat racing chair, a G920 wheel and pedals, and a NEC LCD
46 in. monitor with a resolution of 1920 × 1080 pixels, as seen in Fig. 1a.

An efficient path around the course was devised in conjunction with the
Queen’s University Racing Team, represented by a white 3-dimensional line vis-
ible in Fig. 1d, which participants were instructed to follow and learn. To explore
the effect of modality, an Arduino based haptic system was developed to gen-
erate vibrations to the relevant sensory input if the projected trajectory was
neglected, accomplished via USB serial connection to the Arduino at a com-
munication rate of 9600 baud, with execution instructions transmitted from C#
event scripting in Unity. An L298N motor driver board connected to an RS 423D
DC PSU, powered two 3V RS PRO DC motors at 1.21 W, one for each wrist.
A plastic inertial mass was screwed to the motor shaft to augment generated
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(a) Driving Simulator (b) Haptic Attachment

(c) Driving Course (d) Simulator Interface

Fig. 1. Simulator design

vibrations for distribution of haptic feedback. This was then implemented into a
small plastic tube with epoxy fixing it firmly in place, creating a haptic module
controllable from the computer. This was cable tied to a Velcro wrist strap for
human attachment, covered with protective material for increased safety and
comfort observed in Fig. 1a, remaining secured to the wrists of visual-haptic
participants throughout the study.

Within Unity, a box collider system was created laterally along the vehicle
to detect interaction with the instructed trajectory. This was accomplished with
four box colliders spaced evenly apart, two inner and two outer colliders. When
one of the outer colliders contacted the physical representation of the instruc-
tion, the haptics would begin to vibrate on the side that required movement,
such that the right haptic motor would vibrate to indicate a right turn. This
vibration would continue until the inner box collider contacted the projected
path, detecting the participants return to an appropriate position.

3 Experiment

A controlled between-subjects experiment was conducted with 36 participants,
with 18 in the visual and visual-haptic groups, where the independent vari-
able being studied was the information type communicated to participants.
Both groups were given identical visual instructions to fairly isolate modality.
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The visual-haptics group received additional concurrent vibrotactile feedback
designed to reinforce the motor learning procedure by promoting the correct
steering responses, activated when participants failed to follow instruction. Sub-
jects were required to negotiate the course with the objective of learning to follow
the path communicated on screen that represented an optimised route. Each sub-
ject experienced the same location of visual instructions regardless of ability or
performance, while frequency of haptic feedback was modulated proportionally
to time spent in positional error.

3.1 Objectives

The experiment objective was to determine the quality of motor learning with
concurrent vibrotactile feedback, through observations of improvements to safety
and vehicle positioning, while observing cognitive workload for further analysis.
Based on these objectives the following hypothesis was formed: the visual-haptic
group would demonstrate improved motor learning because of the additional
reinforcement, exhibiting greater cognitive workload due to more demanding
stimulation.

3.2 Dependent Variables

There were three dependent variables in the experiment that were utilised to
determine the suitability of vibrotactile haptics feedback in this context. The first
dependent variable measured the frequency of participants off-road interactions;
when the vehicle made physical contact with a component of the course that
was not the road. For instance if the vehicle wheel made contact with the grass
an error was counted, achieved with object colliders and collision detection in
Unity. This dependent variable assesses the efficacy of the training from a safety
perspective by quantifying vehicle positioning safety violations.

The second dependent variable measured the frequency with which the vehi-
cle exceeded a distance of 4 m1 from the instructed trajectory. This value was
chosen arbitrarily prior to the experiment, based on the width of the driving
course. An error was counted for every frame spent more than 4 m from the
suggested path, generating a metric for evaluating the short-term retention of
motor learning by examining the post-training proximity to the suggested path.

The third dependent variable was the RTLX, a scientifically developed and
validated psychological questionnaire that assesses cognitive workload. The raw
version was preferred as studies are inconclusive over the benefits of the tradi-
tional version which consumes more time and participant effort [9]. This was
conducted with 6 different criteria subjectively rated by each participant on a
21-gradation scale to yield a score from 0–100, subsequently averaged for a total
score. Individual criteria were also assessed to evaluate any further differences.
This variable is important to understand the human-behaviour elicited by the
additional haptic modality, supporting interpretations and understanding of the
effects observed in the simulation metrics.
1 In simulation metres.
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3.3 Participants

Participants were selected via department wide user study invitations. There
were 36 participants, of which 2 were left handers and 34 were right han-
ders. There were 16 males and 2 females in each group. The age of partici-
pants, in years, ranged from 19 to 63 where the visual-haptic group average age
(M = 27.37, SD = 9.97) was similar to the visual group average age (M = 25.79,
SD = 11.62).

3.4 Procedure

There were two types of different lap present in the study: a lap with instructions
that the participants were required to follow, termed a training lap, and a lap
without instructions where the participants were required to replicate what was
learned in the training laps, termed a performance assessment lap. The training
lap was defined by visual representations of the suggested trajectory for subjects
to follow, as well as haptic feedback.

Initially the subjects drove two performance assessment laps, allowing eval-
uation of baseline performance for comparison with further laps. Subsequently,
candidates would complete four training laps, then two performance assessment
laps, then four training laps, and a final two performance assessment laps.

4 Results and Discussion

The objective of the presented results is to determine the effect of modality
on motor behaviour improvements exhibited in the retention phase, relative to
the pre-training phase, according to the dependent variables described. The first
and second dependent variables were observed from data recorded to CSV files in
the simulation, subsequently analysed in MATLAB and SPSS. Due to the non-
parametric characteristics of the data the Mann-Whitney U test was required
to compare the medians of the two groups, where all results presented use two-
tailed exact significance values. Median and Median Absolute Deviation (MAD)
values are displayed where necessary for a robust measure of variability. Results
reporting improvement were calculated as percentage decreases by taking the
error difference between the initial training phase and final retention phase, and
dividing that by the initial training phase errors.

Statistically significant differences were found between the two groups
(U = 78.50, P = 0.008) for the improvement between the initial performance
assessment phase and the retention phase for the amount of safety errors gen-
erated by off-road interaction. The decrease of safety violations in the visual-
haptic group (M = 75.96%, MAD = 31.66%) was greater than in the visual only
group (M = 43.75%, MAD = 35.80%), displayed in Fig. 2b where the cross is
the mean value. The results reveal an observable positive effect on participant
motor learning for the visual-haptics group, encouraging appropriate vehicle
positioning and path negotiation, which can be detected further in the amount
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of errors generated by deviations greater than 4 m from the projected trajec-
tory, where statistically significant differences were also observed between the
groups (U = 99.00, P = 0.046). The average error decrease in the haptic group
(M = 50.12%, MAD = 15.67%) was significantly greater than in the visual group
(M = 41.48%, MAD = 18.60%), reaffirming superior short-term motor skill reten-
tion in the visual-haptic group.

(a) Cognitive Workload

(b) Safety Violation Reductions

Fig. 2. Experiment results

In order to measure cognitive workload the RTLX was completed by the par-
ticipants, which was scored and uploaded to MATLAB and SPSS for analysis.
There were statistically significant differences between the two groups (U = 90.50,
P = 0.039) where the haptic group (M = 50.83, MAD = 12.02) reported signifi-
cantly increased cognitive workload (+32.61%) over the visual group (M = 38.33,
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MAD = 11.99). This result is expected due to improved performance, which can
be explained by the increase in cognitive workload incited by reinforcement feed-
back.

Fig. 2a demonstrates the overall results of the RTLX, displaying the elements
that were scored differently. Only two sub-elements had statistically significant
differences, which were the scores for effort and frustration. For the effort exerted
during the task, statistically significant differences were found between the two
groups (U = 91.50, P = 0.041), with the haptics group (M = 70.00, MAD = 1.60)
reporting a 16.67% increase over the visual group (M = 60.00, MAD = 3.52). A
component of the difference in cognitive workload is hence due to effort. For
the amount of frustration experienced in the task, statistically significant dif-
ferences were found (U = 82.00, P = 0.019) with the haptic group (M = 50.00,
MAD = 5.63) demonstrating a large increase (185.71%) in frustration over the
visual group (M = 15.00, MAD = 3.70). This result further contributes to anal-
ysis of the overall task workload; the haptic group were frustrated significantly
more than the visual group, indicative of the additional intensity of cognitive
response elicited by the reinforcement learning.

Results suggest that the additional haptic modality has promoted motor
learning with the effect of improving safety and path negotiation in the vehicle
training scenario presented. Analysis of the RTLX reveals increased cognitive
workload generated by the haptic modality, particularly frustration and effort
levels, suggesting motor learning is supported by increasing the subjects exerted
effort to accomplish the task by making it more demanding. Increased frustration
levels are likely to be a natural concomitant of the extra stimulation to perform
correctly, where error feedback is regular and energetic. These findings align
with the hypothesis, with strong evidence to suggest that the improved motor
learning is a result of reinforcement feedback influencing cognitive behaviour.

5 Conclusion

A virtual driving system was developed using the Unity game engine, designed
to assess the effect of vibrotactile reinforcement haptics on motor learning and
cognitive workload in vehicle training. Information regarding optimal vehicle
positioning was delivered via visual-haptic and visual mediums, isolating modal-
ity for observation of improvements in safety and control. The frequency of off-
road vehicle interaction was recorded, as well as the frame count accumulated
while positioned greater than 4 m from the immediate point on the suggested
trajectory, allowing for objective comparisons of short-term motor skill reten-
tion. To further interpret the role of haptics in motor behaviour development,
evaluations of cognitive workload were conducted with the RTLX. There was
a significant difference in the short-term motor skill retention exhibited by the
two groups. The visual-haptics group experienced greater decreases in safety
and vehicle positioning errors, as well as higher levels of cognitive workload,
particularly effort and frustration.

In conclusion, the additional haptic modality can improve short-term motor
skill retention in driver training by increasing the cognitive workload of the
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task. Analysis of the RTLX indicate this improvement is a result of more
efforted responses from participants, likely from increased frustration experi-
enced when committing positioning violations, which has encouraged the adap-
tation of sensorimotor transformations. Furthermore, the effect of the enhanced
motor behaviour exhibited by the haptics trained group is an improvement in
vehicle control, where participant negotiation of the course has advanced in
safety and quality. It is hence established that vibrotactile reinforcement haptics
are suitable for enhancing short-term retention of motor skills in driver training
environments which could be adopted in a number of different training scenarios
where steering control is involved such as piloting aircraft, emergency response
driving, industrial machine operation, and conventional learner driving.

Future works should focus on developing more mature solutions, implement-
ing aspects of artificial intelligence to the feedback based on informed psycho-
logical understanding of the motor learning process. Further applications should
be researched to determine suitability for haptic feedback, as well as examining
effects on long-term retention.
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Abstract. Today, just as in the early days of flying, much emphasis is
put on the pilot student’s flight training before flying a real commercial
aircraft. In the early stages of a pilot student’s education, they must,
for example, learn different operating procedures known as flow patterns
using very basic tools, such as exhaustive manuals and a so-called paper
tiger . In this paper, we present a first design of a virtual and interactive
paper tiger using augmented reality (AR), and perform an evaluation of
the developed prototype. We evaluated the prototype on twenty-seven
pilot students at the Lund University School of Aviation (LUSA), to
explore the possibilities and technical advantages that AR can offer, in
particular the procedure that is performed before takeoff. The prototype
got positive results on perceived workload, and in remembering the flow
pattern. The main contribution of this paper is to elucidate knowledge
about the value of using AR for training pilot students.

Keywords: Augmented reality · Interaction design · Flight training ·
Method

1 Introduction

Already in the late 1920s, there was a great demand for flight instruction and
simulators, to help pilots learn to fly in a safe environment without the deadly
risks of having beginner pilots take the controls of a real aircraft [3]. Today,
just as in the early days of flying, much emphasis is put on the pilot student’s
flight training and instrument navigation before flying a real commercial aircraft.
In the early stages of a pilot student’s preparation for the flight simulator of
a commercial aircraft, they must learn how to operate an aircraft from the
cockpit using nothing but a simulator made out of printed-paper panels also
referred to as a paper tiger (see Fig. 1) and the aircraft’s operation manual.
During this stage of their flight training, pilot students are meant to familiarize
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L. T. De Paolis and P. Bourdot (Eds.): AVR 2020, LNCS 12242, pp. 215–231, 2020.
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themselves with the procedures to perform in the cockpit before, during and
after a flight. Specifically, students learn these procedures partially through the
repeated practice of so-called flow patterns, which aim to instill in pilots not
only the procedures to be carried out but also the order in which to perform
them. During this stage, pilot students also practice working together as a team
of captain and copilot by practicing to execute the flow patterns together and
cross-checking the other pilot’s work to ensure that all steps have been carried
out correctly.

Fig. 1. The paper tiger at LUSA.

Pilot students spend 40 h or more practicing these skills using paper tigers
to prepare themselves for further training sessions in expensive full flight simu-
lators. The aim of these practice sessions is not only to memorize the procedures
to perform but also to memorize the location of the different instruments and
buttons in the cockpit. Additionally, the aim is to train students’ muscle memory
to automatize the performance of these procedures [3]. While paper tigers offer a
cheap and efficient way to train cockpit procedures, their low-fidelity nature also
has downsides. For example, the paper tiger neither has guidance to help novices
find the correct instruments in a complicated cockpit, nor can performance feed-
back be provided in this setup. Furthermore, paper tigers take up significant
space, they are limited to certain locations and as such still impose significant
resource constraints on student learning. Therefore we decided to build an AR
version of the paper tiger and use it as a training method with low space require-
ments, that is portable and allows studying flows at any time and location, while
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simultaneously offering increased support and feedback through an interactive
augmented reality (AR) user interface.

AR is a technology that can superimpose virtual objects on top of the real
world. According to Azuma [2], an AR system has the following three charac-
teristics: 1) Combines real and virtual; 2) Interactive in real-time; 3) Registered
in 3-D. In the last couple of years, several head-mounted displays have appeared
that offer these capabilities, such as Microsoft HoloLens [17] and the Magic Leap
[16]. Such glasses-based AR systems open up new opportunities for experiment-
ing with interactive applications for pilot students, in ways that up until now
have been too difficult, expensive or time-consuming. Another emerging technol-
ogy is virtual reality (VR). VR uses computer-generated simulations to create
“the illusion of participation in a synthetic environment rather than external
observation of such an environment [10].” However, we decided to use AR for the
current application since it was the most suitable option allowing the student to
simultaneously read the physical manual while interacting with the paper tiger,
which was needed during the test. Another reason was to let the pilot students
have visual contact with their co-pilot.

This paper presents the development of an interactive AR paper tiger that
can be used to help pilot students to learn particular flow patterns that are done
before a takeoff. The application was developed and evaluated using Microsoft
HoloLens [17] together with the game engine Unity [20]. The evaluation was
conducted at the Lund University School of Aviation (LUSA) in Ljungbyhed,
Sweden.

The main contribution of this paper is to elucidate knowledge about the value
of using AR for training pilot students.

The next section presents relevant related work that has previously been
used to conceptualize an interactive virtual cockpit and the use of AR in the
aviation industry. Then the developed AR paper tiger is described followed by
the evaluation, results, discussion, and conclusions.

2 Related Work

Using AR technology for flight operations with different purposes, such as air-
craft design, maintenance development, guidance of the actual flight phase and
pilot training, is an area that has been well studied. However, most research
has been conducted using AR for maintenance or as guidance of the actual flight
phase but less on training for pilot students. This section reviews previous related
research in using AR for aviation.

Modern aircrafts are complex machines that require a tremendous amount
of manual effort to manufacture, assemble, and maintain. Therefore, mechan-
ics in the hangar are required to use an increasing amount of information in
their jobs [5]. However, AR can facilitate these maintenance mechanics’ jobs
by visualization of the information from maintenance systems and representing
how parts should be connected in a safe and interactive way. Caudell and Mizell
developed one of the first AR maintenance tools which helped the maintenance
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workers assemble wires and cables for an aircraft [5]. Macchiarella, and Vincenzi
[15] investigated how AR can be used to help the workers to memorize difficult
moments of aircraft maintenance tasks. They used AR to develop augmented
scenes with which the workers could train a wide variety of flight and mainte-
nance tasks. Macchiarella and Vincenzi [15] followed up their study to see the
learning effects on long term memory by testing their participants again after
seven days. The results indicate that AR-based learning had positive effects on
long term memory and that the participant remembered more information.

AR has also been used to help to guide pilots during the actual flight by
providing information from the Primary Flight Display (PFD) regarding speed,
altitude and heading [12,13]. Heads-Up-Displays (HUD) are already used in
many fighter planes and modern commercial aircrafts such as the Boeing 737
Next Generation [12]. Additionally, “Smart glasses” have been developed for
private pilots, for example, Vuzix M3000 [21], Google Glasses [11] and Moverio
BT-200 [8] to guide them in a visual traffic pattern. One of the earliest helmet-
mounted display (HMD) was developed by Tom Furness for the USA Air Force
from 1966 to 1969. It helped the pilot to see a simplified version of reality. Furness
continued to improve the helmets and in 1986 he described a virtual crew station
concept called the “Super Cockpit” [9]. It discussed how flight information could
be portrayed virtually and interactively. However, these applications focus on
augmenting information for the pilots via HUD, HMD or “smart glasses” during
flight. In this paper, we utilize the potential of AR to see if we can improve
learning through procedural training, i.e. the practice and understanding of so-
called flows, for pilot students.

3 Building the AR Paper Tiger

The main goal with the presented work was to design and test an interactive
paper tiger by exploring the possibilities and technical advantages of AR. First,
we will explain more details about the background of the paper tiger, followed
by flow patterns, and limitations of the AR paper tiger.

3.1 Background

To obtain a commercial pilot’s license (CPL), which is by far the most common
training given at flight schools, pilot students need a minimum of 150–200 flying
hours in total [7]. However, practice in the simulator of a multi-crew aircraft
is significantly less. It consists of approximately 20 h during the Multi-Crew
Cooperation Course (MCC) during the final stage of the training. This is aided
by approximately 30–40 h of procedure preparation in a paper tiger.

The pilot students are trained to use checklists. Checklists are powerful tools;
they can increase the precision of a specified behavior and reduce errors. How-
ever, when pilots work with a checklist the risk for distraction increases the
longer the list is. They may lose concentration and direct their focus towards
something else which needs their attention. One result of this is to keep the actual
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checklists as short as possible. Instead, aircraft manufacturers such as Boeing
have set up a working method based on so-called flows. During a flow, you pre-
pare the cockpit for different configurations such as startup, takeoff, descend
and landing. Previous research highlights the development and a need for more
human-centered interaction design in pilot training [6,19]. One example is during
a type-rating course, a course at the end of the pilot’s training when he or she
learns how to fly a large complex commercial aircraft. Before the course starts,
it is good to have as much experience as possible. Due to substantial economic
costs for training, approximately 16 000–34 000 EUR for a type-rating [18] and
high time pressure in the learning phase, the fresh student can be overloaded
with information during a type-rating course. An interactive learning environ-
ment may serve as a stepping stone and a more intuitive approach and frame to
the content than starting with reading a pure text and exhaustive lists in the
initial learning phase of a type-rating.

3.2 Flow Patterns

The instruments and displays in a cockpit are organized in panels and placed
in the cockpit according to a specific spatial arrangement. This arrangement is
designed with regard to how frequently the instruments and panels are being
scanned and monitored and in proportion to their critical value for the flight.
To enhance a logical flow during the configuration of the aircraft it is necessary
to perform the actions in specific sequences, these sequences or procedures are
called flows.

Further enhancement of procedures is obtained by the patterns shaped by
the sequences of the flows. Flows follow a logical order and the items, which are
to be set up, are organized in chunks within every panel. For example, in the
case of the flight control panel, the part-panels on the overhead section build
up the “overhead panel” and are scanned in “columns” from top to bottom.
Using a top-bottom order for checking the panels and items provides a structure
and thereby reduces the work to learn the items. The same spatial technique
can be used when verifying items of a checklist. Flows are challenging and a
bit mechanic to learn in the beginning but can be rewarding once learned. A
comparison can be made to learning a dance. First, you struggle with getting
all the steps right and you easily forget what comes next. But after a while, you
get into a flow and one move seems to lead into another. When the pattern is
recognized one intuitively connects one item to the next. In order to study the
flow, pilot students use a paper as guidance which shows the fifteen panels they
have to go through (see Fig. 2).

3.3 Flow Patterns with the AR Paper Tiger

The general scanflow is executed before every take off. It consists of 37 items to
be set or checked, organized over fifteen panels or locations in the cockpit (see
Fig. 2). The correct order of the fifteen panels and locations were reconstructed
in the AR paper tiger to guide the user’s attention to the appropriate area of
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Fig. 2. The paper shows the general scan flow that consists of fifteen steps, borders
around the panels are marked and arrows show where the student should start and in
which direction to continue.

the items to be set or checked. Green borders are overlaid on top of the virtual
paper tiger to highlight the specific panels and corresponding arrows similar to
those of the paper version were used to tell the student where to start and in
which direction to continue (see Fig. 3, left panel). However, in one instance, an
additional arrow was added from the end of one section to the start of the next,
because these two sections were far apart and otherwise the next section was
not discoverable given the limited field of view of the HoloLens. The additional
arrow can be seen in the bottom image in Fig. 3.

In order to get the student started, a “Demo” function was implemented
that demonstrates the flow sequence. When the “Play Demo” button is pressed,
the flow is visualized by sequentially showing a border around each step in the
flow sequence together with an arrow corresponding to that step. This function is
accessible by interacting with a floating button, in the near vicinity of the virtual
cockpit. We chose a location that is not in the line of sight while interacting with
the virtual cockpit.

3.4 Limitations

The HoloLens has several hardware and software limitations. For example,
because of its narrow field of view, the users cannot use their peripheral vision
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Fig. 3. Flow pattern with pointing arrows.

and therefore some sort of guidance must be added to help the user. Another
limitation of the HoloLens is the low number of hand gestures available to the
user. The pinch movement used for clicking on buttons in a cockpit might not
come naturally to a pilot student. The AR paper tiger only marks the section
of a certain panel. None of the elements on the virtual cockpit’s panels were
interactive for this first iteration of the cockpit training environment.

4 Evaluation

An evaluation was conducted in order to better understand the perceived work-
load and usability issues of the AR prototype. The evaluation was conducted at
the Lund University School of Aviation (LUSA) in Ljungbyhed, Sweden.
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4.1 Setup

One single session involved one participant and four test leaders, where one was
in charge of introducing the HoloLens, two conducted the testing and one con-
ducted a post-questionnaire as well as a structured interview (see Fig. 4). All test
sessions were recorded and lasted about 20 min. The test session was designed as
an assembly line, at certain points we had three pilot students at the same time
but in different rooms (see Fig. 4). The technical equipment consisted of:

– Two HoloLenses.
– Two video cameras.
– One computer dedicated to questionnaires.

Fig. 4. The setup of the evaluation. 1) Test moderator introducing the HoloLens,
2) Pilotstudent (participant), 3) HoloLens used during introduction, 4) Test modera-
tor leading the main test, 5) Video camera recording, 6) Test moderator responsible
to help participant with HoloLens issues, 7) HoloLens running the AR paper tiger,
8) Pilotstudent (participant), 9) Pilotstudent (participant), 10) Computer dedicated
to questionnaires, 11) Test moderator for the structured-interview, 12) Camera record-
ing the interview.
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4.2 Participants

Twenty-seven pilot students (five females) were recruited by their instructor at
LUSA (age M = 23.7, SD = 3.06). Only two of them had previous experience
of AR and four of them had less than two hours of experience with the paper
tiger, while the others had no previous experience.

4.3 Procedure

All participants were given a brief introduction to the project and its purpose.
Next, they filled in a short questionnaire together with informed consent regard-
ing their participation and the use of collected data. Thereafter they were intro-
duced to the HoloLens to familiarize them with AR and the mechanics of inter-
acting with AR objects.

Next, they entered the room where the actual test was conducted. Before
the test was performed the participant was asked to sit down by the real paper
tiger, to understand the participant’s pre-existing knowledge of the take-off flow.
Then the participant got seated in a chair a couple of meters away from the real
paper tiger, facing an empty wall. Here they opened up the virtual paper tiger
application and got used to the user interface. The test operators made sure
that they noticed all different panels and buttons before continuing with the
test by instructing the participant to 1) look up to see the overhead panel,
2) look left to see the thrust and communication panels and 3) look right to
see the oxygen mask and asking for a verbal confirmation. In the first step of
the test, the Demo was played. The participant stood up and walked a couple
of meters behind the chair to get all panels in his/her field of view at the same
time. Then the participant played the Demo and observed. When the Demo was
done the participant got seated again, handed a paper checklist and started to
do the flow. When pilot students normally practice with the real paper tiger they
pretend they are interacting with buttons and metrics according to a list they
have in their hand. This was done in the application as well. The participant
pretended to adjust all items of the flow within the outlined green marked area.
When the participant was done in one area the “next-button” was clicked, after
which the next section of the flow was outlined.

After the testing procedure with the HoloLens, the participant was brought
back to the real paper tiger. Here the participant was asked to show the flow
he/she just practiced with the HoloLens and some spontaneous first thoughts
were talked about and noted by the test operators. Their performance in repro-
ducing the flow was scored as number of items correctly recalled.

Last, after the tasks were completed, the participant moved to a third room
and filled out the NASA Task Load Index (TLX) [14] and the System Usability
Scale (SUS) [4] questionnaires. In an attempt to understand and describe the
users’ perceived workload NASA TLX was used as an assessment tool. NASA
TLX is commonly used to evaluate perceived workload for a specific task. It
consists of two parts. The first part is referred to as raw TLX and consists of six
subscales (Mental Demand, Physical Demand, Temporal Demand, Performance,
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Effort, and Frustration) to measure the total workload. The second part of the
NASA TLX creates an individual weighting of the subscales by letting the sub-
jects compare them pairwise based on their perceived importance. However, as
reported by Hart [14], using the second part of the NASA TLX might actually
decrease experimental validity. For this reason, it was not used in this experi-
ment. A raw NASA TLX score was calculated for each student as the sum of all
subscores. Originally each subscore range up to 100, but several researchers use
20 or 10, in this study we used the maximum subscore of 10.

In an attempt to understand and describe the users’ cognitive workload,
SUS was used. It is often used to get a rapid usability evaluation of the sys-
tem’s human interaction [4]. It attempts to measure cognitive attributes such
as learnability and perceived ease of use. Scores for individual items, such as,
“I thought the system was easy to use,” can be studied and compared, but the
main intent is the combined rating (0 to 100) [1]. The questionnaires were fol-
lowed by a short structured interview. All the structured interviews were video
recorded. The video recordings were reviewed to detect recurring themes and to
find representative quotes. The procedure is shown in Fig. 5.

Fig. 5. The procedure of the evaluation.
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4.4 Results

In the following section, the results from the NASA TLX, SUS scale, and the
structured-interview are presented.

Twenty-two of the twenty-seven participants could see the potential and were
positive to the AR paper tiger.

NASA TLX. The overall NASA TLX scores were low (see Fig. 6). Participants
mean value of M = 24.6, SD = 6.15.

Fig. 6. The NASA TLX scores.

The results obtained from the NASA TLX subscales are illustrated in Fig. 7.
All subscale values were relatively low but surprisingly Physical had the lowest
median value, then Temporal and Frustration with the same low median value,
which is good (Table 1).

Table 1. Median values of the NASA TLX subscore.

Subscale MD IQR

Mental 5 3

Physical 2 1.5

Temporal 3 2.5

Performance 7 3

Effort 4 4

Frustration 3 2
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Fig. 7. The NASA TLX subscore.

Fig. 8. SUS score for all participants.

SUS Score. The results obtained from the SUS questionnaire for the partici-
pants present a mean score of M = 73.1, SD = 15.05 with a minimum score of
37.5 and a maximum score of 100 (see Fig. 8).

Post Test Check. As described in the procedure section, after the participant
used the AR paper tiger, the participant did a test on the real paper tiger to see
how much the participant remembered of the flow, i.e. how many of the fifteen
steps were remembered and if they were remembered in the correct order. On
average, the participants remembered 73% of the fifteen steps in the correct
order.
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Structured-Interview. The results obtained from the structured-interviews
can be divided into four different topics: 1) The impression of the AR paper
tiger ; 2) If the application managed to fulfill the purpose; 3) Thoughts about
having a whole panel highlighted versus having each button highlighted; and
4) Thoughts about using the AR paper tiger.

Twenty-two students were positive, one was negative and four were neutral.
When they were asked how they found the application, they expressed comments
like “Fun!”, “Great learning method!”, “different but fun way to learn.” One
student expressed it as “more realistic than the paper tiger.”

All students thought that the application managed to fulfill its purpose. Six
of them also mentioned that it will help them to train their muscle memory.

Regarding thoughts about having the whole panel highlighted versus having
each button highlighted, fourteen of the students would like to have the whole
panel highlighted while thirteen would prefer to have each item highlighted.

Twenty-one of the students would consider using the application as it is and
six of them could consider to use it if it was more complete. None of them
expressed that this was a bad idea.

5 Discussion

In this section, we will discuss the “take-aways” from the evaluation, developing
the AR paper-tiger. Finally, we will reflect on the benefits of AR and possible
improvements of the AR paper-tiger.

5.1 Evaluation

The data from the evaluation suggests that AR could be a valuable tool for
learning procedural flows. Overall, the AR paper tiger received acceptable scores
on both the NASA TLX and the SUS questionnaire, which indicates that the
participants were able to complete the experiment reasonably well.

Similar effects as the study by Macchiarella and Vincenzi [15] can be found
in our study regarding using AR as a learning tool to recall a task. After using
the AR paper tiger, the pilot students could recall 73% of the fifteen steps in the
correct order.

NASA TLX. Despite the fact that the pilot students had none or very little
experience of the real paper tiger, the pilot students had very good mean values.
This indicates that the idea of using an interactive AR paper tiger as a learning
tool seems to have good potential. Two interesting values from the NASA TLX
subscore are the physical median value which was lowest (see Fig. 1) and the
mental median value which was the second-highest value (see Fig. 1). Despite
the HoloLens requiring physical movements of the participant’s arm when inter-
acting, the perceived mental workload was higher. One reason for this might be
the small field of view of the HoloLens, which forced the participants to look
around and made it difficult to have an overview of the whole user interface at
the same time.
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SUS. The AR prototype had a SUS score larger than 68, which is considered
to be above average [4]. The SUS score measures cognitive attributes such as
learnability and perceived ease of use, the result indicates that the AR paper
tiger is considered to be easy to use, and easy to learn.

The Structured Interview. All students reacted to the AR paper tiger in a
positive manner and could see the potential of the application. However, com-
ments that could be considered as negative were mostly directed towards the
Microsoft HoloLens. The new version of this headset has been improved in sev-
eral areas such as the field of view and gestures used for input and may thus
alleviate some of the expressed concerns.

5.2 The AR Paper Tiger

In this section, the benefits of AR and improvements are discussed.

Benefits of AR. One major benefit of using AR when training the procedure
to prepare for takeoff is the ability to have an interactive paper tiger which
augments the panels and helps the pilot students to find the correct panel and
perform the actions in the correct order. Another advantage in the HoloLens is
the fact that you can see yourself and especially your hand in the AR application.
This also enables you to see and communicate with a copilot as well as seeing
and working with real physical operation manuals or checklists in your own or
your copilot’s hand. Moreover, the AR version is mobile and can easily be used
in another place. Currently, a pilot student has to use the physical paper tiger
which is limited to be used at a fixed location for example in the practice room
at LUSA which can be seen in Fig. 1. Similarly, the setup could be developed
using a VR headset. Current VR headsets have several advantages such as better
field of view, more accurate tracking, and a higher display resolution than the
HoloLens. However, an important feature which the VR headset cannot offer (at
least for now) is the interaction and communication with a copilot and using
the physical operation manual or checklists. One can ask how important are
these features, maybe using an avatar and virtual operation manuals are good
enough but to be sure further studies need to be done. For example, it would be
interesting to follow up on this study, with another when which would investigate
the pros and cons of the real paper tiger, the AR paper tiger and a VR paper
tiger.

The biggest contribution with the developed prototype of an AR paper tiger
is the ability to choose different scenarios. While using the application you can
see a demo of the flow, or interactively receive flow guidance, with the purpose
to learn the flow pattern in the cockpit. In our case, we began with a general
scan flow to demonstrate the spatial structure of a scanning flow, which you
interactively can click your way through. Our solution allows for a potential
merge between the source of knowledge - the manual, the practice interface, and
the real paper tiger. This starting point forms a very good structure for future
developments toward even more interactive possibilities for learning.
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Further Research. In this section, different improvements or ideas for other
projects in the area are described and discussed.

The AR paper tiger could be further expanded in many ways to enhance the
experience when using the simulator. Panel screens could be animated as well as
the surroundings e.g. moving clouds and changing light conditions. Panel lights
could be turned on or off, based on what flow the user is training.

Depending on the user’s knowledge, different levels of interaction could be
added. For example, if the user is a total novice, it could be enough to demo the
flow and the user can then be requested to do the flow in a simplified manner,
much like the prototype presented in this paper. However, if the user is more
advanced, as shown during testing of the prototype, there is a need for more
interactive features in the AR paper tiger. This could be lights going on and
off on the panels and thus allowing the student to follow the flow in a detailed
manner.

Having detailed 3D models of the panels would make it possible to use the
instruments (knobs) on the panels, thus giving the ability to change values on
panel screens in a realistic manner. If the user is able to turn knobs, the AR
paper tiger can check values against recommended values and then pass or fail
a user based on the set values. However, this would not be the same as flow
training, this would be more detailed. For a full version of the AR paper tiger,
there would be a lot more flows available to train on, approximately eighteen,
with a menu where the user would be able to choose desired flow.

Another flow which AR is suitable for is the walk-around flow. Similar to
the flows in the cockpit, are the flows that a pilot does before stepping into the
aircraft. The idea is to emulate a plane for a “walk-around”, which is an outside
check of an aircraft. The pilot checks that everything, for example, control sur-
faces and tires are as they should. By using a 3D model of an aircraft this could
be practiced anywhere using AR, and of course, the model would be able to
re-scale and rotate. This can be further developed by adding random variables
such as ice or a birds nest in the jet engine that the pilot should notice and
handle.

All in all, the improved application could offer a playful and enriching envi-
ronment and at the same time equip the pilot student with the relevant knowl-
edge needed to be as prepared as possible before the costly and very time-
pressured full flight simulator training.

Seen from a broad perspective, the application could potentially be valuable
also for Commercial Pilot Licence (CPL) flight training where practice in a real
simulator is even less than in the Multi Pilot Licence (MPL) concept, and the
time in the paper tiger is shorter. A further developed application could also
bridge to the Jet Orientation Course (JOC) or even a type-rating.
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6 Conclusion

The contribution of this paper is a novel way of using AR to train pilot students’
flow patterns. At the present time, the developed product could be used mainly
for early familiarization and introduction to a normal paper tiger as well as an
introduction to the concept of flows. More development and interactive features
are needed for any further applications. All pilot students evaluated the AR
paper tiger positively and could see the potential of the application. The results
indicate that the AR paper tiger has the potential to be helpful for pilot students
for the process of learning flow patterns.
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Abstract. In this paper we present a scalable architecture that inte-
grates image based augmented reality (AR) with face recognition and
augmentation over a single camera video stream. To achieve the real time
performance required and ensure a proper level of scalability, the pro-
posed solution makes use of two different approaches. First, we identify
that the main bottleneck of the integrated process is the feature descrip-
tor matching step. Taking into account the particularities of this task
in the context of AR, we perform a comparison of different well known
Approximate Nearest Neighbour search algorithms. After the empirical
evaluation of several performance metrics we conclude that HNSW is
the best candidate. The second approach consists on delegating other
demanding tasks such as face descriptor computation as asynchronous
processes, taking advantage of multi-core processors.

Keywords: Augmented Reality · Face recognition · Approximate
Nearest Neighbor Search · Scalability

1 Introduction

Augmented Reality (AR) is a technology that enables us to enhance the real
world as it combines virtual content and information with physical elements in
real time. We can find many examples and applications on very diverse fields
such as arts, education, medicine or engineering, among others. From augmenta-
tion based on the geographical location to 3D environment mapping and object
registration, the potential of AR to adapt and add value to almost every aspect
of our lives is extensive. Image based AR augments the reality by searching the
world, over a live stream of video, for exact correspondences of pre configured
images. Once such an image is found, any kind of digital element is rendered
over the original video to make it appear as if it was part of the physical reality.
This particular kind of augmentation has certain limitations in relation to the
limited scalability of existing frameworks. Despite this it still provides significant
value in the right application contexts.
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Real time face detection has been possible since the methods introduced by
Viola and Jones back in 2001. In recent years, face recognition techniques have
evolved with the use of deep convolutional neural networks. Such networks, as
demonstrated by [24,26,27], can be trained to compute a single multi dimen-
sional descriptor (also called embedding) for a given face with relative robust-
ness to orientation and lightning changes. The integrating face recognition in
the context of image based augmented reality for final users without relying on
an online service is still a challenging problem, scarcely addressed by the most
recent and popular AR libraries like ARCore [2], ARKit [3] or Vuforia [9].

Museum’s guided tours, book augmentation or unauthorized person detec-
tion are a few concrete examples where a highly scalable image and face based
AR framework is needed. The ability to work with thousands of targets in a
straightforward and offline architecture enables for simpler and more extensive
applications in collaborative augmented environments or even law and public
health enforcement systems where network connectivity, latency or costs are a
problem. On the other hand, applications like [14] would greatly benefit from
the integration of both types of augmentation, allowing them to recognize a wide
array of personal identification cards and also an individual’s face given a limited
context.

The rest of the paper is organized as follows: Sect. 2 presents the proposal of
an integrated architecture of image and face based AR. Section 3 presents the
parallelization of the tasks presented in the AR pipeline. Section 4 presents the
comparison of different Approximate Nearest Neighbor algorithms necessary to
achieve a proper level of scalability. Finally, Sect. 5 presents the conclusion and
future work.

2 Architectural Proposal

2.1 Image Based AR Pipeline

Image based AR usually relies on architectures that pair pipelines such as [20]
and illustrated in Fig. 1 with some authoring tool like Aurasma [6], Aumentaty
[5], Augment [4], Zappar [10] or our Virtual Catalogs System [13] among others.
A user loads and configures a set of planar images in the authoring tool, associat-
ing digital elements that will be inserted as augmentations relative to each. The
authoring tool then analyzes each image looking for points of interests (POI)
that satisfy certain conditions that will make it able to be easily found again
and correctly identified. For each such point the tool computes and stores at
least one pseudo invariant descriptor using algorithms such as the popular SIFT
[18] as well as ORB [25] or SURF [11].

To produce the effect of augmentation, a usually separate piece of software
running on a mobile device captures a frame of a live video stream and searches
for points of interest using the exact same algorithm as the authoring tool. The
points generated are then described by the same algorithm and the resulting
descriptors are matched against all the descriptors previously generated from
the loaded images. After further refining a certain number of correct matches,
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Fig. 1. Conceptual diagram of the image based AR pipeline. The rendering step lies
outside of the scope of AR but is included for clarity.

they are used to compute a 3D transformation matrix needed to correctly over-
lay information over the live video. In order to create a credible and satisfying
augmentation, this entire process needs to run on real time, while leaving enough
headroom to actually process and render the digital content. Since the amount
of descriptors increases with the number of loaded images, this task quickly
becomes a bottleneck. The use of fast matching algorithms becomes a require-
ment to increase the scalability of such systems.

2.2 Face Detection AR Pipeline

New approaches to human face recognition make extensive use of deep convolu-
tional neural networks which can process images with little to no preprocessing
in less than a second. In particular, we find as appropriate candidates for an
integration, networks trained with the triplet loss term [26]. These networks are
trained to maximize the inter-class distance while, at the same time, minimize
the intra-class distance to produce a multi dimensional descriptor for each indi-
vidual that is robust to lightning conditions and small variations. They also
ensure a minimum distance at which two or more descriptors belong to the same
individual.

Using these techniques, face recognition can be achieved by finding the near-
est neighbor of a descriptor in a pool of pre-computed ones generated with the
help of the authoring tool. Our proposed pipeline in Fig. 2, also includes the abil-
ity to run biometric inference without hindering performance. These inference
steps run asynchronously and in parallel to the main thread, implemented with
a easily extensible pattern. But as expected, increasing the size of the pool of
people able to be recognized by a system, increases the time required to find a
single match.

Since the descriptors computed from points of interest used are not perfectly
invariant and face descriptors for an individual lie within a given radius, a certain
degree of change will always be present and thus exact matching algorithms are
not an option. It is here where Approximate Nearest Neighbor (ANN) search
algorithms become an important choke point for achieving a satisfactory user
experience while maintaining scalability.
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Fig. 2. Conceptual diagram of the face based AR pipeline. The information to infer is
not limited to the examples present in the figure. Once again, the rendering step lies
outside of the scope of AR but is included for clarity.

2.3 Image Based and Face Detection AR Integration

When face recognition is approached using a pipeline as the one presented above,
its similitude to an image based AR pipeline become clear. Such pipelines can
be trivially integrated as shown in Fig. 3.

Fig. 3. Both image and face based pipelines integrated by the use of the same descriptor
matcher algorithms.

By treating image descriptors and face descriptors the same, both pipelines
can be joined at the matching step. Naturally, there’s no reason to actually
mix both kinds of descriptors in the same pool but algorithms and other data
structures can be perfectly shared. With a satisfactory user experience in mind
and given a frame of a live video stream, such a system needs to comply with an
almost real time processing requirement, but several parts can be actually run
in parallel on an async fashion.

On the image processing side, the speed of the algorithms that find and
describe the POIs mainly depend on the size of the input image. While working
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with higher resolution images can increase the precision, it is possible to find
a reasonable level of compromise to keep their processing times fixed. Next, we
find the already discussed matching step where processing time depends on the
amount of descriptors with an upper bound of N×M where N is the number of
points computed from the current frame and M is the total amount of points
pre-computed from the images we want to augment. Further into the pipeline,
the matched points have to be filtered and a transformation matrix is computed.
These final steps depend solely on N, the amount of points computed from the
current frame. Since this number can be fixed and very simple filtering techniques
apply, their processing time is not a concern.

On the other side, the face augmentation pipeline has to first detect faces
present in the current frame. Again, the processing time of these algorithms are
usually dependent on the resolution of the image but since neural networks are
trained with a fixed input size, we can consider them as constants. Likewise, the
neural network used to describe a face runs in a constant time per face but we
might have several faces to work with. Once in the matching step, complexity
is again upper bounded by N×M where now N is the number of faces found in
the current frame and M is the number of pre processed faces in the application.
Finally, both pipelines rely on tracking algorithms to avoid recomputing every
step when the point of view in the video stream remains mostly unchanged or
changes but really slowly.

3 Parallelization of Tasks over CPU Cores

It would be tempting to run the image and the face pipelines in parallel using
different threads, but actually, some feature detection and descriptor algorithms
have multi-threaded implementations and most neural networks forward pass
are optimized for multi-threaded execution. Furthermore, most ANN algorithms
used for matching can be efficiently run using all CPU threads available like
illustrated in Figs. 4 and 5. Since memory bandwidth is the usual bottleneck in
workloads involving rather simple computations over big sets of data such as
this, running several processes that use different data simultaneously will likely
result in poorer performance than running them sequentially one after the other.

That being said, the main goal of an AR system is to provide a successful
experience by achieving a credible augmentation of the physical reality. But the
added running time of both pipelines would in itself be too long. An obvious
alternative is to take advantage of the fact that humans don’t usually move
their heads very fast. This means we can expect very little change from frame to
frame of the live video stream most of the time, with some eventual fast changes
where the user’s eyes won’t be able to perceive the details anyway. Since the
accuracy of tracking and detection would drop only very slightly if we skip a
few of the similar frames, we can perform an interleaving of the pipelines loops,
running only one or the other every frame. Even considering the interleaving of
the pipelines, we find crucial to relegate some tasks to run asynchronously in
the background. Otherwise, their relatively long execution time would cause a
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noticeable reduction of the augmentation frames per second (FPS). As a widely
known fact, less than 30 fps will result in a poor experience. In particular, even
the state of the art face descriptor neural networks will take at least a couple
hundred milliseconds to run on a desktop computer. Even worse, we can’t control
the amount of faces present in a video frame, rendering the execution time
unpredictable and possibly hindering the user experience. By making the face
recognition task run in the background, we can maintain a stable amount of FPS
and offer the user feedback about the faces being detected while we wait for the
recognition to complete.

Fig. 4. Conceptual diagram illustrating the relative time each step consumes for the
image based loops and if they are sequential, multi-threaded or asynchronous process.
The highlighted lane represents the main thread of the application.

Fig. 5. Conceptual diagram illustrating the relative time each step consumes for the
face based loops and if they are sequential, multi-threaded or asynchronous process.
The highlighted lane represents the main thread of the application.

The Figs. 4 and 5 illustrate the ideal distribution of tasks over CPU cores. It is
worth noting how each pipeline switches from a detection loop to a shorter, faster
tracking loop after successfully detecting an augmentation target. On each case
the highlighted lane represents the main thread of the application while multi-
threaded tasks such as descriptor matching spread across lanes. Information
inference tasks, on the other hand, will keep running asynchronously in different
threads, crossing the boundary between detection and tracking loops.
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4 Comparative Analysis of Approximate Nearest
Neighbour Algorithms

As already highlighted, the main bottleneck for both pipelines and thus, for the
integrated architecture, lies in the descriptor matching step. Since they depend
on the number of images to augment and the number of individuals to recog-
nize, the selection of an ANN algorithm with highly sub linear complexity that
maintains its accuracy becomes mandatory to achieve good scalability.

To augment an image, we need to match descriptors pre-computed from it
against slightly distorted ones due to perspective and lightning changes present
in a video frame. Our empirical tests for filtered matches using brute force showed
around a 2% of distortion for SIFT features using euclidean distance and around
15% of distortion for ORB features using Hamming distance. In the same fashion,
the descriptor of an individual generated by a recognition network trained with
the triplet loss will lie within a circle of 0.6 radius, representing less than 1%
of distortion from the average. As noted by [23] and [21] among others, it isn’t
unusual for ANN algorithms to perform better when queries have a true match,
an extremely close element in the data set.

We select ANN algorithms with relative good performance on more general
benchmarks and a freely available C++ implementation. In the following section
we present a comparative analysis of: ANNG [15], ONNG [16], FLANN [22],
HNSW [19] as implemented in [12], ANNOY [1] and KGRAPH [7].

4.1 Comparison Tests

In order to compare some of the best state of the art algorithms taking this
particularities in consideration, we prepare a series of test queries based on the
popular SIFT1M [17] data set. For the euclidean distance as used by SIFT and
the face descriptors, we take a sample of 10000 elements from the SIFT1M
train file and apply a 5% distortion by adding or subtracting an small ran-
dom amount from each dimension, simulating the distortion naturally observed
by these descriptor when subject to perspective and lightning changes in the
image. In a similar matter, we apply a 15% of random bit flips to a sample of
10000 elements from the SIFT1M train file to use as queries with the Hamming
distance.

In all cases the algorithms were wrapped under the DescriptorMatcher inter-
face provided by OpenCV [8]. Time was measured directly over the call to the
algorithms, bypassing any possible overhead introduced by the wrapping so test
could be replicated without the need to any specific code. Tests were run sin-
gle threaded in an Ubuntu Linux 19.10 PC equipped with an AMD Ryzen 5
1600X CPU (12Mb L3 cache) and 16Gb of RAM running at 2667Mhz with an
approximate memory bandwidth of 20Gbps.
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4.2 Results and Metrics

Empirical Complexity. In Fig. 6 we can see the evolution of the execution
time per test query when the data set increases its size. The trend observed
when the data set grows is more important than the absolute execution time
of each algorithm. An algorithm with good scalability must have a sub linear
complexity. Stability and predictability are also desirable traits. For all tests,
the parameters of the algorithms were auto-tuned when available or empirically
selected as to offer the best speed over recall ratio, but avoiding going over 0.2 ms
per query whenever possible.

Fig. 6. Queries per second of each algorithm by the amount of elements in the train
set for euclidean distance (left) and Hamming distance (right).

Algorithms with auto-tune functionalities and few explicit parameters exhibit
a more erratic behavior, especially ANNOY and FLANN. It is important to note
these fluctuations in execution time do not always reflect an equivalent increase
or decrease in recall. While ANNG results in the more stable algorithm, it is
beaten by others when also taking into account the achieved recall as we will
discuss in the next paragraphs.

Stability of Recall. Another important aspect we need from a scalable algo-
rithm is stability in its recall (proportion of correct matches) as the data set
grows. In Fig. 7 we can appreciate the evolution of the recall for the first and
the second nearest neighbors respectively. In general only the first two nearest
neighbors (the two most similar pre-computed elements to the query element)
are useful for image based AR applications.

Most algorithms achieve a certain degree of stability in their recall when
the euclidean distance is used. We attribute this in part to the nature of the
test queries created to represent AR workloads. On the other hand, when the
Hamming distance is used, only ANNG, HSNW and ONNG remain stable. It is
worth mentioning the unexpectedly low 2nd nearest neighbor recall obtained by
FLANN and ANNOY. In the case of FLANN, we cross checked results between
the latest official release available in Github against the implementation included
with the latest OpenCV and the numbers were similar. As for the ANNOY
algorithm, we attribute this behavior to the fact the algorithm only performs
axis aligned projections for this distance.
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Fig. 7. Recall of the 1st (left) and 2nd (right) nearest neighbors for each algorithm
by the size of the train set for the euclidean distance (top) and Hamming distance
(bottom).

Performance and Trade Offs. The natural trade off for any ANN algorithm
is speed against recall and so all the algorithms tested offer at least one way to
alter it. By changing the parameters we build a classic curve characterizing the
trade off between speed and recall. For this test the whole SIFT1M data set was
used as train set. Recall of the first and second nearest neighbors is measured
together as the average rank distance between the nearest neighbors returned
by each algorithm and the true ones.

In Fig. 8 we compare the queries per second by the average first and sec-
ond nearest neighbor index offset of each algorithm. When using the euclidean
distance metric HNSW offers considerable better performance at all reasonable
offset levels. On the other hand when using the Hamming distance metric, HNSW
achieves better performance than ONNG at an average offset of one but ONNG

Fig. 8. Amount of queries per second by the index offset for the 1st and 2nd nearest
neighbors. Left is euclidean distance while right is Hamming distance.
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is capable of achieving significantly lower offsets, albeit at a severe decrease in
speed. While several of the algorithms tested display good properties for these
AR tuned test sets, we consider HNSW to offer the best balance between recall,
stability and raw speed.

The entirety of the algorithms tested need to build some sort of index before
being able to process queries. The actual data structure and the amount of
processing required for the indices varies with each algorithm. In particular, the
best performant algorithms such as HNSW require a long computation time to
achieve the best speed versus recall ratios. Since this processing has to be done
only once and is usually multi-threaded, we can offload the task to an authoring
tool to take advantage of the powerful hardware available in the cloud.

5 Conclusion and Future Work

In this work we presented an architecture that integrates image and face based
Augmented Reality over a single camera video stream in real time. By interleav-
ing the face and image pipeline’s detection and tracking loops while delegating
other more demanding tasks as asynchronous processes the architecture is able to
maintain a steady amount of frames per second. To achieve scalability over thou-
sands of augmentation targets, we identify the descriptor matcher step shared
by both pipelines as the bottleneck and study several state of the art approx-
imate nearest neighbor algorithms to find the most appropriate ones to solve
the problem. By integrating a high performant ANN algorithm such as HNSW,
the proposed architecture is able to scale to more than double the augmentation
targets than the allowed by other state of the art image based AR systems while
also integrating face recognition and augmentation support.

Since the prototype implementation of this integration is currently targeting
the x86 architecture, in the following months we will be working to make the
necessary adjustments for a cross compilation to the ARM architecture that most
mobile devices use. Additionally, an integration of the proposed architecture
with [14] is already planned. Such integration will allow the resulting system
to recognize a bystander by it’s face or id card in a limited environment while
offering a hands free experience through the use of voice commands.
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Abstract. The ability to overlay useful information into the physical
world has made augmented reality (AR) a popular area of research within
industry for maintenance and assembly tasks. However, the current
input modalities for state-of-the-art technologies such as the Microsoft
HoloLens have been found to be inadequate within the environment. As
part of AugmenTech, an AR guidance system for maintenance, we have
developed a tactile input module (TIM) with a focus on ease of use in
the field of operation. The TIM is formed by 3D printed parts, off-the-
shelf electronic components and an ESP-8266 microcontroller. A within-
subjects controlled experiment was conducted to evaluate the usability
and performance of the module against existing HoloLens input modal-
ities and the Avatar VR glove from NeuroDigital. A System Usability
Scale (SUS) score of 81.75 and low error count demonstrated the TIM’s
suitability for the factory environment.

Keywords: AR input modalities · AR maintenance · HCI

1 Introduction

The use of augmented reality (AR) has been investigated across many industries
for its ability to overlay useful information onto the physical world [4,5]. This
also holds true for the manufacturing industry, specifically in maintenance and
assembly tasks, where it has been shown to reduce training times and increase
the skill level of workers [8,14]. Although AR offers great potential in industry,
there are still barriers to adoption, such as those caused by the state-of-the-art
input modalities such as speech and gesture [15].

Gestures have been known to lead to arm fatigue [12] and when combined
with gaze vector lead to the Midas problem for users [6,13]. It has also been found
that users can experience difficulties in performing the hand movements neces-
sary for gesture recognition on popular AR devices [19]. Speech is another com-
mon modality which brings challenges of its own for users with strong accents.
It has also been found to be uncomfortable when used in public settings such
as the workplace [1]. Existing issues are amplified in certain environments such
as maintenance and assembly tasks where users wear protective gloves and dust
masks. In environments such as this alternative modalities are needed.

This paper introduces a module designed to provide a simple to use input
modality for the HoloLens, improving its usability within industrial settings.
c© Springer Nature Switzerland AG 2020
L. T. De Paolis and P. Bourdot (Eds.): AVR 2020, LNCS 12242, pp. 243–254, 2020.
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The module’s 3D printed casing uses a double cantilever design to enable it to be
easily connected to the HoloLens strap or used in a detached mode. The module
has been integrated with an assistive AR system for the HoloLens, AugmenTech,
as a proof of concept.

Developments in the area of virtual reality (VR) have led to state-of-the-
art products such as the Avatar VR glove from NeuroDigital arriving on the
market. The Avatar VR glove provides functionality for gesture input through
use of conductive fabric contact points and tactile feedback through the form of
vibrations. The glove has been integrated with the AugmenTech system as an
input modality in order to evaluate its usability.

A within-subjects repeated measures experiment was conducted with twenty
participants to evaluate the usability of the developed module and Avatar VR
glove as input modalities for AR. During the study participants performed input
actions when prompted by instructions. Participant performance, using each
input modality, was determined through measures for errors and time taken
to perform correct actions. The usability of each modality was determined
through short interviews with participants and System Usability Scale (SUS)
questionnaires.

The key contributions of our work are:

1. The development of a proof of concept solution to provide an easy to use
input modality for AR.

2. A user study evaluating different input modalities for AR to determine usabil-
ity and performance issues.

2 Related Work

There has been a lot of activity in the development of input modalities for AR
head mounted displays (HMD). These modalities vary across different appli-
cation areas and provide different degrees of freedom (DOF) for their specific
software applications.

In the work of Yang et al. [18] an input system was formed by combin-
ing a mobile phone with the HMD camera. Their system employed the Vuforia
software development kit (SDK) to enable the AR system to combine mark-
ers displayed on the mobile with gestures performed by the user as inputs. The
mobile has also been used as an input modality to enable users to collaboratively
perform 3D manipulation on objects in AR by Grandi et al. [9]. In their work
they successfully utilise inertial measurement units (IMU) within the mobile to
provide 3-DOF analogue input for the HoloLens. Although these systems used
novel techniques to facilitate input for AR, use of the mobile in addition to the
HMD within an industrial environment would not be ideal.

There has been development of input modalities using the body instead of tra-
ditional methods [10,11]. However, these are typically dependant on cumbersome
wearables and wouldn’t be scalable or suitable in the factory setting. The same
principles of skin to skin contact have been investigated by Serrano et al. [16]
who utilise infra-red tracking so that AR input can be carried out by performing



Usability of an Input Modality for AR 245

hand gestures against the user’s face. In their work they demonstrate the success
users had when performing zooming and panning tasks with the modality.

Some researchers have investigated wearable input devices for AR. Dobbel-
stein et al. [7] developed a belt embedded with touch sensors for input. A mag-
netic ring was developed to provide similar input to a system by Ashbrook et al.
[2]. During a user study it was demonstrated that the ring was suitable for choice
selections. Although use of these devices was shown to be successful in studies,
they wouldn’t be suitable in an environment requiring personal protective equip-
ment (PPE) gloves to be worn.

Issues regarding vision based gesture and speech modalities for AR were
discussed in the work of Tung et al. [17]. In this research a study was performed
to evaluate input modalities in public spaces, which the workplace would be
considered as. It was discovered many gesture attempts (63%) failed due to
problems caused by fatigue and social acceptability. Their findings also indicate
that very few AR users choose to use speech input in public, with only 2% of
participants choosing to use it. These findings are also supported by Alallah et
al. [1] who found participants preferred to use a ring or touch pad over existing
modalities. In an analysis of technology issues for AR carried out by J. Peddie
[15] input modalities were investigated. It was similarly found that speech and
gesture based interactions were flawed. In their summary they recommended
constructing a purpose-built controller as a solution to these issues.

3 Concept and Implementation

3.1 The AugmenTech System

AugmenTech is a multi-modal AR guidance system we have developed to assist
operators in performing maintenance operations. The guidance is provided to
users in the forms of video, image and animated models across all subtasks
within a procedure. The user interface (UI) is intentionally simple to ensure
acceptability during implementation. Consequently, there are only three input
actions required of the user: step task forwards, step task backwards and switch
instruction type.

The system input actions are mapped to three keywords for input via
the speech modality: “backwards”, “forwards” and “type”. The Mixed Real-
ity ToolKit (v2) is used with the HoloLens cameras and three virtual buttons
containing explanatory text, such as “step forward” and “Type Instruction”, as
shown in Fig. 1, to enable actions to be performed via gestures. This can be
carried out by the user performing the “select” gesture whilst aiming their gaze
vector towards one of the three buttons.

3.2 The Tactile Input Module (TIM)

To provide an appropriate solution to the concern regarding technicians’ input
to the system a module is presented with tactile switches, a battery and an
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Fig. 1. UI layout within the AugmenTech system.

ESP-8266 microcontroller in a 3D printed casing, as depicted in Fig. 2. The TIM
can be easily attached to either side of the HoloLens to facilitate handedness of
the user or removed to operate in a detached mode. This gives the user the option
of setting the controller down on a workstation if desired. The module communi-
cates with the HoloLens via message queuing telemetry transport (MQTT) over
Wi-Fi. The module is robust and provides an interface for HoloLens usage in
an industrial setting. The three buttons on the module are mapped to the three
actions, whose order can be reversed if handedness is switched. The TIM box
dimensions are 76 mm× 65 mm× 28 mm for height, length and width, respec-
tively. The mass of the TIM is 64 g. This has been found to clip comfortably to
the HoloLens without rubbing against the user or HoloLens inner ring.

Fig. 2. The Tactile Input Module (TIM).

3.3 Avatar VR Glove

The AvatarVR glove from Neurodigital was integrated to determine if any addi-
tional UI functionality could be provided. The glove utilises capacitive fabrics
for gesture recognition and provides tactile feedback to the user on actions via
10 vibrotactile actuators. Although the glove brings multisensorial feedback and
additional gesture functionality to the system UI, the level of robustness neces-
sary for maintenance applications limits usability in industrial settings. However,
it was decided that as most end users for industrial maintenance AR applications
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would regularly be wearing gloves it would be worth investigating. Within the
AugmenTech system each action was assigned to a different glove gesture. The
user receives 30 ms pulse of tactile feedback when the gesture is started by con-
necting fingertips. Holding the gesture for 700 ms results in another vibrotactile
pulse when the input action is registered.

4 Experiment Design

In order to evaluate the TIM and glove as input modalities for the AugmenTech
system, a controlled within-subjects experiment was carried out where partici-
pants tested them amongst additional modalities.

4.1 Goals

The primary goal of the study was to evaluate the feasibility of using the TIM for
user input within the AugmenTech system. The haptic gloves, HoloLens gesture
and HoloLen’s speech command modalities were also evaluated for comparison.

Additional goals of the study were:

– Comparing the usability of each modality.
– To compare the number of errors incurred for each modality.
– To compare the time taken to correctly perform actions using each modality.

4.2 Hypotheses

Three hypotheses were formed based on the performance of the TIM in compar-
ison to alternative modalities:

– H1 – We hypothesized that the TIM usability would be scored highly.
– H2 – We hypothesized that there would be minimal errors incurred whilst

using the TIM.
– H3 – We hypothesized that there would be a short mean input time for the

TIM compared to other modalities.

4.3 Independent Variables

The only controlled variable in the study was the input modality. There were
four modalities compared: HoloLens speech commands, HoloLens gestures, glove
gestures and the TIM. The study was of a repeated measures design, with all
modalities being tested by all participants. The order the modalities were tested
in was randomised for each participant.
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4.4 Dependent Variables

Usability. The subjective usability of the different modalities was quantified
using the SUS questionnaire as it had been found to be robust and versatile in
the past [3]. The SUS consists of ten questions revolving around usability which
can be combined for a benchmark SUS score ranging from 0–100.

Short interviews followed the study to gain qualitative feedback regarding
the usability of each modality. Observation of participants during the study also
highlighted issues regarding usability.

Errors. Errors within the study are defined as an attempt to perform an action
using a modality which did not result in the intended outcome. Participants
were asked to orally state, “error” when an attempted action was unsuccessful.
The administrator then made a tally of these errors. Ideally these errors would
be automatically captured. However, practical constraints were difficult to over-
come in determining errors such as under actuated button presses and electronic
contact points on glove not making contact.

Time. The duration between the instruction being presented to the user and
the correct input being registered was recorded on the HoloLens for each action.
There were fifteen actions performed on each device per participant. A mean
value for the time taken to perform the correct action on each device was calcu-
lated for each participant.

4.5 Participants

There were twenty participants recruited in total. Most of these participants
were students and staff from the School of Electronics, Electrical Engineering
and Computer Science. Eleven of the participants had tried the HoloLens before.
There were sixteen males and four females in the study with an age range of
twenty to sixty.

4.6 Apparatus

The first-generation Microsoft HoloLens was used to provide instructions, as
well as speech and gesture modalities. A single right-handed Avatar VR glove
from NeuroDigital was used for the glove gestures. The TIM was used in a fixed
position attached to the HoloLens. A Raspberry Pi 3 was used as an MQTT
broker to pass messages between the TIM and HoloLens.

HoloLens development was carried out using Unity 3D (v2018.4.6) using C#.
The Mixed Reality ToolKit (v2), M2Mqtt GitHub project (v4.3) and Vuforia
SDK (v8.3.8) were also included in the final HoloLens build. The firmware for
the ESP-8266 (01-module) within the TIM was compiled in the Arduino IDE
(v1.8.9) using embedded C.
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4.7 Protocol

Upon arrival each participant was provided consent and information sheets which
had been reviewed by the faculty board of ethics. An overview of the Aug-
menTech system and study protocol was provided orally. Once the system had
been explained the participant was able to try the system. The three separate
actions, stepping task forwards, stepping task backwards and changing instruc-
tion type, were then introduced to each participant.

The process of testing the input modality was repeated four times so that
each participant used all modalities. This process began with an explanation
on how to perform each of the three actions using the given modality within
the AugmenTech system. Next there was a training period of <2 min, followed
by the participant successfully performing ten actions in a row. It was during
this training period that the participants saw the format for the instructions on
which action to perform. The instructions consisted of a sentence stating either,
“go next task”, “go back task” or “change instruction type” and were displayed
in large text via the HoloLens. Once the training period had been completed and
the participant had confirmed their readiness the recorded test began. This test
consisted of the participant performing fifteen actions in a randomised sequence
as instructed. Once these actions were performed the participant was asked to
complete a SUS questionnaire. The process was then repeated until each input
modality had been tested.

Once all input methods had been undertaken a short interview was carried
out with the participant to discuss the usability of the different techniques.

5 Results and Discussion

Box and whisker plots are used throughout this section for graphical compar-
isons. T-bars indicate 95% confidence interval extents, the edges of the box
represent the upper and lower quartiles and the line within the box represents
the median. All statistical tests and data plots were carried out using SPSS
Statistics software package.

5.1 H1: The TIM Usability Will Be Scored Highly

Results – H1. The SUS questionnaire consists of ten questions based on usabil-
ity. The format of the questionnaire enables a combined score to be calculated
ranging between 0–100.

The mean scores were 66.50 (SD = 22.82), 78.63 (SD = 9.51), 76.63
(SD = 18.25) and 81.75 (SD = 11.98) for the HoloLens gesture, HoloLens speech,
glove gesture and TIM modalities, respectively. A one-way repeated measures
ANOVA with a Bonferroni adjustment showed there was statistical signifi-
cance in the difference between SUS scores for at least one pair of modali-
ties, F(3,57) = 4.63, p = 0.002. Post-hoc tests using the Bonferroni adjustment
showed that this difference was between the HoloLens gesture and TIM modal-
ities (p = 0.022).
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Discussion – H1. Most of the questions on the SUS revolve around ease of use.
The TIM was developed with a focus on ease of use for the operator; it was not
surprising that it scored highly. Guidance in interpreting the benchmark SUS
score is given by Bangor et al. [3] who determined that a system with a score of
over 70 is ready for implementation in its use case. They also claim that higher
quality systems score high 70s and low 80s.

There were concerns that docking the TIM to the HoloLens, as opposed to
using it detached held in the hand, could lead to discomfort for the participants
due to the 64 g increase in mass on the headset. However, none of them expressed
having any issues with discomfort in using the TIM module on the HoloLens
headset when asked.

During discussions many participants reported struggling to perform the
HoloLens gesture, which is likely to be the reason for the poor SUS score. The
requirement for the participant to move their head to control the gaze vector
was also not well received. Some participants reported having better success in
gesture recognition when using their non-dominant hands.

Speech input was found to be easy to use for most participants. During
observation it was clear there were greater concerns in usability of the speech
commands among participants with strong accents. Speech scored highly in the
SUS, however during discussions many participants stated they wouldn’t be
comfortable speaking to the HMD whilst amongst others.

The gloves were found to be easy to use by nearly all participants. There
was only one case where a participant with small hands struggled with the
poor fit. Many participants expressed satisfaction in receiving haptic feedback
during input actions. It was discovered during interviews that one of the most
appreciated benefits of using the gloves as an input modality was the ability to
perform inputs without needing to move the hand from a comfortable resting
position (Fig. 3).

Fig. 3. Box plots for combined SUS scores.
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5.2 H2: There Will Be a Low Number of Errors for the TIM

Results – H2. The mean totals of failed attempts whilst performing an action
were 2.55 (SD = 2.54), 2.40 (SD = 2.66), 0.95 (SD = 1.00) and 1.40 (SD = 1.50)
for the HoloLens gesture, HoloLens speech, glove gesture and TIM modalities,
respectively. Across all actions this resulted in success rates of 83%, 84%, 94%
and 91% for each modality, respectively.

The distributions of the error counts did not meet the assumptions necessary
for a repeated measures one-way ANOVA. Therefore, a non-parametric Friedman
test was conducted and showed there to be no statistically significant differences
between the modalities, χ2(3) = 3.48, p = 0.323.

Discussion – H2. The TIM demonstrated the second lowest count of errors in
the study, with gloves gestures resulting in the least. Most of the errors reported
for the TIM were due to not having sufficiently pressed down on a button.

The gestures on the Avatar VR gloves worked well for most participants,
resulting in minimal errors. Users were able to quickly understand how to per-
form the actions and repeated them with ease. Most of the errors observed whilst
using the gloves were due to the gloves being too large for small hands.

The HoloLens’ native input modalities had mixed results for errors during
trials, resulting in large variance in the data. Participants with strong accents
usually struggled with the speech modality, whilst the others typically had no
issues. The HoloLens’ gesture input success rate was generally poor for most par-
ticipants, whilst a few participants experienced no problems. The steep learning
curve for the HoloLens’ gesture makes it difficult for most first time users of
the HoloLens. With more training time it is assumed that participants would be
able to have much greater success with the modality (Fig. 4).

Fig. 4. Box plots for errors counted across 15 actions.
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5.3 H3: The Average Input Time for the TIM Will Be Short in
Comparison to Other Modalities

Results – H3. The mean durations between the instruction being displayed
and the correct input being registered were 4.44 s (SD = 1.44), 3.69 s (SD = 1.14),
2.55 s (SD = 0.79) and 3.03 s (SD = 0.87) for the HoloLens gesture, HoloLens
speech, glove and TIM modalities, respectively.

A non-parametric Friedman test showed there was statistical significance
in the difference of mean times between modalities, χ2(3) = 24.96, p < 0.001.
Post hoc analysis was performed with Wilcoxon signed-rank tests and showed
there was statistical significance in the difference between TIM and each of the
other modalities. Between the TIM and HoloLens gesture modality, Z =−2.76,
p = 0.006. For the TIM and HoloLens speech modality, Z =−2.28, p = 0.023.
Between the TIM and glove gesture modality, Z =−2.165, p = 0.030 (Fig. 5).

Fig. 5. Box plots for mean times taken.

Discussion – H3. The TIM was found to have the second shortest input time,
with the glove gestures being the only faster modality. The 480 ms difference in
time taken to perform an action using the glove gesture and using the TIM is
believed to be due to Wi-Fi traffic and the handling of MQTT messages occurring
on the Raspberry Pi MQTT server, AugmenTech software and ESP firmware.
The input time mean for the TIM was shorter than the HoloLens modalities and
is more than adequate for AR maintenance. The HoloLens speech and HoloLens
gesture input modalities took longer to correctly perform as a consequence of
the errors incurred whilst attempting them.

6 Conclusion and Future Work

Issues concerning the use of common AR input modalities in industry were iden-
tified and a solution was developed in the form of the TIM. This solution was
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designed with a focus on usability, which was successfully demonstrated when
a score of 81.75 was achieved on the SUS. The TIM performed similarly to
HoloLens input modalities in error count, input time and usability when eval-
uated within an assistive AR system by members of the general population.
Recommended future work entails testing of such devices for input in an indus-
trial setting, as opposed to a controlled laboratory. It should also be noted that
the scalability of solutions such as the TIM is limited to applications requiring
very few exclusive input actions.

The Avatar VR glove was integrated into the AugmenTech system to deter-
mine its usability and effectiveness amongst users. The results were positive; the
glove gesture modality resulted in the low errors, short input time and received a
high SUS score of 76.63. The haptic feedback to input actions was well received
by participants. Although the glove provides many functionalities and performed
well during testing, its fragile nature limits its usability in an industrial setting.
We believe there is a strong case for developing a smart personal protective
equipment (PPE) glove with similar capabilities as the Avatar VR glove for the
industrial application of AR.
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12. Hincapié-Ramos, J.D., Guo, X., Moghadasian, P., Irani, P.: Consumed endurance:
a metric to quantify arm fatigue of mid-air interactions. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (CHI 2014), pp.
1063–1072. ACM, New York (2014). https://doi.org/10.1145/2556288.2557130.
http://doi.acm.org/10.1145/2556288.2557130

13. Istance, H., Bates, R., Hyrskykari, A., Vickers, S.: Snap clutch, a moded approach
to solving the midas touch problem. In: Proceedings of the 2008 Symposium on
Eye Tracking Research & #38; Applications (ETRA 2008), pp. 221–228. ACM,
New York (2008). https://doi.org/10.1145/1344471.1344523. http://doi.acm.org/
10.1145/1344471.1344523

14. Palmarini, R., Erkoyuncu, J.A., Roy, R., Torabmostaedi, H.: A systematic
review of augmented reality applications in maintenance. Robot. Comput.-
Integr. Manuf. 49, 215–228 (2018). https://doi.org/10.1016/j.rcim.2017.06.002.
http://www.sciencedirect.com/science/article/pii/S0736584517300686

15. Peddie, J.: Technology issues. In: Peddie, J. (ed.) Augmented Reality, pp. 183–289.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-54502-8 8

16. Serrano, M., Ens, B., Irani, P.: Exploring the use of hand-to-face input for interact-
ing with head-worn displays, May 2014. https://doi.org/10.1145/2556288.2556984

17. Tung, Y.C., et al.: User-defined game input for smart glasses in public space. In:
Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing
Systems (CHI 2015), pp. 3327–3336. ACM, New York (2015). https://doi.org/10.
1145/2702123.2702214. http://doi.acm.org/10.1145/2702123.2702214

18. Yang, Y., Shim, J., Chae, S., Han, T.: Interactive augmented reality authoring
system using mobile device as input method. In: 2016 IEEE International Confer-
ence on Systems, Man, and Cybernetics (SMC), pp. 001429–001432, October 2016.
https://doi.org/10.1109/SMC.2016.7844437
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Abstract. Augmented reality (AR) applications for indoor purpose mostly use
vision-based localization systems. However, even with AI-based algorithms,
reachable accuracies are quite low. In the field of facility management an impor-
tant functionality is the possibility to go for a high localization accuracy to display
information, warnings or instructions at the correct position, if necessary. Simple
vision-based solutions, like QR codes, are widely used. However, they show a
high effort during installation and the advantages of using AR are limited. Thus, a
state-of-the-art review for non-vision-based indoor localization technologies was
carried out. Moreover, an evaluation with respect to usability for augmented real-
ity applications was done. A scenario of the application of AR in the facility
management environment is described based on the review results. For use-cases
with high accuracy, tracking systems like infrared-based camera systems are a
preferable solution. Also, ultrasonic could be a cheap solution for a medium accu-
racy tracking. For a simple room-based localization Bluetooth beacons and other
hybrid indoor position technologies are preferred.

Keywords: Indoor localization · Augmented reality · Facility management

1 Introduction to Indoor Positioning

Indoor positioning technologies (IPT), also known as indoor positioning systems (IPS),
are used to track humans or devices in an indoor environment. For outdoor position-
ing, satellite-based radio navigation technologies are widely used, such as the Global
Positioning System (GPS) technology. Thus, satellites equipped with very stable atomic
clocks continuously transmit a radio signal containing the current time and data about
its position. It works with the so-called transit time methodology (Time of Flight, ToF).
Accuracies between 30 cm and 5 m are reachable and with additional base stations and
a correction of the received signals, accuracies below 1 cm can be reached (e.g. for
surveying and mapping). This system is called Differential Global Positioning System
(DGPS). However, a direct line-of-sight to four or more GPS satellites is necessary for a
correct positioning. This limits the applicability for indoor positioning. For this reason,
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other technologies were developed for application cases such as indoor navigation, robot
navigation and – what we focus on within this paper – augmented reality (AR).

Some extensive literature reviews have been carried out over the last years. One of
the most recent was done by Mendoza-Silva et al. 2019. A very comprehensive survey
including technologies, mathematics and hybrid IPS was carried out by Oguntala et al.
2018. They focused on the application of IPS working with IoT devices. Liu et al. 2007
did a comprehensive survey of wireless indoor positioning techniques and systems.
Alarifi et al. 2016 gave a comprehensive overview about the actual state of the art and
technologies, and the UWB technology in particular. Mrindoko and Minga 2016 carried
out a review on the performancemetrics and the localization techniques in general. Viani
et al. 2011 did an extensive review onwireless sensor networks. They identified some key
issues: environmental and working conditions are difficult to predict, the accuracy can
vary strongly and must be considered, and the overall costs for sensors and calibration
are not scalable.

2 Location Detection Techniques and Algorithms

2.1 Proximity

If only presence needs to be recognized, the proximity technology can be used. Depend-
ing on the used devices (e.g.RFIDorBluetooth) different ‘presence areas’ can be defined.
Proximity is widely used and very simple to implement. It is only necessary to determine
if, e.g., the user is logged into a specific Wi-Fi access point to check its presence. Also,
magnetic positioning technologies use this approach. For example, in an industrial area
it can be recognized which people are in which building. Moreover, in case of evacua-
tions, proximity can be used to check the absence of single persons. However, if a user
is logged into two nodes at the same time, it is unclear in which area it is.

2.2 Trilateration with Received Signal-Strength (RSSI)

In radio-based technologies the received signal strength can be measured very easily.
Depending on the signal strength, a distance in meters can be approximated by trilatera-
tion. This technology is called Received Signal-Strength Index (RSSI). However, there is
not a simple correlation between signal strength and distance, because objects, likewalls,
furniture and even people have a great impact on the signal strength. Also, temperature
and humidity must be considered (density of the air). Depending on the used technology,
calibrations can be carried out to improve the accuracy. To get a unique position, at least
three stations with known coordinates must be used. The uncertainty strongly depends
on the used technology, the calibration and the environment. To achieve an accuracy of
less than a meter, various techniques have to be used or combined with trilateration.

2.3 Angle of Arrival (AoA)

Technologies using the Angle of Arrival (AoA) method, determine the direction of
the emitted signal and solve mathematically a triangulation problem. It is also called
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Directionof arrival (DoA).One commonmethod in IPS is to calculate theAoAmeasuring
the time difference of arrival (TDOA) between individual elements of an antenna array.
With the AoA method, accuracies around 10 cm can be reached. The method will play
a main role in future indoor positioning technologies, as it can already be seen i.e. in the
new Bluetooth 5.1 definition (Suryavanshi et al. 2019).

2.4 Time of Arrival (ToA)

The Time of Arrival method (ToA) – also known as Time of Flight (ToF) – bases on
trilateration. However, compared to the RSSI method, all stations must be synchronized
in time. GPS is the most-known localization technology that uses ToA. The satellites are
equipped with atomic clocks to reach the necessary accuracy. For indoor localization
purpose, two-way ranging is used. The position is determined by sending a radio signal,
which is mirrored back and received again. This increases the accuracy and an accurately
synchronized time is less important. However, for this kind of system a direct line of
sight is necessary.

3 Performance Metrics

In Alarifi et al. 2016 six metrics (key performance indicators) have been defined to
classify the indoor positioning technologies. Table 1 shows an overview of the results
of these metrics.

Table 1. Performance metrics (Alarifi et al. 2016).

Metric Definition

Accuracy The closeness of agreement between a measured quantity value and a true
quantity value of a measure

Availability The positioning service availability in terms of time percentage

Coverage area The area covered by an IPS

Scalability The degree to which the system ensures the normal positioning function when
it scales in one of two dimensions: geography and number of users

Cost Can be measured in different dimensions; money, time, space, and energy
which can be affected at different levels of the system: system installation and
maintenance, infrastructure components, and positioning devices

Privacy Strong access control over how users’ personal information is collected and
used

4 Indoor Positioning Technologies for AR

4.1 Overview

Table 2 gives an overview about the available technologies and their advantages and
disadvantages based on the presented performance metrics. Bartoletti et al. 2019 did a
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classification on the accuracy and the coverage area, based on the survey of Liu et al.
2007. The privacy is not rated, because it depends strongly on the application case. In
the following sections, more detailed descriptions and literature sources are given.

Table 2. Indoor positioning technologies (Farid et al. 2013; Alarifi et al. 2016; Mrindoko and
Minga, 2016) (Own sources)

Technology Algorithms Accuracy Availability,
Latency

Scalability Costs Energy
demand

Wireless
local area
network
(Wi-Fi)

Proximity,
RSSI

1–15 m Overloaded
frequency
band

Very high,
because it is
building
equipment

Low High

Bluetooth
(BLE)

Proximity,
RSSI, AoA
(BLE 5.1)

1–3 m Overloaded
frequency
band, <0.5 s

Middle, new
equipment,
but quite
cheap and
battery
supplied

High Very low

Ultra
wideband
(UWB)

ToA 10–30 cm Requires LOS,
wide
frequency
range

Very low,
very
expensive
equipment

Very
high

Very
high

Radio
frequency
identification
(RFID)

Proximity,
RSSI,
(ToA),
(AoA)

Passive:
object size
Active: 1 m

Requires
almost object
contact in case
of passive
RFID

Very low for
IPS

Passive:
low
Active:
high

Passive:
Very low
Active:
high

ZigBee Proximity,
RSSI

5–80 cm Overloaded
frequency
band

Very high in
combination
with IoT

Low Very low

Li-Fi Proximity >0.1 m Requires LOS,
no penetration
of obstacles,
< 0.2 s

Very high,
because it is
building
equipment

Middle Low

Ultrasonic
(Ultrasound)

ToA 1–3 cm Neglectable
penetration of
obstacles,
0.1–3.0 s

Low,
expensive
equipment

High Middle

Magnetic
positioning

Sensors,
maps

1–5 m Magnetic field
depends on
environmental
conditions

Very high,
because
need no
stations,
only
mapping

Low Low

(continued)
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Table 2. (continued)

Technology Algorithms Accuracy Availability,
Latency

Scalability Costs Energy
demand

Infrared
(IrDA)

Proximity,
ToA

0.1–90 cm No penetration
of obstacles
<0.2 s

Low due to
limited
range and
high effort

Medium Low

GSM based Proximity,
RSSI

20 m Low to high
impact of
environmental
conditions

Very low,
only works
on area level

Use of
existing
stations

High

Dead
reckoning
(inertial
navigation)

Sensors,
maps

5–15 m Re-targeting
necessary

High Very low Very low

Pseudolites ToA 10–80 cm Requires LOS Low,
expensive
equipment

Very
high

High

4.2 Wireless Local Area Network (WLAN, Wi-Fi)

Utilizing WLAN for indoor positioning was first investigated by Youssef 2004 which
proposed the HORUS method, that bases on the RSSI approach.

A lot of research followed to improve the localization accuracy. Mazuelas et al. 2009
applied Wi-Fi RSSI to calculate the distance between a mobile station and an Access
Point (AP) by an online estimated propagation model. Yet, the resolution of RSSI-based
approaches is not satisfactory.Othermetricswere adopted to further improve the localiza-
tion performance. Gjengset et al. 2014 developed a so-called array phaser, that upgrades
a multi-antenna commodity Wi-Fi AP to a phased array signal processing platform for
AoA estimation. To avoid using a complicated antenna array, Kumar et al. 2014 proposed
Ubicarse, that facilitates handhold Wi-Fi devices to emulate large antenna arrays using
a synthetic aperture radar (SAR) technique. Vasisht et al. 2015 proposed a very different
method by using a frequency mitigation technique to utilize Wi-Fi’s 2.4 GHz and 5 GHz
spectrums as a whole in combating multipath effect. They achieved sub-nanosecond
ToF with commodity Wi-Fi cards. Fingerprint-based approaches compare the current
features of ambient signals with those already recorded in a fingerprint database, to
correlate the newly collected signals to pre-defined locations. This method is widely
used for IPS based on WLAN. Wu et al. 2013 explored the frequency diversity of the
subcarriers in OFDM systems and leveraged the Wi-Fi channel state information (CSI)
to build a fingerprinting system. Sen et al. 2012 demonstrated PHY layer-based WiFi
localization and observed an 89%mean accuracy for a spot-detection of a 1 m/1 m area.
Rai et al. 2012 developed a crowdsourcing technique Zee to gather Wi-Fi fingerprints in
the area of interest.
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Summarizing,WLAN-based IPS can reach accuracies in the range of one meter only
inmapped environments, which are frequently updated, and in very optimistic scenarios.
Otherwise the accuracy is in the range of 5 to 15 m. For augmented reality cases this
accuracy is not sufficient enough.

4.3 Bluetooth, Bluetooth Low Energy (BLE)

Bluetooth LowEnergy devices operate in the 2.4 GHz license-free band, and so share the
same indoor propagation characteristics as 2.4 GHz Wi-Fi transceivers. The beaconing,
or advertising mode, permitted in the BLE standard enables a very short, unsolicited
message at very flexible update rates. These messages can be used to allow a device
to detect close proximity to a specific location, based on the Received Signal Strength
(RSS). In this way, location specific triggers, adverts, vouchers and information can
be provided to the user. BLE advertising beacons are particularly attractive to retailers
because of the promise of long battery lives of many years, and thus low maintenance
requirements. Long battery lives are expected to require low radio power output and/or
low beaconing rates. While this does not affect their use for proximity detection, it does
affect their usefulness for providing fingerprint-based positioning throughout an entire
indoor environment (Faragher and Harle 2014).

YapengWang et al. 2013 demonstrated the principles of usingRSSI and triangulation
methods first available in the Bluetooth standard 2.1 and stated first results.

Faragher and Harle 2014 investigated as first the impact of Bluetooth Low Energy
devices in advertising/beaconingmode on fingerprint-based indoor positioning schemes.
They demonstrated that the low bandwidth of BLE signals compared to Wi-Fi, is the
cause of significant measurement error when coupled with the use of three BLE adver-
tising channels. They proposed a multipath mitigation scheme and determined, that the
optimal positioning performance is provided by 10 Hz beaconing and a one second mul-
tipath mitigation processing window size. They investigated that a steady increase in
positioning performance with fingerprint size occurs up to 7± 1, above this, there is no
clear benefit to extra beacon coverage.

Paterna et al. 2017 followed more complex assumptions by considering channel
diversity, weighted trilateration and applied Kalman filtering. They stated an improve-
ment in the precision of the system, which goes up to 1.82 m in 90% of the time for a
device moving in a middle-size room and 0.70 m for static devices. Furthermore, they
have proved that the system is scalable and efficient in terms of cost and power con-
sumption. Castillo-Cara et al. 2017 carried out an empirical study of the transmission
power setting for Bluetooth based indoor localization. Following a holistic approach,
they started by assessing the capabilities of two Bluetooth sensor/receiver devices. Con-
sequently, they evaluated the relevance of the RSSI fingerprint reported by each BLE
beacon operating at various transmission power levels using feature selection techniques.
Based on this, they used two classification algorithms in order to improve the setting of
the transmission power levels of each of the BLE beacons. With this method, they were
able to improve the accuracy by 13% based on a positioning within a 1 m/1 m sector.
However, real application of this method seems difficult.

Suryavanshi et al. 2019 described the new direction-finding capability in the Blue-
tooth 5.1 standard. The Bluetooth Core Specification provided by Bluetooth Special
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Interest Group (SIG) added direction finding feature in the Low Energy (LE) standard.
This feature enables a tracker to find the target by estimating the relative angle between
the tracker and target. It uses either Angle of Arrival (AoA) or Angle of Departure
(AoD) method with multiple antennas switching for direction estimation. Lehtimäki
2019 described the new standard from the viewpoint of the software implementation.

The direction-finding capability of Bluetooth 5.1 promises accuracy in the range of
1–3 cm. Until now there is no measurement data available, which could be able to prove
this marketing numbers. However, it seems a very promising technology and can have
the capability to be a game changer in IPS for augmented reality applications.

4.4 Ultra-Wideband (UWB)

Ultra-Wideband (UWB) technology exploits the diverse interactions between electro-
magnetic fields andmatter, operating on the principle that images, gained from scattering
of electromagnetic waves, provide a detailed geometrical dimension of the surrounding
environment, since wavelengths are smaller compared to the real size of objects (Sachs
2012). Although, electromagnetic scattering does not reveal detailed information of
certain objects, for example, opaque and hidden objects. UWB is designed to operate
in the microwave frequency occupying a very large bandwidth of more than 1.5 GHz
(Foerster et al. 2001), thereby giving the technology an exceptionally high resolution
but low penetrating power especially to most non-metallic materials for easy detection
of hidden objects. In addition, the higher bandwidth of microwave frequency enables
UWB-based location identification to achieve higher object resolution in the decimeter,
centimeter, and millimeter range, and better object recognition capabilities than narrow-
band technologies (Oppermann et al. 2004; Pinhasi et al. 2004; Sachs 2012). Moreover,
since UWB operates by sending ultra-short pulses with low duty cycle across many
frequencies (Ingram et al. 2004), this enables the technology to provide accurate ToA
positioning information even in the presence of multipath. Other desirable features of
UWB include high data rate, that is short-range at very low power density (Rahayu
et al. 2008). However, the large bandwidth of UWB causes inevitable interference in the
presence of other devices, thereby necessitating a strict low power consumption limit,
which makes the technology a conservative approach and impractical for many location
identification applications (Radunovic and Le Boudec 2004). Cirulis 2019 investigated
the potential of UWB in augmented reality environments.

However, UWB technology is still quite expensive and seems not to be an adequate
technology for AR purpose.

4.5 Radio Frequency Identification (RFID)

The RFID technology positioning system usually consists of antennas, tags, readers and
positioning algorithms. Each tag is uniquely identifiable and able to transmit stored data,
which may be read-only or writable. Active tags are equipped with an inbuilt battery,
while passive tags do not have inbuilt batteries, but backscatter the signal received
from the base station. Semi-active tags, although they do backscatter the carrier signal
received from a base station, also have an inbuilt battery, which powers the circuitry,
thereby giving it the flexibility to function in dense environments (Cook et al. 2014).
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Research on the applicability of RFID for indoor positioning scenarios was carried
out e.g. by Bouet and dos Santos 2008, Chon et al. 2004, Li et al. 2009, Saab and Nakad
2011, Ting et al. 2011. RFID offers other desirable advantages which include high
data rate, adaptability to various environment, availability in non-line-of-sight (NLOS),
wireless capability, wireless zero-power sensors and lowmaintainability (Bai et al. 2012;
Chen et al. 2011; Khan and Antiwal 2009). RFID technology, however, suffers from
several limitations arising from the issue of operating frequency standardization, invasive
nature, and requirement of additional infrastructure in location identification techniques
like proximity (Kaur et al. 2011). Furthermore, improved accuracy and higher resolution
often require the deployment of several tags around the coverage area of interest, which
sometimes results in high computational cost.

Latest research was carried out by Xu et al. 2018 or Magnago et al. 2019 using UHF
tags and quite large antennas. First authors achieved accuracies below 30 cm in 74% of
the cases and below 50 cm in 99% of the cases.

For AR applications RFID can be useful to define an accurate target or anchor, but
for a real-time tracking, the technology needs UHF tags and large antennas, which are
expensive and do not reach very high accuracies.

4.6 ZigBee

ZigBee is a wireless standard defined by a set of communication protocols designed for
wireless personal area networks, thereby making it a short-range technology. Wireless
devices using ZigBee operate in the 868 MHz, 915 MHz, and 2.4 GHz ISM band. The
effective signal range of ZigBee is up to 100 m in free space, and typically 20 to 30 m
in indoor environments (Baronti et al. 2007). The coordinating ZigBee device forms the
root of the network by initiating a connection between other networks and nodes of up to
255 nodes, whereas the node receives data from the coordinator (Kanwar and Khazanchi
2012).

ZigBee offers several desirable advantages as described in the literature by several
researchers Amutha and Nanmaran 2014, Larranaga et al. 2010, Tadakamadla 2006.
However, ZigBee suffers from some drawbacks as well, as the operating frequency of
ZigBee, which lies in the unlicensed ISM band, makes the technology prone to interfer-
ence from signals operating at the same frequency. In addition, since the technology is
only suitable for short-range applications with low-data-rate, the range of applications
is limited.

However, it could be a feasible (license-free and cheap) solution for augmented
reality purposes.

4.7 Li-Fi

Li-Fi is a light communication system that is capable of transmitting data at high speeds
over the visible light, ultraviolet, and infrared spectrums. In its present state, only LED
lamps can be used for the transmission of visible light. Visible light communications
(VLC) works by switching the current to the LEDs off and on at a very high speed, too
quick to be noticed by the human eye, thus, it does not present any flickering.
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Zhuang et al. 2018 did a literature review on positioning systems using visible LED
lights. Islim and Haas 2016 reviewed several modulation techniques, which is one of
the main research field right now. The systems should be able to be in operation, even if
artificial light is not wished. The high-frequency flickering still needs to be optimized,
that human beings are no affected.

The technology is promising for many indoor localization scenarios, but for using it
with augmented reality the accuracy is too low, and determination of the orientation is
not trivial in many scenarios.

4.8 Ultrasonic (Ultrasound)

Ultrasound is an acoustic sound inaudible for the human ear. Time of flight methods are
used; hence high positioning accuracies can be reached.

A literature review specifically on this top was carried out by Ijaz et al. 2013. Yazici
et al. 2011 suggested to use Time Difference of Arrival (TDOA) technique and reported
of positioning errors of below 20 mm for moving targets. Qi and Liu 2017 suggested
a new time domain method to extract the envelope of the ultrasonic signals in order
to estimate the ToF. They were able to improve the accuracy below 1 mm for non-
moving objects and 10 mm for a moving target. Hazas and Hopper 2006 identified that
current ultrasonic location systems suffer from limitations due to their use of narrowband
transducers. They investigated the use of broadband ultrasound for indoor positioning
systems. They reached a localization accuracy if 2 cmwith an increased noise robustness.
A. De Angelis et al. 2015 developed a portable ultrasonic positioning system. This could
be an interesting solution if a higher localization accuracy is only required in individual
cases, e.g. maintenance work.

For the use with augmented reality an advantage is the high accuracy. However,
this technology has high investment costs, but portable systems could be used, if higher
accuracy is necessary.

4.9 Magnetic Positioning

Due to the presence of large steel components inside building, the geomagnetic field is
affected and distorted. Such changes in magnetic field are used for indoor localization.
Magnetic positioning can offer pedestrians with smartphones an indoor accuracy of 1–
2 m with 90% confidence level, without using the additional wireless infrastructure for
positioning. Un-optimized compass chips inside smartphones can sense and record these
magnetic variations to map indoor locations.

Lee et al. 2018 proposed a method using deep learning (AMID) to recognizes mag-
netic sequence patterns using a deep neural network. Features are extracted from mag-
netic sequences, and then the algorithm is used for classifying the sequences by patterns
generated by nearby magnetic landmarks. Locations are estimated by detecting the land-
marks. With a probability of 80% they could detect a landmark. Bhattarai et al. 2018
were generating magnetic map to localize the position of a smartphone with built in sen-
sors. They reached a positioning accuracy below 2 m during 70% of the experimental
time. G. De Angelis et al. 2015 realized a system using off-the-shelf components based
on inductive coupling between resonating coils. They reached an accuracy below 10 cm
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in a simple room. In complex geometrical conditions they reached accuracies below one
meter.

Due to the low accuracies this technology is not recommended using it in augmented
reality applications.

4.10 Infrared (IrDA)

Infrared-based indoor localization systems use infrared light pulses to locate signals
inside a building. IR receivers are installed in every room, and when the IR tag pulses,
it is read by the IR receiver device. Also, CCD or CMOS image sensors are used. They
can also be categorized as such systems because they use dedicated markers, even if they
use vision-based equipment. One of the largest restrictions is that the infrared spectrum
is near to the visible light spectrum. Thus, the accuracy can be greatly influenced by
natural light.

Yasir et al. 2016 proposed to use multiple optical receivers and reached an accuracy
of 6 cm with a motion speed of 1.3 m/s. Raharijaona et al. 2017 tackled the problem
of natural light by using flickering infrared LEDs and reach accuracies around 2 cm for
a distance of 2 m. With three sensors they were also able to determine the orientation.
Wang et al. 2017 proposed a novel localization-accuracy optical wireless based indoor
localization system, based on the use of the mechanism that estimates background light
intensity. They reached a localization accuracy of 2.5 cm.

One of the main challenges if the use if infrared is the necessary line of sight and the
very small area coverable by one sensor. However, for indoor localization with the pur-
pose of augmented reality, flickering infraredLEDs could be an interesting option. If high
accuracy is needed for the use in facility management, such solutions are recommended,
also because they could be used as a mobile equipment.

4.11 GSM Based

Using GSM as indoor localization is not wide-spread due to the technical limitations
and the low accuracy.

Zhang et al. 2017 reviewed recent literature relating to localization in 5G networks,
and emphasizes the prospect for implementing cooperative localization, which exploits
the location information from additional measurements between mobile terminals.

Also, 5G is not going to be a recommended technology for indoor positioning pur-
poses. However, low latency and high data rate allow new use cases (e.g. cloud support)
for AR applications in the field of facility management.

4.12 Pedestrian Dead Reckoning (Inertial Navigation)

Using data from inertial sensors embedded in smartphones a relative indoor positioning
can be carried out called Pedestrian Dead Reckoning (PDR). Kang and Han 2015 pro-
posed a system only based on Smartphone sensors. Li and Ning 2018 showed, that using
low-cost sensors in combination with a map and calibration routines can increase the
positioning accuracy dramatically. However, a practicable application is not indicated.
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Zhang et al. 2018 proposed a novel PDR indoor localization algorithm combined with
online sequential extreme learning machine to increase the accuracy. They reached in
their experiments a localization error of 1.7 m instead of 5.1 m without an algorithm.

However, for augmented reality applications the errors are still too high, and anchors
needs to be used for acceptable results.

4.13 Pseudolites

Pseudolites are ground-based transmitters sending GPS compatible signals. As an inde-
pendent system for indoor positioning, pseudolites technique can be explored for a wide
range of positioning and navigation application where the signal of satellite GNSS can’t
be received.

Kim et al. 2014 proposed a pseudolite-based positioning system that can be usedwith
unmodified legacy GPS receivers. Wan and Zhan 2011 analyzed the near-far problem
in indoor pseudolite positioning systems and the near far ratio. Further, they evaluated
different methods of time synchronization based on different structure of pseudolite
positioning systems. In combination with PDR Gan et al. 2017 reached a localization
accuracy of below 0.5 m. Recently, Li et al. 2019 developed a not algorithm based
on a robust estimation and partial ambiguity resolution method to increase the accuracy
without need of other IP technologies. They reached a positioning error of almost 0.10m.

However, for augmented reality applications the necessary technology is quite
expensive but could be an alternative in the future.

5 Hybrid Indoor Positioning Technologies

As already mentioned, for certain application cases the combination of different indoor
positioning technologies can increase the accuracy significantly. Commonly used meth-
ods to fusion the different sensor data are Kalman or particle filters and all kind of
machine learning algorithms. This can also be called hybrid IPS. The main technology
used is inertial navigation (PDR), in particular because of the cheap sensors and the
availability in smartphones. Kuang et al. 2018 proposed using PDR in combination with
magnetic field matching and reached an accuracy of 0.64 m in an office environment
and 2.34 m in a shopping mall environment. Yucel et al. 2012 proposed a combination
of ultrasonic and infrared signals and reached a maximum positioning error of 0.02 cm.
However, that could not show how such a system can be scaled up to e.g. building level.
House et al. 2011 used passive RFID tags and IMU sensor in the formfactor of a wear-
able and reached a positioning accuracy of around 50 cm. They used the RFID tags as
anchor to reposition the correct absolute position. Januszkiewicz et al. 2016 presented a
similar methodology, but used infrared beacons instead of RFID anchors. Ruotsalainen
et al. 2011 introduced a visual-aided two-dimensional indoor pedestrian navigation sys-
tem integrating measurements from GNSS, Bluetooth, WLAN, self-contained sensors,
and heading change information obtained from consecutive images. The integration was
performed by using an extended Kalman filter. Compared to the indoor positioning with-
out visual-aiding the system reached a 26% higher accuracy. Fu et al. 2018 combined
IMU-based indoor navigation with visual-aiding and reached a 90% higher accuracy
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compared to using only the IMU sensor. Coronel et al. 2008 proposed to use IMU
sensors and Bluetooth beacons by applying Kalman filtering. Yu et al. 2019 proposed
a Wi-Fi and pedestrian dead reckoning (PDR)-integrated localization approach based
on unscented Kalman filters. They showed that their approach may improve traditional
approaches in terms of reliability and localization accuracy. Wang et al. 2016 studied
map information of a given indoor environment, analyzed variations of Wi-Fi received
signal strength (RSS), defined several kinds of indoor landmarks, and then utilized these
landmarks to correct accumulated errors derived from PDR. This fusion scheme, called
Landmark-aided PDR (LaP), was proved to be light-weight and suitable for real-time
implementation. They achieved an average accuracy of 2.17 m.

For AR applications sensor fusion and hybrid indoor positioning technologies are
necessary. Not only to achieve higher accuracy, but more important to achieve a higher
robustness of the overall system. Combining different technologies can also help to
prevent a completely wrong indoor navigation, i.e. if a hardware error occurs.

6 Scenario for Indoor Positioning Systems in AR for Facility
Management

Based on this comprehensive literature review a scenario was developed to condense the
results and to find the best solutions for the use of AR in facility management scenarios.
Figure 1 shows such a feasible scenario in an office environment. Both operators wear
AR glasses and can see actual information about the state of e.g. the escalator or a room.

The indoor positioning is carried out on three different levels of detail. This approach
has the best scalability and allows to upgrade an existing building with this new system
very quickly, easily and with cheap components.

WithBluetooth beacons the actual room is recognized. Thismeans,when the operator
enters the room, different states and information can be displayed in its AR glasses.
The accuracy than can be reached by using Bluetooth beacons is sufficient for this
task. However, using Wi-Fi fingerprint data and a Kalman filter the accuracy and the
localization speed could be increased further.

To see specific information, i.e. the next necessarymaintenance of a fire-extinguisher,
visual markers can be used. A QR code can be mounted to such infrastructure and with
image-based technology it can be identified, and information is shown in the glasses, as
long as the equipment is in the operators’ field of vision.

In more complex rooms, like the plant room or a conference room with many tech-
nical equipment, a tracking system based on infrared could be installed. The AR glasses
can be equipped with so-called markers (see Fig. 2 for a first prototype).

This system can provide a higher accuracy for detecting the operators position and
by using three or more infrared tracking cameras. With five markers on the AR glasses,
the position and orientation of the head can be determined. With this information and an
accurate 3D B.I.M. model no additional landmarks (like QR codes) are necessary. The
information of a specific equipment appears when the operator focuses on it for longer
than a specific period of time.
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Fig. 1. Scenario for AR in facility management and indoor positioning technology (modified
design of macrovector/Freepik)

Fig. 2. AR glasses with markers

7 Conclusion

A huge number of different technologies useable as non-vision-based localization tech-
niques can be identified. For application where a high accuracy is necessary, tracking
systems like infrared-based camera systems are a preferable solution. However, this tech-
nology is quite expensive, line-of-sight is necessary and natural light has an influence on
the accuracy. Such systems are also widely used in the field of robotics, where interesting
synergies to the facility management occur. Also, ultrasonic could be a cheap solution
for a medium accuracy tracking. This technology is widely used in environments like
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hospitals. One main advantage of this technology is that it does not use the overloaded
electromagnetic spectrum. For a simple room-based localization Bluetooth beacons and
other hybrid indoor position technologies are preferred. They are very cheap and already
widely used. However, missing opensource standards and use of the overloaded 2.4 GHz
radio frequency are considerable disadvantages.
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Abstract. Augmented reality (AR) is the process of using technology to
superimpose images, text or sounds on top of what a person can already
see. Art galleries andmuseums started to develop AR applications to
increase engagement and provide an entirely new kind of exploration
experience. However, the creation of contents results a very time con-
suming process, thus requiring an ad-hoc development for each painting
to be increased. In fact, for the creation of an AR experience on any
painting, it is necessary to choose the points of interest, to create digi-
tal content and then to develop the application. If this is affordable for
the great masterpieces of an art gallery, it would be impracticable for
an entire collection. In this context, the idea of this paper is to develop
AR applications based on Artificial Intelligence. In particular, automatic
captioning techniques are the key core for the implementation of AR
application for improving the user experience in front of a painting or an
artwork in general. The study has demonstrated the feasibility through
a proof of concept application, implemented for hand held devices, and
adds to the body of knowledge in mobile AR application as this approach
has not been applied in this field before.

Keywords: Augmented reality · Artificial Intelligence · Automatic
contents generation · Cultural heritage · Image captioning

1 Introduction

Augmented reality (AR) is a mobile technology that allows to visualize, with
the same point of view of the user, virtual content superimposed on a moni-
tor of a device (Hand-held or head-mounted) that is framing a scene with the
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camera. AR applications, together with Virtual and Mixed Reality (VR and
MR) in cultural heritage (CH) have proven to be particularly effective, as they
allow to discover details that are sometimes invisible to the naked eye. Museums
environments are the ones which can benefit the most; particularly effective, in
fact, is the adoption of AR to “augment paintings”, since it enhances the visi-
tor’s knowledge, to magnify hidden details, to interact with the artwork [7,8,24].
Broadly speaking, the technological limitations hampering the diffusion of AR
applications in the CH domain are going to be overcome, thanks to the growing
computational capabilities of smartphones and tablets. The literature assesses
the adoption of AR/VR/MR solutions as consolidated ways to convey cultural
contents for museum scenario [4]. The term eXtended Reality (XR) embraces
the aforementioned methodologies as the cutting edge solutions [3].

Up to few years ago, the exploitation of AR had the main aim of providing the
so-called “wow effect” to the public, fascinating the visitors with a novel way
of interacting with the exhibition [23]. But the more the technology becomes
widespread, the more the expectation increases. Many studies have shown that
virtual contents, which are displayed as additional layers, must be conveyed
according to both the choices of the domain experts (art historians, exhibition
curators, art critics) and according to the preferences of the users [20,25]. One
of the main bottleneck of this process is, however, the creation of contents itself.
In fact, it is a very time consuming process, and requires an ad-hoc development
for each painting to be increased. In other words, to create an AR experience
on any painting, it is necessary to choose the points of interest, to create digital
content and then to develop the application. If this is affordable for the great
masterpieces of an art gallery, it would be impracticable for an entire collection.

In this direction, Artificial Intelligence (AI) is outperforming conventional
approaches in several domains [17,21,27] and thanks to the availability of large-
scale dataset and faster calculation tools, deep learning approaches have been
used in visual recognition tasks [16,28]. The Deep Convolutional Neural Net-
works describe a function from an input space to an output space and the
parameters are trained using a large collection of labeled images. An important
feature is that these models after being trained can be optimized using a different
dataset, initializing the parameters from the first training phase and continuing
training on a second dataset, improving the final performance. Recently, algo-
rithms for describing images in natural language have proven to be valuable for
several applications [10]. Hence, the idea of this research is to exploit automatic
captioning approaches towards the automatic generation of AR contents. Having
available an AI system that is able to automatically generate labels, it is possible
to send a painting’s image to the neural network and view what the network has
generated in AR.

The task is solved by AI-based automatic captioning techniques for improving
the user experience in front of a painting or an artwork in general, thus imple-
menting an AR application. Thanks to this application, when the user wants
to view the painting “augmented” must open the app and point the phone or
tablet on the painting. Through the active camera, the installed app recognizes
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the painting. Then, through image captioning and AR salient objects are high-
lighted and come out and simultaneously an overlapped text describing the paint-
ing is automatically generated. Digital contents can be directly displayed upon
the device of the user, where computer-generated items co-exist in the real envi-
ronment. The advantage is that an ad-hoc installation is not necessary, avoid-
ing exhibition obstructions and significantly reducing times, costs and efforts.
This research is based on the model proposed by Cornia et al. [9] that presents
SMArT a fully-attentive captioning algorithm that combines an image encoder
and a natural language decoder layer. The application of this method to paint-
ings is more difficult for the presence of the brush strokes, the creativity of the
artist, and his style and hand. So this research in a preliminary phase uses the
approach proposed by [34], which introduces a method that reduces the visual
features gap between realistic and artistic images implementing a translation
from paintings to photo-realistic images. The task is to maintain the original
content of paintings after the translation in real images. This step is necessary
for a preliminary phase of this research considering the complexity of a painting
and the consequent effective difficulty of a machine in interpreting a painting.

The paper is organized as follows. Section 2 provides a description of the AR
approaches for CH domain. Section 3 describes our innovative solution based
on image captioning algorithms. In Sect. 4, we offer a detailed analysis of each
component of our approach. Finally, in Sect. 5, we draw conclusions and discuss
future directions for this field of research.

2 Related Works

In the museum environment, the use of AR is well known. In the following, just
some recent works will be cited, in order to acquaint less experts reader about
the possibility offered by such technology in the field. For a more thorough lit-
erature review, please refer to [4]. An interesting AR application is installed in
San Francisco’s Museum of Modern Art that wants to bring the user closer to
paintings [30]. The visitors can live an immersive experience with the Magritte’s
most famous paintings, where the monitors are designed as window frames. An
example concerns “Le Blanc Seing” which represents the image of a forest and
in front of which visitors are positioned in such a way that sensors and cameras
can make them enter the image. Some windows present puzzles that visitors
can solve. For example, the images of individuals are not displayed in the oppo-
site windows but in an adjacent one, creating confusion and interaction between
visitors to the museum. AR Weir Type app is an AR application created by
Lieberman and Kuo with the aim to write messages and put them in the air.
With AR Weird Type, the users can insert words suspended in the real world,
choosing choreographically from seven modalities of representations that depend
on the touch and movement. The app is intuitive to use, and full of surprises
that emerge through exploration. It is possible to draw words in space, sculpt
with letters, make a typographic tunnel, etc. Combined techniques of AR and
AI can also be used to replace paintings no longer present in museums. One
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example is the “Hacking the Heist” exhibition at the Isabella Stewart Gardner
Museum in Boston, scene of an important theft of works of art never recovered.
Using AR and AI techniques the stolen art is can be viewed [1]. In fact, in the
empty frames where the stolen paintings were hung, it is possible to see the art-
works by pointing the smartphone or tablet towards the original frames. Many
different museum have installed BroadcastAR, an application used to transform
regular exhibits into AR experiences. BroadcastAR consists of a large customiz-
able and interactive screen that allows you to interact with the digital content
displayed [5]. The screen also allows visitors to meet and interact with animated
characters and objects. The Tanjung Balau Fishermen Museum in Malaysia has
been the subject of a case study for an AR application which, meeting the needs
of museum visitors, encourages them to implement a change in terms of interest,
knowledge, attitude and skills [31]. The authors developed an application named
FishAR that provides the animation combined with information and sounds of
four artefacts. Mainly for younger people this is an interesting application since
they can learn artefacts no longer available and know the fisherman heritage.
Moreover, it also has an educational aspect as it offers students to solve real
problems using AR technologies.

AR and AI are disruptive technologies that can, respectively: i) bridge the
gap between physical and virtual worlds and ii) change the way machines are able
to interpret the world [33]. The challenge, is that, albeit they are two distinct
technologies, can be combined to obtain unique and immersive experiences. In
augmented reality, a 3D representation of the real world is constructed in which
digital objects exist alongside physical ones. To form a digital representation
superimposed on the physical one, traditional artificial vision techniques that do
not use machine learning make it possible to build a real world map. However,
especially in recent decades, AI techniques are widely used for designing immer-
sive AR experiences, replacing some traditional artificial vision approaches that
were the basis of AR experiences. AI techniques such as learning based networks
are able to perform tasks without explicit instructions. There is a work of syn-
ergy between AI and AR in order to create increasingly immersive experiences.
Commonly, developers combine AR and AI models by capturing images or audio
from a scene, then run data through a model and use the model’s output to acti-
vate effects within the scene. In the literature, some attempts to combine the
two technologies have been made. For example, in the work of [22], AI has been
used to improve the scene understanding of the AR application; as it is well
known, the main component of an AR system is the tracking phase in which the
application recognize the scene and is able to superimpose virtual contents. In
this work, the standard image-based tracking system is replaced with a machine
learning one. Another noteworthy work is [32], where the authors exploit AI for
the object detection task. Instead of focusing only on scientific literature, it is
interesting to note that in the latest years, many patents have been proposed,
combining AR and AI. The more interesting are [6,11], which leverage machine
learning for face recognition. Even it is not the focus of this article, is interesting
to note that some more advanced works have been done in the field of VR [29].
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This is due to the computational requirements that can be exploited in VR
environments and that in AR cannot. Adversarial Networks are very promising
in the field [18], as they enable the generation of contents predicting the users
behaviours and tasks, possibly in real time [14]. To the best of our knowledge,
it is the first time that the combination of AI and AR are proposed for the
CH domain. Motivated by such assumption, in the following a prototype of our
innovative solution is presented.

3 Materials and Methods

In this section, the overall idea is presented, as summarized in Fig. 1. At a glance,
once the user enables the camera of his/her device, the application recognizes
the painting and sends it to the Neural network, which computes the image
and generates a caption, i.e. a textual description of the visual input. Moreover,
a proof of concept has been developed, in a very early stage application to
demonstrate the feasibility of the proposed approach.

Fig. 1. Workflow of the AI4AR system.

3.1 Automatic Image Captioning

Image captioning is a popular research area of AI that involves computer vision
approaches and natural language processing. The task of a system that performs
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image captioning is to automatically extract the content of the images and gener-
ate descriptions of the content in natural language. The automatic description of
images can be a support in managing the growing volume of data coming from
several sources allowing to reduce human forces and provide people an easy
access of many multimedia resources. They can be applied to many areas: com-
merce, military, education, biomedicine, CH and more [12]. Several tasks must
be performed to describe a scene: detecting the objects and localizing them,
determining the relationships among objects giving a semantic meaning that
indicates how the objects are between them related [19]. To generate sentences
of complete meaning, the system must have a syntactic and semantic knowledge
of the language [36].

Following recent literature on the topic, we employ a visual encoder based
on image regions [26], and a decoder which models the probability of generating
one word given previously generated ones. In contrast to the dominant thread
of building captioning approaches based on recurrent networks, we employ a
fully-attentive model for both the encoding and the decoding stage [9], building
upon the Transformer model [35].

Region Encoder. Given a set of region features R = {r1, ..., rN} extracted from
the input image through an object detection network [26], our encoder applies
a stack of self-attentive and linear projection operations. As the former can be
seen as convolutions on a graph, the role of the encoder can also be interpreted
as that of learning visual relationships between image regions. The self-attention
operator S builds upon three linear projections of the input set, which are treated
as queries, keys and values for an attention distribution. Stacking region features
in matrix form, the operator can be defined as follows:

S(R) = Attention(WqR,WkR,WvR),

Attention(Q,K, V ) = softmax
(
QKT

√
d

)
V. (1)

The output of the self-attention operator is a new set of elements S(R), with the
same cardinality as R, in which each element of R is replaced with a weighted
sum of the values, i.e. of linear projections of the input.

To overcome the limits of self-attention, which cannot model a priori knowl-
edge on relationships between image regions, we also employ memory vectors in
our encoder [9]. In particular, the set of keys and values used for self-attention
is extended with additional “slots” which can encode a priori information. To
stress that a priori information should not depend on the input set R, the addi-
tional keys and values are implemented as plain learnable vectors which can be
directly updated via SGD. Formally, the operator is defined as:

M(R) = Attention(WqR,K, V )
K = [WkR,Mk]
V = [WvR,Mv] , (2)
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where Mk and Mv are learnable matrices with nm rows, and [·, ·] indicates con-
catenation. Intuitively, by adding learnable keys and values, through attention
it will be possible to retrieve learned knowledge which is not already embedded
in R. Following the structure of the Transformer model, the memory-augmented
operator M is followed by a position-wise feed-forward layer, and each of these
two operators is encapsulated within a residual connection and a layer norm
operation. Multiple layers of this kind are then applied in a stack fashion to
obtain the final encoder.

Language Decoder. The output of the encoder module is a set of region encod-
ings R̃ with the same cardinality of R. We employ a fully-attentive decoder which
is conditioned on both previously generated words and region encodings, and is
in charge of generating the next tokens of the output caption. The structure of
our decoder follows that of the Transformer [35], and thus relies on self-attentive
and cross-attentive operations.

Given a partially decoded sequence of words W = {w0, w1, ..., wτ}, each
represented as a one-hot vector, the decoder applies a self-attention operation
in which W is used to build queries, keys and values. To ensure the causality
of this sequence encoding process, we purposely mask the attention operator so
that each word can only be conditioned to its left-hand sub-sequence, i.e. word
wt is conditioned on {wt′}t′≤t only. Afterwards, a cross-attention operator is
applied between W and R̃ to condition words on regions, as follows:

C(W, R̃) = Attention(WqW,WkR̃,WvR̃). (3)

As in the Transformer model, after a self-attention and a cross-attention
stage, a position-wise feed-forward layer is applied, and each of these opera-
tors is encapsulated within a residual connection and a layer norm operation.
Finally, our decoder stacks together multiple decoder layers, helping to refine
the understanding of the textual input.

Overall, the decoder takes as input word vectors, and the t-th element of its
output sequence encodes the prediction of a word at time t + 1, conditioned on
{wt}≤t. After taking a linear projection and a softmax operation, this encodes
a probability over words in the dictionary. During training, the model is trained
to predict the next token given previous ground-truth words; during decoding,
we iteratively sample a predicted word from the output distribution and feed
it back to the model to decode the next one, until the end of the sequence is
reached. Following the usual practice in image captioning literature, the model
is trained to predict an end-of-sequence token to signal the end of the caption.

Training and Implementation Details. To represent image regions, we use
Faster R-CNN [26] finetuned on the Visual Genome dataset [2,15], thus obtaining
a 2048-dimensional feature vector for each region. We also employ sinusoidal
positional encodings [35] to represent word positions inside the sequence.

The model is trained, following the splits provided by Karpathy et al. [13], on
the COCO dataset [19] which contains more than 120 000 images, each of them
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annotated with 5 human-collected captions. Pre-training with cross-entropy loss
is done using the learning rate scheduling strategy defined in [35] with a warmup
equal to 10 000 iterations. Then, we employ a self-critical CIDEr-D optimization,
we use a fixed learning rate equal to 5e−6. We train the model using the Adam
optimizer and a batch size of 50. During CIDEr-D optimization and caption
decoding, we use beam search with a beam size equal to 5.

3.2 Mobile Application

The mobile application has been developed extending the existing Vuforia
Library, an AR SDK. The main reason is that the tracking functionality is
already implemented, and proved to be very robust for image tracking in chang-
ing lighting conditions. However, conversely to the well-established markerless
AR pipeline, in this case the trackable is not known a-priori by the application,
but needs to be recognized after querying the Neural Network endpoint. Thus,
once the camera is activated, the application exploits an edge detector developed
with openCV to isolate the painting from the background. For this first stage of
prototype, tests have been made in convenient condition, i.e. the painting shall
be placed with a white background in order to facilitate the extraction of the
painting from the camera feed. The resulting rectangle serves as trackable for
the AR application, with the aim, for future implementations, to exploit image
recognition rather than edge detection. This image is then send to the endpoint
as described in the following Subsect. 3.3. After this step, the Neural Network
returns the caption, generated automatically, back to the mobile application,
that is then shown AR mode. Besides, the system is even designed to fulfill a
detection task, pertaining the objects present on each painting. Even in this case,
the network is able to return a bounding box with the semantic meaning of such
objects, which are then used for the AR mode to highlight the main point of
interest of each painting. The application wireframe is depicted in Fig. 2), while
the results of the application running are described in the following section.

3.3 Architecture

On the server side, the captioning pipeline is implemented with PyTorch and
Speaksee1, thus running seamlessly on CPU and GPU. On top of this, a web-
service has been implemented in Django. The web-service expects POST requests
containing an image captured from the mobile device, and replies with a JSON
dictionary containing the predicted caption. To assess the computational require-
ments of the pipeline and its applicability to real-world scenarios, we conducted
multiple tests on nodes equipped with NVIDIA P100, 2080Ti and V100 GPUs.
On average, the entire server-side pipeline requires 2.5 s on a P100 GPU, while
the running time drops down to an average of 1.7 s when running on 2080Ti
GPUs and 1.5 s when running on V100 GPUs, thus reducing the overall delay
experienced by the final user. The last result is particularly significant consider-
ing the reduced market cost of 2080Ti GPUs when compared to V100 s.
1 https://github.com/aimagelab/speaksee.

https://github.com/aimagelab/speaksee


AI-Based Mobile Application for the Automatic Generation of AR Contents 281

Fig. 2. Wireframe of the AI4AR app concept. From left to right, the main steps per-
formed by the application.

4 Results and Discussion

In this section, some preliminary results of the application proof of concept are
shown. For the experiments, the following paintings have been chosen:

1. Giuseppe Höger Ländliche, Idylle
2. Lucas van Valkenborch, Landscape near Dinant
3. Ryan Brown, Portrait

which returns from the captioning system the following labels:

1. I see a group of people standing on a hill next to an old mountain
2. I see a view of a tree in a field with trees and mountains
3. I see a woman with long hair in a white suit.

The predicted labels can be thus visualized in AR mode, providing the user
with additional contents overlaid above the screen; the labels generated auto-
matically are visible in Figs. 3, 4 and 5. Currently, even if the test demonstrates
the feasibility of the proposed approach, some remarks are noteworthy; first of
all, the latency time is quite high, and require up to 2,5 s before the label can be
properly visualized. Moreover, the application requires some specifications to be
respected by the user: for instance, the phone should be still as much as possi-
ble, in order to allow the camera feed to compute the detection of the painting.
Finally, it is fair to note that, due to the specific task of automatic captioning
in the CH field, contents are not so informative for the user. This latter aspect
has been broadly discussed in the conclusion section.
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Fig. 3. The mobile application running on painting 1.

Fig. 4. The mobile application running on painting 2.
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Fig. 5. The mobile application running on painting 3.

Another possibility offered by the application is to visualize the bounding
boxes generated thanks to the detection task. In other work, the user is driven
to visualize specific Points of Interests of the painting. This is very useful, since
it permits the visitor to focus on details that, with a shallow visit might be lost.
As demonstrated by the literature [20], driving the user in its augmented visit
can help to deepen the knowledge of an artwork. The results of this functionality
of the application are depicted in Fig. 6, 7, 8.

Fig. 6. Example of POIs detection in painting 1.
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Fig. 7. Example of POIs detection in painting 12

Fig. 8. Example of POIs detection in painting 3. For the sake of completeness, this
painting is shown with separated bounding boxes.

While the potential of this second type of visualization are huge, even in this
case it is fair to highlight some drawbacks. Confirming the ones stated before
about the time of execution, the main concerns is about the position of the
bounding box for each focus point. In fact, they are actually positioned with
their own coordinates and they are not still implemented with a real tracking
system. This aspect is fundamental, since without a robust tracking system, the
virtual contents are joined with the camera stream, hence the user experience
can be compromised. Concluding remarks and future research directions will be
showed in the following section.
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5 Conclusion

In this paper, the idea of exploiting AI for the automatic generation of con-
tents for AR application is explored. The study has demonstrated the feasibility
through a proof of concept application, implemented for hand held devices, and
adds to the body of knowledge in mobile AR application as this approach has
not been applied in this field before. The research question that this paper tack-
les comes from several years of research in the field of Digital Cultural Heritage,
and arises from one of the main limitation of AR applications for artworks: the
generation of contents is not affordable, especially for large exhibitions where, to
experience AR in front of painting, a tidy process of content creation is required.
The presented experiments opens up new scenario in which AI can dramatically
change the way in which AR applications are developed. For the sake of com-
pleteness, and given the very early stage of the research, we faced some issues
that deserve the reader attention.

Implementation Issues. The current SoA solution for the implementation of
AR experience, at least the ones based on markerless tracking, are entrusted
on well established libraries, most of them freely available, which make use of
feature tracking for superimposing virtual contents. I.e., there is the necessity
of a priory knowledge of both the image to be recognized and the content to be
shown. In the case here presented neither the image, nor the contents are known.
This make the implementation very tricky, and whether AI partially solves the
second, the first one is still an open issue. For this experiment, we bases on edge
detection algorithms to create the baseline for the camera feed, but the tracking
fare is not enough robust for a commercial release. Even the latency times can
represent an impediment for the user, but this issue can be partially solved with a
more straightforward internet connection and with a more performing endpoint,
reducing the computational times of the Convolutional Neural Network.

Domain Shift Issues. As it has been noted previously, both the visual fea-
ture extraction pipeline and the language model employed in our approach
have been trained on large datasets consisting of natural images. However, the
visual appearance of artworks is often quite different from that of photo-realistic
images, due to the presence of brush strokes, the creativity of the artist and the
specific artistic style at hand. For this reason, deep learning models are often
largely biased towards natural images – and captioning is not an exception in
this regards. The final result is the presence of a gap between high-level convolu-
tional features of the two domains, which leads to a decrease in performance on
the artistic domain. The issue can be tackled in two fundamental ways: collecting
large-scale and annotated datasets with artistic images, and mitigate the effect
of the domain shift by employing domain adaptation techniques. While adopting
the first solution would require an expensive effort in terms of data collection
and annotation, it is worthwhile to mention that some preliminary efforts have
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been made also in the latter direction [34]. Still, we notice that there is a growing
need of research works that address the data shift issue in CH.
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Abstract. The use of UAVs has recently been proposed for services in
civil airports and other sensitive areas. Besides specific regulations from
authorities, the situation awareness of the UAV operator is a key aspect
for a safe coexistence between manned and unmanned traffic. The opera-
tor must be provided in real-time with contextually relevant information,
in order to take the proper actions promptly based on the notified contin-
gency. Augmented reality can be adopted to superimpose such additional
information on the real-world scene. After the definition of an architec-
ture for the integration of drone operations in the airspace, in this paper
the interface and the layout of an augmented reality application for the
situation awareness of the pilot are designed and discussed.

Keywords: sUAS · Situation awareness · Geofence · Head-up display

1 Introduction

Until a few years ago, drones were being developed and used almost exclusively
in the military sector. Their great potential for developing innovative applica-
tions, however, is now recognized also in the civil sector, performing a wide vari-
ety of tasks and creating new highly specialized jobs. Thousands of drones are
already in operation in national airspaces today and their number is forecasted
to rise significantly in the next few years. As a consequence, most civil aviation
authorities are issuing regulations for prescribing rules that enforce a safe use of
drones, dividing vehicles and missions into specific categories. In civil operations,
a small unmanned aircraft system (sUAS) is defined as a system consisting of an
unmanned aircraft or unmanned aerial vehicle (UAV) weighting less than 25 kg
(55 lb). The system includes the vehicle, plus all equipment necessary for its safe
and efficient operation [1]. The advancements of miniaturized technologies in
all relevant fields, such as digital communications, automatic controls, naviga-
tion, and autonomy, at significantly reduced cost and size, enabled fast growing
capabilities of sUASs, including model aircraft, that were not even imaginable
only a few decades ago. This process sparked an increased access to this class of
aerial vehicles by a wider public, which includes professional operators as well
as private owners for recreational use [2]. This fact poses several challenges for
the integration of this class of aircraft within conventional air traffic. Up to this
c© Springer Nature Switzerland AG 2020
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point, civil aviation authorities introduced stringent requirements and limits for
the use of unmanned aircraft in order to prevent the risk of possible incidents or
even accidents with other flying vehicles, violations of protected areas and risks
for the population [3]. This conservative approach is due to the fact that it is
not possible to prescribe overall system reliability targets to low-cost, small size
flying vehicles, comparable to those imposed on conventional civil aircraft. As
a consequence, safety is mainly related to restrictions on admissible operations.
Clearly, this approach puts severe constraints on the possibilities of an exten-
sive use of drones in many applicative scenarios. It is thus extremely important
and relevant to the community of sUAS operators to design, develop and test
technologies that may provide adequate safety margins, while expanding the
admissible envelope of practical missions, thus allowing civil aviation authorities
to relax at least some of the most stringent constraints. In order to increase
sUAS operation airspace access, at least in Very Low Level (VLL) controlled
and uncontrolled airspace (where VLL is the portion of the airspace below 500 ft
height above ground level) and to fully exploit sUAS market potential, while
ensuring safety, some of the main enablers are:

– new mechanisms and traffic management methods for safe and efficient inte-
gration of UAS traffic into low altitude airspace (current air traffic manage-
ment systems need to be thoroughly revised to handle the dense and hetero-
geneous drones traffic [4]);

– evolution of existing sUAS capabilities and technologies to improve situa-
tion awareness during the execution of a task (e.g. an unmanned aircraft
should implement technologies and methods to identify intruders on a col-
lision course); in this context, concepts such as sense and avoid represent
only a portion of the broader concept of situational awareness, which involves
analysing internal and external factors, as part of the decision-making pro-
cess, acting in accordance with current conditions and goals [5];

– alternative CNS (Communication, Navigation and Surveillance) options,
where CNS requirements must be developed in order to establish a CNS
architecture supporting integration of Unmanned Aerial Systems in the civil
airspace; these requirements must address cybersecurity, future communica-
tions, satellite-based navigation and APNT (Alternative Positioning, Naviga-
tion, and Timing) [6];

– a risk and performance-based approach regulation for drone operations [7,8],
where a careful mission planning is required, in order to enforce adequate
safety levels for sUAS operations, especially in (or close to) populated areas.

In this paper the evolution of existing sUAS capabilities and technologies is con-
sidered, with a focus on the sUAS operator enhanced situational awareness. Situ-
ation awareness can be defined as “the perception of elements in the environment
within a volume of time and space, the comprehension of their meaning, and the
projection of their status in the near future” [9,10]. This topic has already been
addressed in the literature. Most of the papers proposed an enhancement of the
video stream, coming from the UAV camera, with artificial elements that provide
useful information to the pilot. For this scope Augmented Reality (AR) has been
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proposed for highlighting some of the elements seen by the user through the cam-
era [11] and/or for fusing video stream data with mission planning information
[12]. The optimal representation of occluded elements in an indoor environment
through AR was the object of [13]. An AR-based solution for sUAS operators to
improve the situational awareness and depth perception is proposed in [14]. AR
has also been used to increases the safety during UAV take-off and landing under
adverse environmental conditions [15], for implementing a vision-based naviga-
tion method [16] and to show the pilot attitude indicators, generally embedded
in the ground control station [17]. A set of visual aids for enhancing remote
pilot perception of potential violations of allowed flight areas or conflicts with
conventional air traffic or other drones operating in the same area was proposed
in [3] for the case of constrained airspaces. The present paper aims at providing
a contribution in this framework, based on the design of an augmented reality
application for enhanced situation awareness of a remote pilot in the form of a
head-up display (HUD), to be used for visual line-of-sight (VLOS) operations.
A HUD is a transparent display allowing users to view data without the need
to look away from the vehicle from their current viewpoint. The development
of a head-up display must address usability and user experience issues. While
usability describes how a system is easy to use and learn, user experience also
includes emotional and aesthetical factors. As defined by ISO 9241-210 [18], user
experience encompasses “perceptions and responses that result from the use or
anticipated use of a product, system or service”. A complete architecture for the
AR system will be introduced and a discussion on possible additional features,
such as some form of haptic feedback, will also be provided. The AR system
and application described in this paper represents a portion of a wider platform
developed within the AcrOSS research project (Environment for Safe Opera-
tions of Remotely Operated Aerial Systems). The main contents of the AcrOSS
project, for a safe, efficient and secure integration of sUAS operations in very
low level airspace, and the role of the AR in the project logical and technolog-
ical framework are described in Sect. 2. Section 3 describes the functional and
architectural features of an AR solution under development to support a pilot
operating in the AcrOSS operative scenarios. Finally a section of concluding
remarks and future work ends the paper.

2 The AcrOSS Project and the Role of Augmented
Reality

The AcrOSS research project, funded by the Italian Ministry of University and
Research (MIUR), involves two enterprises from the aerospace sector, an IT
company and two universities. The project will contribute to the definition of
procedures and the identification of technologies for safe, efficient and secure inte-
gration of sUAS operations in very low level, with a specific focus on airspace sur-
rounding airports and other sensitive areas, where a specific permission to oper-
ate remotely controlled aerial vehicles is required. AcrOSS project is envision-
ing capabilities and developing technological solutions to pave the way towards
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increased airspace access and minimization of risks related to sUAS operations.
In particular, three high level project objectives are identified:

1. increase airspace access for sUAS operations in low level airspace and enable
the implementation of BVLOS operations;

2. ensure safe and efficient integration of sUAS in controlled and uncontrolled
airspace, with a specific focus on sensitive areas (e.g. near airports);

3. improve detection and management of unknown/non cooperative drones in
airport airspace. Both controlled airspace (i.e. airport airspace) and uncon-
trolled VLL airspace are within the scope of the AcrOSS project. Project
activities and developments aim at evaluating new mechanisms and function-
alities that find a practical application and provide an added value to the
management of sUAS operations both in airport airspace and within the new
U-Space concept, under definition by SESAR JU at a European level. The
high level system architecture of the platform developed within the AcrOSS
project is shown in Fig. 1.

Fig. 1. High level system architecture of the AcrOSS platform.

The architecture consists of three distinct but communicating layers. The
first one (ATM/ATC Layer) extends the current systems provided to traditional
air traffic managers and controllers, providing an interface with the underlying
layer (USS Layer) and a tool for the remodulation of the airspace according
to unforeseen events. The second layer, managed by the UAS Service Supplier
(USS), represents the interface between the manned and unmanned aviation
operations. It receives from ATM/ATC the information on airspace constraints
(possibly dynamically evolving, according to specific needs) and on manned air
traffic, communicating this information to the concerned UAS operators. At
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the same time, the USS collects the UAV position data from the operators,
in order to coordinate UAS operations and avoid interferences between them.
The position data are sent to the system directly by the UAVs, if they are
equipped with a tracking device, and through a Drone Tracking System, which
identifies all UAVs operating in a certain area. The third layer consists of the
UAV, with its Ground Control Station (GCS), and of a ground platform for
the provision of advanced services developed within the AcrOSS project. These
include services to increase the situational awareness of the pilot, also through
Augmented Reality technologies and methods, as described in some detail in the
next section.

3 AR-Based Systems for Enhancing Situation Awareness

Situation awareness consists in making the pilot aware not only of aerial space
constraints, but also of the main operative UAV parameters. Several methods
are available for improving remote pilots situation awareness, which are mainly
based on:

1. visual aids, and more specifically
(a) direct information on relevant flight parameters by means of Head-Up

Displays;
(b) visual aids for improved perception of admissible flight volumes, mission

targets and obstacles;
2. haptic feedback, which, in turn can be provided by

(a) force feedback on joystick controls;
(b) warnings/alarms based on vibration induced on the controls.

3.1 Visual Aids

Augmented reality can improve user’s awareness by enhancing the spatial cogni-
tion, the 3D perception of the objects and the level of attention by notifying any
dangerous situation in advance. In a similar way, this class of techniques has been
employed to guide surgeons in mini-invasive operations [19] by visualizing those
organs that are not directly visible, while showing the direction that a surgical
tool should follow in the patient’s body. Relevant information about distances
and visual feedback (such as improved contrast between organs and surgical
tool represented in different colours, depending on various situations) can be
provided, with audio alerts to draw the surgeon’s attention when potential dan-
gers are approaching (such as the risk of cutting a vein). Following an analogous
approach, with all due differences for the relevant environment, geofencing tech-
niques define virtual barriers (fences) delimiting geographic areas inside which
each agent can move [20]. Geofences depend on static information, dealing with
objects having fixed positions in the environment (e.g. fixed obstacles) or limits
to admissible flight volumes defined a priori, as well as on dynamic information,
concerning other vehicles passing through the aerial space, time-varying limits,
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and contingencies notified by traffic administrators. For this reason, geofences
must be updated dynamically to ensure a safe and efficient exploitation of the
aerial space by multiple UAVs [21]. Through augmented reality, geofences can be
represented as grids superimposed on the real scene to guide the pilots of UAVs.
Their geometric shapes or features (e.g. colour) can be updated according to
the vehicle airspeed, altitude or other needs [3]: grids can shrink or enlarge to
get closer to the bounds with no-fly zones, depending on the need to increase or
decrease the margin needed for the safety of operations. Data collected through
inertial sensors and GPS can be used to estimate the future UAV position by
means of predictive models based on flight conditions and on velocity and accel-
eration vectors. In this way, any violation can be announced in advance by
changing the colour of geofence grids. Information provided through augmented
reality concerns:

– No-fly zones, obstacles, no-landing areas and safety landing areas; their colour
depends on how much a violation is imminent and how much the manoeuvre
should be aggressive to avoid the collision;

– The presence of other UAVs nearby, which can be represented as a special
case of a time-varying no-fly zone by exploiting the communications about
the position and the flight conditions of cooperating UAVs and the support
of a radar to detect any non cooperating vehicle; moreover, the pilot must be
made aware of hidden vehicles with respect to his/her point of view, which
can be represented by spheres getting bigger as the other UAVs get closer;

– The maximum altitude to conduct operations, maximum and minimum air-
speed and maximum turn radius;

– A representation of the flight attitude and of the 3D orientation of the UAV
(since the understanding of the disposition in the space of the UAV compo-
nents is not trivial, especially when the vehicle is far from the pilot position);

– A cockpit containing a summary of flight parameters (altitude, velocity and
direction), the residual battery charge and the distance from the landing
point;

– Notifications and instructions coming from other components of the system
(such as “go to the (x, y) position and land there”).

3.2 Implementation

The augmented reality application will be based on Unity3D [22], a multiplat-
form game engine for the development of 3D interactive contents: it provides
several items, called assets, which can be used in the development of game
environments, and allows to import some specific development kits of the used
devices. For the AcrOSS augmented reality application an Epson Moverio BT-
300 Drone FPV Edition [23] was selected. This piece of equipment is represented
by smart glasses designed in the framework of a partnership between Epson and
DJI, the latter a world-leading manufacturer of commercial drones. Moverio BT-
300 can be connected to the DJI controller via USB or Wi-Fi. They provide an
angle of view of about 23◦ and a 1280 × 720 resolution. They enable a seamless
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integration of digital content with the outside world through the Si-OLED semi-
transparent lens, by combining in optical-see-through mode the drone’s video
feed with contextual information about flight while keeping the aircraft in sight.
Figure 2 depicts the augmented visualization designed to provide the UAV pilot
with visual aids. The semitransparent grids represent the geofences delimiting
the space the UAV can fly within. The yellow graduated scale in the top cen-
tre of the display represents in degrees the current direction followed by the
UAV during the flight. The UAV velocity and altitude are represented by the
green and the light blue graduated scales on the left and on the right of the
screen respectively. The landing point planned for the UAV is highlighted by a
semitransparent cylinder: the cylinder colour is red when the UAV is far away,
whereas it turns to green when the UAV is inside the vertical cylinder which
encompasses the admissible landing spot at its base. The panel at the bottom
right of the screen indicates the current distance from the landing spot and the
residual battery charge, which is represented by a green bar. The colour turns
red when the charge is below a prescribed threshold (e.g. 15%). The user has
the possibility to enable a zoom in the bottom left of the screen to have a clear
vision of the UAV flight attitude and 3D orientation.

Fig. 2. Epson Moverio BT-300 Drone FPV Edition (a); head-up display for the situa-
tion awareness of the UAV pilot (b).

3.3 Force Feedback

Besides visual information, the AR-based platform will implement a force feed-
back to enhance the situation awareness of the pilot by providing him in advance
with the perception of imminent collisions and guiding him in the actions to be
taken. The aim is to simulate the contact with virtual fences to avoid any colli-
sion of the UAV with real objects outside geofence grids. The force feedback will
be provided by means of a joystick, the resistance of which is increased in the
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presence of obstacles and/or other vehicles that should get closer to the vehicle
along its current course. A Direct Haptic Aid (DHA) approach can be adopted,
which aims at forcing the pilot to take some well-defined actions in place of
other ones [24], or an Indirect Haptic Aid (IHA) approach, which generates a
haptic feedback requiring an opposite reaction by exploiting the tendency (espe-
cially of untrained pilots) to contrast the forces felt on the control device. At
a more basic level, warning signals with control vibrations and/or buzzers will
also complement the system.

3.4 Communication Protocols

The augmented reality application for situation awareness could receive real-time
data on contingency situations through REST services on the HTTP protocol
or by means of communication protocols specifically designed for resource con-
strained devices, such as the Message Queuing Telemetry Transport (MQTT)
protocol [25]. This solution would generate a lower message overhead, with a
consequent reduction in bandwidth and battery consumption. A notification
platform, based on a MQTT broker, can deliver the messages published under
some topics by publisher entities to other entities, called subscribers, interested
in receiving those specific messages.

4 Conclusions and Future Work

In this paper a platform for safe management of operations conducted through
small Unmanned Aerial Systems is introduced. In particular, a head-up display
for enhanced situation awareness of the pilot was designed, selecting relevant
information and a visualization layout. Two possible models for a force feed-
back are being considered, that should guide the pilot actions. The possibility
to include sounds and vocal commands will be considered as a possible addi-
tional feature of the platform. Experimental tests on the whole system will be
performed within the AcrOSS project, in order to evaluate not only the perfor-
mance in terms of responsiveness, but also human factors such as usability and
user experience.
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Abstract. Real-time camera pose estimation is one of the indispensable
technologies for Augmented Reality (AR). While a large body of work in
Visual Odometry (VO) has been proposed for AR, practical challenges
such as scale ambiguities and accumulative errors still remain especially
when we apply VO to large-scale scenes due to limited hardware and
resources. We propose a camera pose registration method, where a local
VO is consecutively optimized with respect to a large-scale scene map
on the fly. This framework enables the scale estimation between a VO
map and a scene map and reduces accumulative errors by finding cor-
responding locations in the map to the current frame and by on-the-fly
pose graph optimization. The results using public datasets demonstrated
that our approach reduces the accumulative errors of näıve VO.

Keywords: Visual Odometry · Graph optimization · Structure from
motion · Location-based AR.

1 Introduction

Real-time camera pose estimation is an essential function for Augmented Reality
(AR) systems in registering 3D content to the scene. The size of a scene can
vary from a desktop to a city scale and depending on the scale, the feasible
hardware for camera pose estimation also changes. Since outside-in tracking
becomes impractical in wide areas, AR systems with wide scalability rely on
inside-out tracking.

Stand-alone inside-out tracking systems, such as Visual Odometry (VO) and
Simultaneous Localization and Mapping (SLAM), use vision sensors, i.e., a cam-
era, to achieve pixel-wise registration in the user’s view. However, VO accumu-
lates errors over time and drifts from the original location. Although SLAM can
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Registered Trajectory (Output)

Fig. 1. Registering a locally growing VO (a) to a globally optimized scene map (b).
Since both maps are in individual scales and individual coordinate systems, the pro-
posed method registers the VO to the scene map by reducing such differences at run
time (c). This allows the location-based AR system using the VO to retrieve AR con-
tents registered in the scene map.

mitigate this error by detecting re-visits in a scene and attempts to cancel the
accumulated errors. Nevertheless, before the loop close detection, SLAM also
suffers from the drift. This makes location-based AR error-prone, especially in
wider areas, since the drifted position triggers unrelated AR content.

Since VO and SLAM provide only temporal personalized scene tracking to
AR, scene registered content can be created only at the runtime and will be
paused in the next trial. Therefore, to enable a consistent AR experience on a
daily basis, AR developers need to register their content to pre-built common-
scene maps, and AR systems are required to match their executing VO or SLAM
to the scene map to access pre-built content. Consequently, the scene map cre-
ation must be done in a stage earlier than the user’s AR experience.

To satisfy these AR-specific needs, we propose a new camera pose registration
system using VO in conjunction with a pre-built scene map. Our method enables
feeding a pre-built scene map to a VO. In this method, a locally running VO can
refer to the preserved scene map’s information immediately after the execution.
This means that our tracking system can bootstrap the VO within the scene
map scale and update the current camera pose with a pose graph optimization
without closing the VO’s trajectory loop by itself. Figure 1 shows snapshots of
a globally optimized scene map (Fig. 1(a)) and a locally growing VO map on
different scales (Fig. 1(b)). Our method re-calculates the scale difference of the
VO and the scene map on the fly and continues updating the VO map when the
scene map is available (Fig. 1(c)). Our contributions are summarized as follows:

– We propose a camera tracking system that automatically registers the local
user’s VO map to a pre-built scene map relying only on a color camera. With
this, the user can receive AR content in the scene map within the adjusted
scale immediately after the method finds a matching between the current
undergoing VO map and the world map. Additionally, this can mitigate drift
errors that would be accumulated over time with solely the VO.
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– We present an approach to match the scale between the VO map and a scene
map to provide scale-consistent content in the AR space.

– We provide the results of quantitative evaluations, demonstrating the supe-
riority and the limitations of our method.

One can find several similar approaches that combine VO and a pre-built
scene map [12,15]. The major difference is that such approaches rely on the
inertial measurement unit (IMU), i.e., visual-inertial odometry (VIO) [13], for
stability and for the absolute scale factor, whereas ours does not, i.e., VO receives
only a video stream.

2 Related Work

Camera pose estimation methods for AR using a color camera are divided into
three major approaches: VO, SLAM, and pre-built map-based tracking.

VO and SLAM: VO [3,5] is a camera tracker that gives pixel-wise content
registrations in the AR view. As VO is designed to optimize the poses and the
map with respect to several of the latest frames, it suffers from drift errors over
time. SLAM [4,7,11] is an alternative designed to reduce drift errors with a
global optimization process such as Bundle Adjustment (BA) and a loop closure
scheme [19].

Regardless of the global optimization process, both approaches use tempo-
rally built maps to track the scene. The reason behind this is that VO and SLAM
provide different scale factors in every trial depending on how the user moves the
camera. This prevents AR applications fetching pre-built content. VIO is one of
the choices used to overcome the scale difference issue, as it provides a real-scale
map. Several approaches [12,15] have already proposed such methods in the last
few years. GPS can also be a tool to obtain a real-scale map in SLAM [21]. Con-
trary to these sensor-fusion approaches, we solely rely on a monocular camera to
minimize the hardware required for AR systems. To this end, we use a pre-built
map and estimate a scale from the locally running VO and the pre-built scene
map.

Pre-built Map-Based Tracking: Location-based AR applications must have
an interface to link the camera pose and the location, to trigger location-specific
AR content. One popular approach to achieve this is to register the camera within
a preserved scene map to have access to the map registered content. Landmark
database-based approaches use maps built with Structure from Motion (SfM)
to estimate camera poses in the map by linking observed feature points and
those in the database map [9,18,22], therefore, lacking feature point matching
results in the tracking failures. Our approach uses VO, with which we continue
tracking the camera using its online local map. PTAMM can re-localize the
camera in multiple local maps distributed in a scene [2]. This approach is only
applicable to room-scale scenes, where no loop closure scheme is required, due
to the limited scalability of the core SLAM method. Our method can scale from
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Fig. 2. System overview.

a desktop environment to a city-scale environment with the empowerment of the
state-of-the-art VO.

3 Registering Local VO to a Global Scene Map

We propose a method capable of registering and refining a trajectory of a locally
running VO using a scene map optimized in advance, potentially with higher
accuracy than what näıve VO and SLAM can provide. To this end, we propose
a framework that provides an SfM scale in ongoing VO and propose to match
and optimize the VO trajectories in an SfM-scale map.

3.1 System Overview

Figure 2 shows an overview of the proposed method. Given a global map of a
scene G that contains frame depth maps in the scale sSfM, poses, and Bags of
Binary Words (BoW) database [6], a camera starts exploring the scene, and VO
estimates the trajectory in its own scale map sVO. When the system detects the
best match of the incoming frame to a frame in G, it calculates the corresponding
pose in the SfM scale. Given a collection of such poses, our method optimizes
the current VO trajectory through graph optimization. Although this approach
best fits VO, we could replace VO with SLAM without losing generality. SLAM
is a framework that includes map optimization by itself, so VO is the minimum
configuration for the proposed method.

3.2 Global Scene Map Generation Using SfM

Given M images, we construct a map G using SfM before actual VO tracking
starts. As the maps generated by SfM [17] are known to be accurate compared
to the ones created by SLAM and VO due to its global optimization nature,
we do not update the global map G during VO tracking. On the other hand,
the VO map is optimized at runtime to match the map to the stable global
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map. Such a global map consists of color frames ISfM, depth maps at each frame
DSfM, and associated frame poses T SfM. Hereafter, we denote the ith(< M)
color frame, depth frame, and their pose as ISfMi ∈ ISfM, DSfM

i ∈ DSfM, and
TSfM

i ∈ T SfM, respectively. In addition, we use BoW with ORB features [14],
F SfM
i ∈ FSfM, detected at each frame Im to relate the frames in the global

map ISfM with the frames given to VO, i.e., we define our global map as G ∈
{ISfM,DSfM, T SfM,FSfM}.

3.3 Bootstrapping VO with a Global Scene Map Scale

As the baseline length at the initialization of a monocular VO is unknown in most
cases, such a VO randomly estimates a camera trajectory and a corresponding
map in an arbitrary scale given at a bootstrapping stage [3]. Although a stereo
VO [24] can use a calibrated baseline length between the two cameras to obtain
a scale, fitting the scale to that for a global map is another issue, unless these
scales are calibrated in the real unit [13,23]. Instead of bootstrapping VO from
scratch, we use DSfM to feed the scale of G, i.e., sSfM, to VO. Given a VO
keyframe IKF ⊂ IVO and its BoW vector FKF, we search a depth frame DSfM

i

that has a frame index, i, satisfying the following condition:

argmin
i

|F SfM
i − FKF|2 > tBoW, (1)

where tBoW is a user-given threshold.
Once such a frame index is found, we unproject the depth map DSfM

i to
obtain 3D points. Detecting and matching feature points in ISfMi and IKF gives
their 2D–2D correspondences, and the unprojected 3D points at such feature
points in ISfMi give 3D–2D correspondences between ISfMi and IKF. Solving the
perspective-n-point (PnP) problem with a RANSAC robust estimator gives the
pose of the keyframe IKF, TKF, in scale sSfM. Finally, the depth map at the
current keyframe DKF is calculated as follows:

DKF = π−1(TKF(TSfM)−1π(DSfM)), (2)

where π(·) is an operator that unprojects a 2D point with depth to 3D space
and π(·)−1 performs the inverse operation. Such a depth map DKF is passed to
the bootstrapping procedure in VO. Consequently, VO, after this, estimates the
camera poses and the map in sSfM.

3.4 Keyframe Pose Refinement

After bootstrapping VO, our method refines upcoming keyframe poses to fit
them to the global map G using the same strategy as that in bootstrapping.
As not all keyframes would receive corresponding frames in G, non-matched
keyframes need to be refined using a different approach. For such keyframes,
we use pose graph optimization [10]. Figure 3 shows how we establish the pose
graph.



304 M. Yamaguchi et al.

Fig. 3. Pose refinement using graph optimization with pre-registered poses in a global
map. The circles with a cross are the camera poses of a global map, and the gray circles
are the camera poses of VO (T0, ...,TN ). The red arrow shows that the ith frame of VO
matches one of the poses in the global map. The right image shows the matching result
represented. As a result, the poses of VO are refined to the locations where dotted
circles (T′

0, ...,T
′
N ) exist. (Color figure online)

For keyframes matched to ISfMi of ISfM, we estimate their poses by directly
obtaining 3D–2D correspondences and solving the PnP problem in the scale of
G, as described in Sect. 3.3. For the other keyframes, we connect them with
their previous keyframes. Consequently, we construct an edge, ei,i−1, for the ith
keyframe, as follows:

ei,i−1 = ((TKF
i−1)

−1TKF
i )((T̂KF

i−1)
−1T̂KF

i ), (3)

where T̂KF
i represents the ith estimated pose from the PnP solver and TKF

i

represents the ith estimated pose from VO.
Every time a new match is detected and the pose estimation by a PnP solver

is conducted, our pose graph is renewed by inserting the estimated pose. We
optimize the following pose graph by using the g2o algorithm [10]:

F(x) =
∑

〈i〉∈N

eTi,i−1Ωi,i−1ei,i−1, (4)

x∗ = argmin
x

F(x), (5)

where N is the last matched keyframe index, x∗ = (T′
0, ...,T′

N ) is an array of
refined poses, and Ωi,i−1 is an information matrix. We optimize Eq. 5 with the
Levenberg Marquardt algorithm. Note that the first keyframe pose, i.e., T0, is
fixed, whereas the other poses are not.

3.5 Current Camera Pose Refinement

As only the keyframe poses are refined so far, we need to calculate the current
pose as a relative pose from the last keyframe with a given scale sVO→SfM in
order to obtain the pose along with the scale sSfM:

T′VO
i := sVO→SfMTVO

ij T′KF
j with sVO→SfM =

|t′KF
i − tKF

0 |2
|tKF

i − tKF
0 |2

, (6)
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where tKF
i is the ith translation vector, t′KF

i is the ith refined translation vector,
and |.|2 is the represented L2 norm. TVO

ij is the reference pose from frame j to
frame i via VO, and s is the scale-error-resolving factor. The blue circle in Fig. 3
represents this current camera pose refinement step.

4 Evaluations

We validated the proposed method using public dataset of two different kinds,
and compared our results to those of state-of-the-art approaches (DSO [3] and
ORB-SLAM2 [11]). Through the evaluations, we demonstrate how the proposed
approach is capable of mitigating accumulative drift errors in VO with the help
of pose updates using a scene map.

4.1 Implementation

We used COLMAP [17] as SfM to generate a global scene map G consisting of
camera poses T SfM and depth images DSfM. The depth images DSfM are calcu-
lated based on both photometric and geometric consistencies [16]. In addition, we
calculated ORB features FSfM of the input frames and stored them in a DBoW3
database [6]. To mitigate the drift errors for VO in the dataset of sequential
images, we took every third frame for SfM.

We used DSO [3] as VO and extended the framework to implement our app-
roach. DSO originally had two threads: a camera pose estimation thread and
a visualization thread. In addition to them, we implemented a BoW match-
ing thread and a pose graph optimization thread. The pose graph optimization
thread is implemented in a similar way as in the direct sparse odometry with a
loop closure (LDSO) [7]. Further, we used g2o [10] for graph optimization.

4.2 Datasets

We evaluated the proposed method using the EuRoC MAV Dataset [1] and
the KITTI dataset [8]. The EuRoC MAV dataset provides 11 sequences con-
taining stereo images, synchronized IMU readings, and ground-truth camera
trajectories. The sequences are captured in three different scenes consisting of
five sequences in Machine Hall, three sequences in a Vehicon Room 1, and three
sequences in Vehicon Room 2. In each scene, we used one sequence to generate a
global map and the rest for VO. We used the right camera images as an input for
both SfM and VO. The KITTI dataset provides 22 stereo sequences of driving
cars. In the dataset, 11 sequences (00–10) provide the ground truth trajectories.
We utilized left views to generate global scene maps and fed the right views to
VO. Further, we used the first 1,000 images for evaluation to exclude frames
that could trigger loop closures in SLAM.
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Fig. 4. Registering a VO map (a) to a scene map (b) in the KITTI dataset sequence
05. (c) Both maps are matched regarding the coordinate systems and the scales.

4.3 Evaluation Method

We validated the proposed method by measuring the absolute trajectory error
(ATE) in each dataset. We evaluated the ATE only in VO keyframes since such
keyframes are the ones we optimize. We should note that we optimized the
resultant trajectories with respect to the ground truth using Sim(3)-alignment,
i.e., Umeyama Alignment [20]. We discuss this Sim(3)-aligned ATE results in
Sect. 4.4. Although Sim(3)-alignment is de-facto-standard post-processing for
VO and SLAM evaluations [3,11], such ATE does not represent frame-by-frame
errors that the users actually observe in the AR view. Therefore, we conducted
another evaluation where we gave an adjusted scale to DSO in the bootstrapping,
to evaluate growing ATE over time. We describe this evaluation in Sect. 4.5.

4.4 Results of ATE with Sim(3)-Alignment

Tables 1 and 2 show the results of Machine Hall and Vehicon Rooms 1 and 2,
respectively. The cross marks in the tables show there were not enough matching
points between the input and global map frames and our method failed to boot-
strap our VO. Figure 1 and Fig. 4 show qualitative comparisons of a global scene
map, a VO map, and a registered VO map in the global scene map in EuRoC
Machine Hall and in KITTI sequence 00–10. Table 3 summarizes ATE in the
four scenes in the KITTI dataset and Fig. 5 shows Sim(3)-aligned trajectories
of the KITTI dataset.

The proposed method obtained the best RMSE in one sequence of the EuRoC
dataset. On the other hand, the proposed method obtained the best RMSE
in the eight sequences of the KITTI dataset. In case that the camera could
frequently observe revisiting, such as in the EuRoC dataset, we consider that
ORB-SLAM2 tends to obtain good BA and loop closure results. Therefore, our
refined trajectories could not achieve better scores than ORB-SLAM2 could in
such scenes. However, in the KITTI dataset, we could surpass ORB-SLAM2
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Table 1. ATE on EuRoC Machine Hall (m)

Sequence Ours DSO ORB-SLAM2

Global map MH01 MH02 MH03 MH04 MH05 – –

MH01 – 0.0812 0.0448 × × 0.0532 0.0448

MH02 0.0564 – 0.0473 × × 0.0438 0.0303

MH03 0.0845 0.1035 – 0.2014 × 0.1903 0.0393

MH04 × × 0.1562 – × 0.2043 0.1160

MH05 × × 0.1394 × – 0.1374 0.0468

Table 2. ATE on EuRoC Vehicon Room 1 and 2 (m)

Sequence Ours DSO ORB-SLAM2

Global map V101 V102 V103 – –

V101 – 0.0970 × 0.1550 0.0877

V102 0.0689 – × 0.2031 0.0601

V103 1.0732 × – 0.4356 ×
Global map V201 V202 V203 – –

V201 – 0.0812 × 0.0678 0.0623

V202 0.0970 – × 0.1084 0.0557

V203 × × – 1.3888 ×

Table 3. ATE on KITTI Training Sequences (m)

Sequence Ours DSO ORB-SLAM2

00 3.101 7.165 9.780

01 5.768 326.065 518.853

02 5.926 93.200 15.100

03 0.824 1.215 0.810

04 0.233 0.490 1.097

05 5.797 16.614 21.103

06 6.203 48.641 15.908

07 4.925 15.653 16.772

08 5.994 13.554 17.375

09 0.104 0.165 0.090

10 2.797 7.429 3.652
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Sequence 00 Sequence 03

Sequence 05 Sequence 08

Fig. 5. Sim(3)-aligned trajectories of KITTI sequences 00, 03, 05, and 08

in the scores because most sequences are straight roads, and revisiting does not
occur in the sequences. Overall, we observed that our approach achieved a similar
level of accuracy as those in ORB-SLAM2 and obtained better scores than DSO
in most of the cases. Again, notice that for DSO and ORB-SLAM2, we used
Sim(3)-alignment after calculating all the trajectories, while for our approach,
we did not proceed such a post-processing at all.

The main limitation in the accuracy of our approach comes from the depen-
dency on BoW. Our pose refinement processing is based on BoW-based fea-
ture matching. Therefore, we cannot obtain any benefits from the preserved
scene map if the appearance of the scene that the system is currently observing
is different from the one in the scene map. This happens when environments
change according to various external factors (e.g., weather changes, dynamic
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The proposed method DSO

Fig. 6. The error accumulation with the proposed method and DSO in the KITTI
dataset. We calculated ATE between the estimated poses and the ground truth poses
at runtime. While our approach can keep the ATE significantly lower than the näıve
DSO, we see some spikes before the pose updates occur.

Start

Goal

Ours
Naïve DSO (Scaled at the bootstrapping)
COLMAP Camera Pose
Matching Constraints

Fig. 7. The results of the camera pose plots of COLMAP (scene map), Näıve DSO,
and our approach in KITTI sequence 10. Our trajectory keeps the poses next to the
COLMAP poses. Näıve DSO travels far from the COLMAP poses even though the
scale is initialized in the same manner as our approach.

objects, day-night lighting changes) and prevent applying our approach to out-
door scenes. MH04, MH05, V103, and V203 in the EuRoC dataset are cases such
that BoW does not work well due to differences in the illumination between the
global maps and test sequences.

4.5 Results of ATE Without Sim(3)-Alignment

One of the advantages of our approach is that it can fit the scale of VO to
the global scene map automatically. We finally demonstrate how the trajectory
errors accumulate in näıve DSO and how our approach can reduce the errors.
VO, in our framework, initializes the scale factor using a SfM depth map and
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updates it when the systems find a matching between an observed frame and
preserved frame in the scene map. For fair comparisons, we bootstrap the näıve
DSO with the SfM depth map but do not update the scale in the later frames.
Figure 6 shows the frame-by-frame differences in ATE of each tracking and Fig. 7
shows the trajectory results of the proposed approach and the näıve DSO.

One interesting observation from Fig. 6 is that the color gradients of our
approach show some spikes even though it achieves lower errors across the frames.
We observed these spikes as jumps right after the pose updates when VO is pulled
back to the global scene map every time VO matches one of the global scene
map frames. However, though this process, our approach significantly reduces
the amount of accumulative errors of VO. This should be troublesome for AR
applications. For example, annotations registered in the map will always shift
in the AR view when the matching happens. Thus, we should design new pose
update rules to change these system-oriented pose updates to the user-oriented
pose updates to reduce the user’s mental load.

5 Conclusion

In this paper, we proposed a method to register a locally running VO to an
existing scene map. Our approach refines upcoming camera poses by referring a
prepared global scene map from SfM, and registers the estimated VO trajectory
to the scene map using pose graph optimization on the fly. This approach enables
the reuse of a pre-built map, which potentially contains AR contents, to solve
the scale ambiguity problem of VO and to reduce accumulative errors of VO.
The results using public datasets demonstrated that our approach could reduce
the accumulative errors of VO.
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Abstract. The ability to interact with virtual objects using gestures would allow
users to improve their experience inMixed Reality (MR) environments, especially
when they use AR headsets. Today, MR head-mounted displays like the HoloLens
integrate hand gesture based interaction allowing users to take actions in MR
environments. However, the proposed interactions remain limited. In this paper,
we propose to combine a LeapMotion Controller (LMC)with a HoloLens in order
to improve gesture interaction with virtual objects. Twomain issues are presented:
an interactive calibration procedure for the coupled HoloLens-LMC device and
an intuitive hand-based interaction approach using LMC data in the HoloLens
environment. A set of first experiments was carried out to evaluate the accuracy
and the usability of the proposed approach.

Keywords: Mixed reality · Calibration · Natural interaction

1 Introduction

Since a couple of years, both augmented reality (AR) hardware and applications became
convincing and widespread in many fields, for example in medicine [1], education, and
industry. Microsoft, Facebook and Apple have shown their interest in AR applications,
believing in the viability of this technology. Following this trend, the HoloLens head-
mounted device, which was released by Microsoft in 2016, is one of the leading MR
devices. Features include drawing holograms in the user’s field of view and enabling
interaction with real-world environments. One of its worthwhile features is its own
custom holographic processing unit (HPU), which allows complex calculations to be
embedded. However, interaction techniques are limited. It proposes two hand gestures
only: air tap and bloom. It cannot track precise information about the position of the hands
or identify other hand gestures. On the other hand, the LeapMotion Controller (LMC) is
a peripheral device dedicated to high accuracy hand tracking. Originally released in July
2013, its goal was to provide an alternative to the traditional mouse and keyboard by
proposing free-hand interaction. Its size is quite small, making it possible to be used in
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combination for example with head-mounted displays in virtual reality. To fill the short-
comings of the HoloLens in terms of interaction, we coupled the LMC to the HoloLens
to provide hand tracking data to the HoloLens and create enriched gesture-based inter-
action in mixed reality. Note that other headsets used for Virtual reality offer already an
integration with LMC, such as Oculus. In our case, we developed a communication tool
between the two devices to enable data transfer, then we focused on the hand tracking
part. As the HoloLens and the LMC have different coordinate systems, it is important
to calibrate the coupled device in order to project the 3D points collected by the LMC
on the coordinate system of the HoloLens. As long as the spatial configuration of the
two devices does not change, the calibration process does not need to be repeated. In
this paper, we propose a 3D point based calibration approach in order to achieve more
complex and natural 3D interaction. In addition, to collect data, we propose a semi-
automatic procedure involving the user without constraining his/her movements. Only
the LMC and the HoloLens are used to detect the spatial position of the hand. The entire
calibration process uses the user’s fingers as a reference and does not require any other
instruments. Therefore, the main contribution of this paper is to provide an interactive
calibration procedure for the coupled HoloLens-LMC device. Our approach uses the
virtual object rendering done by the HoloLens to collect 3D point coordinates from
both the HoloLens and the LMC. Based on the calibration results, several demos using
free hands to interact with virtual objects are presented. We carried out a set of first
experiments to evaluate the accuracy and the usability of the proposed approach.

2 Related Works

Free hand-based 3D interaction is a topic well explored for many years. Lyons [9]
proposed camera-based gesture inputs for three dimensional navigation through a virtual
reality environment. In [2] the authors showed that the physical interaction between
virtual and real objects improves user experience and thus enhances the feeling of the
presence of virtual contents in the realworld. Ens et al. [5] proposed amixed-scale gesture
interaction technique,which interleavesmicro-gestureswith larger gestures for computer
interaction. Their idea is to create a design space for applying micro-gestures within a
greater gestural lexicon in order to adapt the interaction to the task performed by the user.
Several input modes are often combined in order to overcome the problems related to the
variability of gesture interaction. For instance, using a Leap Motion controller (LMC)
allows accurate recognition of natural gestures. Thus, Khademi et al. [7] suggested free-
hand interaction to rehabilitate patients with stroke; they modified the Fruit Ninja game
to use the LMC hand tracking data, enabling patients with arm and hand weakness
to practice rehabilitation. Blaha and Gupta built a virtual reality game displayed on
an Oculus Rift head-mounted display and coupled with an LMC to help people with
amblyopia restore vision in their amblyopic eye [3].

Most of the developed applications using an LMC are proposed in virtual reality,
while MR environments suffer from a lack of applications using an LMC, because of
equipment limitations. Furthermore, gesture recognition is almost never used in appli-
cations involving the HoloLens. Garon et al. [6] identified the lack of high quality depth
data as greatly restricting the HoloLens’s potential as a research tool. They mounted a
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separate depth camera on top of the HoloLens, connected it to a stick computer, which
was then used to stream the depth data wirelessly to the HoloLens. Several frameworks
propose combining a HoloLens with a Kinect to enable multi-person collaboration on
3D objects in an MR environment. The HoloLens 1 are used so that all participants can
view the same 3D objects in real time, while the Kinects are used to expand the available
gesture interactions with custom gestures. But still, current research on the HoloLens
usually adds a depth sensor on it to get more information. In fact, the LMC can also get
data about depth, but it can provide more personalized gestures in mixed reality. In this
frame, Köhler proposed a combination of the HoloLens and the LMC [8] which is very
close to what we present here. However, the way he manages the data is different from
our approach. He used the data collected by the LMC and analyzed the photos taken
by the HoloLens to transform the 3D coordinates of the hand into 2D coordinates in
the HoloLens screen using Perspective-n-Point, a well-known problem to estimate the
distance between a set of n 3D points and their projection on a 2D plane [4]. His work
provides the possibility to create new gestures. However, he only gets 2D coordinates
of the hand and loses 3D information, therefore 3D interaction cannot be achieved.

3 Communication Between the HoloLens and the LMC

The current version of the LMC needs to be physically connected to a computer using
a USB cable to provide enough power to infrared LEDs and to enable fast enough
data transfer. For the HoloLens, the only physical ports are a 3.5 mm audio jack and
a Micro-USB 2.0 port. Unfortunately, only use the Micro-USB port can currently to
install and debug applications, charge, and access the Device Portal. Therefore, the
built-in processing unit of the HoloLens cannot be used directly with the LMC and a
separate computer is needed to allow the LMC to stream data wirelessly to the HoloLens.
As shown in Fig. 1, the LMC was attached on top of the HoloLens using some sticky
paste. The LMC was not fixed vertically but with an angle of 45° to enable gesture
tracking within the field of view of the HoloLens and to track the hands at the chin or
chest level. The inclination of the LMC allows thus better covering this area.

Fig. 1. The LMC is attached on the top of the HoloLens and connected to a computer

To exchange data between the LMC and the HoloLens, the UDP protocol was chosen
due to its lightness and high speed. Figure 2 shows the architecture of the developed
communication tool, with an external computer as a medium to transfer and process data
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between the LMC and the HoloLens. In practice, HoloLens works as a server and the PC
as a client. Initially, the HoloLens IP address is determined and then used by the client
to send its first message to the server. The server in turn retrieves the client’s IP address,
allowing client-server communication. In our implementation, the LMC SDK is used to
capture the fingertips’ position at each frame. As long as a new frame is generated, it will
be sent to the server (HoloLens). On the client side, the messages are received/sent in
different threads. This allows the client to listen to the channel while sending a message.
Similarly, on the server side a unity event is invoked to reply to the message sent by the
client. This architecture allows synchronized and real-time communication between the
LMC and the HoloLens.

Fig. 2. Communication architecture between the HoloLens and the LMC

4 Calibration Procedure

The main idea of the calibration procedure is to get the coordinates of the same points
in different coordinate systems. After careful consideration, we choose fingertips of one
hand as the detecting points because fingertips are easy to access from the LMC. The
second hand is used to click on the hololens controller once the alignment between the
finger and the marker point is completed. This triggers the recording of data. Indeed,
fingers can move flexibly and be detected easily by the LMC. The entire calibration
process is summarized as follows and will be detailed in the next subsections:

1. Detect the position of a fingertip and get the coordinates from the LMC.
2. Attach a virtual plane to a real plane (either a desk or a wall).
3. Coincide the fingertip with marked points on the plane.
4. The HoloLens records the coordinates of the marked points and the LMC records

the fingertip simultaneously. Send the two coordinates to the computer.
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5. After collecting a set of points, analyze the data and compute the rigid transformation.
6. Use the computed transformation to change the coordinates of the LMC points in the

HoloLens coordinate frame and display in the HoloLens. Compare the error between
the virtual and the real points.

4.1 3D Points Collection

As shown in Fig. 3, to collect 3D points, we developed a simple application on Unity3D
where we display a calibration plane with six small balls embedded (what we called
above the marked points). The data collected from the LMC is displayed in the middle
of the plane.

Fig. 3. Calibration plane

The whole plane is attached with a “Taptoplace” function. The HoloLens provides
spatial mapping allowing to understand the environment. Users can use the cursor to tap
on the plane to move it according to the surroundings (see Fig. 4). The virtual plane must
be placed according to the real world, so that it can help users accurately determining
the position of their fingertip.

Fig. 4. “Taptoplace” according to the spatial mapping

According to the principle of camera projection, the HoloLens will project three-
dimensional objects on a two-dimensional screen in front of the user’s eyes. Hence, some
points with different 3D coordinates will have the same 2D coordinates on the screen.

We need to use a real object because in this way we can compute the exact spatial
coordinate by querying the depth information given by the coordinate in the Z-axis
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direction. Two buttons are displayed on the plane. The button on the right is a “change
button”: clicking on it will change the rotation of the calibration plane from horizontal
to vertical and vice-versa.

The aim of this button is to make the plane compatible with both vertical and
horizontal surfaces in the real world.

Once the user fixes the virtual plane according to the real world as shown in Fig. 5
(in this case we attached it to a computer screen), the HoloLens creates a spatial anchor
in the world coordinate frame. Therefore, the user can get the relative position between
the HoloLens camera and the virtual plane in real time. The button on the middle is a
“send button”. Clicking on it will allow the HoloLens to send data for calibration. After
the first tap, one marked point (blue ball) will turn red.

Fig. 5. Changing the rotation of the plane and attaching it to a physical surface (Color figure
online)

The user positions one fingertip, for example the thumb, on this point (see Fig. 6).
If he/she clicks on the send button, both the coordinates of the ball from the HoloLens
and the coordinates of the fingertip from the LMC will be sent to the computer. Another
ball on the plane will then become red. This operation is done for each point. To help
clicking on the buttons, a cursor always appears in the middle of the field of view and
can be moved by moving the head. Clicks are performed using the HoloLens built-in
clicker, not to affect point collection by the LMC.

Fig. 6. 3D points acquisition from HoloLens and LMC (Color figure online)
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4.2 Calibration Approach

Once data collection is complete, we get two points clouds in two different frames (see
Fig. 7). The first one is collected by the HoloLens, we name it the “reference point
cloud”, while the second one is collected by the LMC, we name it the “source point
cloud”. The relationship between these two point clouds is given by:

⎛
⎝
Hx

Hy

Hz

⎞
⎠ = R ·

⎛
⎝
Lx
Ly
Lz

⎞
⎠ + t (1)

The transformation matrix is composed of two parts: a Translation vector (t) and
a Rotation matrix (R). The problem is to find the transformation matrix between both
point clouds, knowing that the point clouds should be aligned. Several algorithms have
been proposed in past work. In our case, we compared two algorithms.We will not focus
on specific mathematical calculation, we will only briefly introduce their principle here.
Please note that the first paragraph of a section or subsection is not indented. The first
paragraphs that follows a table, figure, equation etc. does not have an indent, either.
Subsequent paragraphs, however, are indented.

The first method is the Umeyama algorithm [10]. We denote the reference points as
{Hi} and the source points as {Li}, i = 1, 2, · · · , n. The problem is to find the similarity
transformation parameters (R and t) giving theminimum value of themean squared error
ε2(R, t) of these two point clouds:

ε2(R, t) = 1

n
·
∑n

i=1
||Hi − (R.Li + t)||2 (2)

However, we soon discovered that this algorithm causes large errors. In fact, with this
method, the result is obtained through many mathematical transformations due to the
coordinate matrices {Hi} and {Li}. This method requires that the point’s coordinates be
very accurate. It only works when the two coordinate groups can be perfectly matched.
Since the coordinates are collected manually, errors obviously occur that must be taken
into account in the transformation calculation. Another choice to align two point clouds

Fig. 7. The points cloud defined in the HoloLens end LMC reference frames
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is the Iterative Closest Point (ICP) algorithm [12]. The principle of this algorithm is to
find the closest points of the source point cloud in the reference point cloud. The whole
algorithm is performed by multiple iterations, in which the points with larger errors are
excluded. The algorithm steps are:

1. Find the closest points of the source point cloud (collected by the LMC), match them
in the reference cloud (collected by the HoloLens).

2. Use a rootmean squaremetricminimization technique to estimate a transformmatrix,
which will best align each source point to its match, found in the previous step. This
step may also involve rejecting outliers prior to alignment.

3. Transform the source points using the obtained transformation matrix and repeat the
steps until a defined threshold is reached.

This algorithm has some limitations. First, in order to match the source cloud to
the reference cloud, we should know approximately the position of the reference cloud.
Otherwise, finding the nearest point will be impacted. It means that before applying the
algorithm, the source cloud should be transformed as close as possible to the reference
cloud. Because of the arrangement of the two reference frames as shown in Fig. 8,
we have to preprocess the source point coordinates (Li) so that they are closer to the
reference coordinates (Hi). The solution is to apply a rotation matrix:

Fig. 8. HoloLens and LMC coordinate reference systems

r =
⎡
⎣

−1 0 0
0 0 −1
0 1 0

⎤
⎦ (3)

After preprocessing, we get L′
i:

L′
i = r · Li (4)

L
′
i can be considered then as the new source point cloud, it only needs to be rotated

with a relatively small angle to be aligned with the reference point cloud. The new
transformation matrix

(
R′, t

)
can be found using the ICP algorithm, where:

Hi = R′ · L′
i + t = R′ · r.Li (5)

The second limitation of ICP is a practical one. Indeed, when the number of 3D points
increases, the probability of errors becomes greater. The best solution is then to limit
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the number of points and ensure that most of them are on different planes with different
depths according to the Z axis. Figure 9 gives an example of twelve reference points,
which are located approximately in the same plane.

Fig. 9. Example of collected points

One point that is a little bit far from the others is displayed and is considered aswrong.
In the current collection process, we can collect multiple points at a fixed distance, then
change the distance between the HoloLens and the virtual object (just move the head
closer to the virtual plane) to continue collecting points.

4.3 Calibration Results

First, we compared the results of our method with the naïve approach that uses raw LMC
data without taking calibration into account. The finger positions provided by the LMC
and projected into the HoloLens reference frame are far away and do not match the real
hand. This baseline error measurement clearly shows the need of a space coordinates
transformation and quantify on the initial mismatch magnitude. Figures (10-a) and (10-
b) show the results obtained by the Umeyama and the ICP algorithms when processing
the same data set. With Umeyama, we get a mean error of 0.0869 m while with ICP we
get a mean error of 0.0189 m. It can be seen that because of some errors while collecting
the data, there are two points that have a large deviation. ICP can limit their impact,
while Umeyama is easily affected with a larger estimation error.

4.4 Error Analysis

After calibration, we used the obtained transformation matrix to mark the hand position
in the HoloLens screen. We represent the fingertips of the index finger and the thumb by
two red balls. As shown in Fig. 11, there are misalignment errors, especially when the
hand is not parallel to the vertical plane. However, we have improved previous existing
works like [8] where the translation error reported by the author is roughly a 4.5 cm
along the z-axis; while our approach gives an error of about 1.8 cm. In our case the main
factor affecting the registration accuracy is human behavior. All the points are collected
manually and using the user’s fingertips as reference. During this process, deviations
are unavoidable. The spatial mapping provided by the HoloLens also presents deviation
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Fig. 10. Calibration results obtained with (a) Umeyama and (b) ICP algorithms

compared to the real environment, especially when the interaction distance is close.
This error cannot be ignored. The accuracy limits of the LMC can be another reason.
According to past work, the LMC cannot reach a theoretical accuracy of 0.01 mm in real
conditions, but a highprecision (an overall average accuracyof 0.7mm) for gesture-based
interaction is still possible [11].

Fig. 11. Registration errors (Color figure online)

5 Free-Hand Interaction

To demonstrate the feasibility of natural interactions in MR environment using LMC
data, we implemented intuitive hand-based interaction techniques in the HoloLens envi-
ronment. These interactions are not proposed for given scenarios, but are chosen to
explore simple interaction metaphors allowing virtual object manipulation. The aim is
to quickly set up a user evaluation to test the proposed method’s ease-of-use. We thus
used the 3D coordinates of the fingertips and the center point of the left hand to define
three manipulation techniques:

Select by touch: When the index finger collides with the virtual cube in the HoloLens
coordinates frame, the cube is selected, and its color changes to green (see Fig. 12).
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Fig. 12. Select and move a virtual cube with free hand (Color figure online)

Translate: To move the selected object, the thumb and index finger of the hand must
touch each other. To drop the object it simply needs to separate the two fingers.

Rotate: The selected virtual object is rotated according to the 3D rotation of the left hand
(Fig. 13). For that, we use the coordinates of the five detected fingertips and the center
of the hand to estimate the plane corresponding to the palm of the hand. Finally, the
normal to this plane is computed, which defines the 3D rotation applied to the virtual
object when the hand rotates.

Fig. 13. Rotate a plane according to the rotation of the hand

In order to evaluate the usability of our free-hand interaction approach, we carried
out different pre-experiences. We defined the interaction space above a 120 cm × 80 cm
table. The user sat in front of the table wearing a HoloLens. An LMC mounted on the
front of the HoloLens, facing down, allows the detection of the user’s hands in his vision
field.

We showed the user four virtual cubes in the AR scenewith different sizes and depths
(Fig. 14). The considered sizes are, respectively: 0.1 m, 0.05 m, 0.025 m and 0.01 m.
We asked the user to select the different cubes in turn using his index finger, move
them around and place them on the table. We found that the interaction with the three
largest cubes is done correctly. However, when trying to touch the smallest one, we face
difficulties, which is quite normal; as the positioning of the cube in the HoloLens mixed
reality environment has a theoretical error in the range between 0.01 m and 0.02 m.

The second experiment consisted in selecting a cube and rotating it in all directions
using the Rotate interaction metaphor. We found that the user could rotate the virtual
object placed on his hand in a natural and intuitive way. This is explained by the fact that
the user performs a physical gesture in accordance with the direct manipulation done on
the virtual object. Indeed, the mental load of users is reduced when their gestures reflect
real-world metaphors that allow them to use the most intuitive gestures they desire.
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Fig. 14. The usability evaluation

Finally, a qualitative evaluation was carried out. Its purpose was to compare the ease
and comfort of use between the proposed approaches and the baseline scheme (HoloLens
integrated interaction). We have found that overall the interactions that we propose are
less tiring and require less effort and concentration, they can be repeated several times
over a long period without generating handling errors or hand fatigue. This is not the
case with the baseline scheme.

6 Discussion

The HoloLens has its own process without using external devices, which provides a
stable and fast AR rendering experience. Its spatial mapping is the basis for our cali-
bration procedure. From the results we got, it can be concluded that the combination of
the two devices can provide enhanced results in terms of free-hand interaction in MR
environments. However, this study has also allowed us to identify some difficulties:

1. According to the official documentation on the HoloLens, the best distance interval
to display AR objects in the HoloLens is between 1.25 m and 5 m. When a user
wants to use his/her hand to interact, the operating area is always limited to 1.25 m.

2. The field of view of the HoloLens is not very large. It is hard to show many contents
in a close range. In other words, the range of activity of the hand is very small.
Moreover, the HoloLens screen consists in two separated screens which are located
in front of the left and right eyes. When observing close-range objects, it can be
difficult for users to combine the projections of both screens due to the change of
the focal length of the eyes, which causes severe ghosting.

3. The performance of the HoloLens spatial mapping at close range is not very stable,
misjudgments or instability occur frequently. Although the physical location of the
LMC relative to the HoloLens is fixed, due to individual differences of user’s ‘eyes,
calibration needs to be performed for each user.

7 Conclusion

In this study, we introduced free-hand interaction inmixed reality environments combin-
ing a HoloLens and an LMC. Two main issues have been solved. The first one concerns
the real-time 3D points acquisition from the two devices. For that, we attached a virtual
plane with several balls used as reference points to a real object. This idea allowed us
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to acquire 3D points in the HoloLens reference frame and their corresponding points in
the LMC reference frame. The second issue is calibration. We used the ICP algorithm
to compute the transformation matrix between both frames. The obtained registration
error is about 1 cm, which is quite acceptable to realize basic interaction. Finally, first
experiments carried out proved the viability of the proposed free-hand interactions and
their interest to improve the sensation of presence in MR environments.

Future work will include improvement of the accuracy of our solution by using addi-
tional depth sensors like a Kinect. Another interesting possibility would be to implement
the whole 3D model of the hand in the HoloLens environment in order to develop more
complex and natural free-hand interactions.
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Abstract. In this research, the authors designed a mixed reality annotations sys-
tem based on UWB positioning and mobile device, which is a low-cost innovative
solution especially for wide range of indoor environments. This design can be
targeted to solve the problem of low investment in museums in most parts of the
developing country and large visitor flow during holidays. The position of the visi-
tor is obtained through the UWB antenna tag which was attached on smartphones.
The gyroscope data and focal length was also used to keep virtual camera and real
camera consistent and virtual space’s calibration. The system can ensure that when
there is a large flow of people, visitors can watch the multimedia annotation of
exhibits on their phones during the queuing far away from the exhibits. The types
of annotation are mainly video, 3D model and audio. In China, many museums
have the function of science education. A rich form of annotation can enhances this
functionality. At last, we compare and analyze the localization advantage of this
system (to solve the problem of congestion and shortage of funds), and recruited
10 volunteers to experience system. We find that this system can achieve the exact
matching standard when the visitors are 0.75 –1 m away from the exhibits, while
when the visitors are more than 3 m away from the exhibits, it has the advantages
that other systems cannot have, such as playing and watching videos when they
cannot get close to the exhibits due to crowding. This system provides a new solu-
tion for the application of MR in large indoor area and updated the exhibition of
museum.

Keywords: Mixed reality · Wide-area indoor positioning · Ultra-wideband
tracking · Multimedia annotations · Museum · Science education

1 Introduction

First of all, we want to clarify the background of this system. China is a country with
a long history, rich and diverse folk culture, and great cultural differences between
different regions. Therefore, almost every city has its own folk culture museum, and the
number of museums in China is very large. These museums have become major tourist
destinations during the holidays. As a result, crowds make it necessary for visitors to
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queue for a long time to see the hottest exhibit, some visitors even have no chance to
learn about it. So, this is a very urgent and difficult problem. Everyone hopes to enrich
his knowledge by visiting the museum. But in developing countries such as China,
regional economic development is unbalanced. Not every museum has enough funds
to buy expensive equipment, especially when there are a large number of visitors. It is
unrealistic to guarantee that every visitor has VR equipment. Every visitor has the right
to satisfy their desires and gain knowledge. Therefore, this paper intends to design anMR
system that can be used on mobile phones, so that visitors can know about the exhibits
in advance when they are far away from them, such as queuing. Or when visitors don’t
want to wait in line and can’t get close to the exhibit, they can watch the multimedia
annotations on their phones to make sure they won’t miss the knowledge of it. The figure
below show what happens during the holiday season. The whole museum is crowded
and people are queuing up (Fig. 1).

Fig. 1. Crowds at the museum during holidays

As the “ideal virtual space with [sufficient] reality essential for communication”,
[1] MR is having both “virtual space” on the one hand and “reality” on the other avail-
able within the same visual display environment [2]. In the field of mixed reality, the
most commonly used application technologies are HoloLens, SLAM and Magic Leap.
HoloLens and Magic Leap is based on depth camera for environmental measurement
tracking. HoloLens’ scan range is 0.8 –3.1 ms, [3] but after walking a long distance from
the starting point, space mapping of the original starting position will disappear. Simul-
taneous localization and mapping (SLAM) allow building point clouds of the building
interior with relation to the camera position [1, 4, 5]. It reconstructs the actual envi-
ronment by acquiring data from the environment based on ground and wall reflections
[6, 7]. For large-area space, it will collected for every single facility prior to being able to
support AR based indoor navigation during use, which makes it difficult to run for a long
time in the case of limited resources because of the huge data [8]. And it is also easier to
generate perceptual aliasing problems [9]. All these technologies are more suitable for
small areas.
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Commonly used positioning technologies for a wide range of spaces are GPS and
ultrasound. For example, Jihyun in 2008 proposed a markerless edge tracking AR
called UMPC (Ultra Mobile Personal Computer), which integrates cameras, ultrasonic
receivers and gyro sensors. This design can realize AR on mobile devices through edge
recognition technology [10]. The downside is that it will bring a lot of computation.
Francis et al. suggested anAR system for facility management proposed by using image-
based indoor localization method, which estimates user’s indoor location and direction
by comparing user’s view and building information modeling (BIM) based on learning
calculation [11]. The image retrieval method attempted to find the image closest to the
captured image from the database image, and a two-dimensional BIM imagewas created
for the image database in the 3D BIMmodel of the building [6]. The StreetmuseumAPP
launched by the London Museum in 2010 uses GPS positioning technology to enable
users to see augmented reality scenes in mobile devices [12]. However, the problem
of the above research is the GPS positioning accuracy is low and it is easy to appear
occlusion problem [13].

Museums are usually large-scale indoor spaces with complex structures [14]. A large
number of exhibits will be placed in the pavilion, and the presence of the exhibit will
divide the space. For a large-area museum that requires high-precision indoor position-
ing, we introduced a positioning method using UWB. UWB positioning is suitable for
large and medium indoor scenes [15]. Cirulis verified the feasibility of UWB tracking
as the solution for AR and VR Systems. He setup a 9 × 12 m room to test precision and
validate the accuracy of the coordinate generator [16]. UWB positioning has high accu-
racy, which can reach centimeters and transmit position data in real time [17]. The UWB
positioning system signal power is distributed over a very wide frequency band, which
allows it to coexist with conventional radio without affecting its link quality. There-
fore, in the case of multiple devices, the congestion problem of the commonly used
frequency band can be effectively solved [18]. Mazhar came up with a design in 2017
called WDMA-UWB, which has been proven to solve the multiple access interference
common in indoor precision positioning, such as offices with complex electromagnetic
environments [19]. At the same time, UWB positioning has many advantages of low
power consumption, security and penetration [20]. For narrow corridors, it has also been
proven that it can be adapted with certain modifications [21].

Some researchers use UWB to achieve virtual and real fusion on the stage, but the
article is a virtual fusion based on coordinate information on a two-dimensional plane
[22].

Among other targeting methods, vision based model tracking is offered by Vuforia
and VisionLib [23, 24]. The SDK is also a competitive alternative to the design. At the
end of the article, we compared the differences between Vuforia and this system in detail
through experiments. First of all, Vuforia is an AR tool, and its outstanding advantage
is that it can perfectly display the details of 3D models in a close environment. This
advantage is no longer dazzling when the visitors are 1 m away from the exhibits, and
even cannot be recognized or works properly when the visitors are more than 3 m away
from the exhibits. Vuforia can add to the beauty and richness of an exhibit when viewed
up close, but the benefits of Vuforia aren’t the right solution to the problem we’re trying
to solve. Compared with the multimedia annotation including audio and video in this
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system,Vuforia is only suitable for the 3Dmodel.Wewant to solve the problem of letting
visitors know about the exhibits when the museum is busy and crowded during holidays,
and also need the system to enable visitors to view the annotation from a distance. In
the face of these problems, Vuforia is not as good as this design [25].

So, this paper proposes a mixed reality technology system which positioning range
is up to 300 m. The system uses Unity to establish a 1:1 physical model to deal with
the occlusion relationship. UWBmeasured coordinate parameters, gyroscope angle data
and user’s mobile phone focal length are used to combine three-dimensional positioning
of large indoor space.

2 System Design

The system consists of three modules - user module, positioning module, and scene
module. The user module is the beginning and end of the system, because the data is
collected and uploaded to the positioning module by the user module, and finally forms
a closed loop. The data is processed as location information in the positioning module,
and the consistency of the user location information with the virtual camera location
information is the basic principle that the MR can be implemented in this design. The
following figure shows how the system works (Fig. 2).

Fig. 2. System flow chart

The position data includes (1) three-dimensional coordinate parameters (x, y, z)
provided by UWB (2) gyroscope angle parameters (3) user’s mobile phone focal length
parameter.

2.1 Principle of Space Ranging

This article uses the UWB Mini3sPlus development board developed by YCHIOT, a
company in Wenzhou, Zhejiang, China. The communication distance is up to 300 m.
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Fig. 3. 3D localization based on RSSI of 4 nodes

The positioning system requires four base stations and multiple tags. Tag coordinate
values can be obtained by the two-way time-of-flightmethod and themodified four-point
ranging method in a paper named Approach for 3D Localization Based on RSSI of 4
Nodes [26] (Fig. 3). The distance between the tags and each base station can bemeasured
by the two way-time flight (TW-TOF), that is, each module generates an independent
time stamp from the start. The transmitter of module A transmits a pulse signal of the
requested nature at Ta1 on its time stamp, and module B transmits a signal of a reactive
nature at time Tb2, which is received by module A at its own time stamp Ta2. From
this, the flight time of the pulse signal between the two modules can be calculated to
determine the flight distance (S). Where (C) represents the speed of light.

S = CX
[(Ta2 − Ta1) − (Tb2 − Tb1)]

2
(1)

In the revised four-point ranging method, it is necessary to place a base station in
a Cartesian coordinate system as shown in the figure. The relative positions of the four
base stations are fixed, define coordinates as Di = (xi, yi, zi)D1 = (0, 0, 0).

Finally the calculation formula is:

⎧
⎪⎨

⎪⎩

(x − x1)
2 + (y − y1)

2 = r21

(x − x2)
2 + (y − y2)

2 = r22

(x − x3)
2 + (y − y3)

2 = r23

(2)

z = h = d − d2
4 − d2

1 + d2

2d
(3)

In the process of solving the triangular centroid method, there are cases where the
three circles cannot be crossed by twodue to the distance error.At this time, the imaginary
solution is ignored and only the real solution with x≥ 0 is used as the positioning result.
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2.2 Measurement and Positioning of Physical Space

In this design, the physical space we use is an art gallery. The venue faces south and
the long side is east-west. The entrance of the venue is set on the south side wall, and
the other three walls are adorned with exhibits. This space can be simplified into a cube
771 cm long, 443 cm wide and 277 cm high. The figures below show a photo and a top
view of the gallery (Fig. 4).

Fig. 4. Photo of the gallery

According to the actual physical space, we have established a proxy 3D model as
shown.We placed the UWB ranging base station at the northernmost end of the east wall,
height is 150 cm (D2). The southernmost end of the east wall, height is 150 cm (D3).
The middle of the bottom of the west wall, height is 150 cm (D1). And the 1.5 m directly
above D1 (D4). Create a Cartesian coordinate system with D1 as the origin. Because
the left-handed coordinate system is used in Unity, in order to ensure that the physical
space coincides with the virtual space, we also define the coordinate system as the same
left-handed coordinate system as Unity when usingUWB ranging. The following figures
show the mobile phone we use during the experiment, and the positioning of the UWB
base station (Fig. 5, Fig. 6 and Fig. 7).

Fig. 5. Tag is pasted on the phone
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Fig. 6. Top view of the gallery

Fig. 7. 3D model of the gallery
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Fig. 8. Location data acquisition model

2.3 Acquisition, Calculation, and Propagation of Positioning Coordinates

As shown in the figure above, in the UWB positioning system, we set up 4 base stations
to determine the coordinate position of the tag. We need to connect one of the base
stations to the server, and the server can calculate the distance measurement information
into position coordinates (x, y, z). In addition to calculating coordinates, the server here
also has the function of a location broadcaster. The user’s mobile phone can receive the
location information data broadcast by the server through Wi-Fi, so that the real-time
location data can be transmitted to the mobile phone. This also makes it possible to
retrieve location data by writing scripts (Fig. 8).

2.4 Establishment of Low-Resolution Proxy Model and Alignment with Virtual
and Real Space

In order to ensure that the MR annotations are not misplaced, the orientation of the
virtual space axes needs to be consistent with the direction of the real room. Different
from AR which does not reflect the perspective relationship, in order to realize the MR
with perspective function, we need to correct the direction of the coordinate axis of the
virtual space in the unity system in real time (Fig. 9).

The raw output data format of the gyroscope in the smartphone is AdcGyroXZ,
AdcGyroYZ read by theADC,which represent the corners of the projection of the vector
R (actually the direction of the smartphone) in the XZ and YZ planes, respectively. After
the two data are retrieved and compensated to obtain the negative value of AdcGyroXZ,
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Fig. 9. Gyroscope angle

AdcGyroYZ, it is added as an action command script to the virtual space axis built in
unity to rotate the virtual space. This correction process needs to be performed in real
time (Fig. 10).

Fig. 10. Angle correction

2.5 Keep the Virtual Camera in Sync with the Real Camera

In 2.4, we have achieved the coincidence of real space and virtual space. On the basis
of the above, the script is called to transfer the UWB location information transmitted
to the phone to the Unity, and bind it as an action command to the virtual camera. At
the same time, we also need to retrieve the angle data measured by the gyroscope in
real time in the user’s mobile phone to understand the orientation of the mobile phone
camera. After the user installs it on the phone, it can synchronize the virtual camera with
the real camera (Fig. 11).
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Fig. 11. Keep the virtual camera in sync with the real camera

2.6 Multimedia Annotations

The forms of annotations include text, video, images, and 3D models. In order to ensure
that visitors can still learn about the exhibits at a distance,we put a large number of videos
in the design. The details of annotation types are 50% for video, 30% for 3D models,
15% for pictures, and 5% for audio and text. When the visitor walks to the exhibit, they
can play the video by tapping the play button on the screen. For some ancient artifacts
with severe weathering corrosion, authors can reproduce their original form through 3D
modeling,this is also a way to revitalize ancient artifacts. Of course, these 3D models
are designed to be large to make sure it’s easy to see. To ensure that there is no overlap
or visual confusion between the 3D models, we will leave each annotation at a distance,
or only annotate the popular exhibits that are more prone to congestion, so that people
will not miss the knowledge contained in the popular exhibits when they are in line or
unable to get close to them.

2.7 Occlusion Relationship Processing and Rendering Synthesis

The establishment of a virtual model in Unity can be used to solve the occlusion rela-
tionship. In the museum, the walls will play a role in dividing the space and blocking the
view. Therefore, in the actual scene, when the visitor is in position (A), he should only
see the annotation of the exhibit on the same side (a), and should not see the annotation
(b) of the exhibit on the other side of the wall. The 1:1 modeling for real physical space
in Unity can achieve this effect. The (a) can be seen when the visitor is in position (A)
because the background of (a) is transparent during rendering (set to alpha channel).
This is to combine the annotation (a) with the realistic scene captured by the mobile
phone through rendering. At this time, the visitor cannot see (b) on the other side of the
wall. This is because during the rendering process, the virtual model (wall) created is set
to the alpha channel and acts as a mask to block the virtual camera. Therefore, visitors
will not see (a) and (b) at the same time. Which follow the occlusion relationship and the
perspective principle in the real space. When the annotation is a video, the play button
does not appear when it is occluded. The video can only be placed by clicking the play
button when the visitor moves to a position where there is no occlusion relationship with
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the annotation. This can effectively avoid sound interference, and visitors can actively
choose whether to watch the video during the visit (12).

Fig. 12. When visitors are touring

3 Results and Application

When the visitor pastes the tag on the phone and installs the apk, it can synchronize
the reality camera with the virtual camera. When visitors walk in the museum and face
the camera towards the exhibits, because of the occlusion relationship processing and
rendering synthesis, they can see the annotations that are transparent to the background
of the same side exhibit, but won’t see the annotations on the other side of the wall.
This is because authors simulated a virtual model in Unity to describe the spatial barrier
relationship. Through mask rendering, you can restore the basic situation that people’s
vision is obscured by objects in the real world. When visitor walks from one room to
another (from A to B), only (b) can be seen. The rendering result of the MR annotation
in the real environment conforms to the occlusion relationship of the real physical space.
The figure below shows an MR annotation of the exhibit. These multimedia annotations
enable the museum to display the scientific knowledge contained in the exhibits more
vividly, so as to carry out science education work better (Fig. 13).

Fig. 13. The annotation of exhibit
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4 Conclusions and Discussion

This design focus on the MR in special application scenario, which mainly support for
wide range of indoor spaces. Especially for the situation as line up to see the museum’s
popular exhibits during the holiday and the pavilion is too crowded to get close to the
exhibits. TheUWB-based positioningmethod can avoid signal occluded often appearing
in ultrasound and GPS. At the same time, the positioning accuracy is higher, the cost is
lower, and it can support more users. Rich forms of annotation make the introduction of
exhibits more comprehensive and enhance the function of museums as places of science
education.

Similar comparisons and tests were conducted to ensure that the system could meet
the localization function of high visitor flow and low funding for museums in developing
countries. First, we compare the cost of the system with other AR/MR equipment. The
application scope of this system is up to 300 m, which can be satisfied by arranging 1 or
2 pieces in each museum. The price of a single basic system is about RMB 3,000, the
mobile phone is for tourists to bring. The system is relatively simple and maintenance
costs are low. Compared with HoloLens (price for each set is 20000–50000 RMB) and
Magic Leap (price for each set is about 30000 RMB). This system has a relatively
obvious price advantage, thus easy to popularize.

After that, we conducted two sets of experiments to test the accuracy of the system
when visitors are close to the exhibits and the advantage degree when visitors are far
away from the exhibits. We recruited 10 experiencers to test the tracking accuracy and
experience of the system. According to the test1 (Fig. 14), when the distance between the
person and the exhibit ismore than 1.5m, the accuracy can reachmore than 99.9%.When
the distance is 0.75–1.5 m, the accuracy of the system meets the viewing requirements.
The following figure shows the feedback of the subjects when they are at different
distances from the exhibits. We use green to indicate that the subject feels comfortable
and it is the appropriate distance, yellow to indicate that it is the most comfortable and
optimal distance, and gray to indicate that it is not comfortable to see at this distance.
Different colors can show the optimal distance distribution more intuitively.

Fig. 14. User test feedback (Color figure online)



340 Y. Zhang and Y. Zi

In the test2 (Fig. 15), we arranged the 10 subjects to simulate the queuing situation.
Use this system to watch a 3-min video annotation of an exhibit when it is more than 3
meters away from it. The following figure shows the feedback of the subjects’ viewing
experience. In the simulated queue to see the exhibits, all 10 subjects said they saw clear
videos. Almost all the subjects were satisfied with the screen size, but Subject5 said he
thought it would be better if the phone had a larger screen. All subjects said that they
learned about the exhibits by watching the video, and many subjects said that this could
relieve anxiety in queuing. To sum up, the feedback is that the system performs well in
the sense of experience and adaptability. SDK like Vuforia and VisionLib cannot realize
that. This is also the outstanding advantage of the system.

Fig. 15. The viewing experience in a distant context

This design supports more multimedia types of annotations. Compared with tra-
ditional two-dimensional annotations based on words and pictures in the museum, it
has stronger cross-cultural communication ability. The form of higher interactivity can
also better stimulate visitors’ interest in visiting. Unmarked MR can solve the problems
caused by the surge in museum visits during the holidays. In a crowded environment,
only visitors close to the exhibit can read the annotated panels or scan the AR mark-
ers, while for those who are far away, the annotations on the panels lose their actual
communication and annotation value.

There are still some unresolved issues and deficiencies in this design. Initialization
needs to be done for specific context, and the UWB positioning system has a certain
positional error (less than 5 cm). So this only targeted to solve the problem of crowding
in a large area of indoor environment, it is not suitable for small exhibits and super close
viewing. When the area is economically developed enough for the museum to increase
investment, more expensive equipment can be used to enhance the visiting experience.

Acknowledgements. The work is supported by Ministry of Education (China) Humanities and
Social Sciences Research Foundation under Grant No.: 19A10358002.
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Abstract. This paper describes the development of a HoloLens application for
experimenting the ability to collaboratively monitor flight tests by a shared
holographic-like tabletop approach. The situational awareness arising from a high
sense of presence deriving from the glasses-based holographic representation of
the flying scenario leads to effective decision making. Moreover, the optical see-
through MR approach to in-site collaboration makes inter-person communication
as easy as in the reality. Finally, the shared holographic representation virtually
recreated in the in-between space among participants promises a visually coherent
basis for “look here” collaboration style.

A flexible architecture is proposed for this application separating the core
app from the data feeds for a slimmer development-deployment process, and
technologies and data source to be used for the realization are reviewed.

Finally, the paper reports the results of experimental use of the systemcollected
in a couple of flight tests held in ourCenter, and allows readers to drawaperspective
pathway to future MR developments.

Keywords: Holographic immersive visualization · Collaboration · Shared
mixed reality · Automatic Dependent Surveillance - Broadcast (ADS-B) · Air
Traffic Control (ATC) · Air Traffic Management (ATM) · HoloLens · Open
Sound Control (OSC)

1 Introduction

Tactical planning is a top-level, top-down strategic planning which requires a big-picture
situational awareness of the complexity to manage. The strategic-tactical one constitutes
the highest level of planning for a mission involving forces in the field (air, naval, ground
vehicles, and humans) cooperating with a common goal under a central coordination.

Widely figurable in the military for high-level strategic situational awareness and
issuing decisions down to field forces, this model could be applied in the civilian domain
as well; to name a few, in firefighting [1] which is actually a war against the fire, and in
Air Traffic Management. Strategic/tactical planning usually involves multiple persons,
each with own specialization and authority, leveraging a key common understanding of
the situation for taking the right decisions.

A representation in three-dimensional computer graphics of the territory and the
arrangement of forces in the field, alongwith other graphic symbols representing relevant
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data such as the weather conditions, visually summarize situations to decision makers
in a complete and effective way, giving the possibility of in-depth detailed exploration
by arbitrarily moving the point of view around the scene.

An effective approach to the big picture-style monitoring of air traffic around an
airport could take advantage of modern see-through technology for holographic-style
visualization. With this approach, one or more persons acting in the ATM/ATC decision
process with maybe different roles or authority can look at a 3D terrain model of the
area surrounding an airport and see geo-located representations of flying aircrafts, along
with relevant aircraft info. Additionally, spatial graphics representations of meteorologi-
cal conditions (turbulence, wind, etc.), relevant 3D ground obstacles, and additional info
such e.g. as 4D agreed trajectories of the aircrafts might be added under users’ spec-
ification to the 3D representation which is visualized in view-dependent way through
the glasses displays in stereoscopic form (hologram). A synchronization mechanism
ensures that participants view the same scene each in his/her own point of view, with
the ability to freely move around it, zoom to reveal details, to command changes in the
representations (e.g. zoom in/out, add or remove features) and to forward changes to the
other participants. Vocal commands and finger pointing further contribute to raise the
naturalness of the interaction.

Such a hologram-based collaborative, multi-user, big-picture approach enriches the
situational awareness of the ATC team as it collects all relevant data into one single
actively-updated representation, presented in a very intuitive way, and is shared among
them. The several eyes looking at a common representation, with fluid non-mutually
interfering intra-team communication, can more easily detect critical evolutions and
conflicts of the managed situation. Last, yet not least important, such a system favors a
rapid perception of the needed awareness of personnel in the current situation in case of
“manual” management of critical situations, which, by anticipating the human role in
the future automated ATM/ATC, might take a bit of time to tune in to the traffic situation.

Modern eXtended Reality technologies (Virtual Reality, Augmented Reality, and
their mixed combination) allow the fruition of these three-dimensional graphic rep-
resentations in an intuitive and natural way thanks to visual immersion, stereoscopic
visualization and point of view tracking, as well as the possibility of sharing the experi-
ence among several people - even geographically distant. The immersive visualization
in Virtual Reality (VR) provides a wide field of view but prevents collaborating people
from seeing each other in the reality e.g. sharing gestural indications and other visual
communication that cannot be easily represented in the simulated graphic environment.
Conversely, Mixed Reality (MR) combines three-dimensional view-dependent repre-
sentations in the user’s visual space with the real view and the related communication
possibilities with collaborators at the price of a less extensive graphic window compared
to VR. Thus, the MR-style approach of holographic glasses exploits two key features:

• 6-DoF inside-out head tracking with respect to environment features (furniture, walls,
desks, etc.) which resembles AR’s pose estimation – e.g. two of more participants can
look at the same hologram each by a different point of view;

• keeping the communication between the participating persons as natural as in the
reality (they are able to see each other through the optical see-through screens, and
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they can communicate verbally or gesturally, including the possibility to point out a
feature in the 3D scene and the others can look at it).

The objective of the described research and related experimentation was to create a
collaborative Mixed Reality environment, that we called Holographic Shared Tactical
Tabletop (HSTT). The aim is to use it for monitoring an aircraft flight mission along with
other active actors (e.g. other cooperating aircrafts or non-collaborative intruders) and
passive constraints (no-fly zones, obstacles) of the mission within a three-dimensional
graphic representation of the scenario. In the purposes of our aimed experience, we want
to keep the user interface as simple as possible, so that for naturalness the recreated sce-
nario occupies the holographic 3D space by alone. A limited number of voice command
will suffice for users to interact with scenario content (show/hide features, zoom in/out
the terrain tile extent, etc.).

2 Related Work

In recent years, other pilot and research experiences have been underway in the world
both in military and civil areas on the topic of shared three-dimensional relief maps used
as tactical tabletop scale model.

Su et al. [2] dealtwith 3Dholographic object registration for a shared augmented real-
ity application with Microsoft HoloLens, and set up a sensor data-fusion framework for
improving function’s accuracy leveraging external sensors; based on this, they devel-
oped a shared augmented reality application supporting a mission-planning scenario
using multiple holographic displays to illustrate details of a mission.

Chusetthagarn et al. [3] used the concept of Microsoft’s HoloLens spatial anchors
to create a collaborative AR environment that can work through the server in Holo-
toolkits running under the Unity platform, and demonstrated collaborative AR in shared
application for disaster management.

In [4], Kase and her co-authors developed a survey instrument, Shared Augmented
Reality Experience (SARE), for conducting a user-based experiment collecting perfor-
mance data. The assessment compared a HoloLens device to a traditional 2D flat screen
display against performance metrics regarding an intelligence mission-planning task.

Croft et al. [5] developed aCommand andControl display systemusing theMicrosoft
HoloLens and the Intelligent Multi-UxV Planner with Adaptive Collaborative Control
Technologies (IMPACT) as a demonstration of a new advanced user interface. This
allows human-to-human-to-machine collaboration for situational awareness, decision-
making, and C2 planning and execution of simulated multi, unmanned and autonomous
heterogeneous vehicles.

On the non-research side, Saab Australia was one of the first developers invited by
Microsoft into theirMixed Reality partner program, and they were among the first to cre-
ate HoloLens-based shared applications used for the defense and resources management
decision-making (Fig. 1).

A pre-holographic experience to simulate air traffic control by means of a prototype
tabletop interface has been done in 2007 by the VR Lab research group led by Francesca
De Crescenzio at University of Bologna-Forlì, Italy [7, 8]. Their TABO prototype was
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Fig. 1. Mixed Reality-based collaborative operational environment visualization (source: [6]).

a rear (under)-projected tabletop with a glass plate acting as display screen in which an
ATC scenery was visualized in a stereoscopic form. Two or more persons looking from
the same side could, thus, effectively share a 3D representation of the decision-making
scenario. More recently, in the HoloLens era, they applied glasses-based holographic
representations to augment the real view out of the ATC tower windows in the SESAR
2020 RETINA project [9], so that aircrafts approaching an airport can be easily located
in the sky by an air traffic controller wearing a HoloLens. By subjective view approach,
RETINA only shows flying aircrafts falling within the user glasses’ field of view, while
a tabletop approach such as ours put users from a God’s eye point of view, which instead
encompasses all the air traffic within the selected territory tile.

Lastly, in a recent work, Han et al. [10] at Sejong University, Seoul, Korea, started
from International Civil AviationOrganization (ICAO) forecasts of air traffic controllers’
increase in workload due to future air traffic expansion, and its recommendations of
stronger controllers’ simulator education. Thus, authors first carried out and reported
deep surveys of air traffic controllers’ current habits and quests for a future operational
environment. Then, they propose a 4D mixed reality system using both visual and voice
interaction through a HoloLens, with interaction mechanisms to control traffic in the air
as well as on the ground. Users can switch between multiple interfaces within a single
holographic display by 3D menus or voice commands. Moreover, controllers can give
plain voice commands to endpoint pilots, and 3D spatial audio was used to make them
to interpret the location of airplanes in the holographic space. This is a comprehensive
system and represents a reference milestone for any further work in the field.

3 Survey of Applicable Technologies

The following chapters describe a series of technologies (electronic, IT) and data and
related sources emerging as applicable and a common factor for the implementation of
the HSTT application.
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3.1 Glasses-Based Holographic-Like Visualization

In the present state of technology, in order to see a hologram, or, rather, a virtual three-
dimensional representation that seems to materialize in the space in front of and sur-
rounding an observer, it is necessary to combine a series of techniques and technologies
such as:

• Stereoscopic visualization, to recreate the perception of the depth of the scene and
therefore of its three-dimensionality;

• Optical see-through MR glasses, with semi-transparent displays;
• A set of sensors attached to the glasses that support the 3D pose estimation function -
or inside-out tracking with six degrees of freedom (6-DoF - position and orientation).

The first function combined with the second gives rise to the latest generation of
stereoscopic MR holographic glasses with semi-transparent displays. The integration of
the sensors referred to in the last point allows a user who wears these glasses to see
the virtual three-dimensional representation steadily anchored in the space in front of
him and allowing panning around or move closer to away from it as if in front of an
equivalent physical representation, albeit immaterial.

The forerunner of this new technological sector was Microsoft with its HoloLens.
Microsoft recently announced an upgraded and improved second version that went on
sale in the United States, Japan, China, Germany, Canada, United Kingdom, Ireland,
France, Australia and New Zealand on the 7th of November 2019 Subsequently, the
Magic Leap One became available - more compact than HoloLens and maybe more
practical to wear, albeit with the same annular band for the head rather than a helmet
for immersive Virtual Reality as the HoloLens. The Magic Leap One model has a belt-
attached computer whereas the HoloLens has it totally integrated into the structure
instead.

The availability in our Virtual Reality Laboratory of a pair of HoloLens units deter-
mined the choice of the MR-holographic glasses technology as the base for HSTT
development, at least for the presented 2019 version (Fig. 2).

Fig. 2. Holographic AR glasses: Microsoft HoloLens (left), HoloLens 2 (center), Magic Leap
One (right).

3.2 The MixedRealityToolkit.Sharing Client-Server Software Library

“The MixedRealityToolkit.Sharing library allows applications based on Microsoft’s
MixedReality Toolkit to spanmultiple devices and enable collaboration on a holographic
basis. Originally developed for OnSight, a collaboration between SOTA (a Microsoft
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study) and NASA to improve their current Mars rover planning tool with HoloLens,
MixedRealityToolkit.Sharing allows users to use multiple devices for a collaborative
activity by allowing apps running on each device to communicate and stay synchronized
in real time. Users in the same room or remote locations can collaborate with each other
(who also use multiple devices).”1

The MixedRealityToolkit.Sharing library is distributed in source code through the
Github platform [12].

3.3 The OSC General-Purpose Protocol

OSC - Open Sound Control [19] is a structured-typed general-purpose protocol based
on the creation and sending of messages identified by an address string and a series of
parameters that constitute the topics of the message. The address, despite the misleading
name used in the definition of the standard, is an ASCII string conventionally preceded
by the/(slash) symbol that identifies a message. Sub-addresses can be arbitrarily defined
to follow the former with the aim of addressing specific functions within the family of
messages with the same address.

Arguments in an OSC message are typed, that is, they are packed into the message
while keeping information about their type. OSC supports the most common types used
in programming such as 32-bit integers (int32), 32-bit floating point (float32), character
strings, unsigned 64-bit integers for transmission e.g. of time, and a blob type - generic
byte array for exchanging unstructured binary data.

Messages can be sent both individually and as a bundle, that is, in a group for “all
together” processing upon receipt. This may be the case when updating a graphic scene
following a simulation step where the multiple changes in the scene make sense only if
applied all together to avoid partial misleading updates.

TheOSC communication layer is deliberately left unspecified because this is actually
an instrument for transporting information “packed” by OSC and has no type constraints
(serial connection, MIDI, IP socket) nor implementation. Typically, in the use for mes-
sage exchange between applications on the local network OSC is based on an IP socket,
and in particular on UDP transport protocol.

We have chosen the OSC protocol with respect to other middleware frame-
work/protocol because it is lightweight, available for many programming languages and
not needing any server part for message distribution. We already have used it numerous
times in other laboratory applications that without any code change or recompilation
can already exchange data with our HSTT system.

3.4 ADS-B Air Surveillance Technology: Receivers and Dump1090 Software

Automatic Dependent Surveillance - Broadcast (ADS-B) [13] is an air traffic monitoring
technology bywhich an aircraft after determining its position through satellite navigation
broadcasts this position (ADS-BOut), allowing tracking by others (other aircrafts and/or
Air Traffic Control) that are equipped with the corresponding receivers (ADS-B In).
Automatic stands for non-requiring voluntary human intervention, while Dependent is

1 Description of MixedRealityToolkit.Sharing from the Github webpage [12].
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to represent the dependence on the data of the plane’s navigation system (typicallyGPSor
other global terrestrial positioning system). The signals are unencrypted and transmission
takes place in the 1090 MHz reserved band through transmission equipment called the
Universal Access Transceiver (UAT).

Although not yet mandatory by international regulations, practically all commercial
aviation aircrafts, as well asmore andmore general aviation aircraft are already equipped
with ADS-B.

For amateur purposes, ground ADS-B reception dump1090 is an open-source soft-
ware for receiving ADS-B signals bymeans of a Software-Defined Radio (SDR) dongle.
Cheap hardware (Fig. 3) and free software such as dump1090 can be used to display
the speed, route, altitude, name and identification of an aircraft equipped with an ADS-
B transponder within 200+ nautical miles from the receiver as far as it is placed in a
position favorable to radio reception and equipped with a good gain antenna (Fig. 3).

Fig. 3. USB SDR dongle for receiving ADS-B signals [20] (left), and related 9 dBi antenna [21]
(right) - objects not in the same scale.

Appropriately modified to send OSC messages, the dump1090 software constitutes
a solid basis for the implementation of a client app for reading the surrounding air traffic
using an ADS-B receiver of the cheap USB dongle class and sending this data to the
geographical holographic 3D representation of the HSTT.

In order to be detected by dump1090 on our server’s Windows 10 laptop, the SDR
ADS-B dongle in Fig. 3 required the installation of a special USB driver with the help
of the Zadig utility [22] as showed in Fig. 4.

Fig. 4. The Zadig utility window showing the WinUSB driver to install for our ADS-B receiver
dongle.



350 B. Sikorski et al.

4 Survey of Usable Data Sources

Data sources referred to in the proposed HSTT consist in those of digital cartography
and digital terrain, in order to feed the three-dimensional holographic representation of
the terrain in support of the specific thematic views of the tactical tabletop application.

4.1 3D Digital Terrain: ESRI ArcGIS REST Services

ESRI ArcGIS WorldElevation3D/Terrain3D (ImageServer) [14] provides global eleva-
tion data for use in 3D applications. You can use this data to view 3D maps and layers.
Terrain heights are based on several sources. The heights are orthometric (sea level =
0) and the water bodies that are above the sea level have the approximate nominal water
heights. This layer includes data from multiple sources ranging from a resolution of
one point every 1000 m to one every 3 m, including USGS NED (1/9, 1/3, 1 and 2
arc seconds) covering North America, SRTM (3 arc seconds) covering 60 north and
56 south and USGS GMTED (7.5, 15 and 30 arc seconds) covering global terrestrial
data contributors and other members of the GIS community including Europe.

A code asset for Unity is provided by ESRI of a sample integration of 3D terrain
functionality in applications such as our HSTT (see Sect. 6).

4.2 The OpenStreetMap Open Digital Cartography and the OSM2World Data
Converter

OpenStreetMap [15] is a world map created by enthusiasts, ordinary people not affiliated
with any commercial activity in providing maps software, and free to use under an open
license. The map repository is fed by a community of mappers who contribute and keep
data updated about roads, buildings, public service lines and more, from all over the
world.

The OpenStreetMap website offers, in addition to a viewer for interactive explo-
ration of the cartographic map, the possibility to download data relating to an area by
interactively highlighting its rectangular geographical area. One of the file formats, the
OSM, is in clear documented XML format and easily decodable.

OpenStreetMap data are essentially two-dimensional and georeferenced (that is,
defined in longitude-latitude geographic coordinates). For the purposes of interactive
consultation in the form of a 2D map this is sufficient, while to map it as a cartographic
layer on a 3D terrain it is necessary to know, point by point, the elevation of the terrain
in order to make three-dimensional the underlying digital terrain.

Furthermore, the cartographic data in the OSM format is defined “by type” (roads,
buildings, power lines, railway lines, public green, etc.) [16], therefore to be transformed
into a 3D polygonal model, an interpretation based on the models of the features is
needed. An example could be the width of the “tape” that will graphically represent a
road will be wide according to the type of road in the OpenStreetMap classification to
distinguish a highway from a cycle way and dozens of other sub-types.

OSM2World [17] is a converter that creates a three-dimensional model of the world
based on OpenStreetMap data exported in XML OSM format. The 3D model produced
can be exported in different formats including the Wavefront OBJ, whose direct import
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is supported by Unity. OSM2World can be used both in batches, for long conversions of
medium-large data sets, and interactively through a practical GUI.

For the three-dimensional conformation of the map data to OSM2World, the terrain
elevation files of the area to which the map data refer must be supplied separately from
the distribution of the software package. SRTM elevation data in HGT format can be
downloaded interactively e.g. from the Viewfinderpanoramas.org website [18].

The developers warned users that the support for the elevation of the ground by
OSM2World was unstable and inefficient (long lasting conversion, and unusual core
memory occupation) for the conversion of medium-large areas (e.g. of the order of
magnitude of a large city center). For these reasons, it was only possible to convert the
rural area surrounding our Research Center where we tested the HSTT (Fig. 5).

Fig. 5. 3D georeferenced model of the area surrounding our Research Center output of
OSM2World, including the airport grass runway (green strip) (Color figure online).

5 HSTT Architecture Design

The main objective of the architectural design proposed for the HSTT system is to make
the client application for HoloLens as light and generic as possible with respect to the
various client applications and the related external data sources. In this way, as long as
the implemented functionalities are general enough, the impact of additions or changes
on the HoloLens client is minimal or null. Another goal of keeping application-specific
parts external is that its compilation does not depend on application-specific libraries
e.g. for reading from devices or from particular formats of data files or databases. In
the proposed architectural design, this objective is pursued by ensuring that HoloLens
clients, based on the Unity development environment, perform functions, essentially
graphical, in response to the reception of structured messages from client applications
(see Sect. 3.4).

The logical architecture represented in Fig. 6 formalizes the client-server approach
chosen for the architecture of the HSTT. The set of message server and display user
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customers (center and left in the figure) offer client applications (right in the figure)
a series of services, which, for the most part, will be reflected in a change (additions,
removals, changes) of the holographic representation. And, for other usage, they will
provide specific information to the applications such as, for example, the geographical
delimitation of the 3D terrain displayed at that time.

Message
server

user device

Client app

Data file

On-line
source

Device

Text file

Visualiza�on
client(s)

Data
server

Fig. 6. Logical architecture of the HSTT system.

Users’ visualization clients, in turn, will use themessage server as the tool for sharing
and updating the status of the program, including the spatial reference of the holographic
representation (Spatial Anchor, in the Microsoft’s Holographic Computing SDK) to be
taken as base reference to each user’s subjective view offset (view dependent).

Each visualization client will access the geographical data server (leftmost in Fig. 6)
independently creating its own representation of the 3D terrain.

In Fig. 7 the logical architecture has been translated into a physical correspondent
where the functions, modules and devices take on specific names, roles and locations.
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Fig. 7. Physical architecture proposed for the HSTT system.
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From an IT point of view, the core of the HSTT application consists of two server
programs, the MixedRealityToolkit.Sharing and the OSC Server, the latter developed
specifically for the HSTT. These can also be run on the same computer, as small amount
of resources are required.Keyparts of the software scenario includeoneormore instances
of the client programs for HoloLens, which must be deployed on the device (via direct
USB connection or via local network or the Internet). Each client application (rightmost
in Fig. 6) can be run separately and if necessary, possibly on the same computer as the
two servers, by mapping their destination addresses and ports in accordance with the
reception of the UDP packets of OSC messages by the OSC Server. The two servers and
the client applications can all be hosted on a single laptop computer to which the USB
SDR dongle for the reception of the ADS-B and the relative antenna can be attached,
for a compact and energetically autonomous, deployable anywhere, setup.

The role of the external protocol of the HSTT, based on the structured-typed OSC
protocol introduced in 3.3, is described later in 5.1.

As mentioned earlier, each display client accesses the geographic data server inde-
pendently. Although this architectural choice appeared as an unnecessary duplication of
the function and which leads to the doubling - in the case of two participants - of the
network bandwidth used, the possibilities offered by the message server used internally
did not include data caching. To move access functions to ArcGIS terrain mapping data
from clients to the internal server is, now, too expensive as development effort and will
be considered as enhancement for future developments.

The recognition of voice commands is a functional software addition to the hard-
ware of the HoloLens, which is simply programmed in terms of voice-command
correspondence - a function performed on board each device.

5.1 The OSC-Based External Application Protocol

As mentioned at the beginning of Sect. 5, the basic architectural choice was to keep the
client application running on board the HoloLens as light and general as possible, which
offers, with the possibility of activation from the outside, a set of functions usable by
client applications. The applications using the HSTT services are made up of programs
external to the core of the HSTT, actually communicating with it by means of messages
in a defined protocol based on OSC.

The main OSC messages are messages from the ADS-B client regarding detected
aircrafts and their parameters: identifier, aircraft type, geographical position, altitude
and heading.

An example of the generality with which the external HSTT protocol was designed
is the Cone function. The cone is a graphic primitive that can be drawn by the
graphic client for the HoloLens developed in the HSTT project which, suitably param-
eterized (top and bottom diameter, height, orientation, georeferenced position, mate-
rial/transparency/color/texture and other parameters), can be used to draw e.g. a wind-
sock for the Meteo application client. Another cone example is a conical volume of air
space that has – or has not – to be crossed by an aircraft, or even to represent the lobe
of a tracking antenna that moves in pursuit of an aircraft in flight. The on-terrain 3D red
ring marker underneath the volume cone in Fig. 10 is also designed using cones; three
to be exact.
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We wanted to avoid the internal transcoding of the messages from the external pro-
tocol of the HSTT, based on OSC, to the internal one based on the message server Mixe-
dRealityToolkit.Sharing. In fact, this hasn’t any functional advantage, and would have
only been done in order to make the external protocol messages to reach the HoloLens
clients. Thus, in the OSC Server module, OSC messages from external client apps are
“transferred” sic-et-simpliciter for internal transport to clients - without interpretation or
transcoding - in a MixedRealityToolkit.Sharing message internally classified as “OSC
message”. As such, they arrive at HoloLens clients where they are eventually put back in
the formofOSCmessages, and finally interpreted.With this approach, the burden of their
interpretation occurs just once instead of the two that would be required by doing it also
in the OSC Server. In this way, the internal protocol of the MixedRealityToolkit.Sharing
server is transparent to the external OSC-based protocol allowing HoloLens clients to
be reached by the external protocol of the HSTT and to keep up to date with each other
towards the requests of the client apps.

6 Implementation

The prototype HSTT system has been developed in Unity utilizing the integration of the
Microsoft Mixed Reality Toolkit (MRTK) [23] and the MixedRealityToolkit.Sharing
library (see 3.2). During our development timeframe, Microsoft has released a new
version of the MRTK, the 2.0, to address the newly coming HoloLens 2 yet retro-
compatible with HoloLens 1. InMRTK 2.0 Spatial Anchors are shared via theMicrosoft
Azure cloud platform instead of the server core memory. Because we did not want to
switch completely to a new platform, Azure, for the sharing part we have tried to utilize
the last version of MRTK just before v2.0 (the Dev_Working_Branch on Github), but
the porting effort has been not so trivial. There were numerous changes, with newly
introduced registrations of assets, but with no improvement in the stability of Spatial
Anchor sharing as we hoped, so we reverted to the initial MRTK version that we started
to work with.

The HoloLens Terrain Viewer, an experimental mapping application for HoloLens
developed by ERSI’s Prototype Lab [24], has been the basis for a tile-based terrain
visualization in our prototype app. The sample app constructs Unity terrains at runtime
in the form of Splat Maps from imagery and elevation data, dynamically sourced from
ArcGIS Online (see 4.1). Unfortunately, a Unity Terrain Object has the limitation that it
cannot be rotated, and this conflicts with the approach of sharing a HoloLens’s Spatial
Anchor amongmultiple participants by not allowing an offset transformation to their own
local pose. Thus, we rewrote the terrain visualization subsystem of the HoloLens Terrain
Viewer substituting the Terrain Object by transformable textured graphics primitives
(meshes), with no apparent loss of performance for the tile size of our prototype (256 x
256).

7 Results

The HSTT prototype system has been finalized in September 2019, and an example MR
screenshot is reported in Fig. 8. Then it has been experimented with in two flight cam-
paigns held at CIRA in the October-December 2019 timeframe. The Italian Aerospace
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Research Centre site is adjoining to the Capua airport, which is used by general avi-
ation and ultralight-class aircraft manufacturers for flight testing, and by our center’s
experimental aircraft FLARE (Fig. 9). The latter has been the main flying actor of our
experimental campaigns and is equipped with an ADS-B Out transmitter for signaling
its position to the surrounding air traffic.

Fig. 8. A user-captured picture of the HSTT with 3D terrain populated by flying aircrafts (Color
figure online).

Fig. 9. The CIRA FLARE flight testbed (TECNAM P92-S Echo) and its 2500-triangle virtual
counterpart in the HSTT application.

The SESAR 2020 GRADE project – GNSS Solutions for Increased GA and Rotor-
craft Airport Accessibility Demonstration – gave our HSTT the first opportunity to be
experimented in a real flight context. In its flight trial scenario, the subject aircraft has
to execute GNSS-based departures and approaches around the airport area, which were
monitored by people in and outside the FLARE Ground Station even through our MR
prototype setup. Since this trial has been held in the country field or our Center, our
autonomous setup included a laptop connected to Internet via a 4G smartphone–shared
Wi-Fi connection. The single HoloLens used in this trial was connected in Wi-Fi to the
laptop, with the Hotspot function enabled on the latter in order to make the HoloLens to
access the Internet.

A second opportunity of experimenting the HSTT prototype was in December 2019
in a flight trial campaign for the ENAC accreditation of our Center’s Environmental
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Acoustic Lab. A ground microphone was registering an acoustic signature from the
ground. Its “useful” space volume, defined by predetermined tolerance levels, was rep-
resented as “listening” to within a truncated conical air space (the mid-air truncated cone
in Fig. 10). The experimental aircraft FLARE had to fly above the ground microphone
within specified parameters for the flight to be valid for the pursued certification – its
flight path must have flown through the predetermined air volume. Due to safety reasons
the use of our HSTT application by the pilot on board was excluded, he was helped
nevertheless to cross the conical air space by radio indications from a ground operator
wearing the HoloLens glasses with the HSTT running. In fact, both the aircraft’s flight
traces (on ground – red, in air – yellow) gave the operator the confidence on whether the
aircraft could fly and effectively did, into the cone or not (Fig. 10). When the ground
help wearing the HoloLens was realizing that the aircraft would have flown outside of
the cone, he was able to suggest via radio the on-board pilot corrective maneuvers in
order to meet the goal. A post-processing analysis of the actual aircraft trajectories has
validated what has been seen by the HSTT-equipped operator.

Fig. 10. Uncropped 3D georeferenced objects laid over the digital terrain and left extending
beyond the terrain tile.

The experimental setup included a laptop computer, which acted as an Internet
hotspot and hosted all the necessary programs, namely the OSC message server, the
MixedRealityToolkit.Sharing-based server, and the dump1090 ADS-B decoder. A sin-
gle or pair of HoloLens accessed Internet through the laptop for downloading terrain
data from the ESRI ArcGIS server, and for communicating with the sharing server and,
thus, between them.

In our experience, the sharing capability that we implemented in the HSTT based
on the MixedRealityToolkit.Sharing library has revealed to be not reliable enough for
collaboration experiment sessions. The sharing of Spatial Anchors had an intermittent,
unpredictable behavior, and their exchange from aHoloLens unit to another participant’s
one was not easily traceable along the various levels of libraries they crossed. Hence,
the completion callbacks were the only usable debugging mechanism, and only when
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Fig. 11. One of the participants in a two-person collaborative session indicating the other
participant where he actually sees the two flying aircrafts in his hologram space.

running in the emulator. Figure 11 depicts a situation of correct working of the view
sharing mechanism.

Performances of the HoloLens clients with a limited-complexity scenario (the 256
x 256 terrain tile, and an air traffic of 1–2 aircrafts) were very good and the app run
fluidly. Overlaying the quite complex cartographic data set onto the terrain representa-
tion (Fig. 10), and/or complicating the air traffic scenario to 10+ aircrafts, significantly
downgraded app performances as largely expected, supposedly due to the limited 3D
graphics capabilities of the device (Microsoft recommendations in this aspect are clear,
though). The negative effect is more evident on the motion-to-view latency than on the
update of the flying scenario, which may occur at an unpredictable rate of the ADS-B
messages reception.

The HoloLens tracking when a user moved around a holographic representation in
the real space has proven rock-solid in all circumstances as expected, even in outdoor
use. The HoloLens vocal command recognition has proven both solid and flexible in
being quite tolerant to non-mother-tongue English speakers.

The usability of the HoloLens outdoor with sun exposure has been revealed as crit-
ical, with too much light limiting the correct perception of the displayed graphics. For
mitigating such a problem, we have put a sunglass filter in front of each display.

The ADS-B reception has sometime revealed difficult, especially when the line of
sight between the transmitting aircraft and the receiving antenna is occluded by some
artifacts, such as when an aircraft flies low on the horizon (e.g. when landing) and the
receiving station is on the ground as well. Paradoxically, the airlines hi-route air traffic
was usually captured clearly; instead, it was not the low altitude one around the receiver
when in presence of hard obstacles.

Although the implemented possibility to change the scale of the visualized terrain tile
(zoom in or out) is discreet and not arbitrary (follows the guidelines of multi-resolution
image pyramids implemented by top Tile Map Service providers like ArcGIS, Google
and Microsoft) it was proven to be a very desirable feature. For instance, vocalizing
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the “decrease level”, even a few times, allowed to pinpoint the location of actors (like
our FLARE testbed aircraft) especially when they were out of the focus region while
preparing for the fly-over events. As soon as they began approaching the focus region, in
our ENAC accreditation experiment it was the location of the cone-shaped space volume,
we could once again increase resolution of the visualized terrain and surroundings by
issuing the “increase level” vocal command.

Introduction of vocal commands to change the visual perception of the scene like
“show/hide features” and changing the scale of the visualized region of interest allowed
a true hands-free experience of the HSTT application. Speech synthesis was added as
an aural confirmation of given speech commands, since voice recognition is not always
100% reliable. Synthesized speech feedback was also useful to acknowledge commands
that require some time before they are visually apparent, like the download from Internet
servers of the 3D terrain data and creation of the graphical representation of the terrain.

The currently implemented voice commands are:

• Help – recites currently recognized voice commands
• Information – recites some current visualization parameters (tile zoom level etc.)
• Reset Placement – reactivates the procedure for world tile placement
• Increase/Decrease Level – increases/decreases the tile level (zoom)
• Show/Hide features – toggles visualization of terrain features
• Reset Annotations – deletes all annotations.

No test of application usability has been performed yet, neither in absolute nor in
comparison to a “standard” application of the same type, which, in this case, could be
a 3D visualization of the live tactical scenario on an either conventional or stereoscopic
display/projection system.

8 Conclusions and Perspectives

The attractiveness of a holographic-like tabletop fully sharable from multiple points
of view for collaborative strategic-tactical monitoring and decision making, along the
maturity of the HoloLens MR solution, has pushed our VR Lab to develop a prototype
application for an hands-on experience with this concept. Our experiments ‘till now
have been held with few real aircrafts flying concurrently in the holographic scenario,
yet with additional features on the territory which customized each application to the
flight trial scopes. Sharing sessions has not been convincing concerning the reliability
of the solution implemented, and we aim to get back on it with a MRTK 2.0-based setup
soon.

On the usage field side, an attractive perspective is to see MR techniques and tech-
nologies to experimentally enter in the air traffic control tower, with the aim of testing
MR solutions for big-picture situational awareness by air traffic controllers and to prove
their effectiveness in their perspective way to operate in the Future Sky ATM concepts.

On the technical side, an attractive opportunity for future developments of MR apps
is to switch to OpenXR. OpenXR [25] is a new Khronos standard API enabling cross-
platform applications for thewide interoperability of apps and devices aiming at prevent-
ing XRmarket fragmentation. Along with the multi-platform nature of app development
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environments such as Unity and Unreal, OpenXR is the answer to the write once, deploy
everywhere quest of both XR hardware and software developers. Engine/development
IDEs have to support the Application Interface level of OpenXR, while VR/AR/MR
hardware manufacturers have to support it at the Device Plugin Interface level in order
to make their devices visible at runtime in OpenXR-capable engines.

In apps such as our HSTT, interfacing the OpenXR API e.g. in Unity would result
in transparent deployability of the app in a variety of MR-capable glasses, and a col-
laboration scenario with a heterogeneous set of glasses in the same session (e.g. using
HoloLens and Magic Leap One alongside).
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Abstract. Differences in screen size of mobile devices can affect users’ experi-
ence of products, but very few researches have confirmed that differences in screen
size of mobile devices can affect users’ experience of VR/AR content are few, or
even affect the choice of VR/AR content form by 3D content creators. The authors
use the AR and VR forms of the same 3D content to evaluate the participants’
convenience, intuitive feedback and comfort of VR/AR interactive experience on
mobile devices with different screen sizes, in order to explore whether the differ-
ence of screen size affects the experience effect of 3D content AR/VR. Research
has shown that participants tend to use larger screen mobile devices for interactive
experiences, but not the larger the screen of the mobile device used, the stronger
the willingness of participants are. We found that participants tend to use mobile
devices with moderate screen size for VR/AR interaction.

Keywords: VR/AR · Screen size · User selection

1 Introduction

In recent years, the size of digital content components is an important factor affecting
user experience. For example, in recent years, the screen size ofmobile electronic devices
is increasing, and the design of notebook products also reduces the volume and size of
products as much as possible to ensure high portability. In the field of AR/VR, there are
researches on the influence of avatar size on user experience in a virtual environment
[1] and the influence of hand size on user experience in a virtual environment [2]. At
present, many users experience VR/AR through mobile devices. However, no re-search
has been found on the influence of the screen size of mobile devices on users’ AR VR
experience.

Research on the effect of screen size on video-based mobile learning shows that
participants using mobile devices with “medium” and “large” screens rated screen qual-
ity significantly higher and learned significantly more than participants using mobile
devices with “small” screens [3]. However, there was no significant difference between
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the result screens of participants using the medium and large screens. Some studies have
confirmed the mobile screen size limits the multimode synergistic effect [4]. The authors
hope to explore whether the conclusions can be applied to VR/AR scenarios through
experiments. At present, no studies have correlated screen size with the VR/AR inter-
active experience. Some studies have shown that the differences in operation caused by
the changes in the screen size of mobile phones affect the efficiency and accuracy of
mobile phone operation in a certain extent [5]. However, the difference of screen size
is not related to the experience effect of VR/AR interaction. Our research evaluates the
VR/AR interaction experience of users between mobile devices with different screen
sizes.

Research related to 3D games has confirmed that perspective and physical screen
size affect the existence and emotional response of players [6]. But such re-search has
not evaluated the behavior of players. Therefore, our research focuses on mobile device
screen size and the experience of user’s interaction. In our experiment, we used the
VR/AR technology form of the same 3D content and took the physical screen as an
independent variable to evaluate the interaction experience of the participants. To prove
the screen size difference of themobile devicewill affect the user’s experience of VR/AR
through the effect of the interaction experience of the participants. In addition, we will
evaluate the VR/AR experience of users on the same device separately, and such com-
parative study can provide a reference for the selection of technical form (VR/AR)
when 3D content creators publish content. Research on the audience’s immersion shows
very small screen could reduce the immersion, but in a certain size, the effect is not
that obvious [7]. Immersion is the most important performance measure of VR system,
which means that users immerse themselves in a virtual environment from the perspec-
tive of protagonist during the VR experience. Hoffman and Novak (1996) proposed an
immersive experience model for online users, suggesting that immersive experience can
enhance consumers’ exploration tendency and positive subjective experience [8]. The
comfortable senses of operation will not necessarily improve the efficiency and accuracy
of operation, but the uncomfortable sense of operation caused by the change of size will
inevitably affect the performance of users operating mobile phones. Some studies have
shown that the larger the size of mobile phone, the more obvious the action trend of
wrong click. Therefore, the authors hope to explore whether participants’ experience of
VR/AR interaction with different screen sizes of mobile devices is consistent [5].

2 Experiment

2.1 Overview and Design

The purpose of our experiment was to investigate whether the screen size is relevant to
the user’s choice of VR/AR by evaluating and comparing the 3D content-based VR/AR
interactive experience of the participant using a screen-sized mobile device. The screen
size is an independent variable. In addition, we also assessed the convenience of par-
ticipants operating mobile devices with different screen sizes, intuitive feedback and
comfort of interactive experience, including screen brightness, accuracy and operational
efficiency in VR/AR interaction. Participants experience VR/AR interaction on devices
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with different screen sizes but the same display effect, the same screen size but dif-
ferent display effect. Participants’ experience is not to explore the virtual environment
by holding the device and walking around, such as watching 360 videos, but to play
games in the 3D virtual environment through mobile devices. Whether it is smart phone,
tablet computer, notebook, display or LCD TV, screen display effect is always the core
existence in the process of interaction with users, so we control some variables in the
experiment:

(1) Unified gamut

Color gamut determines the color expressiveness, the larger it is, and the more colors
can be displayed, so that users have the opportunity to see more and more real colors.
Therefore, we have the same color gamut of mobile devices, as far as possible to provide
users with the same experimental conditions for VR/AR interactive experience.

(2) Unified screen brightness, uniformity and contrast

A picturewith uneven back lighting is like a picturewith black spots, and if the brightness
is not enough, the dim picture will lack the sense of permeability. The larger the dynamic
range of brightness is, the better the detail performance is in extreme cases such as over
bright and over dark. Research shows that the perception of screen brightness is related
to the physical size and distance [9]. To ensure the scientific nature of the experiment, we
controlled the brightness of the screen, and chose mobile devices with uniform screen
and contrast.

(3) Unified operating interface

Different operating interfaceswill affect the use of users. In order to reduce the adaptation
time of participants to experience different devices, we used the IOS systemof themobile
devices to unify the user’s operating experience of the device interface.

The effectiveness of a virtual environment is usually related to the sense of presence
reported by users of the virtual environment. The researchers developed an immer-
sion tendency questionnaire (ITQT) to measure the difference of individual experience
tendency. The results show that individual tendencies as measured by the ITQ predict
presence as measured by the presence questionnaire [10]. Therefore, before the exper-
iment, we conducted pretests in the laboratory. After analyzing the data and making
assumptions, we obtained the relevant variables that affect the user’s choices. We inte-
grated these variables into the questions in the questionnaire, and after the participants
completed the questionnaire, we evaluated the results of the questionnaire. Evaluation
typically takes one of three forms: (1) smaller lab studies with real users; (2) batch tests
with offline collections, judgments, and measures; (3) controlled experiments (e.g. A/B
tests) looking at implicit feedback. But it is rare for the first to inform and influence the
latter two; in particular, implicit feedback metrics often have to be continuously revised
and updated as assumptions are found to be poorly supported [11]. So we used a hybrid
approach to assess participants’ propensity.
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2.2 Experimental Setup

2.2.1 Interactive Content

The authors used VR/AR data based on 3D technology as the content of interactive
experience, and used VR/AR technology in the scene of science education. Because
the participants have enough knowledge of the revolution and rotation of the earth, it
is difficult to arouse their thirst for knowledge. The authors improve the enthusiasm
of participants through this form of scientific education. In addition, in order to let the
participants have a more macro experience. The authors also produced a spacecraft to
grab the satellite VR/AR material. Participants will be watching the VR/AR version
of the interactive material and fill in the questionnaire after the end of the experience
(Fig. 1).

Fig. 1. Interactive scene

2.2.2 Mobile Devices

The authors provided five mobile devices with different screen sizes to participants,
and they experimented with every device. Research on the effect of the screen size of
mobile phone on user perceived usability, effectiveness and efficiency shows that users
with screens larger than 4.3 in. interacted more efficiently [12]. But in order to compare
participants’ experience of using mobile devices with different screen sizes, we set the
10.8-in. screen as the maximum size of the user experience. Although the increase of
device size leads to the decrease of thumb mobility, users can usually perform localized
mobility well, even for large devices [13]. To improve participants’ overall experience,
we chose a 10.8-in. tablet (surface), a 9.7-in. tablet (IPad 5), a 7.9-in. tablet (IPad mini4),
a 5.8-in. mobile phone (iPhone X) and a 4.7-in. mobile phone (iPhone 6S).
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2.3 Participants

All 24 participants (12 male, 12 female; aged 20 to 30 years old) were postgraduates,
and none of them had serious visual impairment (no color blindness, no color weakness
and the visual acuity of both eyes after correction shall not be less than 0.8), and all
participants participated in the experiment voluntarily. The participants we selected
were adults with mature hands to ensure the same dimension of user experience. This is
due to a considerable correlation between the size of the hand and all aspects of tactile
interaction [14].

After completing a preliminary demographic questionnaire, participants used a 12.9-
in. tablet, a 9.7-in. tablet, a 7.9-in. tablet, a 5.8-in. phone and a 4.7-in. phone to experience
VR/AR interaction. Relevant research has proved that it is most difficult for users to
interact in the left and right lower corners of the screen, so we designed the interaction
content in the middle of the VR/AR scene [15]. In the AR interaction, participants
need to experience with the recognition tag, they need to interact with the camera of
mobile devices against the recognition tag. After the VR/AR interactive experience of
mobile devices with different screen sizes, participants filled in the questionnaire of this
experiment.

2.4 Questionnaire

Firstly, the questionnaire includes basic demographic questions; secondly,Weconsidered
whether differences in screen size affect user comfort, including whether the weight of
the mobile device affects the participant’s experience, whether the participant’s field of
vision is limited and can see details in the scene, and participants’ assessment of the
accuracy and efficiency of mobile device operation during interaction, and used these
dimensions as comfort criteria; in terms of attitude, we evaluated which experience users
are most satisfied with in the same size; finally, we considered the interaction experience
of AR/VR, user satisfaction with the experience of mobile devices of different screen
sizes.

3 Results

3.1 Questionnaire

Although some studies have shown that children can adapt effectively to different devices
without major problems, we still want to know whether overweight devices will affect
users’ choices. Participants used different screen sizes of devices for VR/AR experience
and filled out questionnaires for data statistics. We assess which devices or sizes are
suitable for VR/AR scenes by observingwhether participants could see details inVR/AR
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scenes; in terms of user experience, we evaluate whether any participants experience
vertigo in VR/AR experiences to design products and scene content; in addition, we
evaluate the correlation between screen size differences and field of view limitations
generated in scenes; and we evaluate the correlation between screen size differences and
field of view limitations; In terms of portability, we correlated the weight of devices with
different screen sizes with the participants’ sense of experience; finally, We conducted
horizontal and vertical comparisons to evaluate the best experience of participants using
the same size screen device, and the best device in the same experience (VR/AR).

3.2 Data Collection

(1) Scene details

Participants in the VR experience were able to see details using a larger screen, but not
the larger screen, all participants could see details at 7.9 in. and above, and the larger
the screen of a device below 7.9 in. is, the more details could be seen. In the AR scene,
with 7.9 in. as the limit, the clarity of details of devices below 7.9 in. was proportional
to the screen size, and there was no significant difference between devices above 7.9 in.
Participants with devices 5.8 in. and above had greater detail clarity in VR than AR, but
more participants believed that AR details were better than VR on mobile devices with
4.7-in. screens (Fig. 2).

Fig. 2. Whether the details in the scene are clear

(2) Vertigo

Vertigo is one of the factors that affect the sense of existence in a virtual reality social
environment [16]. In the VR experience, none of the participants felt dizzy when they
were using the 5.8-in. device, and the larger the screen is, the more people felt vertigo.
But when using a small screen device to experience, some participants also felt vertigo.
In the AR scene experience of various screen size devices, all experienced vertigo, and
the largest size (10.8 in.) device was used by the largest number of participants. More
participants experienced VR vertigo with larger screens than with AR; more participants
experienced AR vertigo with medium screens than with VR (Fig. 3).
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Fig. 3. Vertigo in the experience

(3) Vision

Taking 9.7-in. device as the limit, the smaller the screen of the device is, the more
limitation of the visual field the participants feel in the VR scene, and no participants
feel the limitation of visual field when using the screen size of 9.7-in. and above. In AR
scene experience, taking 9.7-in. device as the limit, the smaller the screen of the device
is, the more participants feel the limitation of visual field, and no participants feel the
limitation of visual field when using screen size of the 9.7-in. and above. The number
of participants using 5.8 in. or more for VR experience is less limited by visual field
than that of VR experience, and a considerable number of participants feel the visual
limitation in both VR and AR scenes (Fig. 4).

Fig. 4. Limited vision in the scene

(4) Convenience

Participants in the VR scene experience, with 5.8-in. as the limit, the larger the screen
is, the more inconvenient the participants feel; in the AR scene, also with 5.8-in. as the
limit, the larger the screen is, the more inconvenient the participants feel. Participants
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use 5.8-in. or more to experience, the screen size of mobile devices is not related to
the difference of the scene, but using 4.7-in. of mobile devices to experience, more
participants think that AR experience is more convenient than VR experience (Fig. 5).

Fig. 5. User experience convenience (5-point system)

(5) Weight

Participants in the VR scene experience of 7.9-in. for the best, followed by 5.8-in. and
9.7-in., the evaluation of the largest and smallest screen size of the device evaluation is
significantly lower. For AR experience, 7.9-in. evaluation is the best, followed by 9.7-
in. and 5.8-in., the rate of participating in the largest and smallest screen evaluation is
significantly lower. More participants thought that the weight of 7.9-in. devices is more
suitable for AR experience, and 5.8-in. devices are more suitable for VR experience
(Fig. 6).

Fig. 6. The most suitable device for the experience
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(6) The same screen size devices

More participants used 7.9-in. or larger devices and thought VR experience was better
than AR, There was little differences in the participants’ experience with the 5.8-in.
device. But more participants had a better AR experience with the small device (4.7-in.)
than VR (Fig. 7).

Fig. 7. The best content in the same scene

(7) Experience the same scene

In the VR experience, the number of participants who thought the 9.7-in. screen had
the best experience was significantly higher than that of other devices. Few participants
thought that too large or too small devices had the best VR experience. Similarly, more
participants thought that the mobile device with 9.7-in. screen had the best AR expe-
rience, followed by 7.9-in. and 5.8-in. Few participants thought that too large or too
small devices had the best AR experience. Whether it is VR or AR experience, more
participants believe that the experience of 9.7-in. screen devices is the best, and few
participants believe that too large or too small devices have the best experience (Fig. 8).

Fig. 8. The best experience in the same scene
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4 Discussion

4.1 Content and Form

This study found that more participants tended to experience VR with 10.8-in., 9.7-
in., and 7.9-in. screens than with 5.8-in. and 4.7-in. screens. For 5.8-in. and 4.7-in.
devices with smaller screens, participants are more inclined to choose AR scenes for
experience. The results showed that larger screens were more attractive to participants,
but not the bigger the screen is, the more attractive it is. While the larger screen size may
be preferable in terms of the greater display area for visual content, the increased screen
weight also induced fatigueon the user’s hand. Participants used7.9-in. screendevices for
experience, andmoreparticipants tended to chooseVRscenes, but a considerable number
of participants (nearly 50% in number) used smaller screen devices for experience,
believing that VR scenes were better than AR scenes. These data show that participants’
overall evaluation of VR experience using devices with different screen sizes was higher
thanAR.We compared participants’ intentions for the two different content formats with
the five screen sizes of the mobile devices, and we did not find a significant preference
for AR. As we have seen, in terms of the experience of using smaller screen devices,
participants’ differences are not as significant as using larger screen devices. But it also
shows that with smaller screens, participants are more likely to experience AR than VR.

4.2 Sense of Experience

Although the vastmajority of participants tend to use 7.9-in. screen devices to experience
VR scenes (a small number of participants tend to experience AR scenarios), more
participants rated a 9.7-in. screen as the best way to experience a VR scene compared
to other screen size devices, especially the 9.7-in. screen. The VR scene experience
of more participants using 5.8-in. screen devices is better than that of 7.9-in. screen
devices. No participant rated the 4.7-in. (the smallest) device as the best VR experience,
but participants rated theARexperience differently from theVRexperience, even though
more participants rated the 9.7-in. device as the best choice for AR experience than any
other screen size of device. The VR experience was opposite to the AR experience, when
participants used 7.9-in. and 5.8-in. devices to experience. In fact, more participants tend
to have larger screens with 7.9-in. This shows that the experience of AR scene is related
to the screen size, but it fails to show that the larger the screen is, the better the AR
experience of participants have. Our results support this conclusion: Few participants
thought that the experience of AR scenes with the largest screen size (10.8 in.) was the
best. In this questionnaire, no participant thought that the experience of using the 4.7-in.
screen to experience AR scene was better than using other screen size devices.

Research on the effects of visual complexity and task difficulty on the cognitive load
of small screen devices shows that user satisfaction is related to external cognitive load
(visual complexity), and users can achieve the highest efficiency when interacting with
the medium visual complexity in difficult tasks [17]. This is highly consistent with our
research results: compared with participants who use medium screen mobile devices,
participants who use too large/too small screen mobile devices to experience external
cognitive load is too small/too large to achieve the highest efficiency, so their satisfaction
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is low. Participantswhousemedium screenmobile devices achieve the highest efficiency,
so they are most satisfied.

5 Conclusion

This research draws a conclusion that can be provided as a reference for 3D content cre-
ators, promotes the renewal of VR/AR interactivemobile device products and innovation
of design concept, and provides opinions for consumers to choose VR/AR scenes. In the
process of participants’ experience, the authors can clearly feel that they are interested
in the way of science education combined with virtual reality technology. Although the
participants in our study were all college students, they provided evidence that users are
more likely to choose larger and lighter mobile devices for VR/AR experience.We found
that participants tended to use 9.7-in. screen mobile devices for both VR and AR scenes.
The 9.7-in. screen device is the best choice for users to experience VR/AR scenes.
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Abstract. Among the techniques for digitalization and 3D modeling of
real objects, photogrammetry is assuming an increasing importance due
to easy procedures and low costs of hardware and software equipment.
Thanks to the advances of the last years in computer vision, photogram-
metry software can reconstruct the geometric 3D shape of an object from
a series of pictures taken from different viewpoints. In particular, close-
range photogrammetry for the reconstruction of small objects allows per-
forming image acquisition around the target object almost automatically.
In this paper we present a brief survey of the hardware setup, algorithms
and software tools for photogrammetric acquisition and reconstruction
applied to small objects, aimed at achieving a good photorealism level
without an excessive computational load.

Keywords: Close-range photogrammetry · Image-based modelling ·
Textures · Real-time rendering · Photorealistic rendering

1 Introduction

The 3D reconstruction of small objects is becoming more and more popular
in various fields including forensic investigations, archaeological documentation,
medical reconstruction and virtual prototyping.

Modern photogrammetry is emerging as a more affordable alternative to laser
scanning techniques, which require expensive and cumbersome tools, specialized
operators and sophisticated software. Photogrammetry exploits several pictures
taken from different viewpoints to build a digital 3D model of the object: it
detects several feature points in each 2D image based on shape and colour dis-
continuities and then associates homologous points among different pictures to
reconstruct the object position, orientation and shape in the 3D space.

Besides the reconstruction of single objects, photogrammetry allows the con-
struction of immersive virtual environments from panoramic images [1]: both
consumer and professional 360◦ cameras can be employed to acquire in a single
c© Springer Nature Switzerland AG 2020
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shot several pictures of the whole scene around a standpoint. Other important
applications can be found in cultural heritage [2] and deal with the modeling
of facades [3], buildings and monuments, for which Unmanned Aerial Vehicles
(UAVs) are often employed for image acquisition [4–6].

Compared to the architectural photo-modeling and the reconstruction of
archaeological sites, photogrammetry for 3D modeling of small objects has to
cope with different challenges. Beyond the obvious difference in terms of focus
depth, there are other important differences between photogrammetry for the
reconstruction of buildings and close range photogrammetry. First of all, close
range photogrammetry has no limitation in image acquisition, whereas the pres-
ence of neighboring buildings or other obstacles in the urban environment often
prevents from collecting images from arbitrary points of view around the object
of interest. For this reason, close range photogrammetry can take advantage
of automated systems designed to take pictures from all the angles needed for
an accurate 3D reconstruction, despite some difficulties deriving from shadows,
occlusions, changes in lighting conditions and lack of feature points [7].

Starting from the requirements of cultural heritage and e-commerce appli-
cations, described in Sects. 2 and 3, in this paper we present a survey on the
photogrammetric modelling of small objects, covering all phases of image acqui-
sition, 3D reconstruction and texture extraction. In particular, cultural her-
itage applications have more strict requirements on morphological details, which
should emphasize the relevant aspects from the historical point of view, while e-
commerce requires a special focus on visual appearance, which should emphasize
the objects’ quality.

The rest of the paper is structured in this way: Sect. 4 deals with the typical
camera settings for a good photogrammetric acquisition, which is described in
Sect. 5; Sect. 6 describes the camera calibration process; Sect. 7 gives some sug-
gestions to build automatic systems for image acquisition; Sects. 8 and 9 presents
the most common algorithms and software tools for 3D reconstruction; Sect. 10
deals with the texture extraction process by suggesting also some techniques to
improve the visual appearance of the target object; Sect. 11 concludes the paper.

2 Photogrammetry for Cultural Heritage

In Cultural Heritage (CH), photogrammetry is one of the most important tech-
niques since it gives effective possibilities for recording, analysing and operating
with very small objects of great interest: it can be typically used in archaeolog-
ical researches, but it is also very common in restoration, analysis of materials,
museum digital archiving, non-destructive investigations.

This technology allows to create 3D models with a high level of detail, with
accuracies in the order of tenth of a millimetre, or in any case sub-millimetres,
capable of expressing at best all the geometric information content in relation
to the size of the object same [8].
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Even if the survey in this sector is often associated with a restricted operating
field in the space, called “close range”, we often see interventions that need dif-
ferent scales at the same time. It means a survey campaign can require distinct
instruments that operate with non-homogeneous precision and different refer-
ence systems, but that, in the end, must dialogue to each other [9]. Basically, it
must be considered that the principles to be applied in close-range photogram-
metry are in part the same as for larger objects, but some of the equipment and
techniques that can be used will vary. The main factors to consider are related to
the size and shape of the object and to the reflective properties of the light on its
surface (whether it is opaque, glossy or translucent). Turntables can be typically
used with small objects to allow the camera to remain relatively static while the
subject is revolved between each exposure, generating the effect of circling the
subject with the camera [10].

Before starting a survey campaign, the aims and scope must be carefully
evaluated, since the final result can be closely related to them. In an archaeolog-
ical or museum context, photogrammetric acquisitions can have documentary or
divulgation value (different to the commercial advertising purpose). In the first
case, photogrammetry constitutes a powerful tool for recording and analysing
the objects, in support of scientific research, archiving activities and restoration.
The level of detail must be very high, in order to provide a document as accu-
rate as possible. In the second case, photogrammetric acquisitions are carried out
to build 3D models for Virtual Reality environments, available through head-
mounted displays (HMDs), or 3D web pages, accessible via desktop. In this case,
the operator has to balance the level of accuracy with performance and usability
requirements. Therefore, close-range photogrammetry in CH must comply with
the basic rules of photogrammetry that apply to all the application areas, but in
addition a survey campaign must be planned by taking into account the features
of that single manufact and the intended use of the same, guaranteeing in each
case a good level of loyalty to the original and very high safety standards.

Photogrammetry and laser scannning can be considered as equivalent for
some use cases, although it is evident that the direct use of laser scanning on site
is not realistic in archaeological campaigns, for the high cost of the instruments
and for the logistical and practical constraints of archaeological sites [11].

3 Photogrammetry for E-Commerce

In e-commerce applications, the 3D visualization of items for sale can allow the
customers to inspect and appreciate them directly at home from a web portal,
provided that the morphological details, the material properties and the overall
visual appearance are faithfully and reliably rendered to enhance the value of the
object. Online shopping can benefit from the 3D visualization of digital replicas
of real objects, which allows customers to zoom, move and rotate items for sale
and inspect them from several viewpoints [12].

The adoption of 3D scanners in this field is partially hampered by the dense
data points of the generated 3D model, which are not suitable for web visual-
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ization, and by the limitations of some devices that do not provide the object’s
images needed for the reconstruction of the colour model [13].

In particular, when jewelry and valuables are sold through an e-commerce
portal, a very important role is played by photorealism, which is intended as
a very accurate rendering of the visual appearance aimed at emphasizing those
details that are more representative of value or authenticity. It does not require
a sub-millimetre precision as in the investigation on historical artefacts. On the
contrary, it focuses mainly on reproducing accurately optical and visual effects,
such as light reflections, glitters, gradations of colour and material properties,
which will allow customers to appreciate the items as if they were exposed in real
shop windows. Photorealism does not require an extremely detailed 3D mesh,
since many details can be represented by textures. This allows to save a signifi-
cant amount of time in the mesh construction and to improve the performance
of the rendering process. On the other hand, more sophisticated techniques, such
as bump mapping and texture baking, employed to convey photorealistic details
in textures, bring additional time in the overall workflow.

4 Camera Settings

Before the acquisition process, some camera settings should be carefully adjusted
to make pictures suitable for an optimal 3D reconstruction in the later phases.

A medium focal length (50mm for a full frame camera) is the best choice
to reduce any perspective distortion. If a wide-angle lens is used, a larger over-
lap between adjacent images should be chosen to improve the reconstruction
accuracy near the frame edges [14].

A reduced depth of focus can bring important limitations in image acquisition
[15]: in this case only a limited portion of images appears sharp enough to be
used for 3D reconstruction. To address this problem we can combine a series of
optical sections of the object acquired from various focus planes (by moving the
camera on a micrometric rail or adjusting the optical parameters).

As an alternative, depth of focus could be extended by increasing the
f-number, which is the ratio of the focal length to the diameter of the entrance
pupil. However, a smaller aperture greatly reduces the resolution, since it pro-
duces diffraction, and requires longer exposure times, with a higher risk of blur
caused by vibrations.

Three parameters should be tuned to minimize the noise at the maximum
sharpness and focus on the object surfaces: aperture, shutter speed and ISO.
Unfortunately, low-end consumer devices do not allow an adequate control of
such parameters and produce visible artefacts in JPEG compression [14]. A
possible camera setup could be based on [16]:

– An ISO value not greater than 100 (suitable for good lighting conditions and
reduced enough to avoid introducing noise in images);

– Moderate aperture values, between f/2.4 and f/13, that could provide a depth
of focus suitable for small objects;
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– A medium value of shutter speed, between 0.01 and 1 second, that considers
light conditions and assures sharp images.

Multiple pictures taken at different focus distances can be combined into a single
image with a higher depth of field by means of the focus stacking technique
[17,18] available in Helicon Focus1 based on one of the following three methods:

1. it assigns each pixel a weight depending on its contrast and computes the
weighted mean among pixels in all the images;

2. it chooses the source image having the sharpest pixel and creating a depth
map from it;

3. it employs a pyramidal approach to represent the image.

The radius parameter defines the number of pixels around a given pixel used
to compute its contrast. The smoothing parameter defines the highest contrast
regions should be combined within the image set. In the considered scenario we
should choose the second method, since we aim at preserving original contrast
and colours for a realistic reproduction of the object, and low values for radius
(3 pixels) and smoothing (4).

5 Image Acquisition

Image acquisition should be carried out under homogeneous light conditions to
avoid colour discontinuities in the textures that will be extracted in the later
phases. At the same time, contrast should be set up to avoid harsh shadows or
overexposed regions that could hamper the identification of feature points in the
pictures.

An optimal photographic session consists in taking several pictures at the
same distance around the vertical axis passing through the centre of the target
object. The camera can be mounted on a device able to perform a 360◦ rotation
by a step of maximum 20◦. It could be necessary to carry out multiple (2 or 3)
acquisition cycles setting the camera at different heights. Then the operations
should be repeated by changing the object position to take pictures of the parts
that were previously in contact with the table.

A scale bar of known length should be included in some pictures to allow an
easy scale detection during the 3D reconstruction phase.

Diffuse lighting should be preferred to avoid both light overexposure and
harsh shadows that could hide significant details of the object. Polarized filters
can be used to reduce any effect deriving from specular reflections of artificial
lights.

After camera calibration, settings should not be modified during all the acqui-
sition process since any change to optical parameters could modify the internal
geometry of the camera. Even though algorithms allow performing camera cal-
ibration and image orientation simultaneously, it is worth keeping the two pro-
cedures separated to achieve a better accuracy.
1 https://www.heliconsoft.com/heliconsoft-products/helicon-focus/.

https://www.heliconsoft.com/heliconsoft-products/helicon-focus/
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Images should neither be altered geometrically (by means of crop, resize
or stabilization operations) nor compressed. For a good texture quality High
Dynamic Range (HDR) acquisition mode should be preferred to reproduce a
luminance range comparable to the one perceived by the human visual system.
White light led strips moving jointly with the table rotation can be used to face
with internal shadows produced by the object shape [19].

Projection systems based on laser diodes [20] can be employed during the
acquisition phase to create artificial patterns on an object with uniform surfaces
to allow the recognition of reference points during the later feature extraction
phase. However, such technique is feasible only for highly reflective surfaces that
allow the detection of the projected targets.

In general, pictures should have between 50 and 70% of common regions to
allow an accurate reconstruction of the hidden parts of the object.

Then a software application can be employed to carry out the feature extrac-
tion from each image and identify common points among pictures in a triangu-
lation process.

6 Camera Calibration

A reliable 3D reconstruction requires an accurate camera calibration aimed at
estimating internal parameters, to reduce lens distortion effect, and external
parameters, to describe the object orientation in the space and the camera-
object mutual positions [21].

Structure from Motion (SfM) algorithms are able to estimate internal param-
eters automatically without the need for artificial targets or calibration grids,
provided that the object structure contains a sufficient number of characteristic
points that could be recognized in the pictures. In the considered scenario, which
deals with small objects, the camera introduces only minor distortions that can
be fixed with the radial and tangential model [21].

Some targets with well-defined coordinates and distances can be applied
around the object or on its surface to determine a reference system, which is
necessary to compute the scale factor. Such a solution is not suitable when the
object is too small or when small details should be reproduced accurately.

Another solution consists in using 2D or 3D reference targets containing pat-
terns with a known geometry. They are used as calibrators to compute the exter-
nal orientation with the scale factor for each camera position. Camera positions
identified in 3D space can be used for the 3D reconstruction of the considered
object. The same acquisition strategy should be used for the reference target
and the object to be modelled: this means the same focus settings, camera-
object reciprocal positions and number of photos. This condition is assured by
the use of automatic systems to control the rotation of the object table and the
camera shots.

A possible 2D target is depicted on the left hand of Fig. 1: it contains 12
patterns with a known geometric shape [19].
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Fig. 1. 2D, 3D and pyramidal targets for calibration

However, 2D targets are not suitable for low tilt angles of the camera (30◦)
and reduced number of photos. On the contrary, 3D targets greatly ease the first
step of point recognition and make the procedure more reliable even for low tilt
angles. A possible 3D target, reproducing a staircase (shown in the middle of
Fig. 1), is described in [22]: 12 targets with an internal diameter of 0.7mm have
been engraved on its surface through laser ablation technology. As an alternative,
the pyramidal calibrator described in [23] could be used too (shown on the right
hand of Fig. 1).

7 Automatic Acquisition

For close-range photogrammetry, the acquisition process can be carried out auto-
matically by means of motorized systems [24,25] based on cartesian or polar
settings. The polar configuration is usually preferred due to the minor required
space. It exploits a camera mounted on an arm inclined with respect to a rotat-
ing table [19] (Fig. 2). The choice of the proper distance of the camera from the
object is fundamental for an optimal usage of the camera depth of field. Other
important parameters, which depend on the object shape and geometry, are the
tilt angle of the camera and the rotation step, which determines the number of
shots and the overlap between two images.

An Arduino Mega microcontroller can be used to implement an automatic
system for photogrammetric acquisition. Some stepper motors can be used to
handle the rotation of the object table and some stepper drivers can be employed
to protect the mechanical and electronic components from overheating and
power/voltage surges. Camera is mounted on an arm with a certain tilt angle,
which should be increased or reduced if horizontal or vertical surfaces are pre-
dominant respectively.

By reducing the rotation step we can obtain a higher number of shots and
a higher percentage of common regions among the pictures. This improves the
reconstruction accuracy, but it increases the time needed for both image acqui-
sition and processing. However, a high number of pictures does not provide
substantial benefits, while the tilt angle seems the most influencing parameter
on the overall quality of the final result.

The acquisition process can be totally automatic and remotely controlled
through a computer. At every rotation step a signal is sent to the camera to
take a picture. The process is repeated until a 360◦ rotation is completed.
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Fig. 2. Rotation tables for automatic acquisition

8 Algorithms for 3D Reconstruction

Structure-from-Motion (SfM) is the most common algorithm for reconstruct-
ing the 3D structure of the object from several pictures taken from different
viewpoints [26]. As a first step, SfM extracts a set of features from each image.
Thanks to their perspective invariance, features in pictures taken from differ-
ent viewpoints can be compared according to a similarity metric. In this way,
SfM can find out correspondences among features in multiple images (feature
matches). Then it performs a geometric verification by estimating a perspective
transformation that relates features among different images: in this way it can
discard outliers among matching features by means of robust methods such as
RANSAC [27]. The remaining image pairs become the edges of a scene graph,
which is the input to an incremental reconstruction made up of image registra-
tion and triangulation. The former iteratively estimates the pose and the camera
intrinsic parameters for each image by solving the Perspective-n-Point problem
on the basis of already registered images. The latter tries to extend the scene
coverage with points from every newly registered image. A global or local bun-
dle adjustment process refines camera and point parameters to minimize the
reprojection error. Global bundle adjustment aims at finding the parameters of
the camera view and the 3D points that minimize the mean squared distances
between the reprojected points and the observed points. On the other hand, local
bundle adjustment, which is typically faster than global bundle adjustment, is
performed after the processing of a new image to refine the projection matrix
and the reconstructed 3D points.

Multi-View Stereo (MVS) transforms the sparse point cloud produced by
SfM into a dense scene representation that includes depth and normal informa-
tion [28]. Thanks to the information retrieved from multiple views, MVS can
solve occlusion problems that typically affect two-view approaches. An impor-
tant factor is the optimal selection of the views. Depth maps are combined into
a unified scene representation, where any inconsistency among single estimates
is mitigated.
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Shape from photoconsistency (SfP) methods, based on texture and silhou-
ette data retrieved from multiple images, are generally suitable to reconstruct
3D models of hand-made sculptures, but they are affected by colour noise and
low accuracy in camera calibration [13]. Shape from silhouette (SfS) methods
reconstruct the object geometry from the intersection of infinite polygons cor-
responding to silhouettes of 2D images taken from different views. Irregular
distributions of mesh sizes, consisting in low mesh densities over flat regions
and high densities to represent real object features, seem the best approach in
terms of result quality, model complexity and computational requirements [13].
However, traditional SfS techniques are not able to handle object concavities
and occlusions. For this reason, space carving techniques are often employed to
make the reconstruction closer to the real object volume.

9 Software for 3D Reconstruction

Software tools for photogrammetric reconstruction are able to detect automati-
cally the spatial orientation of each image and the camera position with respect
to the centre of the snapshots, by performing an automatic calibration of the
radial distortion parameters. They automatically detect those points that are
stable in pictures taken from different viewpoints and generate a descriptor for
each of them [29]. The collimation of homologous points identifies accurately the
projection beam with respect to the centre, generating a point cloud that takes
into account the metric proportions, composition and shape of the target object.
Depth data are retrieved from the camera pose estimated for each picture. Cloud
points are seen as mesh vertices on which textures will be applied.

The polygon density can be adjusted according to the desired quality and
the scale requirements. In particular, in Agisoft Photoscan/Metashape2, two
important parameters are quality and depth filtering: they establish the level of
quality and the level of detail respectively, which determine the required pro-
cessing time. In general, it is not necessary to build extremely detailed meshes,
since the visual rendering of many details will be demanded to textures.

Table 1 reports the time (in minutes) spent by some reconstruction software
in the benchmark described in [30]: the test was run on a 4.2GHz quad core pro-
cessor and involved 199 photographs taken by a 16MP camera with 2.2 aperture,
focal length 31mm, sensor size 1/2.6”, pixel size 1.12µm.

In the following subsections, after a survey on commercial and open source
software for photogrammetry, we will describe in detail the workflow of 3D recon-
struction from images in Agisoft Metashape and in ColMap3 (Fig. 3).

2 https://www.agisoft.com/pdf/metashape-pro_1_5_en.pdf.
3 https://colmap.github.io/tutorial.html.

https://www.agisoft.com/pdf/metashape-pro_1_5_en.pdf
https://colmap.github.io/tutorial.html


384 L. T. De Paolis et al.

Table 1. Time (in minutes) spent by some reconstruction software

Photoscan metashape Reality Capture 3DF Zephyr Meshroom

Camera matching 4 3 10 481

Dense point cloud generation 201 49 13

Mesh reconstruction 8 15

Texture creation (8K medium quality) 3 9 4

Total 3D reconstruction 216 61 42 481

9.1 Commercial Software

RealityCapture4 with default settings is able to extract more points than any
other software and generates very big files, but it does not assure a higher quality
of the 3D model. The model surfaces are affected by noise and do not reproduce
accurately the appearance of the physical object.

Photoscan and 3DF Zephyr5 provide the best results in terms of model res-
olution, model file size, reconstruction time, texture file size and visual quality.
3DF Zephyr is able to reconstruct 3D models from the minimum number of
points in the shortest time (about 40min), but the resulting surfaces have a
poor detail level. Therefore Photoscan seems the most versatile software for
photogrammetric reconstruction. Agisoft has recently replaced Photoscan with
Metashape, which also provides the possibility of a cloud-based processing that
allows saving on hardware costs.

The more expensive Autodesk Recap6 provides features for mesh correction,
such as fixing holes and gaps, polygon and topology optimization, and takes
a time between 2 and 5 h to process the model [31]. It can exploit both local
CPU/GPU and cloud facilities provided by Autodesk servers.

Agisoft Photoscan provides more features and the possibility to operate at
every stage of the work, from photo alignment to texture extraction. After photo
upload, Recap carries out a background process and can rebuild the polygo-
nal model automatically, though providing also correction tools for the post-
production step.

9.2 Open Source Software

VisualSfM7 and Regard3D8 are two easy and immediate open source solutions.
The former has faster processing times than Photoscan, but it produces incom-
plete models. The latter provides a good accuracy, but it still generates incom-
plete models [32].

The Meshroom9 open source software processes more than 1.3 millions of
points in 8 hours, but it seems not able to generate accurate 3D models [30].
4 https://www.capturingreality.com/.
5 https://www.3dflow.net/3df-zephyr-pro-3d-models-from-photos/.
6 https://www.autodesk.com/products/recap/overview.
7 http://ccwu.me/vsfm/.
8 https://www.regard3d.org/.
9 https://alicevision.org/.

https://www.capturingreality.com/
https://www.3dflow.net/3df-zephyr-pro-3d-models-from-photos/
https://www.autodesk.com/products/recap/overview
http://ccwu.me/vsfm/
https://www.regard3d.org/
https://alicevision.org/
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Another open source software, OpenDroneMap10, was originally designed for
processing UAV imagery, but it can be used also for close-range photogrammetry.

Among open source solutions, ColMap is able to produce very detailed and
accurate 3D models by supporting the entire photogrammetric reconstruction
from image matching to mesh production. It exploits the GPU CUDA environ-
ment to optimize image matching and dense reconstruction, which are the most
computationally intensive tasks.

9.3 Metashape Workflow

Metashape provides a tool for an automatic evaluation of image quality to allow
discarding photos with focus issues. It suggests to leave out from the recon-
struction process those images with a score lower than 0.5, provided that the
remaining photos could assure a good coverage for the target object. The score
value expresses the sharpness level of the region with the best focus within the
image.

The alignment process detects the camera position and orientation for each
photo and generates a sparse point cloud. The final result can be visualized to
remove or realign any not properly positioned photo. We can realign a group of
images by selecting at least 4 points in each photo and indicating their projec-
tions at least on two of the already aligned photos.

The level of accuracy is one of the parameters in the alignment process. The
“high accuracy” setting provides a high level of accuracy by processing photos in
their original size. On the other hand, “medium accuracy”, “low accuracy” and
“lowest accuracy” options enable a downscaling along each image dimension by
a factor of 2, 4 and 8 respectively. With the “highest accuracy” option a 2 factor
upscale is applied along each image dimension to improve the accuracy in the
localization of anchor points. However, in most cases this setting does not assure
consistent benefits (since it assumes a very high image sharpness) and requires
a very long processing time.

Since the sparse point cloud generated by SfM is not enough to describe the
object surface accurately, a dense point cloud should be created: it includes depth
data computed from the camera positions estimated in the previous step. The
“ultra high quality” option, which requires the longest processing time, works on
original images, whereas lower quality options imply image downscaling. Noisy
or blurry images can generate outliers among detected points, which can be
filtered by the algorithms provided by Metashape. If some small details of the
target object should be preserved, the “Mild” option under “depth filtering mode”
should be selected. If there is no significant detail to be rendered, the “Aggressive”
mode can be chosen to discard most of outliers. The “Moderate” option is a
trade-off between the two modalities.

Before 3D mesh construction, a bounding box is automatically generated. In
the considered scenario, which deals with close-range small objects, the “Arbi-
trary” option should be selected under the “Surface type” setting to make no
assumption on the object morphology.

10 https://www.opendronemap.org/.

https://www.opendronemap.org/
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Fig. 3. UML activity diagrams for Metashape and ColMap workflows



Photogrammetric 3D Reconstruction of Small Objects 387

The “Source data” option allows to choose among “Sparse cloud”, “Dense cloud”
and “Depth maps”. The first option quickly generates a model based only on the
sparse point cloud. The second option provides a high quality result, but it requires
a long processing time. The third option should be preferred when the “Arbitrary”
surface type has been chosen: it makes the reconstruction process less demanding
than the “Dense cloud” mode thanks to a better exploitation of the information
retrieved from input images. On the other hand, if we select a modality based on a
point cloud we can choose whether an interpolation procedure should be disabled
or not. By enabling interpolation, we can choose between a default mode, which
interpolates around each point within a certain coverage radius, and an “Extrapo-
lated” mode, which generates a model covering the whole object surface. If inter-
polation is disabled, the process reconstructs only dense point cloud areas leaving
holes that should be filled in a manual post processing step.

Before launching the texture extraction process through the “build texture”
command, if light conditions have changed during the acquisition process, a
colour calibration should be carried out, even though it could be a time demand-
ing job.

For a good visual quality of the model, a generic texture mapping should
be performed based on default settings to make textures as uniform as possible
without any particular assumption on the object geometry. Among texture gen-
eration parameters, the “Mosaic” option should be chosen under the “Blending
mode” setting. In this way, for the low frequency component a weighted average
will be computed among pixels in images with common regions, while the high
frequency component, representing details, will be taken from the image having
the best resolution in the area of interest.

9.4 ColMap Workflow

In the first step ColMap carries out feature extraction, which consists in detecting
key points distributed in the loaded pictures. This processing step can be run
on either GPU or CPU: the first mode provides a better result for high contrast
images, but it requires a display connected to the PC. By choosing “Extract
features” from the “Processing” menu an intrinsic camera model can be selected:
it is possible to retrieve depth of focus information automatically from data in
images or to specify intrinsic parameters manually. If calibration information
encoded into images is incomplete, ColMap tries to retrieve missing data from a
database. The “Extract” command can be given to launch the process.

The second step aims at finding out matches between keypoints in different
images. After selecting “Match features”, the matching mode can be chosen from
the “Processing” menu among the following options: exhaustive, sequential, vocab-
ulary tree, spatial, transitive and custom. The “Sequential matching” method is
the most suitable for the considered scenario, characterized by a sequence where
only consecutive pictures have shared regions. For this reason, we do not need to
compare each image with all the other ones, as the “Exhaustive matching” method
would do at the cost of a longer processing time. The “Match” command should be
given to launch the process, which requires a CUDA-enabled GPU.



388 L. T. De Paolis et al.

After the generation of the scene graph, the reconstruction process can be
launched by choosing “Start” from the “Reconstruction” menu: the scene is
extended incrementally through point triangulation and results are shown in
real-time. ColMap tries to reconstruct multiple models if not all the pictures are
registered within the same model. If different models have common images, the
model_converter executable can be launched to merge them into a unique recon-
struction.

Then the reconstructed model should be selected and the “Multi-view stereo”
command can be chosen from the “Reconstruction” menu. After the “undistort”
command on the images, depth maps and normal maps are computed through
the “stereo” command. Then a merge step and a final step are performed through
the “fuse” command and the “meshing” command respectively.

Reconstructed normals for the point cloud cannot be directly visualized in
ColMap but only by means of external software, such as in Blender by enabling
“Show Normal/Curvature” from the “Render” menu.

10 Texture Extraction and Visual Rendering

Texture extraction consists in isolating those image regions related to the 3D
model entities by detecting matches for each region and dividing the image
according to the object geometry. The next step is the UV unwrapping process,
which represents the polygonal faces of the 3D mesh in an ordinary image called
UV texture map: it transforms every point (X, Y, Z) of the 3D model space into
a point (U, V) on the image plane through a surface parametrization called UV
mapping.

The picture to be preferred for texture extraction is the one with the largest
space taken by the projection (to achieve a higher level of detail) and where
the axis of sight of the camera tends to be orthogonal to the 3D model (to
obtain a better distribution of the texture pixels in the image). Some software
solutions are able to execute this process automatically by selecting the images
according to these two criteria. However, manual intervention could be necessary
because the automatic procedure does not consider hidden details and cannot
fill information gaps caused by shaded areas.

The mapping of the extracted textures requires the identification of groups
of adjacent faces belonging to connected regions on the object surface.

A photo editing software could be used to remove visual discontinuities
caused by light variations and shaded areas, for instance by cloning pixels in
the neighbouring regions. Moreover, filters could be employed to adjust the level
of tones or saturation and light parameters of a colour component or all the
colours.

For a photorealistic rendering not only the object geometry but also the
material properties should be simulated by reproducing also ambient lighting
accurately. To this end, an important factor is the rendering of all the articu-
lations of the model shapes through the reproduction of reflections and contact
shadows among the object fissures.
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Since ambient light would tend to flatten the rendering of different surface
regions, it should be replaced by a set of diffuse lights. Ambient occlusion [33,34]
can be employed to avoid that such expedient makes processing times signifi-
cantly longer: it provides an approximation to full global illumination by con-
sidering the amount of ambient light every surface point can receive from the
outside. Computing times can be furtherly reduced by adopting texture baking
[35], described in the following section, to register rendering features as textures.

Bump mapping allows to improve the level of detail of textures without
changing the geometrical complexity of the model. A perturbation of the sur-
face normal is associated with each pixel according to a depth map, that is an
image where relief elements are represented by a greyscale of 255 levels: each
UV coordinate is associated with an elevation value that will warp the texture.
In the rendering phase the light will transform the U and V normals of the tex-
ture pixels according to the direction vectors in the depth map to determine a
brightness value.

Among the rendering platforms where the 3D model can be imported, Unreal
Engine offers levels of photorealism very close to those achievable with precom-
puted rendering. It exploits Ray Traced Distance and Field Ambient Occlusion
techniques, which allow to soften net shadows and simulate wide and close light
sources, and Lightmass Bake Texturing, which allows reducing computation time
to face with hardware performance issues [31].

During the “Shadowing” step, only surfaces intercepted by light beams are
considered, while the processing of all the other regions of the model is omitted.
Unfortunately, this technique can generate visible artifacts if the mesh is tasseled
or not uniform.

The ray tracing hardware support recently introduced by NVIDIA RTX11

enables real-time processing for global illumination effects (such as refraction,
order-independent transparency and complex shadows), for which only approx-
imations were employed in previous implementations.

10.1 Texture Baking

Texture baking [35] is a good compromise for a realistic reproduction of spatial
details on systems with low rendering capabilities or not able to deal with dense
and complex geometric meshes.

Firstly, a continuous triangle mesh can be generated from a non structured
dense point cloud. Beside representing morphological details accurately, such
mesh should have no artifact or hole, it should have a uniform distribution and
it should be two-manifold. Mesh defects could be fixed by means of Graphite12
free software.

Then decimation and reconstruction processes should be carried out to sim-
plify the mesh complexity and optimize the topology. The aim of the decimation
process is to reduce the number of faces, edges and vertices by preserving the

11 https://devblogs.nvidia.com/introduction-nvidia-rtx-directx-ray-tracing/.
12 http://alice.loria.fr/index.php/software/3-platform/22-graphite.html.

https://devblogs.nvidia.com/introduction-nvidia-rtx-directx-ray-tracing/
http://alice.loria.fr/index.php/software/3-platform/22-graphite.html
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general morphology without changing the coordinates of textures and the bound-
aries of materials. Atangeo Balancer nPro13 can perform decimation by taking
care of visual appearance of details on the mesh surfaces. The aim of topologi-
cal reconstruction is to render the general morphology of the model by omitting
details that will be rendered through texture baking. Many semi-automatic tools
allow the user to draw guiding curves on the surface to determine the edges of
the final mesh.

The Instant Meshes free software computes the parameters describing the
face orientation and the border alignment. Then it optimizes position data to
distribute the faces on the new polymesh uniformly and splits the edges to get
sharp features. It is worth generating triangular meshes to avoid any shadow
inconsistency caused by the use of different rendering engines. Moreover, this
allows to perform a further mesh repairing step.

While bump maps simply encode height information by means of grayscale
values, normal maps represent the orientation of surface normals through Red-
Green-Blue (RGB) values. Therefore, they describe three depth dimensions: red
shades represent the height for the X-axis, while green and blue shades describe
values for the Y- and Z- axis respectively.

The impact of the light on a surface region can be determined from surface
normal data and from the light source angle in the virtual environment. Even
though faces in the low-poly mesh may have the same orientation, the interaction
of the light with the normal orientation (retrieved from the high-poly faces) gives
a realistic visual appearance of morphological details.

The next step is UV unwrapping, which consists in dividing the object geom-
etry in correspondence of well known seams and grouping polygons optimally. To
this aim we can use the tools in 3DCoat14, a software package providing better
results than many other solutions.

The next normal baking process can be carried out with the Knald15 soft-
ware, which exploits GPU computing to generate high quality textures in a short
time from meshes containing up to 350 millions of triangles. Knalds builds up
a tangent space normal map, which defines the normals to the low-poly mesh
surface. This normal map must be converted to grayscale. The level of adher-
ence in visual appearance obtained after the topological reconstruction directly
influences the amount of details represented by the normal map.

To create standard photo textures we can import the topologically recon-
structed mesh and its UV components in Photoscan or Metashape by selecting
“Keep uv” as texture mapping mode to use existing UV parameterization.

Then the standard colour texture map (diffuse map) and the greyscale normal
map can be merged. In the GIMP16 image processing software we can carry out
this operation by choosing the “Overlay blending” mode: according to dark tones
in diffuse texture and contrast enhancement in grayscale normal map, changing

13 https://www.atangeo.com/buy/nPro.
14 https://3dcoat.com/.
15 https://www.knaldtech.com/knald/.
16 https://www.gimp.org/.

https://www.atangeo.com/buy/nPro
https://3dcoat.com/
https://www.knaldtech.com/knald/
https://www.gimp.org/
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the opacity/alpha values of the base and top layers can improve the desired
effect. The obtained texture can be applied to the low-poly mesh by means of
Photoscan or Metashape.

10.2 Improving Texture Mapping with Artificial Markers

The accuracy and reliability of texture mapping can be improved by surround-
ing the target with artificial markers used as control points and integrating
partial 3D data acquired through laser scanning [36]. The marker coordinates,
the parameters of texture camera and the pose parameters of texture images are
optimized through a global bundle adjustment method. Marker registration and
Iterative Closest Point algorithms are employed to detect the rigid transforma-
tions from the coordinate system of the scanner to that of the object and from
the coordinate system of the 3D model to that of the scanner.

10.3 Surface Reflectance

Traditional photogrammetry pipelines assume the object to be reconstructed has
only Lambertian surfaces: this unrealistic assumption is often the main cause of
a poor visual appearance of the 3D model. Lambertian surfaces are characterized
by an isotropic luminance, which makes them uniformly bright from any direction
of view. Unfortunately, many real-world surfaces of glossy materials like metals,
plastics or ceramics are typical examples of non-Lambertian surfaces. In these
cases, a Bidirectional Reflectance Distribution Function (BRDF) is estimated to
represent the surface reflectance. The spatially varying BRDF model proposed
in [37] exploits light-field cameras, which are able to detect light direction, for
depth and reflectance estimation by assuming a known distant light source.

Since the typical assumption of an infinite light distance is not valid for
close-range photogrammetry, another spatially varying BRDF model [38] jointly
estimates the position of light sources, albedo and BRDF parameters. Besides
images used for mesh reconstruction, it requires a High-Dynamic-Range envi-
ronment map as input data. While low luminosity samples contain the diffuse
albedo, high luminosity samples represent specular highlights and can be used
to triangulate the light sources. Based on this consideration, an alternating opti-
mization is iterated until convergence, which consists of a step estimating the
optimal reflectance and light setup from high luminosity samples, given the cur-
rent diffuse albedo, and a step estimating the optimal diffuse albedo from low
luminosity samples, given the current light.

Another work [39] showed the BRDF reconstruction accuracy can be
improved by a preliminary selection of reliable regions based on three assump-
tions:

1. the estimation error is higher for regions with higher curvature;
2. the reflectance distribution increases with the dot product of the surface nor-

mal and the half vector between the light direction and the view direction;
3. for distant light images, the region of highest intensity represents the peak of

specular reflection.



392 L. T. De Paolis et al.

11 Conclusions

Photogrammetry can build 3D replicas of real objects by reconstructing their
position, orientation and shape from several pictures taken from different view-
points. Nowadays it is emerging as a more affordable alternative to laser scanning
techniques, which require complex acquisition procedures. For the reconstruc-
tion of a small object, pictures can be taken by performing a complete rotation
around it without the obstacles that usually hamper such operation in outdoor
environments. We have described the typical hardware setup for an automatic
and accurate image acquisition. Then, we have presented a survey on algorithms
and tools for 3D reconstruction and for the enhancement of visual appearance,
which is important to emphasize the object quality.

Contribution

The author Carola Gatto wrote Sect. 2 of the paper, entitled “Photogrammetry
for cultural heritage”.
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Abstract. This paper presents a method for real-time single-color marker detec-
tion. The algorithm is based on our previous work, and the goal of this paper
is to investigate and test possible enhancements that can be done, namely color
weighting, hue calculation, and modified versions of dilatation and erosion oper-
ations. The paper also explains a solution for dynamic color selection, which
makes the system more robust to varying lighting conditions by detecting the
color hue, saturation, and value under the current conditions. The designed meth-
ods are implemented in WebGL, which allows running the developed application
on any platformwith any operating system, givenWebGL is supported by the web
browser. Testing of all described and implemented improvements was conducted,
and it revealed that using hue weighting has a good effect on the resulting detec-
tion. On the other hand, dynamic thresholding of saturation and value components
of the HSV color model does not give good results. Therefore, testing for finding
the right threshold for these components had to be done. The erosion operation
improves the detection significantly while dilatation does not have almost any
impact on the result.

Keywords: Marker detection · WebGL · GPGPU · Augmented reality

1 Introduction

Marker detection is a process of finding the area in the given image that possesses a
unique character, sign, or color. There are many ways and many existing systems that
try to solve this problem.

A broad spectrum of applications can use such markers. The most typical example
is reading QR codes, which are usually used as a way of storing textual information in
the real world in a form that is easily and quickly readable by machines. Other exam-
ples of these systems include ARTag [1], ARToolKit [2], ARToolKit Plus [3], AprilTag
[4], and CALTag [4]. More sophisticated augmented reality (AR) applications need to
obtain information about the surrounding environment. These applications combine the
real world with artificial elements. The typical AR system uses a camera to capture
information about the real world. One of the ways to obtain this information is to use a
marker, defined by a pattern that the application has to detect in the image (e.g. [5–7]).
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On the other side of the spectrum, there are marker-less systems that extract information
from the real scene only (e.g. [8, 9]). This process is usually more complicated and
requires more computational time than a situation where the marker is present. Several
studies focused on the comparison of marker-based and marker-less systems have been
conducted in [10–12].

The authors focus their research on the area of single-color marker detection over
a longer period. Previous works include two implemented algorithms for color marker
detection [13, 14]. Even though the algorithms were functional, detection problems
appeared in some cases. Their common problem is the detection of a fixed color marker
only. Our current goal is to develop an improved version of the algorithm that works
for any color without editing the application code. Modifying source code is usually
cumbersome for programmers and other IT specialists and impossible for everyone else.
The color should be selected by the user in an interactive way without using any color
pickers and other similar approaches. Another improvement is adapting the selected
color to the current lighting conditions that can change the way the camera perceives the
color.

The paper is structured as follows. Section 2 presents related works. Section 3
describes in detail the algorithmwe propose. Section 4 gives details about the implemen-
tation in the WebGL environment. Section 5 presents the results we achieved, explains
the testing methodology, and contains tests and comparisons that we made. Finally,
Sect. 6 includes conclusions and outlines future research.

2 Related Work

Markers represent a popular system for camera localization, and many publications on
this topic can be found. The following summary focuses on the most related works to
our work.

Lai andWang [15] present an interactive AR system using adaptive marker tracking.
The system’s target domain is entertaining education. The authors used ARToolKit [2]
for marker detection. The adaptivity of the system was achieved by having a cube, the
faces of which were all covered with different markers. This method always leads to a
situation when at least three markers are visible.

Smith et al. [16, 17] demonstrate the system for adaptive color marker detection with
visual feedback. The system uses the color light sensor to capture the surrounding light
of the scene environment. The sampled color information is used to select the optimal
tracking color. Using the HSV color model, they select the hue color component of the
marker color gained by moving 180° from the environmental color to find the opposite
color. This approach achieves the maximum contrast between the surrounding light and
the marker color.

Rasmussen et al. [18] deal with the tracking object by color alone. The work focuses
on tracking one or multiple objects in space based on user-selected sample pixels. They
also introduce a loss recovery procedure.

Romero-Ramirez et al. [19] focused on possible approaches in speeding up the
process of detection of squared fiducial markers. They claim that their method processes
over 1000 frames per second in 4K resolution images. Themain idea of their solution lies
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in detecting multiple scales because markers can usually be detected in smaller versions
of the image. This approach is maintaining precision while speeding up the process.

Marker detection is not restricted just for AR games and other similar applications.
Other applications can be found in the medical tracking domain. Saaidon et al. [20]
investigated a color marker-based navigation system for image-guided surgery. They
deal with problems like unintended patient moving. They admit that the accuracy and
performance of these systems still need some improvements.

Our previous publications [13, 14] were focused on this area – and both present
different solutions for real-time color marker detection. The first one [13] describes
a GPU algorithm that divides the image into rectangular sub-areas of the same size in
which amarker is localized. Themain problems have appeared in cases where themarker
was split between two or more regions, and it consequently may be difficult to detect.
Such situations did not often occur in the test environment, but it was not appropriate to
ignore the problem. The second version [14] of the algorithm eliminated this problem by
the horizontal and vertical projection of the segmented area of color marker. The image
pixels are scanned in all columns and rows, and the number of pixels with the marker
color is summed. Afterward, the coordinate at which the center of the marker is most
likely to be located was obtained using the weighted arithmetic mean. Both algorithms
are parallelized and were implemented using GPU shaders.

3 Marker Detection

Our proposed solution consists of several algorithms, each implementing a part of the
functionality. Apart from the main detection, there is an algorithm for initial color
selection and a separate algorithm for detection testing. The solution uses mainly the
hue-saturation-value component color model (HSV) through its algorithms.

The main detection itself includes several partial improvements that enhance the
precision of marker location detection. The first improvement is hue weighting and
color component thresholding. The second one uses a raster processing of a color image
that is similar to binary morphological operations dilation and erosion.

3.1 Introduction of the Main Algorithm

All implemented improvements were incorporated in the main detection algorithm that
is based on the algorithm that we already published in [14]. This paper focuses on its
possible improvements and color adaptability algorithm. The base algorithm summary
follows.

The main algorithm consists of two steps implemented on GPU (Fig. 1). During
the first step, pixels with the correct color are horizontally and vertically projected and
summed for every column and every row.During the second step, theweighted arithmetic
means of pixel counts and pixel coordinates is calculated. The horizontal and vertical
means represent the (x, y) coordinate of the detected marker.
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1st step: sum of the 
selected pixels 

2nd step: weighted 
arithme�c mean 

of the sums

Fig. 1. Illustration of the two steps of the main detection algorithm

3.2 Target Color Selection

The detection of single-color markers is based on correct target color selection, and it
is the first processing task. The manual setting of the target color is cumbersome, and
it could be imprecise. Also, the problem is that many colors look different outside on a
sunny day or inside under artificial lighting. For instance, our testing showed that green
color (RGB 0,255,0) looks like green under daylight, but the camera perceived it almost
like a cyan color (RGB 0,255,255) under artificial light. We decided to overcome this
problem by implementing an algorithm that selects the color under the current lighting
conditions.

One frame of the camera feed is taken with the marker in an exact predefined area.
This means that the area should contain only the color of that marker. The area is
processed only for 10 × 10 pixels output resolution regardless of the input size. Each
unit is processing a hundredth of the area, which means that 100 groups are present.
The mean value for every RGB component is calculated, and all pixels inside the group
are processed. As the last step, the final mean RGB color is converted to the HSV color
model, which is the output of every group. Those one hundred colors in the HSV color
model are copied from the GPUmemory to the CPUmemory. The mean value of the hue
component of all obtained color values is calculated. Mean calculation is a problematic
operation because the range of hue values is mapped to the circle in the HSV model.
Conversion to another space allowing the correct mean calculation of the circular hue
componentmust bemade according to the following formula (1). Itmust be noted that the
result of this calculation is not the same as the arithmetic mean, and the result becomes
less precise when the values are far from each other.

huemean = atan2

(
100∑
i=1

sin(hi),
100∑
i=1

cos(hi)

)
(1)
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Saturation and value components of the HSV model do not have this problem. Both
components are processed separately but in the sameway. Firstly, they are normalized and
sorted. The lowest ten values and highest ten values are ignored.Minimumandmaximum
value from the remaining values is used for thresholding of the marker saturation and
value. If the difference between the minimum and maximum is lower than 0.1, they are
edited equally to make the difference between them at least 0.1.

The final output of the target color calibration is five specific values – one for hue,
two for saturation, and two for value. All of them are used as color marker etalon for
detection until the user changes it to a different one with the same steps.

3.3 HSV Color Model and Hue Weighting

The algorithm is supposed to work more dynamically with the color space. HSV color
model provides the advantage of working with color through only one value instead of
three as in the RGB color model. Saturation and value components are depending on the
color that was detected.

The target hue is always fixed beforehand, but a whole range of colors with similar
hues needs to be considered. The less the color is similar to the selected target color,
the lower is the weight the pixel coordinates will have. The calculation we propose is
nonlinear. The pixel coordinates weight is calculated as a difference from the target hue
and the actual pixel hue. The absolute value of this value is converted to the range,
and finally, square root operation is performed to achieve nonlinearity. The threshold
divergence is currently fixed to 20° in the (0°, 360°) interval. In cases where the target
hue and the actual hue are both close to 0°, a problem can occur when one of these values
is lower and will appear as a number close to but lower than 360°. This situation must
be dealt with, too.

pixel coordinates weight =
√
thresholddivergence − abs(targethue − actualhue)

thresholddivergence

(2)

HSV saturation and value components are also used in the detection, but only for
thresholding permitted values. The threshold is partially dynamic; it is calculated during
the step of target color selection from minimum and maximum detected values.

3.4 Improving Results by Morphological Dilatation and Erosion

Our proposed algorithm does not implement the dilatation and erosion operations fully,
but their principle is used when calculating the pixel weight. As described earlier, the
pixel coordinate weight is calculated as a difference of its hue from the target color
hue. However, the input image usually contains many failures like small holes inside
a marker region and small areas of the right colored pixels, which are not part of the
marker. These operations are performed to smoothen possible holes in the marker and to
penalize individual pixels of a similar hue. To save computation time, we do not perform
them on the whole image in a separate pass. They are merged with the first step of the
algorithm. Both operations are tested separately, and combined testing is performed too.



400 M. Košťák et al.

Dilatation-Like Operation
If the pixel weight is nonzero, then its value is returned without performing the dilatation
operation.When pixel weight is zero, the algorithm looks on all eight neighboring pixels,
and it takes the mean value of the weights of the pixels that are nonzero.

weight =
⎧⎨
⎩

weight; if weight �= 0∑8
k=1 wk∑8
k:wk �=0 1

; if weight == 0
(3)

Erosion-Like Operation
If the pixel weight is zero, then this value is returned. When pixel weight is nonzero, the
algorithm looks at all eight neighboring pixels. If the sum of weights of all these pixel
weights is less than a threshold value X , then the previous weight is discarded, and zero
is returned. This operation helps to discard separate groups of pixels that have similar
colors to the selected target color.

weight =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0; if weight == 0

0; if weight �= 0 and
∑8

k=1 wk∑8
k:wk �=0 1

< X

weight; if weight �= 0 and
∑8

k=1 wk∑8
k:wk �=0 1

≥ X

(4)

3.5 Possible Future Improvements

Currently, the system adaptability is achieved by dynamically selecting the color of the
markerwhen the user starts the application and is asked to scan themarker. This approach
can easily overcome different lighting conditions that can have a substantial impact on
how the camera perceives colors. This adaptability could be further improved. In the
current situation, when the user selects the color, this color is fixed unless he decides to
select a new one manually.

A detected marker is usually an integral area without any gaps. Our algorithm
works by scanning all rows and columns of the image. These projections could be
used to detect if multiple integral areas were detected by using Otsu’s method for auto-
matic image thresholding. The original Otsu’s method [21] is very time consuming, but
computationally efficient implementations have since been proposed [22, 23].

Artificial neural networks are a different approach to detection. Nowadays, they
are a popular tool in the field of computer vision. They should be capable of enough
generalization to be able to detect single-color markers. Works in this area have already
been conducted (e.g. [24, 25]).

4 Implementation

The algorithms were implemented using WebGL in the web browser environment. Web
browsers are available onboth desktop andmobile devices. That is a significant advantage
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in comparison to native applications. The development of the native application depends
on the target operating system and whether the target platform will be a desktop or
mobile device. WebGL is a standard JavaScript API for GPU accelerated 3D rendering.
The designed algorithm works heavily with images in real-time, and therefore using
GPU acceleration is a necessity.

4.1 Main Algorithm

The main algorithm is based on the same principle as in our previous work [14]. It is a
two-pass algorithm where each pass is processed by the classical visualization pipeline
that is composed of vertex and fragment shaders. The summary of the algorithm is
presented in Sect. 3.1.

The current implementation uses the same algorithm only with a few improvements
that do not influence the algorithm’s principle. The main algorithm was improved in
several ways to achieve more precise detection, namely, hue weighting, dynamic cali-
bration of hue, saturation, and value components of the HSV color model, and operations
similar to erosion and dilatation.

4.2 Target Color Selection (Calibration)

Target color selection is implemented in a single fragment shader. Postprocessing of
the values is done in JavaScript code. Before the main detection algorithm is executed,
the user is required to present the marker he is planning to use. This marker must fit in
a specific rectangular region of the input camera image. The GPU pipeline processes
this image. Namely, the fragment shader is reducing the resolution for consequent faster
reading to CPU operating memory. The fragment shader is invoked only for 10 × 10
pixels resolution regardless of the input size. Each unit is processing a hundredth of the
area that is supposed to contain the marker color. Following snippet of JavaScript code
shows the algorithm for the calculation of mean of circular quantity, which in our case
is the hue component of the HSV model.
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4.3 Hue Weighting

Hue weighting is achieved by this minimalistic GLSL (OpenGL Shading Language)
function inside a fragment shader.

4.4 Dilatation and Erosion

Dilation and erosion are implemented inside the first step of the algorithm. They are
separate functions implemented in GLSL in the fragment shader. Dilatation is only
performed when the pixel hue weight is zero. Erosion is done only when pixel hue
weight is not zero.
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4.5 Source Code

The source code of the implementation is publicly available in this GitHub repository:
https://github.com/milankostak/Marker-detection/tree/v3.0.

5 Results and Testing

The implemented algorithm was tested on various images grabbed by a mobile phone
camera. Selected results of calibration and detection are shown in the form of the
following mobile phone screenshots (Fig. 2–3).

Fig. 2. These figures present the process of aligning the marker inside the box in the middle to
select the marker color during the calibration process before starting its detection.

Fig. 3. These figures display the correct detection of different markers (pink, red, blue, blue
circle) in a real environment where there are other markers of different colors, which are correctly
ignored. The first two (pink, red) detected markers were drawn manually by hand. The third one
(blue) was printed. The last figure shows the detection of a shape with a hole in it. Our algorithm
allows such detections due to its nature of summing pixels for every row and every column. (Color
figure online)

https://github.com/milankostak/Marker-detection/tree/v3.0
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Testing is an essential part of examining whether the algorithm is working as
intended. It is also crucial for comparing with other solutions. As this is not our first
attempt to develop an algorithm for single-color marker detection, we needed to have a
reliable way of testing the performance of those detectors.

The testing methodology that we implemented consists of having a set of images.
These images were created as frames from captured videos. All these snapshots were
tagged with the right center of the marker. There were 140 images from 8 different
videos. Out of those 140 images, 66 images did not contain any marker, and 74 images
contained exactly one marker. The color of the marker in each recorded video was
calibrated beforehand and inserted into the test program automatically from a previously
manually created file. The testing images sometimes contained an object of a similar
color as the marker color to test the limits of the algorithm. That is one of the reasons
why false positive counts are sometimes high.

A separate testing algorithm was implemented to compare detected results with the
expected correct results. This algorithm counts true positive, true negative, false positive,
and false negative cases. True positive is each case where the marker was detected with
the distance from the ground truth that is lower than 50 pixels. False positive is a situation
where there was a detected marker, but there was no marker in the image, or the distance
from it is greater than 50 pixels. The mean and median of the deviation from the correct
marker are calculated for true positive cases, and lower results mean a better outcome.
The accuracy is a sum of true positive and true negative cases divided by the total number
of images.

5.1 Saturation and Value Threshold Finding

Preliminary testing showed that using thedynamicvalues for saturation andvalue compo-
nents of the HSV color model often breaks the detection. That is probably due to changes
in the environment that are happening all the time. Cameras are trying to account for
these changes and accordingly change the image in a way that using those components
did not work as expected. Therefore, the right threshold had to be found through testing,
which revealed that for saturation and value is around 0.3. This means that colors that
have at least one of the components lower than this threshold will be discarded. Through
all the tests, the hue threshold divergence is fixed to 20. Results are in Table 1.

5.2 Testing the Erosion-Like Operation

Testing with the same settings but with the erosion-like operation was performed. The
results show that this operation can improve the detection if the threshold is set to a suit-
able value. Two variants of tests were done. The first uses only the count of neighboring
pixels that have the hue in the threshold divergence range (Table 2). This method did
not have as good effect as using the sum of the weighted hues of the neighboring pixels
(Table 3). That is probably because the count is including pixels which hue can be less
similar to the target hue while using the sum ensures that only pixels that have neigh-
boring pixels with similar hue are used. Best results were achieved with 0.35 threshold
for saturation and value, and with 6.5 threshold for the weight of neighboring pixels
(Table 3). This setting achieved the best result among all the tests that we performed.
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Table 1. The table contains the results of testing of different threshold for saturation and value
components of the HSV color model. The results show that the threshold around 0.3 is providing
the best detection.

Threshold for
saturation and
value
components of
the HSV color
model

Accuracy Mean of true
positive

Median of true
positive

False positive
count

False negative
count

0.20 48.6% 4.08 1.65 72 0

0.25 56.4% 3.83 1.76 61 0

0.30 56.4% 4.11 1.81 60 1

0.35 56.4% 5.37 2.16 59 2

0.40 52.1% 5.99 2.64 58 9

0.45 46.4% 5.72 2.43 55 20

0.50 51.4% 5.87 3.33 30 38

Table 2. The table contains the results of testing of a different threshold for erosion-like operation.
The erosion is performed in the variant where only the count of neighboring pixels is considered.

Threshold for
saturation
and value
components
of the HSV
color model

Erosion
threshold
count

Accuracy Mean of true
positive

Median of
true positive

False
positive
count

False
negative
count

0.3 8 57.8% 5.78 1.95 58 1

7 57.1% 4.92 1.83 59 1

6 57.1% 5.14 1.81 59 1

5 56.4% 3.98 1.83 60 1

0.4 8 50.7% 5.11 2.43 58 11

7 51.4% 5.36 2.57 58 10

6 52.1% 5.63 2.60 58 9

5 52.1% 5.72 2.59 58 9

0.5 8 55.0% 7.18 4.00 25 38

7 55.0% 7.19 4.07 25 38

6 55.0% 7.19 3.95 25 38

5 52.9% 5.13 3.37 28 38
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Table 3. The table contains the results of testing of a different threshold for erosion-like operation.
Erosion is performed in the variant where the weight of neighboring pixels is considered. The table
shows that this operation improves the results significantly over the situation where it is not used
in Table 1.

Threshold for
saturation
and value
components
of the HSV
color model

Erosion
threshold

Accuracy Mean of true
positive

Median of
true positive

False
positive
count

False
negative
count

0.30 7 74.3% 5.42 1.79 22 14

6.5 75.0% 5.40 2.13 33 2

6 70.7% 4.28 1.74 40 1

5 69.3% 4.35 1.66 42 1

0.35 7 75.7% 5.78 1.82 20 14

6.5 79.3% 4.85 2.13 25 4

6 72.1% 5.34 1.93 37 2

5 68.6% 4.21 1.85 42 2

0.40 7 72.9% 6.78 2.96 19 19

6,5 76.4% 5.49 3.45 22 11

6 67.9% 3.91 2.41 35 10

5 64.3% 4.97 3.18 9 9

0.45 7 67.1% 10.55 5.99 12 34

6,5 65.7% 4.74 3.93 17 31

6 60.0% 4.13 3.01 28 28

5 58.6% 6.95 4.08 34 24

5.3 Testing Dilatation-Like Operation

This testing was done with the same parameters as in Table 1, but the dilatation-like
operation was performed. Two variants of the test were done (Table 4). Dilatation is
executed only when the pixel weight is zero. The first variant looks at the neighboring
pixels and returns their mean weight. The second variant returns the largest weight.

Testing of the combination of erosion-like and dilatation-like operation was also
done. All the results did not show any significant changes compared to the situation
where dilatation was not used.

5.4 Testing Previously Implemented Algorithms

The algorithms published in [13, 14] were also included in the testing. The samemethod-
ology and the same dataset were used. Both algorithms were using fixed color, and a
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Table 4. The table contains the results of testing of the dilatation-like operation. Both versions
of outputs are presented in the table. The table shows that dilatation operation does not improve
the results in either variant compared to the situation when the operation is not used in Table 1.

Threshold for
saturation
and value
components
of the HSV
color model

Dilatation
output

Accuracy Mean of true
positive

Median of
true positive

False
positive
count

False
negative
count

0.3 mean 56.4% 4.48 1.82 60 1

max 55.7% 3.29 1.79 61 1

0.4 mean 51.4% 6.80 3.00 59 9

max 51.4% 6.84 2.99 59 9

0.5 mean 50.0% 3.70 2.57 32 38

max 50.0% 3.70 2.57 32 38

Table 5. This table contains the testing of the first detection algorithm [13].

Threshold for
components of
the RGB color
model

Accuracy Mean of true
positive

Median of true
positive

False positive
count

False negative
count

0.10 55.0% 21.81 15.86 16 47

0.15 57.1% 18.07 14.32 24 36

0.20 52.9% 17.05 16.43 42 24

0.25 25.0% 18.89 13.02 94 11

change implementing support for dynamic color was necessary. These algorithms use
the RGB color model and testing for a different threshold from the selected target color
components was performed. The testing was conducted for comparison purposes. The
results of the first algorithm (Table 5) [13] are slightly better in the detection than the
second algorithm (Table 6) [14], but the actual precision is significantly worse. Both
results are worse than the new investigated improvements.

5.5 Performance

The performance of the main GPU algorithm is still the same as the original. Rendering
time for one full pass through the pipeline takes around 2ms for laptop version of Nvidia
GTX 1060 [14].
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Table 6. This table contains the testing of the second detection algorithm [14].

Threshold for
components of
the RGB color
model

Accuracy Mean of true
positive

Median of true
positive

False positive
count

False negative
count

0.10 55.0% 5.20 2.18 16 47

0.15 52.9% 4.49 2.90 30 36

0.20 37.9% 14.28 7.37 63 24

0.25 11.4% 4.86 2.43 113 11

While running, the web application is using between 5 to 6 MB in JavaScript
heap space. The whole browser tab is taking around 90 MB of memory. CPU usage
is oscillating between 30 to 40% for Intel Core i5-8300H.

These measurements mean that our algorithm is not only precise but also has great
performance allowing real-time experience.

5.6 Summary

The best results were achieved with the algorithm that uses hue weighting and includes
erosion operation in the variant that uses the weight of the neighboring pixels. The best
version was using an erosion weight threshold of 6.5. The most suitable threshold for
saturation and value components of the HSV model was 0.35.

Table 7. Summary of all tested algorithms, its improvements, and other used methods.

Previous marker detection implementations Worse results, especially precision

Using Hue in HSV instead of RGB An issue with calculating mean

Using weighted hue instead of a fixed threshold
as in the previous implementations

Better results

Using calculated saturation and value
components of the HSV model

Not usable; the environment changes a lot;
using a fixed low threshold of around 0.3
works well

Erosion-like operation with count Small improvement

Erosion-like operation with weight Significant improvement

Dilatation-like operation with mean or max Almost no change

6 Conclusion and Future Work

In the paper, we present several ideas for marker detection improvements, namely, hue
weighting, dynamic calibration of hue, saturation, and value components of the HSV
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color model, and operations similar to erosion and dilatation. Several of these ideas
work, but some of them did not make any change to the detection.

Using hue weighting improves the results significantly. The erosion-like operation
improves detection in a great way, too. These enhancements improve the precision of
the detection but also help to reduce false positive and false negative cases.

On the other side, things that did not work as expected include using dynamic satu-
ration and value. The main problem seems to be the way cameras handle environment
changes,which has amajor impact on saturation andbrightness.Dilatation-like operation
was also among those ideas that did not change the results of the detection.

Our future work will probably focus on the possibility of using machine learning
and artificial neural networks. These are popular and powerful tools in computer vision,
and we suppose it should be possible to achieve satisfying results.
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Abstract. With hundreds of new games being released everyweek, designers rely
on existing knowledge to design control schemes for their products. However, in
the case of games with new game mechanics, designers struggle to implement
new button schemes due to the lack of research on players’ adaptation to new
and non-standard controls. In this study we investigated PC players habits when
playing a game they have no knowledge of, and how they adapt to its non-standard
control scheme. Data was collected by using a specifically designed game instead
of relying on pre-existing ones, allowing us to design specific game mechanics to
exploit users’ habits and monitor players’ behaviour in their home environments.
Preliminary results seem to indicate that PC players do pay attention to control
schemes and are able to quickly learn new ones, but they also prefer to make
mistakes in favour of execution speed.

Keywords: Game studies · Game design · Human-Computer interaction ·
Player-video game interaction · Game peripherals · Subconscious behaviour

1 Introduction

Every aspect of the interaction between a user and a videogame has been subject of
analysis for as long as game existed, with many different disciplines working together
to produce a significant amount of valuable literature to guide the design of new experi-
ences. It is surprising that, of all the elements that contribute to the creation of a digital
game, there is a fundamental one that seems to receive very little attention: users’ rela-
tionship with input devices. Game peripherals - often called controllers or gamepads -
tend to share similar features and ergonomics, which led to the creation of de-facto
standards that are more based on intuitions or historical choices than on real studies.
This creates a problem when a new type of game emerges and a new control scheme
is required: there is no previous knowledge on how to design the experience so that
players can quickly adapt to the control scheme, or what players’ behaviour would be
in with different mechanics. Finding a solution has become a priority in later years,
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especially with new technologies such as Virtual Reality (VR) and Augmented Reality
(AR) struggling to find the best way to make players adapt to completely new types of
games.

In this project we aim to investigate how players adapt to non-standard button
schemes while playing in unsupervised environments. A gamewas specifically designed
for this purpose, and it was released on an online platform where players could down-
load and play the way they would play any other game. This paper introduces the first
preliminary results of our study, obtained by analysing the first game sessions, and aims
to introduce the first observations regarding players’ behaviour. A follow-up study is
currently being planned and will be published as soon as more conclusive data will be
gathered and analysed.

Current literature is based on in-lab experiments, where players are asked to play in
conditions that are not familiar to them. The bias that these experiments inherently have
is hard to quantify, and verifying this data against similar experiments in players’ natural
gaming environment has proven to be a challenge. Our approach solves this problem,
but introduced many more variables to be taken into account to prevent potential data
contamination. By building a game that was as close as possible to a commercial product
we hope that the results would contribute to building a literature that would be helpful
in the design of new experiences.

2 Previous Literature

As cliché as thismay sound, game peripherals have been studied for as long as videogame
existed. By definition, games require a series of inputs by the user, and in digital worlds
this happens through external hardware. From the first “pong” in 1958, played on an
oscilloscope through a small joystick [1], to the modern consoles with ergonomic con-
trollers, hardware has always been part of the game experience itself. Of course in recent
years different inputs have successfully been tested, but historically speaking, as reported
in the survey presented in [2], standard controllers are still the most common way to
interact with a digital experience.

A comprehensive study on the relationship between game peripherals and perfor-
mance has been published in 2019 [3], where the authors evaluated the influence of game
controllers on experience and perceived performance. A similar study was conducted
in [4], where they evaluated the self-perceived emotional response (frustration, bore-
dom, flow) of players using different controllers to play the same FPS game, showing
initial evidence that what is perceived as “natural” interaction, as defined in [5], may
not be as natural for videogame players. FPS games were also the core element of the
study proposed by [6], where the authors evaluated players’ overall performances with
two different hardware configurations, comparing a non-standard device with players’
preferred ones.

A first study to actively research how different control schemes could influence play-
ers enjoyment was conducted in [7], where university students were asked to play the
same sports game on different consoles with radically different control schemes, report-
ing a significant difference between the groups. A similar experiment was conducted in
[8], where a group of FIFA 12 players were asked to play two matches with two dif-
ferent control schemes, the first one familiar to them, and the second one being slightly
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Fig. 1. End of the tutorial area. All tutorial rooms have an arrow that point the player to the right
directions

different. No significant variation in subjective or objective measures indicated any pref-
erence for any control scheme, even though several potentially influencing factors were
highlighted by the authors and more research should be conducted on the matter (Fig.1).

At the best of our knowledge, all the aforementioned experiments were conducted
in a lab environment and were conducted through pre-existing games.

3 The Experiment

The game, called “EscapeTower”, was built with the use ofUnreal Engine and distributed
through Itch.Io store, while the data was collected through GuraaS, an online platform
for remote gameplay data collection. Players were not aware of the purpose of the study
during their experience to preserve their natural behaviour throughout the experience.
“EscapeTower” is a classic first-person puzzle game, where the player has to solve a
series of puzzles to reach the end. Two main areas constitute the “tower”: a tutorial area,
that is also used to collect players’ demographics, and the actual puzzle area, divided on
three floors connected by ladders. The whole experience is structured to have a linear
progression in terms of interactions and difficulty, and there is no loading time between
the two areas.

It was important for the study to profile players’ basic demographics, but it was
also preferable not to use a questionnaire to keep the game experience intact. Making
a digital questionnaire would have been challenging in terms of interaction, and was
likely to introduce some unwanted biases on controller mapping. It was first thought that
a questionnaire could be set up through mouse and keyboard, but being these disabled in
the game, it would have been misleading for the user. Using the controller was also not
an option, as it would give players interaction indications that will not represent actual
gameplay interactions. For these reasons, it was decided to use the tutorial section to
introduce all interaction before the actual game. All mechanics that players will use in
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the main area – with the only exception of invisible walls – are introduced in this first
section.

Unlike the tutorial area, the main tower has more of a labyrinth-structure. Each floor
has a main corridor through which players can enter all rooms (if unlocked). Floors are
connected through ladders, some of which are freely accessible and some others that
must be unlocked by pressing a button. The game also features hidden doors, that can
be unlocked just by pressing a button, and levers that are associated with certain doors.
Every time a lever was pressed, all doors linked to it were switched from close to open
or vice versa, depending on their current status.

3.1 Interaction Design

Before the game even starts players are notified that the only way to interact with the
game is through a standard XBOX controller (Fig. 2), and no instruction is provided nor
any possible combination of buttons was somehow presented or introduced before the
game itself. Players are required to understand by themselves how the game works and
how to interact with the environment.

Fig. 2. StandardXBOXcontroller for PC.On the right, the four buttons that can be used to interact
in the game

Given the absence of literature on the matter, it was assumed that the most common
button, the lowest one in a gamepad, would be the most common to press if players
already had a background in gaming. It was therefore decided not to assign A – the
button in the bottom position on XBOX controllers – to any common interaction. Back
buttons such as L1, L2, R1 andR2were also tracked, but no interaction has been assigned
to them. The final scheme can be found in Table 1.

The interaction dynamic is the same for each object. When a player gets close to an
object and looks approximately in its direction, the UI shows the expected button, and
the player can interact by pressing it on their controllers (Players could interact only
when its button is visible). Some objects, such as doors and buttons, have big colliders
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and are easy to interact with. Other objects, such as grabbables and ladders, are much
harder to interact with.

By having small objects that are harder to grab, it was possible to measure if players
assimilate the action required to grab a key and automatically perform it, and if players
wait for the UI to show before performing an action or they press regardless of that and
adjust their aim. No vibration feedback was provided.

Table 1. Map of all actions that can be performed in the game

ID Interaction Button Min Interactions*

0 PressButton A 3

1 InvisibleDoor A 3

2 JumpFromLadder A 3

3 Unscrew B 8

4 GrabObject B 2

5 PlaceObject B 1

6 EnterLadder B 3

7 OpenDoor X 7

8 SwitchLever X 2

9 UnlockDoor Y 3

10 GrabKey Y 7

11 UnlockCage Y 3

TOTAL 45

* Excluding tutorial

3.2 Potential Biases and Data Contamination

Being the audience unknown, the scenario was designed to be as neutral as possible,
with no clear cultural references presented anywhere. The walls were painted in white
with minimal ambient occlusion, and some simple decorations were added around the
main corridors to reduce the impact that the game could have on photosensitive subjects.
Different decorations had been tested, but some of them seemed to guide players’ eyes
towards certain elements that were beingmonitored andwere therefore discarded. Hands
and arms were covered by gloves and sleeves so that it would not be possible for players
to assign gender, skin colour or age to it.

The main problem emerges in terms of interactions. The game clearly states that
the game requires an XBOX-style controller, and an icon showing a similar controller
was displayed every time a keyboard or mouse button was pressed. However, due to
technical limitations, different peripherals (such as PlayStation controllers) were also
able to play the game. Regardless of the used controllers, the game always showed an
icon representing an XBOX controller when an interaction was available.
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4 Results

At the time of writing, the game has been downloaded 128 times from the official Itch.io
page, with 51 game sessions played by 41 unique users. Out of 51 sessions, only 26 are
meaningful, where a meaningful session is defined as one where the player has stayed
within the game more than 240 s and has entered the main area. These 26 sessions
have been completed by 22 unique players, which means that 4 sessions have been
conducted and completed by players who have previously played the game. It is not
possible however, to know whether if the same person has played the game twice or if
a second person has played instead, as the tutorial is only played the first time the game
is started.

In terms of users’ profiling, data shows that the game was played by 19 people who
identify as male, 1 who identify as female, and 2 who would rather not say. 16 players
were playing from Europe, 4 from North America, 1 from South America and 1 from
Africa. 21 out of 22 users play games “Every day” or “often”. The only diversifier is the
age, with one person younger than 14, 1 between 15 and 20, 9 from 21 to 26, 5 from 27
to 32, 4 from 33 to 38, and 2 older than 50. In terms of experience, 12 people have been
playing for over 20 years, 2 have played between 15 and 20 years, and the remaining
between 6 and 15 years.

In terms of interactions, adding together all the interactions frommeaningful sessions
we obtained 4017 button clicks (average of 154.4 per session), plus 381 button clicks
from the controllers’ back buttons (14.65 per session). On average, the A button has
been clicked 19.7 times per sessions, B has been pressed 49.2 times, X has been pressed
37.5 times, and Y has been pressed 48.0 times.

Out of these 4017 clicks, 669 (16.5%) resulted in a missed interaction, meaning
that the click was done when no interaction was possible, and 538 (13.4%) were wrong
interactions, meaning that the player clicked the wrong button when an interaction was
available. It is worth noticing that out of 538 wrong interactions, 76 of them (15%) were
done on objects that previously had an interaction and was no longer active, such as an
open door or a button. Looking at how the wrong interaction distributes, X is the button
that is mostly pressed as substitute of another (166 times), while A and B are used as
substitute significantly fewer times (117 and 101 respectively). Y is not often used as
substitute, being wrongly pressed only 78 times. Giving it a different perspective, it is
possible to evidence that mistakes do not happen with the same frequency: for instance,
X is often used as substitute of Y (93 times out of 166) while Y is used instead of A
only 4 times out of 78. It is interesting to see the data from a different perspective: if we
consider the expected interaction first, we notice that Y is the button that most often not
pressed when expected, with 158 mistakes, while only 48 times players have pressed a
different button when A was expected. Full data is shown in Fig. 3. The majority of a
missed hits, 388 out of 669 (58%), is followed by another missed hit, making series of
multiple hits more likely than one simple missed hit. Of the remaining 281 missing hits,
82 were grab actions (12% of the total), 45 were ladder climbs (6.7%), 31 lever press
(4.6%) and 21 an exit menu opening (3.1%). The remaining 15.3% is constituted by a
mix of all other possible interactions.

If we ignore the sequence of missed hits, and look for the next meaningful interaction
following each one of them, data shows a completely different scenario. 175 times it



Users’ Adaptation to Non-standard Controller Schemes 417

Fig. 3. Each error was logged as “Used button 1 on object @, 2 was expected”. On the left,
mistakes are grouped by 1, with the expected buttons between brackets. On the right, buttons are
grouped by 2, with the used buttons between brackets.

was an object grab (26%), 109 exit menu (16.3%), 101 were a ladder climb (15.1%) 78
were lever press (11.6%) and 65 were interactions with a door (9.8%). The remaining
21.2% is constituted by a mix of all other possible interactions.

5 Discussion

Looking at players’ demographics, the majority of players were European males who
play games on a daily basis. They have all played games for at least 5 years, with the
majority of them with more than 15 years of experience. The logical conclusion is that
the gathered data will be representative of experienced players only.

Putting together missed and wrong interactions results in 30% buttons being pressed
with no consequence. Given that the game does not require any action to be performed
within any time range, this shows that players have a general tendency to ignore accuracy
to perform the action as fast as possible. The long series of missed hits also support this
intuition, suggesting that they would rather press a button as quicktly as possible and
make a mistake, rather than aim with precision and wait for the action to be available.

It is surprising, given the initial considerations, that missed interactions appear more
often – even though just by a small margin – than wrong interactions. This seems to
suggest that for experienced players, it is more important to perform a quick action than
to get the right button to interact. This interpretation of data is supported by the type of
interaction that follows a missed interaction: excluding the 109 times people opened the
exit menu after missed hits, out of 560 missed interactions, 300 of these (53.5%) were
either an object grab or an interaction with a ladder, the two that were most difficult
by design. The collider size here presents a significant role: object grabs and ladder
interactions are themost common action that follows amissing hit regardless of counting
single or multiple missing hits, but they also show a significant increment from the first
to the second group, suggesting that these objects were hard to grab and caused many
missing hits in a row. Big objects such as button to press and doors had big colliders,
were easy to interact with, and were therefore subject of less missed interactions.

An interesting consideration can be done by looking at howmany times buttons have
been pressed on average in each game. A is pressed 2.1 times more than needed, B 3.5
times, X 3.1 times, and Y 4.8 times. These results are mostly in line with what was
expected, as Y is used by most of the main key mechanics, B and X are used for some of
them, and A is used only for things that are supposed to happen once, such as activating
a button or unlocking an invisible door.

A is also the button that players get right most of the time (with only 48 substitutions
out of 482, 10%), because every object that can be interacted with by pressing that button
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is a “one click only”, meaning that players cannot get it wrong multiple times. Other
things such as key grabbing happenmore often, and errors can therefore happenmultiple
times. The initial intuition would be that A, being the button in the easiest position to
press, would be intuitively be pressed as substitute of others, but this does not happen
as often as it does with X, which is used as substitute of other buttons 166 times against
the 117 of A.

Looking at the whole picture, the behaviour that emerges seems to indicate that
players do focus on the button scheme, getting the right interaction 70% of the times.
However, It also seems that expert players would rather try to complete an action as
quickly as possible rather than complete it without making a mistake. This is under-
standable as there is no penalty for misclicking a button, but it also suggests that, given
the high amount of correct interactions, they either learned the control schemes fairly
quickly, or that they did pay attention to the required button most of the times. Fur-
ther analysis of the distribution of missed hits during a game session will give a more
definitive answer.

It also surprises that the role of A, considered to be the button that most players
would likely press, has not been supported by the data. On the contrary, X has often
been the substitute for other actions, despite not being the button that is pressed the most
on average. In other words, when an interaction is possible and players do not know
what to press, they are most likely to go for X instead of A. This is confirmed by the
distribution of Y: despite being pressed more than the other buttons, because of the key
swapping, it is not often used as substitute for other interactions.

6 Conclusions

In this paperwehave introduced a preliminary study aimed at understandinghowplayers’
interact with non-standard button schemes. From our preliminary data it seems that
players actively focus on learning a new button scheme if they have not seen a game
before, getting the pressed button right most of the time. However, speed seems to be
an important variable that plays a role during gameplay, with more missed interactions
than wrong ones, and with a significant amount of missed interactions following one
another.

There is a huge gap in literaturewhen it comes to the relationship between controllers,
players’ adaptation and gameplay, and there is little knowledge of how environmental
factors could have influenced the data. It is way too early to make conclusive assump-
tions, and it is our hope that this initial study will raise more question than it answers.
Replication studies will be needed to rule out potentially influential factors that have not
been foreseen in the design of the experience.
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Abstract. Defining methods for the automatic understanding of ges-
tures is of paramount importance in many application contexts and
in Virtual Reality applications for creating more natural and easy-to-
use human-computer interaction methods. In this paper, we present
a method for the recognition of a set of non-static gestures acquired
through the Leap Motion sensor. The acquired gesture information is
converted in color images, where the variation of hand joint positions
during the gesture are projected on a plane and temporal information
is represented with color intensity of the projected points. The classifi-
cation of the gestures is performed using a deep Convolutional Neural
Network (CNN). A modified version of the popular ResNet-50 archi-
tecture is adopted, obtained by removing the last fully connected layer
and adding a new layer with as many neurons as the considered gesture
classes. The method has been successfully applied to the existing refer-
ence dataset and preliminary tests have already been performed for the
real-time recognition of dynamic gestures performed by users.

Keywords: 3D dynamic hand gesture recognition · Deep learning ·
Temporal information representation · 3D pattern recognition ·
Real-time interaction

1 Introduction

Gesture recognition is an interesting and active research area whose applications
are numerous and various, including, for instance, robotics, training systems,
virtual prototyping, video surveillance, physical rehabilitation, and computer
games. This wide interest is due to the fact that hands and fingers are used
to communicate and to interact with the physical world [2]; then, by analyzing
human gestures it is possible to improve the understanding of the non-verbal
human interaction. This understanding poses the basis for the creation of more
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natural human-computer interaction, which is fundamental for the creation of
immersive virtual environments with a high sense of presence. Despite this pop-
ularity and interest, until a few years ago, finger movements were difficult to
acquire and characterize, especially without the use of sophisticated wearable
tracking devices, which usually turn to be quite unnatural. Indeed, there exist
many methods trying to solve hand gesture recognition by using wearable devices
[10,13,21]. With the recent technology improvement, fingers’ tracks can be dig-
itally obtained relying only on RGB cameras eventually enhanced with depth
information. In this manner, it is possible to abstract human hands by adopting
two main representations: 3D model-based and appearance-based [35]. Generally,
3D model-based representations are deduced by exploiting depth information,
but there are methods trying to reconstruct 3D hand representations using only
RGB-data.

Hand gestures can be classified as static, i.e. if no change occurs over time,
or dynamic, i.e. if several hand poses contribute to the final semantics of the
gesture within an arbitrary time interval. So far, several works address static
gestures, focusing on pre-defined gesture vocabularies, such as the recognition of
the sign language of different countries [20,25–27,30,36]. On the contrary, very
few works address the detection and classification of dynamic hand gestures in a
realistic real-time environment [11], even if dynamic gestures are recognized to
be more natural and intuitive than the static ones.

To allow a user experience as much natural as possible, we decide to track
hands without gloves or invasive controllers preferring contact-free sensors.
Among the different tracking systems, we decided to adopt the Leap Motion
sensor due to its easy availability and affordability. For this reasons, in this paper
we aim at defining a method for dynamic gesture recognition based on 3D hand
representation reconstructed from the Leap Motion sensor tracking. Our method
relies on deep learning techniques applied to the images obtained by plotting the
positions of the hands acquired over time on a specific 2D plane, condensing the
temporal information uniquely as traces left by the fingertips that fade towards
a value of transparency (the alpha value) equal to zero as time passes. Compared
to also drawing the traces of the other edges that make up the hand, we have
found that this approach maximizes the information that can be condensed into
a single image while keeping it understandable for humans.

For the training, a public available dataset presenting 1134 gestures [8,9]
has been used. The first stage of the evaluation of the deep neural network has
been carried out on a subset of the 30% of the available gestures, maintaining the
split as presented in the original paper [8] and reaching an overall accuracy of the
91.83%. We also propose our own dataset with about 2000 new dynamic gesture
samples, created following considerations on the balance, number of samples and
noise of the original dataset reaching an accuracy of over 98%. Finally, we will
briefly talk about the real-time setup and how it has already been successfully
used to acquire the new dataset proposed in this paper and to perform some
preliminary user tests.
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The rest of the paper is organized as follows. Section 2 reviews the most
pertinent related works. Section 3 and 4 detail the proposed method and show
the results of the experimentation carried out respectively. Finally, Sect. 5 ends
the paper providing conclusions and future steps.

2 Related Works

The ability to recognize hand gestures, or more in general understanding the
interaction between humans and the surrounding environment, has arisen inter-
ests in numerous fields and has been tackled in several studies consequently.
So far, several commercial sensors for capturing full hand and finger action are
available on the market, generally they can be divided into wearable (such as
data gloves) and external devices (such as video cameras). Wearable sensors
can address different purposes, for instance VR Glove by Manus1, Cyber Glove
System2, Noitom Hi5 VR3 are designed mainly for VR training; while the Myo
Gesture Control Armband is especially used in medical applications [4]. This
kind of technology is very accurate and with fast reaction speed. However, using
gloves requires a calibration phase every time a different user starts and not
always allows natural hand gestures and intuitive interaction because the device
itself could constrain fingers motion [1,16,28,40]. Therefore, research on hand
motion tracking has begun investigating vision-based techniques relying on exter-
nal devices with the purpose of allowing a natural and direct interaction [2].

In the following sections, we review methods registering hands from RGB
cameras (both monocular or stereo) and RGB-D cameras and interacting
through markerless visual observations.

2.1 Methods Based on RGB Sensors

The use of simple RGB cameras for the hand tracking, and consequently for
their gesture recognition, is a challenging problem in computer vision. So far,
works using markerless RGB-images mainly aim to the simple tracking of the
motion, as the body movement [7,22,32] or the hand skeleton [33,37,41]; while
the motion recognition and interpretation has still big room for improvement.
Considering the method proposed in [33], which presents an approach for real-
time hand tracking from monocular RGB-images, it allows the reconstruction
of the 3D hand skeleton even if occlusions occur. As a matter of principle, this
methodology could be used as input for a future gesture recognition. Anyhow,
it outperforms the RGB-methods but not the RGB-D ones presenting some
difficulties when the background has similar appearance as the hand and when
multiple hands are close in the input image.

1 https://manus-vr.com/.
2 http://www.cyberglovesystems.com/.
3 https://hi5vrglove.com/.

https://manus-vr.com/.
http://www.cyberglovesystems.com/.
https://hi5vrglove.com/.
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Focusing on hand gesture recognition, Barros et al. [5] propose a deep neural
model to recognize dynamic gestures with minimal image pre-processing and
real time recognition. Despite the encouraging results obtained by the authors,
the recognized gestures are significantly different from each other, so the classes
are well divided, which usually greatly simplifies the recognition of the gestures.

Recently, [39] proposes a system for the 3D dynamic hand gesture recogni-
tion by a deep learning architecture that uses a Convolutional Neural Network
(CNN) applied on Discrete Fourier Transform on the artificial images. The main
limitation of this approach is represented by the acquisition setup, i.e. it must
be used in an environment where the cameras are static or where the relative
movement between the background and the person is minimal.

2.2 Methods Based on Depth Sensors

To avoid many issues related to the use of simple RGB-images, depth cameras
are widely used for hand tracking and gesture recognition purposes. Generally,
the most commonly used depth cameras are the Microsoft Kinect4 and the Leap
Motion (LM) sensor5.

The Kinect sensor includes a QVGA (320 × 240) depth camera and a VGA
(640 × 480) video camera, both of which produce image streams at 30 frames
per seconds (fps). The sensor is limited by near and far thresholds for depth
estimation and it is able to track the full-body [43]. The LM is a compact sensor
that exploits two CMOS cameras capturing images with a frame rate of 50 up to
200 fps [3]. It is very suitable for hand gesture recognition because it is explicitly
targeted to hand and finger tracking. Another type of sensor that is adopted
sometimes is the Time-of-Flight camera, which measures distance between the
camera and the subject for each point of the image by using an artificial light
signal provided by a laser or an LED. This type of sensor has a low resolution
(176 × 144) and it is generally paired with a higher resolution RGB camera [6].

Using one of the above mentioned sensors, there are several works that
address the recognition of static hand gestures. Mapari and Kharat [30] pro-
posed a method to recognize the American Sign Language (ASL). Using the
data extracted from the LMC, they compute 48 features (18 positional values,
15 distance values and 15 angle values) for 4672 collected signs (146 users for
32 signs) feeding an artificial neural network by using a Multilayer Perceptron
(MLP). Filho et al. [42] use the normalized positions of the five finger tips and
the four angles between adjacent fingers as features for different classifiers (K-
Nearest Neighbors, Support Vector Machines and Decision Trees). They com-
pare the effectiveness of the proposed classifiers over a dataset of 1200 samples
(6 uses for 10 gestures) discovering that the Decision Trees is the method that
better performs. Still among the methods to recognize static postures, Kumar
et al. [26] apply an Independent Bayesian Classification Combination (IBCC)

4 https://developer.microsoft.com/en-us/windows/kinect/.
5 https://developer.leapmotion.com.

https://developer.microsoft.com/en-us/windows/kinect/.
https://developer.leapmotion.com
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approach. Their idea is to combine hand features extracted by LM (3D finger-
tip positions and 3D palm center) with face features acquired by Kinect sensor
(71 facial 3D points) in order to improve the meaning associated with a cer-
tain movement. One challenge performing this combination relies on fusion of
the features, indeed pre-processing techniques are necessary to synchronize the
frames since the two devices are not comparable.

A more challenging task, which increases the engagement by a more natural
and intuitive interaction, is the recognition of dynamic gestures. In this case, it
is crucial preserving spatial and temporal information associated with the user
movement. Ameur et al. [3] present an approach for the dynamic hand gesture
recognition extracting spatial features through the 3D data provided by a Leap
Motion sensor and feeding a Support Vector Machine (SVM) classifier based
on the one-against-one approach. With the aim of exploiting also the temporal
information, Gatto et al. [15] propose a representation for hand gestures exploit-
ing the Hankel matrix to combine gesture images generating a sub-space that
preserves the time information. Then, gestures are recognized supposing that
if the distance between two sub-spaces is small enough, then these sub-spaces
are similar to each other. Mathe et al. [31] create artificial images that encode
the movement in the 3D spaces of skeletal joints tracked by a Kinect sensor.
Then, a deep learning architecture that uses a CNN is applied on the Discrete
Fourier Transformation of the artificial images. With this work, authors demon-
strate that is possible to recognize hand gestures without the need of a feature
extraction phase. Boulahia et al. [8] extract features on the hands trajectories,
which describe local information, for instance describing the starting and ending
3D coordinates of the 3D pattern resulting from trajectories assembling, and
global information, such as the convex hull based feature. Temporal information
is considered by extracting features on overlapping sub-sequences resulting from
a temporal split of the global gesture sequence. In this way, the authors collect
a vector of 356 elements used to feed a SVM classifier.

In general, the use of complex and sophisticated techniques to extract ad-hoc
features and manage temporal information requires more human intervention
and does not scale well when the dictionary of gestures to be classified has to
be expanded. Furthermore, the extraction of hundreds of features at different
time scales may even take more CPU time than a single forward pass on a
standard CNN already optimized against modern GPU architectures, thus not
guaranteeing real-time performance in classification.

3 Overview of the Proposed Approach

Based on the assumption that natural human-computer interaction should be
able to recognize not only predefined postures but also dynamic gestures, here
we propose a method for the automatic recognition of gestures using images
obtained from LM data. Our method uses state-of-the-art deep learning tech-
niques, both in terms of the CNN architectures and the training and gradient
descent methods employed.
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In the following sub-sections, first we describe the problem of dynamic gesture
recognition from images (Sect. 3.1), then we illustrate the pipeline to create the
required images and how we feed them to the neural network model (Sect. 3.2).
Finally, we introduce the LMHGD dataset adopted and the rationale that led
us to use it (Sect. 3.3).

3.1 Problem Formulation

Let S = {Ch}N
h=1 be a set of gesture classes, where N identifies the number of

classified gestures. The variation of a dynamic gesture over time can be defined
as:

gi =
{

Gτ
i

}Ti

τ=1
, (1)

where τ ∈ [1, Ti] defines a certain instant in a temporal window of size Ti and Gτ
i

represents the frame of gi at the time τ . Note that a gesture can be performed
over a variable temporal window (depending on the gesture itself or on the user
aptitude). The dynamic hand gesture classification problem can be defined as
finding the class Ch where gi most likely belongs to, i.e. finding the pair (gi, Ch)
whose probability distribution P(gi, Ch) has the maximum value ∀h.

Let Φ be a mapping that transforms the space and the temporal information
associated with a gesture gi resulting into a single image defined as:

Ii = Φ(gi) =
Ti∑

τ=1

Φ(Gi). (2)

With this representation, there exists a single Ii for each gesture gi regardless of
the temporal window size Ti. This new representation encodes in a more compact
manner the different instants τ of each gesture and represents the new data to be
recognized and classified. Then, the classification task can be redefined in finding
whether an image Ii belongs to a certain gesture class Ch, i.e. finding the pair
(Ii, Ch) whose probability distribution P(Ii, Ch) has the maximum value ∀h.

3.2 Hand Gesture Recognition Pipeline

We propose a view-based approach able to describe the performed movement
over time whose pipeline is illustrated in Fig. 1. As input, a user performs differ-
ent gestures recorded as depth images by using a Leap Motion sensor (blue box).
A 3D gesture visualization containing temporal information is created by using
the joint positions of the 3D skeleton of the hands (magenta box) as obtained
from the Leap Motion sensor. From the 3D environment, we create a 2D image
projecting the obtained 3D points on a view plane (green box). The created
image is fed to the pre-trained convolutional neural network (yellow box), to
whose output neurons (14 such as the gesture classes to be classified) a softmax
function is applied which generates a probability distribution which finally rep-
resents the predicted classes (purple box). Finally, the gesture is labeled with the
class that obtains the maximum probability value (orange box). In the following
the two main steps are described.
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Fig. 1. Pipeline of the proposed hand gesture recognition

The 3D Visualizer. We used the VisPy6 library to visualize the 3D data of
the hands in a programmable 3D environment. The visualizer is able to acquire
the skeleton data both from the files belonging to the LMHGD dataset (through
the Pandas7 library), and in real time using the Leap Motion SDK wrapped
through the popular framework ROS (Robot Operating System) [34] which pro-
vides a convenient publish/subscribe environment as well as numerous other
utility packages.

A 3D hand skeleton is created by exploiting the tracking data about each
finger of the hand, the palm center, the wrist and the elbow positions. If at a
certain time the whole or a part of a finger is not visible, the Leap Motion APIs
allows to estimate the finger positions relying on the previous observations and
on the anatomical model of the hand.

Once the 3D joint positions are acquired, spatial and temporal information of
each gesture movement are encoded by creating a 3D joint gesture image, where
3D points and edges are depicted in the virtual space for each finger. Here, the
color intensity of the joints representing the fingertips changes at different time
instants; specifically, recent positions (τ ∼ Ti) have more intense colors, while
earlier positions (τ ∼ 0) have more transparent colors. Finally, we create a 2D
image by projecting the 3D points obtained at the last instant of the gesture
on a view plane. In particular, we project the 3D fingertips of the hands on
a plane corresponding to the top view, which represents hands in a “natural”
way as a human usually see them. Figure 2 shows an examples of the 2D hand
gesture patterns obtained for four different gestures. Although this view does not
contain all the information available in the 3D representation of the hands, we

6 http://vispy.org.
7 https://pandas.pydata.org.

http://vispy.org
https://pandas.pydata.org
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have found that it is sufficient for a CNN to classify the set of dynamic gestures
under study very accurately.

(a) Catching (b) Rotating

(c) Scroll (d) Shaking

(e) Draw line (f) Zoom

Fig. 2. Examples of 2D hand gesture patterns

Classification Method. The proposed method leverages a pre-trained ResNet-
50 [18], a state-of-the-art 2D CNN that has been modified and fine-tuned to
classify the images produced by our 3D visualizer. We decided to use a ResNet-
50 because this kind of architecture is pre-trained on ImageNet [38] and it is
one of the fastest at making inference on new images, having one of the lowest
FLOPS count among all the architectures available today [17]. Unfortunately,
given the modest size of the original LMDHG dataset, it would not have been
possible to train from scratch a 3D CNN model capable of classifying all the
available information coming from the LM sensor.
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3.3 The LMHGD Gestures Dataset

Most of the reviewed gesture datasets are composed of gestures executed with
a single hand, performed and recorded perfectly, with no noise or missing parts,
and segmented always with the same duration. These hypotheses ensure a good
class separation improving the classification results but they are far from the
reality. For instance, it is not unusual to record hand trembles during the gestures
including a significant amount of noise.

To improve the evaluation of different methods over a more realistic dataset,
Boulahia et al. [8] define a dataset of unsegmented sequences of hand gestures
performed both with one and two hands. At the end of each gesture, the involved
participants were asked to perform a “rest” gesture, i.e. keeping the hands in the
last movement position for a few seconds, thus providing a kind of null gesture
that can be used to recognize the ending of a certain movement.

We chose their dataset as a starting point to test our method because it was
the most realistic dataset created using the Leap Motion sensor that we were
able to identify. It is our opinion that the original LMHGD paper provides three
major contributions: i) the evaluation of the method proposed by the authors
against the DHG dataset [12], ii) the evaluation of the method proposed by the
authors against the properly segmented version of the LMHGD dataset, iii) the
evaluation of the method proposed by the authors against the non-segmented
version (i.e. without providing their classifier with the truth value on where a
gesture ends and the next one starts) of the LMHGD dataset. For this paper,
we decided to apply our method in order to replicate and improve only point ii),
namely, against the properly segmented LMHGD dataset.

This dataset contains 608 “active” plus 526 “inactive” (i.e. classified as the
Rest gesture) gesture samples, corresponding to a total of 1134 gestures. These
gesture instances fall into 14 classes, Point to, Catch, Shake down, Shake, Scroll,
Draw Line, Slice, Rotate, Draw C, Shake with two hands, Catch with two hands,
Point to with two hands, Zoom and Rest, of which the last 5 gestures are per-
formed with two hands. Unfortunately, the gesture classes are divided unevenly
having a number of samples not uniform among them. Indeed, most of the classes
have roughly 50 samples, except Point to with hand raised that presents only 24
samples and Rest, as previously said, that presents 526 samples.

4 Experiments

In this section, we present the experimental results obtained by processing the
LMHGD dataset, represented in form of images from our 3D visualizer. The
main obtained results concern the training of three distinct models through (i)
images depicting a single view of the hands from above (see Subsect. 4.2); (ii)
images obtained by stitching two views together (from the top and from the
right) to provide further information to the classifier (see Subsect. 4.3); and (iii)
a new dataset that we publicly release at this URL8 containing about 2000 new

8 https://imaticloud.ge.imati.cnr.it/index.php/s/YNRymAvZkndzpU1.

https://imaticloud.ge.imati.cnr.it/index.php/s/YNRymAvZkndzpU1
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gestures performed more homogeneously with each other, with less noise and
with fewer mislabeling occurrences than in the LMHGD dataset (see Subsect.
4.4). Indeed, we deem this dataset is richer and more suitable for the initial
stages of training of CNN models when there are few samples available and it is
important that the signal-to-noise ratio of the information used for training is
high.

4.1 Training of the Models

The training took place using Jupyter Notebook and the popular deep learning
library, Fast.ai [19], based on PyTorch. The hardware used was a GPU node of
the new high-performance EOS cluster located within the University of Pavia.
This node has a dual Intel Xeon Gold 6130 processor (16 cores, 32 threads each)
with 128 GB RAM and 2 Nvidia V100 GPUs with 32 GB RAM.

The training was performed on 1920 × 1080 resolution images rendered by
our 3D visualizer, properly classified in directories according to the original
LMHGD dataset and divided into training and validation sets, again following
the indications of the original paper [8].

As previously mentioned, the model chosen for training is a pre-trained ver-
sion of a ResNet-50 architecture. Fast.ai convenient APIs, allow to download
pre-trained architecture and weights in a very simple and automatic way. Fast.ai
also automatically modifies the architecture so that the number of neurons in
the output layer corresponds to the number of classes of the current problem,
initializing the new layer with random weights.

The training has performed using the progressive resizing technique, i.e. per-
forming several rounds of training using the images of the dataset at increasing
resolutions to speed up the early training phases, have immediate feedback on the
potential of the approach, and to make the model resistant to images at different
resolutions (i.e. the model generalizes better on the problem). The specific section
in [14] explains very well the concept of progressive resizing. For our particular
problem, we have chosen the resolutions of 192, 384, 576, 960, 1536 and 1920 px
(i.e. 1, 2, 3, 5, 8 and 10/10 of the original 1920 × 1080 px resolution).

Each training round at a given image resolution is divided into two phases (a
= frozen, b = unfrozen), each consisting of 10 training epochs. In phase a, the
weights of all the layers of the neural network except those of the new output
layer are frozen and therefore are not trained (they are used only in the forward
pass). In phase b, performed with a lower learning rate (LR), typically of one or
two orders of magnitude less9, all layers, even the convolutional ones, are trained
to improve the network globally.

As neural network model optimizer, we chose Ranger as it combines two of
the best state-of-the-art optimizers, RAdam [29] (Rectified Adam) and Looka-
head [44], in a single optimizer. Ranger corrects some inefficiencies of Adam [23],
such as the need for an initial warm-up phase, and adds new features regarding

9 Fast.ai’s Learner class has a convenient lr find() method that allows to find the best
learning rate with which to train a model in its current state.
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Fig. 3. Confusion matrix obtained using a single view.

the exploration of the loss landscape, keeping two sets of weights, one updated
faster and one updated more slowly, and interpolating between them to improve
the convergence speed of the gradient descent algorithm. Once all the training
rounds were completed, the model with the best accuracy was selected for the
validation phase. At the same accuracy between checkpoints at different train-
ing rounds, the model generated by the lowest round (i.e. trained with lower
image resolution) was selected and reloaded for validation. This has a substan-
tial advantage in the inference phase since smaller images are classified faster.

All the code and jupyter notebooks described in this section are available at
the following URL10.

10 https://github.com/aviogit/dynamic-hand-gesture-classification.

https://github.com/aviogit/dynamic-hand-gesture-classification.
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Fig. 4. Top losses plot obtained using a single view.

4.2 Evaluation on the LMHGD Gesture Dataset - Single View

To allow a further comparison with the method provided by Boulahia et al. [8],
we split the dataset according to their experiments, i.e. by using sequences from
1 to 35 of the dataset to train the model (779 samples representing ∼70% of the
dataset) and sequences from 35 to 50 to test it (355 samples representing ∼30%
of the dataset).

With this partition, our approach reaches an accuracy of 91.83% outper-
forming the 84.78% performed by Boulahia et al. From the confusion matrix
illustrated in Fig. 3, we can notice that most of the classes are well recognized
with an accuracy over 93%. Misclassifications occur when the paired actions are
quite similar. For example, the gestures Point to and Rotate, which are rec-
ognized with an accuracy of 80% and 73% respectively, are confused with the
nosiest class Rest ; Point to with two hands, recognized with an accuracy of 73%,
is confused with the close class Point to; while Shake with two hands, recognized
with an accuracy of 80%, is reasonably confused with the two close classes Shake,
Shake down. Table 1 shows the detailed F-Score values for each class.
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Table 1. F-score values for our classifier (single view) trained on the LMDHG Dataset.

F-score LMDHG dataset (single view)

Precision Recall F1-score Support

Draw C 1.00 1.00 1.00 15

Catching 1.00 0.93 0.97 15

Catch with two hands 1.00 0.93 0.96 14

Draw line 0.93 0.93 0.93 15

Point to 0.55 0.80 0.65 15

Point to with two hands 0.92 0.73 0.81 15

Rest 0.94 0.93 0.94 162

Rotate 1.00 0.73 0.85 15

Scroll 0.88 1.00 0.93 14

Shake 0.94 1.00 0.97 15

Shake down 0.94 1.00 0.97 15

Shake with two hands 0.92 0.80 0.86 15

Slice 0.88 1.00 0.94 15

Zoom 0.93 0.93 0.93 15

Accuracy 0.92 355

Macro avg 0.92 0.91 0.91 355

Weighted avg 0.93 0.92 0.92 355

For a comprehensive evaluation, in Fig. 4 we show the top losses for our
model. The top losses plot shows the incorrectly classified images on which our
classifier errs with the highest loss. In addition to the most misclassified classes
deduced also from the confusion matrix analysis (i.e. Point to, Rotate and Shake
with two hands), from the analysis of the top losses plot, we can pinpoint a few
mislabeled samples. For example, in Fig. 4 it can be seen that the third sample
(prediction: Rest, label: Rotate) does not actually represent a Rotate at all. The
same is valid for Draw Line/Zoom, Scroll/Rest and Point to/Rest samples, and
having so few samples in the dataset, these incorrectly labeled samples lower the
final accuracy of the model and prevent it from converging towards the global
optimum.

4.3 Evaluation on the LMHGD Gesture Dataset - Double View

To reduce these misclassifications, we trained a new model by increasing the
amount of information available in each individual image: in this case, in addition
to the top view, we stitch the final image by adding a view from the right.
This approach allows the classifier (exactly like a human being) to disambiguate
between gestures that have a strong informative content on the spatial dimension
implicit in the top view (such as the Scroll gesture, for example). Some example
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Fig. 5. Examples of point patterns present in the training set.

images are shown in Fig. 6. Using this pattern representation, the accuracy of
our method reaches 92.11%. This model performs better than the one trained
only with top view images, but the improvement is not as significant as we
expected. The main reason is that the LMHGD dataset is challenging both in
terms of noise, mislabeled samples and for the various semantic interpretations
of the gestures which are collected from different users. Figure 5 shows different
examples of the Point to gesture performed by several persons and used to feed
the neural network. As we can see, it is objectively difficult, even for a human
being, to distinguish shared characteristics among all the images that univocally
indicate that they all belong to the Point to class.

4.4 Evaluation on Our New Dataset - Single View

With the aim of reducing this type of occurrence, we decided to create a new,
more balanced dataset11, with more samples per class, and with gestures per-
formed in a more homogeneous and less noisy way. The dataset has around 2000
gesture images sampled every 5 seconds and each class has around 100 samples.
The Rest class now contains only images of hands that are mostly still. Two
further classes have been added: the Blank class which contains only traces of

11 The images obtained from our new dataset and the ones for the LMHGD
dataset are available at this URL: https://github.com/aviogit/dynamic-hand-
gesture-classification-datasets.

https://github.com/aviogit/dynamic-hand-gesture-classification-datasets
https://github.com/aviogit/dynamic-hand-gesture-classification-datasets
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(a) Catching (b) Rotating

(c) Scroll (d) Shaking

(e) Draw line (f) Zoom

Fig. 6. Examples of 2D hand gesture patterns obtained using a double view.

gestures that are distant in time (or no gesture at all) and the Noise class, which
represents all the gestures not belonging to any other class. The dataset is pro-
vided both in the form of images and ROS bags. The latter can be replayed (in
a very similar way to a “digital tape” of the acquisition) through ROS’ rosbag
play command and this will re-publish all the messages captured during the
acquisition (skeleton + depth images) allowing to rerun the pipeline, possibly
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Fig. 7. Confusion matrix obtained using the new dataset.

by changing the processing parameters (e.g. displaying the gestures in a different
way or changing the sampling window to improve the real-time acquisition).

Using this new dataset, we then trained a new model, using a 70%/30%
random split (1348 images for the training set, 577 images for the validation set).
The overall accuracy of the model is 98.78%. We report in Fig. 7 the confusion
matrix obtained from this model. Table 2 shows the detailed F-Score values for
each class.

4.5 Real-Time Application

The real-time acquisition, visualization and classification pipeline has already
been used extensively to acquire the new dataset proposed in this paper and for
qualitative user tests, again with a sampling window set to 5 s. On a PC with an
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Table 2. F-score values for our classifier (single view) trained on our new Dataset.

F-score our dataset

Precision Recall F1-score Support

Blank 1.00 0.86 0.92 7

Draw C 0.98 1.00 0.99 51

Catch 0.97 1.00 0.99 33

Catch with two hands 1.00 1.00 1.00 40

Draw line 1.00 0.91 0.96 35

Noise 0.97 0.94 0.95 32

Point to 1.00 1.00 1.00 30

Point to with two hands 0.98 1.00 0.99 44

Rest 1.00 1.00 1.00 39

Rotate 1.00 1.00 1.00 79

Scroll 1.00 1.00 1.00 32

Shake 0.93 1.00 0.96 26

Shake down 1.00 0.97 0.99 39

Shake with two hands 1.00 0.96 0.98 26

Slice 0.94 1.00 0.97 30

Zoom 1.00 1.00 1.00 34

Accuracy 0.99 577

Macro avg 0.99 0.98 0.98 577

Weighted avg 0.99 0.99 0.99 577

Nvidia GTX 770 GPU, the ResNet-50 model takes a few hundred milliseconds
to perform inference on an image produced by the 3D visualizer, thus making
the real-time approach usable on practically any machine. However, these tests
do not yet have sufficient statistical significance and must therefore be extended
to several participants before they can be published. This part will be a subject
of future works.

5 Conclusions

In this paper, we have proposed a visual approach for the recognition of dynamic
3D hand gestures through the use of convolutional neural network models. The
pipeline that we propose acquires data (on file or in real-time) from a Leap
Motion sensor, it performs a representation in a 3D virtual space from which
one or more 2D views are extracted. These images, which condense the temporal
information in the form of traces of the fingertips with varying color intensity,
are then fed to a CNN model, first in the training phase, then in real-time for
the inference phase. The two models trained on the LMHGD dataset achieved
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an accuracy of above the 91% and 92% respectively, while the model trained on
the new dataset proposed in this paper reaches an accuracy above the 98%.

Future work will have the primary objective of enriching the new dataset,
both in terms of the number of images, possibly by joining it with the LMHGD
dataset after making the appropriate modifications and re-labeling, and in terms
of the number of recognized gestures. In addition, the performance of the real-
time pipeline will be validated with a benchmark extended to the largest possible
number of users.
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Abstract. Diminished reality is a technology that aims to remove
objects from video images and fills in the missing region with plausi-
ble pixels. Most conventional methods utilize the different cameras that
capture the same scene from different viewpoints to allow regions to
be removed and restored. In this paper, we propose an RGB-D image
inpainting method using generative adversarial network, which does not
require multiple cameras. Recently, an RGB image inpainting method has
achieved outstanding results by employing a generative adversarial net-
work. However, RGB inpainting methods aim to restore only the texture
of the missing region and, therefore, does not recover geometric infor-
mation (i.e, 3D structure of the scene). We expand conventional image
inpainting method to RGB-D image inpainting to jointly restore the
texture and geometry of missing regions from a pair of RGB and depth
images. Inspired by other tasks that use RGB and depth images (e.g.,
semantic segmentation and object detection), we propose late fusion app-
roach that exploits the advantage of RGB and depth information each
other. The experimental results verify the effectiveness of our proposed
method.

Keywords: Image inpainting · Generative adversarial network ·
Mixed reality

1 Introduction

Diminished Reality (DR), which allows removing objects from images and fill-
ing in the missing regions with plausible textures, plays an important role in
many mixed and augmented reality applications. Previous methods for DR
can be divided into two groups. The first group takes advantage of multi-view
observations to obtain actual background pixels. Pre-observation [4], active self-
observation [7], and real-time observation with multiple cameras [16] are repre-
sentative of this group of methods.

They can provide accurate restoration since multi-view-based methods utilize
pixels directly observed from other views. Mori et al. [13] presented 3D PixMix,
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which addresses non-planar scenes by using both color and depth information
in the inpainting process. However, if the background of the target object is
also occluded in other views, a multi-view based method does not work. In the
second group, inpainting-based methods can handle this problem, because they
use pixels in the image to replace pixels that have been removed. Therefore, they
do not require multiple cameras and pre-recorded observation.

Image inpainting is the task of synthesizing alternative content in missing
regions. It can be used for many applications, such as photo editing, image-based
rendering, and computational photography. Inpainting of RGB image can restore
the region’s texture, but it cannot restore the geometric structure of missing
regions. In this paper, we aim to perform texture and geometry restoration of
the missing region.

Traditional image inpainting works make use of low-level features from sur-
rounding images. They work well on background inpainting tasks. However, they
are unable to create novel image content not found in the source image. They
often fail to restore complex missing regions and objects (e.g., faces) with none-
repetitive structures. Moreover, they cannot consider high-level semantics.

Thanks to the rapid development of deep convolutional neural networks
(CNNs) and generative adversarial networks (GANs) [8], convolutional encoder-
decoder architectures jointly trained with adversarial networks have been used
for inpainting tasks. Iizuka et al. [10] improved the consistency of image inpaint-
ing results by introducing a global and local discriminator. In this paper, we
employ this global and local discriminator.

While GANs-based works show promising visually realistic images, it is quite
difficult to make the training of GANs stable. Many methods are proposed on
this subject, but stable training of GANs remains unresolved. Arjovsky et al. [1]
proposed WGAN to handle this problem and prevent model collapse. Gulrajani
et al. improved WGAN and proposed an alternative way of clipping weight seek-
ing for a more stable training method [9]. WGAN-GP has been used for image
generation tasks. On this type of task, it is well known that WGAN-GP exceeds
the performance of existing GAN losses and works well when combined with l1
reconstruction loss. Yu et al. [18] proposed to utilize WGAN-GP loss for both
outputs of the global and local discriminator. We employ WGAN-GP to make
training stable.

One simple solution that restores both the texture and geometry of missing
regions is to train two networks independently; one restores textures with an input
of RGB image and the other restores geometry with an input from an depth image.
We call the no fusion approach. Another possible solution is to train one net-
work which input is RGB-D four-channel image. We call the early fusion approach.
Inspired by a recent object recognitionmethod [17], we aim to construct an inpaint-
ing network that exploits the complementary relationship between RGB and depth
information forRGB-D inpainting.Wang et al. [17] showed that the late fusion app-
roach, which combines extracted features from RGB and depth images, improves
the classification accuracy of objects in the images. Therefore, we also employ the
late fusion approach using RGB and depth information.
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We propose a method to jointly restore texture and geometry information
in an image. Our method is based on GAN with the input of a pair of RGB.
We employ the late fusion approach to fuse RGB and depth information. The
experimental results show that our method successfully restored the missing
regions of both RGB and depth images.

Our contributions are as follows:

– We propose deep learning architecture that jointly restores the texture and
geometry of scenes from RGB and depth images.

– We employ the late fusion approach to fuse RGB and depth information and
show late fusion approach is nicer than early and no fusion approach.

The rest of this paper are organized as follows. We first provide preliminaries
of our work in Sect. 2. Section 3 reviews related work on image inpainting. The
proposed RGB-D inpainting method is presented in Sect. 4. Section 5 describes
the experiment setting and evaluate results and performance comparisons. This
paper is concluded in Sect. 6. Finally, we discuss the future work in Sect. 7.

2 Preliminaries

2.1 Generative Adversarial Networks

The concept of generative adversarial networks was introduced by Goodfellow
et al. [8]. Two networks, a discriminator (D) and generator (G), are jointly
trained in the GAN learning process. The generator network learns to map a
source of noise to the data space. First, the generator samples input variables
from a simple noise distribution such the uniform distribution or spherical Gaus-
sian distribution Pz(z), then maps the input variables z to data space G(z). On
the other hand, the discriminator network aims to distinguish a generated sam-
ple or a true data sample D(x). This relationship can be considered as a minimax
two-player game in which G and D compete. The generative and discriminator
can be trained jointly by solving the following loss function:

min
G

max
D

Ex∼Pdata(x) [log D(x)] + Ez∼Pz(z) [log (1 − D(G(z)))] (1)

2.2 Wasserstein GANs

Minimizing the objective function of GAN is equal to minimizing the Jensen-
Shannon divergence between the data and model distributions. GANs are known
for their ability to generate high-quality samples, however, training the original
version of GANs suffers from many problems (e.g., model collapse and vanishing
gradients). To address these problems, Arjovsky et al. [1] proposed using the
earth-mover (also called Wasserstein-1) distance W (Pg,Pg) for comparing the
generated and real data distributions as follows:

W (Pg,Pg) = inf
γ∈∏

(Pg,Pg)
E(x,y)∼γ [‖x − y‖], (2)
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where
∏

(Pg,Pg) denotes the set of all joint distributions γ(x,y) whose marginals
are, respectively, Pg and Pg.

Its objective function is constructed by applying the Kantorovich-Rubinstein
duality:

min
G

max
D∈D

Ex̃∼Pg
[log (D(x̃))] − Ex∼Pr

[log D(x)], (3)

where D is the set of 1-Lipschitz functions, and Pg is the model distribution,
defined by x̃ = G(z), z ∼ Pz(z).

To enforce the Lipschitz constraint in WGAN, Arjovsky et al. added weight
clipping to [−c, c]. However, recent works suggest that weight clipping reduces
the capacity of the discriminator model. Gulrajani et al. proposed an improved
version of WGAN adds a gradient penalty term:

λEx̂∼Px̂
[(‖∇x̂D(x̂)‖2 − 1)2], (4)

where x̂ is sampled from straight lines between pairs of points sampled from the
data distribution Pr and the generator distribution Pg.

3 Related Work

3.1 Image Inpainting

In early works, two broad approaches to image inpainting exist. Traditional
diffusion-based and patch-based methods belong to the first approach. The
diffusion-based method [2] propagates pixel information from around the tar-
get missing region in an image. Diffusion-based methods can only fill plain and
small or narrow holes. However, the patch-based method, which searches for the
closest matching patch and pastes it into the missing region, works well on more
complicated images. PatchMatch [3], which represents this method, has shown
compelling results in practical image editing applications. However, as these
methods are heavily based on low-level features (e.g., the sum of squared differ-
ences of patch pixel values) and do not consider the global structure, they often
cause semantically inconsistent inpainting results. Moreover, they are unable to
generate novel objects not found in the existing image.

The second approach is learning-based methods, which train CNNs to pre-
dict pixels for missing regions. At the beginning, CNN-based image inpainting
approaches can only deal with very small and thin holes and often generate
images with artifacts, resulting in blurry and distorted images. To handle these
problems, Pathak et al. [14] introduced Context Encoder (CE), which is firstly
trained with both Mean Square Error (MSE) loss and generative adversarial loss
[8] as the objective function. This method allows larger mask (64 × 64 mask in
a 128 × 128 image) to be restored. Iizuka et al. [10] improves this work by intro-
ducing global and local discriminators. The global discriminator judge whether
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Fig. 1. Illustration of the RGB-D image inpainting network. The network takes the
input of RGB and depth images with missing regions, and it jointly outputs restored
RGB and depth images.

the restored section is consistent with the whole image, and the local discrim-
inator focuses on the inpainted region to distinguish local texture coherency.
Furthermore, Iizuka et al. employed dilated convolutions, which allow each layer
to increase the area of an input. Yu et al. [18] proposed an end-to-end image
inpainting model consisting of two networks: a coarse network and a refinement
network, which ensures the color and texture coherency of generated regions
with surroundings. They also introduced a context attention module that allows
networks to use information from distant spatial locations and applied a modi-
fied version of WGAN-GP loss [9] instead of existing GAN loss to ensure global
and local consistency and make training stable. We also employ this WGAN-GP
in the proposed method.

3.2 Learning-Based RGB-D Inpainting

Only one prior work [5], which discussed RGB-D image restoration. It focused on
predicting depth map and foreground separation mask for hallucinating plausible
colors and depths in the occluded area. In this work, they use the independent
completion network, a discriminator for RGB and depth images and a pair dis-
criminator for RGB-D image. We employ the idea of pair discriminator in our
proposed method.

4 Approach

Our proposed method predicts both missing RGB and depth pixels jointly. This
approach restores not only the textures but also the geometries of a scene We
propose using the GAN-based late fusion architecture to utilize each feature as
complementary information. Our network consists of two parts, a completion
network and a discriminator network.
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4.1 The Network Architecture

RGB-D Inpainting Network. In Fig. 1, our inpainting network is depicted.
Our inpainting network is basically based on the architecture proposed upon
the Iizuka et al. [10]. It consists of an RGB encoder-decoder, a depth encoder-
decoder, and a fusion network. The inpainting network is applied to images
with a rectangle-shaped region with missing pixel. Hole region is implied with
white pixels filled in the holes and a binary mask. The hole size and location are
randomly selected during training. RGB and depth features, which are extracted
from individual encoders, are used as the input of the fusion network. We adopt
dilated convolution layers with different dilation rates in the four convolution
layers of the fusion part to increase receptive fields.

Discriminator Network. We employ a discriminator network architecture
proposed by Iizuka et al. [10]. It consists of two networks: a local discriminator
and a global discriminator. The global discriminator judges scene consistency,
and the local discriminator assesses the quality of the small completed area. Fol-
lowing Dhamo et al. [5] method, to encourage inter-domain consistency between
RGB and depth, we set the discriminator’s input as RGB-D data, four channels.

4.2 Loss Function

We combine content loss and generative adversarial loss for training. Unlike using
the standard version of GAN loss, we adopt WGAN-GP, which makes training
stable. We use l1 reconstruction loss of RGB and depth images for content loss.
WGAN-GP works well when combined with l1 reconstruction as Wasserstein-1
distance in the WGAN is based on l1 distance.

Lcontent = Lc + αLd (5)

where Lc and Ld denote RGB and depth l1 reconstruction loss, respectively. We
set α as 1.

Given a raw RGB image xc and depth image xd, we choose a random size and
location for the binary image mask. We make holes by pixel-wise multiplication
of the image and mask (zc = xc � m, zd = xd � m). The RGB encoder and
depth encoder takes concatenation of each image and binary mask. Therefore,
the input of the RGB encoder and depth encoder are four channels (R, G, B color
channels and the binary mask) and two channels (D, depth channels, and the
binary mask), respectively. We utilize [−1, 1] normalized image pixels as an input
image of the network, and generate an output image with the same resolution
G(zc, zd,m). The details of training procedure are shown in Algorithm1.

5 Experiments

5.1 Dataset

We evaluate our network with the SceneNet RGB-D dataset [12], which con-
sists of five million rendered RGB-D images from over 15, 000 trajectories in
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Algorithm 1. The training algorithm of our proposed method
while G has not converged do

for i = 1 to 5 do
Sample batch images xc, xd from training data;
Generate random masks m for xc, xd;
Construct inputs zc ← xc � m, zd ← zd � m;
Get predictions

x̃c ← zc + G(zc, zd,m)c � (1 − m);

x̃d ← zd + G(zc, zdm)d � (1 − m);

Sample t ∼ U [0, 1] and x̂cd ← (1 − t)xcd + tx̃cd;
Update two critics with xcd,x̃cd and x̂cd;

end for
Sample batch images xc, xd from training data;
Generate random masks m for xc, xd;
Update inpainting network G with RGB and depth l1 reconstruction loss and two
adversarial losses;

end while

synthetic layouts. The poses of objects are randomly arranged and physically
simulated with random lighting, camera trajectories, and textures. We train our
model using about two million images taken from the SceneNet RGB-D dataset.
Following the image inpainting task, we use images of size 256 × 256. We also
conduct tests on 10, 000 images from the test data.

5.2 Implementation Details

The input of the completion network is an RGB image, depth image, and a
binary channel. The outputs are inpainted RGB and depth images. The models
are implemented by Pytorch 1.2.0.

5.3 Baseline Methods

To evaluate our late fusion approach, we also trained two baseline models using
no fusion and early fusion approaches. In the no fusion approach, RGB and depth
images are compensated via two individual networks. Therefore, one network
uses the RGB image, and the other network uses the depth image as input. While
the late fusion network has encoder-decoder architecture for RGB and depth,
respectively, the early fusion approach only has encoder-decoder architecture
for RGB-D data. For both the no fusion and early fusion approaches, other
configurations are the same as that of late fusion.

5.4 Training Procedure

The sizes of holes are between 1/8 and 1/2 of the size of the image. We train
the inpainting network for 900, 000 iterations using a batch size of 32 images on
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Input
Image

Output
Image

Ground
Truth

Fig. 2. The results of the proposed inpainting network. Missing regions in the images
of the first row are colored in white. The pixels with large depth values are colored in
red and the pixels with small depth values are colored in blue. (Color figure online)

an NVIDIA Titan GV 100 GPU. The total training time is roughly one week,
and the inference is in real-time. We train our model with Adam optimizer [11]
with the learning rate of 0.001.

5.5 Performance Evaluation

Qualitative Comparison. In Fig. 2, we show the inpainting result of three
images from the dataset. We confirmed that our network restores the missing
region of both RGB and depth images. This shows that the late fusion approach
formed the edge of each restored region clearly.

We compare the qualitative performance of our late fusion approach with
early and no fusion approaches. As shown in Fig. 3, compared to baseline meth-
ods, late fusion successfully merges the depth clue into RGB results to enhance
sharp edges. However, early fusion sometimes provides a discontinuous result.
The no fusion approach shows obvious visual artifacts, including blurred or dis-
torted images in the masked region in both RGB and the depth of the masked
region.

Moreover, we use the RGB-D image masked to the object as the input of our
proposed network. As depicted in Fig. 4, our method generates a plausible depth
inpainted image, while the RGB outcome includes some blurs. This result shows
the possibility of applying our method to diminished reality (DR) applications.

5.6 Quantitative Comparison

RGB Inpainting Result. Table 1 shows the quantitative results of the RGB
restoration of our proposed method. We present a comparison with baseline
methods to verify the effectiness of our proposed method. Since many possible
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Ground Truth Input Image
Late fusion

(Ours)
Early fusion
(baseline)

No fusion
(baseline)

Fig. 3. Qualitative comparisons of our proposed method with two baselines.

solutions different from the original image content exist, image inpainting task
does not have perfect metrics. Nevertheless, we evaluate our proposed method
by measuring l1 loss, signal-to-noise ratio (PSNR) and the structural similarity
(SSIM) following the RGB inapainting task [10]. Our proposed method slightly
outperforms two baseline methods.

Depth Inpainting Result. Table 2 illustrates the quantitative evaluation of
the depth inpainting result. We compute the absolute relative error (Abs rel),
squared relative error (Sq rel), root mean square error (RMSE), and logged root
mean square error (RMSE log) following the monocular depth estimation task
[6]. From the table, our proposed method significantly improves the accuracy of
the depth inpainting.
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Input Image
Output
Image

Ground
Truth

Fig. 4. The result of the proposed method with the input of the object mask.

Table 1. RGB quantitative result.

Method l1↓ PSNR↑ SSIM↑
Early fusion 4.27 × 10−3 3.94 × 10−3 0.985

No fusion 6.33 × 10−3 2.75 × 10−3 0.980

Late fusion (Ours) 3.38 × 10−3 2.61 × 10−3 0.987

Table 2. Depth quantitative result.

Method l1 ↓ Abs Rel↓ Sq Rel↓ RMSE↓ RMSE log↓
Early fusion 11.0 4.29 × 10−3 10.1 77.2 2.02 × 10−2

No fusion 14.3 4.06 × 10−3 5.45 93.4 2.28 × 10−2

Late fusion (Ours) 6.83 2.06 × 10−3 2.21 52.2 1.29 × 10−2

6 Conclusion

In this work, we proposed a GAN-based RGB-D encoder-decoder inpainting
network and evaluated late fusion on a synthetic dataset. Our network jointly
restored the missing region of RGB and depth images. We discussed the fusion
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method enhancing each inpainted result complementary. We showed that the
late fusion approach outperforms no fusion and early fusion approaches.

7 Future Work

First, we will compare our proposed method with [5], which also uses NYU depth
v2 (real) for evaluation, in addition to SceneNet [12] (synthetic). Second, we will
explore the fusion method. In this method, we show the advantage of the late
fusion approach, of which fusion way is very simple. Fusion schemes for RGB-
D image inpainting have not been proposed, but they have been explored for
other tasks. Zeng et al. [15] focused on surface normal estimation from RGB-D
data using a hierarchical network with adaptive feature re-writing, which are
proposed to fuse color and depth features at multiple scales. In their work, Zeng
et al. stated that single-scale fusion (our method) is inefficient for fusing RGB
and depth when RGB and depth contain different type of noise.

Lastly, we will also study the validation of the discriminator. In this paper,
we focus on the architecture of the generator and do not pay much attention to
the discriminator model. Discriminators for depth images have not been studied
thoroughly. Following the monocular depth estimation task, we will propose a
discriminator that judges inpainted depth at multiple scales.

References

1. Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein generative adversarial networks.
In: ICML, pp. 214–223 (2017)

2. Ballester, C., Bertalmi, M., Caselles, V.: Filling-in by joint interpolation of vector
fields and gray levels. IEEE Trans. Image Process. 10, 1200–11 (2001)

3. Barnes, C., Shechtman, E., Finkelstein, A., Goldman, D.B.: PatchMatch: a ran-
domized correspondence algorithm for structural image editing. ACM SIGGRAPH
(2009)

4. Cosco, F.I., Garre, C., Bruno, F., Muzzupappa, M., Otaduy, M.A.: Augmented
touch without visual obtrusion. In: ISMAR, pp. 99–102 (2009). https://doi.org/
10.1109/ISMAR.2009.5336492

5. Dhamo, H., Tateno, K., Laina, I., Navab, N., Tombari, F.: Peeking behind objects:
layered depth prediction from a single image. Pattern Recogn. Lett. 125, 333–340
(2019)

6. Eigen, D., Puhrsch, C., Fergus, R.: Depth map prediction from a single image using
a multi-scale deep network. In: NIPS (2014)

7. Flores, A., Belongie, S.: Removing pedestrians from google street view images.
In: CVPR - Workshops, pp. 53–58 (2010). https://doi.org/10.1109/CVPRW.2010.
5543255

8. Goodfellow, I., et al.: Generative adversarial nets. In: NIPS, pp. 2672–2680 (2014).
http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf

9. Gulrajani, I., Ahmed, F., Arjovsky, M., Dumoulin, V., Courville, A.C.: Improved
training of Wasserstein GANs. In: NIPS, pp. 5767–5777 (2017)

10. Iizuka, S., Simo-Serra, E., Ishikawa, H.: Globally and locally consistent image com-
pletion. ACM SIGGRAPH 36, 107:1–107:14 (2017)

https://doi.org/10.1109/ISMAR.2009.5336492
https://doi.org/10.1109/ISMAR.2009.5336492
https://doi.org/10.1109/CVPRW.2010.5543255
https://doi.org/10.1109/CVPRW.2010.5543255
http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


RGB-D Image Inpainting Using GAN with a Late Fusion Approach 451

11. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization (2014)
12. McCormac, J., Handa, A., Leutenegger, S., Davison, A.J.: Scenenet RGB-D: can

5M synthetic images beat generic imagenet pre-training on indoor segmentation?
In: ICCV, pp. 2697–2706 (2017)

13. Mori, S., et al.: 3D PixMix: image-inpainting in 3D environments. In: ISMAR, pp.
1–2 (2018)
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Abstract. This paper presents new methods of 3D visualization of
graphs that allow to highlight nodes structural centrality. These methods
consist in projecting, along the vertical axis, 2D graph representations on
three 3D surfaces: 1) a half-sphere; 2) a cone and 3) a torus portion. The
transition to 3D allows to better handle the visualization of complex and
large data that 2D techniques are generally unable to provide. The 3D
radial layout techniques reduce nodes and edges overlap and improve, in
some cases, the perception of nodes connectivity by exploiting differently
or better the display space.

Keywords: Radial layout · Immersive graph visualization · Centrality
visualization

1 Introduction

Social network analysis is defined as a methodology that studies relationships
between social actors [10]. It allows to model and visualize these networks of
actors using graphs. Thus, within a network, we can often find groups actors
according to a certain affinity [12] and isolated actors. However, the interpreta-
tion of this sociogram of affinities and/or rejections is sometimes not easy [8,11].
Indeed, to interpret the affinities and rejections that can be observed in a net-
work, one should take into account, on the one hand, personal and social factors
which determine the form and content of relationships, and on the other hand,
processes of the interaction between different actors.

Thus, it is common to determine metrics, in the field of graphs, that char-
acterize the affinities or the rejections that can be observed or the importance
of each actor in the network, and find a visualization technique that allows to
highlight these metrics.

For this, many 2D graph visualization techniques are useful to visualize affini-
ties in networks or to visualize the importance or the role that each actor plays
in the network. However, when faced with large and complex data, these tech-
niques are generally unable to provide appropriate visualization due to a lack of
display space for example.
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Therefore the analysis becomes complicated. It is then necessary to increase
the data display space, and for this it is possible to adapt certain 2D techniques
to 3D [4,6], which still remains a vast area to explore [13].

In this paper, we illustrate our contributions to the transition to 3D from a
2D technique which allows to highlight the importance of nodes in the graph by
their centrality.

2 Community Management and Graphs

Community management is an approach that consists in monitoring, controlling,
influencing and defending the interests of a personality, a company or a brand
on social networks. Thus, when analyzing a given social network, a community
manager would need to understand the structure of this network; to identify
different types of actors; to understand the nature of links of the neighborhood
of certain actors; etc.

It is a business perspective that must be analyzed and transformed into a
technical problem [5]. The network to be analyzed would therefore be a graph
where each member would be represented by a node and where the edges between
nodes could, for example, be friendship relations. In this graph, we would need to
find the most important nodes, that is to say nodes which make bridge between
others or the most central nodes, etc.

So, the importance of a node in a graph depends on the business interest
and it can be characterized by a number of metrics such as centrality measures.
In this paper, we are interested in two of them: the betweenness centrality and
the closeness centrality [9]. The betweenness centrality is based on the frequency
at which a node is between pairs of other nodes on their shortest paths. The
closeness centrality shows, for its part, how close a node is to all the others in
the graph.

3 2D Visualization of Centrality

The early work of [2], on graphs visualization, show the highlighting of between-
ness and closeness centralities. [3] then propose a 2D radial approach by materi-
alizing the notion of centrality by concentric circles to illustrate the importance
of nodes in the graph. This approach is based on an extension of stress mini-
mization algorithm (MDS) [1,7] by including radii of circles determined from the
centrality values of nodes. So, nodes having a strong value of centrality are in the
center and those of weak value to the periphery. They also propose to emphasize
the center of the network or else its periphery. The central emphasis is to make
more distinctive nodes that are in the center of circles, which concentrates all
the other nodes on the periphery. On the other hand, the peripheral emphasis
spreads nodes of the periphery.

Thus, Fig. 1 shows the highlighting of closeness and betweenness centralities
with a famous social network studied by Zachary [14]. This network describes
friendship relations between 34 members of the karate club of a U.S. university
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Fig. 1. Radial visualization of the karate club (34 nodes and 78 edges) [14]

in the 1970s. It is therefore represented by a graph of 34 nodes and 78 edges and
its 2D visualization makes it possible to clearly and unambiguously distinguish
all the nodes and edges thanks to the uniform radial visualization, to the central
emphasis and to the peripheral emphasis. Indeed, «center and periphery are
emphasized using transformed radii r′

i = 1 − (1 − ri)3 and r′
i = r3i (0 ≤ ri ≤ 1

and 0 ≤ r′
i ≤ 1), respectively» [3].

However, faced with data comprising a few hundred nodes and edges, it will
be impossible to distinguish certain nodes and edges. As an example, we have
considered a larger graph of 419 nodes and 695 edges. This graph represents a
network of actors who fund projects together. Thus, one actor is in relation with
another if they fund all together the same project or a set of projects.

Figure 2 shows the highlighting of closeness and betweenness centralities of
our example. The result of this graph shows the inability to see the connectivity
of some nodes, because some edges hide others, which makes the network analysis
a little more difficult.

4 3D Extension of Graphs Radial Visualization

To extend these radial representations to the 3D domain, we propose to project
them, along the vertical axis, on three different 3D surfaces so as to always
keep the radial 2D view in top view. The three projection surfaces are: 1) a
half-sphere, 2) a cone and 3) a torus portion. Each projection constitutes a 3D
object with which one can interact. Thus, adding a third dimension to 2D radial
representations allows to better distinguish the nodes connectivity.
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Fig. 2. Radial visualization of a larger graph (419 nodes and 695 edges)

In this paper, we are only interested in nodes placement and we will denote
by central nodes the nodes that have a normalized centrality value equal to
1, intermediate nodes those with a normalized value belonging to ]0; 1[ and
peripheral nodes those that have a normalized centrality value equal to 0.

4.1 3D Extension of the Uniform View

From the point of view of nodes distribution along the vertical axis, the spherical
projection spreads out less the central nodes compared to the peripheral nodes.
So the more nodes are on the periphery, the more they are spread out, which
increases the visibility of gaps between them. The conical projection distributes
nodes uniformly while the one on the torus portion spreads out less peripheral
nodes. Figure 3 shows the result of uniform projections based on closeness and
betweenness centralities.

When one changes the angle of view of the uniform spherical projection,
one perceives much better the position differences of the peripheral nodes. So a
uniform elevation over a half-sphere can provide both the benefits of uniform 2D
representation and the peripheral emphasis. However it does not improve much
the way of visually dissociating the central nodes from each other, since they are
on top of the half-sphere. Moreover, edges between the center and the periphery
are inside of the projection surface and some are hidden in dense areas.

The projection on the torus portion allows to better distinguish the central
nodes. Moreover, we have an excellent view of edges between the center and the
periphery, compared to the spherical projection, for with this approach, edges
are outside the projection surface but some can also hide certain intermediate
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Fig. 3. Uniform 3D radial visualization (419 nodes and 695 edges)

nodes. However, there are edge overlaps in dense areas, but less significant than
those observed with the spherical projection.

The conical projection is an intermediate version of spherical and the torus
portion approaches with a particular property for edges. Indeed, when one
changes the angle of view, it moderately provides a visualization of the central
and peripheral nodes. With this approach, edges are mainly on the projection
surface and are very visible, compared to the spherical approach.

Thus, an elevation on the half-sphere, on the cone and on the torus portion of
the 2D uniform view provides, in addition, the benefits of the 2D representations
emphasizing the center and the periphery.

4.2 3D Extension of the Central Emphasis

Figure 4 shows the result of the projection of the 2D views that emphasize the
center. The spherical elevation of the central emphasis evenly distributes the
intermediate nodes on the lower part of the half-sphere. Compared to the 2D
representation, the combination of the spherical elevation and the central empha-
sis helps to mitigate the crushing of the intermediate and peripheral nodes. Thus,
thanks to 3D, we reduce the crushing of the 2D radial view that emphasizes the
center. Unlike the uniform elevation, the elevation of the central emphasis gives
good visibility of edges between the center and the periphery. However, certain
edges of the central nodes are hidden towards the periphery by the edges of the
intermediate nodes, because they are much more inside the projection surface.

However, by combining the conical projection and the central emphasis, we
reduce a little nodes crushing on the periphery and we improve the visibility of
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edges between the center and the periphery. So, thanks to the cone, we reduce a
little the crushing of the 2D radial view that emphasizes the center, compared
to the spherical approach where the crushing reduction is more important.

The projection on the torus portion of the central emphasis crushes all the
intermediate and peripheral nodes and only highlights the central nodes. Also,
it provides a better view of the edges between the center and the periphery,
compared to the conical elevation of the central emphasis. However, it is much
more complex to identify the edges of the peripheral nodes, unlike the spherical
and conical projections that emphasize the center.

Fig. 4. 3D radial visualization that emphasizes the center (419 nodes and 695 edges)

4.3 3D Extension of the Peripheral Emphasis

Figure 5 shows that the combination of the peripheral emphasis and elevations
on a half-sphere, on a cone and on a torus portion gather the central nodes on
the upper part of the projection surface and spread out the peripheral nodes.

For the spherical and conical elevations of the peripheral emphasis, the inter-
mediate nodes can still be seen even if they are grouped together. On the other
hand, with the elevation on the torus portion of the peripheral emphasis, some
intermediate nodes are hidden by the edges of the central nodes. Unlike the
spherical and conical elevations that emphasize the periphery, the elevation on
the torus portion of the peripheral emphasis always gives a view of the center
and the periphery but with sometimes a little overlap.
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4.4 Discussion

A uniform spherical elevation provides the same benefits as the uniform 2D
view and the one emphasizing the periphery from different angles of view. With
uniform conical projection, we have a good view of the edges between the center
and the periphery. The projection on the torus portion provides an excellent view
of the center and the periphery. Thus, the uniform spherical projection gives the
same advantages as the peripheral emphasis, the uniform projection on the torus
portion the same advantages as the central and peripheral emphases, and the
uniform conical projection is an intermediate version of the spherical and torus
portion approaches.

The 3D transition of 2D representations that emphasize the center or the
periphery also has considerable advantages. Indeed, the spherical and conical
projections of the central emphasis allow to reduce the crushing of the 2D view
and to have good visibility of the edges between the center and the periphery. The
projection on the torus portion of the central emphasis representation provides
an excellent view of the center and the periphery, compared to the spherical and
conical approaches.

Fig. 5. 3D radial visualization that emphasizes the periphery (419 nodes and 695 edges)

The projection on different 3D surfaces of the peripheral emphasis allows
to spread the peripheral nodes to improve the visibility of their edges. So, the
elevation on the torus portion of the peripheral emphasis provides the same
benefits as the central and peripheral emphases thanks to 2D and 3D respectively,
unlike the spherical elevation of the peripheral emphasis which only provides
the benefits of the peripheral emphasis. The conical elevation of the peripheral
emphasis also provides, but moderately, the same benefits as the peripheral and
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central emphases. A summary of the pros and cons of each approach is presented
in Table 1.

However, some nodes and edges are less visible in dense areas according to the
projection surface. Indeed, with the spherical projection, the edges are inside the
surface and some edges hidden, and there are others that cross the half-sphere.
On the other hand, with projections on the cone and on the torus portion, the
majority of the edges are respectively on the projection surface and outside the
surface and there is less overlap compared to the spherical approach. With the
combination of the peripheral emphasis and the projection on the torus portion,
some intermediate nodes are less visible due to the edges of the central nodes,
unlike the spherical and conical projections.

Table 1. Summary table of the different approaches.

Uniform view Central emphasis Peripheral emphasis

2D approach + uniform nodes distribution
according to their centrality
value
− too much node and edge
coverings

+ central nodes spreading
− covering of nodes and
edges

+ peripheral nodes spreading
− covering of nodes and
edges

Spherical
projection

+ good visibility of peripheral
nodes
− some edges are less visible

+ highlighting of the periph-
ery and the center thanks to
3D and 2D respectively
− covering of certain edges

+ double spreading of the
peripheral nodes thanks to 2D
and 3D spreads
− loss of visibility of the
center because of the surface
type

Conical
projection

+ good visibility of the center
and the periphery
− some edges are less visible

+ uniform 3D spreading of
nodes thanks to the cone
− some edges in periphery
are less visible because of 2D

+ highlighting of the periph-
ery and the center thanks to
2D and 3D respectively
− some edges are less visible
due to 2D

Projection on
the torus
portion

+ excellent visibility of the
center and the periphery
− some intermediate nodes
are less visible

+ better visibility of edges
between the center and the
periphery
− some nodes are less visible
due to 2D

+ highlighting of the periph-
ery and the center thanks to
2D and 3D respectively
− some nodes are less visible
due to 3D

5 Conclusion and Outlooks

We described three new methods of 3D graph visualization which consist in
projecting on three different surfaces, according to the vertical axis, the 2D
radial representations [3] highlighting the notion of centrality. These methods
are a first transition to 3D of the concept of 2D “radial layout”. The results of
this work show, while preserving the characteristics of the 2D radial view (which
can always be perceived in “top view”): 1) that a uniform spherical elevation
gives a peripheral emphasis; 2) that a uniform elevation on a torus portion gives a
central emphasis; 3) that an elevation on a cone provides the same benefits as the
central and peripheral emphases, but less pronounced than elevations on the half-
sphere and on the torus portion. These elevations also improve, in some cases,



460 P. Kobina et al.

the perception of edges. In addition, the 3D transition of 2D representations
that emphasize the center or the periphery allows to mitigate the crushing of
2D radial views according to the projection surface and to reduce the overlap of
nodes and edges that can be observed with the 2D representations.

In the future, we will also study in detail the results obtained during the
visualization of large data in terms of number of nodes and edges in order to
identify the right approach to be used to visualize them. Moreover, we will work
on improving the edges representation: either 1) by projecting them onto the
surface in order to reduce the overlap of nodes or 2) by using the edge bundling
algorithm to reduce the overlap of edges. We will also study other types of
3D surfaces and types of projections in order to identify the most appropriate
approach or combination of approaches that could be used to visualize large and
complex data.
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Abstract. We introduce a novel experimental system to explore the
role of vibrotactile haptic feedback in Virtual Reality (VR) to induce
the self-motion illusion. Self-motion (also called vection) has been mostly
studied through visual and auditory stimuli and a little is known how the
illusion can be modulated by the addition of vibrotactile feedback. Our
study focuses on whole-body haptic feedback in which the vibration is
dynamically generated from the sound signal of the Virtual Environment
(VE). We performed a preliminary study and found that audio and haptic
modalities generally increase the intensity of vection over a visual only
stimulus. We observe higher ratings of self-motion intensity when the
vibrotactile stimulus is added to the virtual scene. We also analyzed data
obtained with the igroup presence questionnaire (IPQ) which shows that
haptic feedback has a general positive effect of presence in the virtual
environment and a qualitative survey that revealed interesting and often
overlooked aspects such as the implications of using a joystick to collect
data in perception studies and in the concept of vection in relation to
people’s experience and cognitive interpretation of self-motion.

Keywords: Haptic feedback · Virtual reality · Self motion · Sound

1 Introduction

Vection is a condition for which a visual stimulus can induce a strong and embod-
ied sensation of locomotion relative to the fixed surrounding environment, even
when the body is not physically moving [15]. The traditional real-life example
used to describe vection is the sensation of motion that arises when observing
a departing train on a neighbouring railway track. Although visual stimulus is
traditionally the one that elicits the strongest self-motion, Keshavarz [4] found
that auditory stimuli increase compellingness of visual vection and confirmed
that self-reported auditory vection happens in about 25–60% of participants.
The literature on auditorily and haptically induced vection is rather scarce and
highly heterogeneous in terms of settings and setups. For instance, some studies
on auditory-haptic vection do not have a visual component and participants are
c© Springer Nature Switzerland AG 2020
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simply blindfolded [5,10]. Notably Valjamae [14] did not find haptic feedback to
facilitate or increase the intensity of self-reported vection, while Riecke did [10].
Furthermore, the role of vibrotactile stimuli often seems to be just a marginal
addition to auditory and/or visual cues. Some researchers [2,8] explored the
influence of haptic feedback applied to the feet of a person. However these stud-
ies are hard to compare. Riecke [10] haptic feedback was generated by adding
a small USB fan to a hanging hammock chair to produce “barely noticeable”
vibrations at 7 Hz. Participants were blindfolded and the study focused on circu-
lar vection. On the other hand, Farkhatdinov et al. [2] designed a visual optical
flow, while Nilsson [8] had standing participants in a realistic visual context (e.g.
a train and a lift).

Our experimental setup is concerned with producing a so called “whole-
body” vibration. Research on full body haptics often focuses on audio-haptic
cross modal mappings and multisensorial integration, which is regarded as a
key point on building consistent VR experiences [1]. For example, Lindeman et
al. [6] designed and implemented a wearable suit made of multiple individually
addressable vibrotactile actuators placed on the upper body of a user. Recently,
Merchel and Altinsoy [7], used vertical vibrations to explore vibrotactile feedback
influence on music perception and enjoyment.

Vection has often been linked to presence (the feeling of “being there”) in
virtual environments [13]. A number of studies, [5,12,14] explored correlations
between self motion and presence in virtual environment, and how understanding
vection can be fundamental to improve the user experience of a VE. Most results
show correlation between vection intensity and onset times with ratings of spatial
presence and involvement [11].

In this paper we describe our hardware setup for whole-body haptic vibration
and a user study to investigate the role of haptic feedback on linear forward
vection in VEs under normal viewing conditions (e.g. no fixation point) and
specifically when the vibrotactile signal is dynamically produced by the sound.
We hypothesize that:

H1 Every condition (visual, audio and haptic) produces at least a minimum
amount of vection, as found in previous research; [8]

H2 The addition of fully body haptic feedback, produces the highest vection
intensity, similarly to how visual and auditory vection has been shown to be
stronger than visual-only conditions [4];

H3 Full body haptic feedback increases ratings of presence similarly to how
Larsson [5] reported higher presence by adding sound to visual stimulus.

2 Methods

2.1 Experimental Setup

We designed a virtual scene of a person sitting on a train and moving linearly
at constant speed inside a tunnel. The idea of the train was used by other
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Fig. 1. Experimental setup for studying self-motion perception in virtual reality with
visual, audio and haptic feedback modalities.

researchers before and intuitively it is correlated with the traditional paradigm
used to explain vection in the previous chapter, that is the train departing from
the platform. The VE was implemented in Unity3D (www.unity.com) and played
through an HTC Vive headset. The audio is processed in Pure Data (pure-
data.info) which triggers the sound at the start of the trials and applying a fifth
order Butterworth Low Pass filter (cutoff 120 Hz) and sends the signal to the
actuators. We used a Motu 828 Mk3 and Behringer Powerplay Pro XL to out-
put the audio signals. The haptic feedback is produced by eight Lofelt L5 (www.
lofelt.com) actuators (frequency range 35–1000 Hz). We designed and 3D printed
a custom holder for each of them to ease the placement of the actuators which
were then sewed to the back and seat of the chair in 4 × 2 design similar to [3].

2.2 Procedure

Twelve unpaid postgraduate students (6 males; age 29 ± 4.2) participated each
in one session of 45 min. Eight of them rated their experience with VR applica-
tions at level 3 on a scale 1 to 5. In a mixed experimental design, each participant
was exposed to three conditions (visual V, visual-audio VA, visual-audio-haptic
VAH). The between factor was the ordering of conditions therefore each partici-
pant was randomly assigned to one of three sets, based on Latin Square design.
The experimental sets were 1) V, VA, VAH; 2) VA, VAH, V; 3) VAH, V, VA.
Each participant experienced 15 trials of 60 s duration each (5 trials per stimuli
type). The task was described as “rate the intensity of your sensation of self-
motion”. We stressed our interest in their honest report and to only move the
joystick if vection was perceived. They were made believe the platform on which
the chair was mounted, could slightly move during the trials. This was done in

www.unity.com
www.lofelt.com
www.lofelt.com
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Fig. 2. Recorded joystick data of a typical participant for three different conditions.
Each line corresponds to one repetition.

accordance with previous studies [5,9] that demonstrated how the actual possi-
bility of physical movement increases the intensity of the self-motion sensation.
An initial test scene was designed so participants could get used to the joystick
range of motion. There was a 5 s pause between each repetition to avoid stim-
uli carryover effect. The study was approved by the University Research Ethics
Committee (ref. 2207).

2.3 Measurements

Participants were asked to use a joystick (Logitech Extreme 3D Pro) to rate the
intensity of vection, while immersed in the VE. After each set of conditions (V,
VA, VAH) they were asked to fill the standard IPQ presence questionnaire. At
the end of the study the participants were also asked to fill a qualitative survey
with questions on their experience and on the task itself.

3 Results

3.1 Self-motion Intensity Reported with Joystick

Figure 2 shows the joystick data recorded for a typical participant. Variability
across conditions and repetitions is easily observed.

In Fig. 3(left) we compared the joystick values for self-motion intensity across
the three conditions for all subjects. The highest self-motion intensity is reported
in condition VAH with the highest mean (0.49) across conditions. The lowest
variation and mean (0.19) is reported in condition V.

Figure 3(right) shows the results reported with joystick across all subjects
for each experimental set. It is important to consider these results as we were
interested in exploring potential ordering and learning effects. Figure 3(right)
highlights that the greatest difference between V and VAH happens in the exper-
imental set 3 when VAH is presented first and followed by condition V.
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Fig. 3. Full joystick recordings of reported self-motion intensity across all participants
for visual (V), Visual-Audio (VA) and Visual-Audio-Haptics (VAH) feedback modali-
ties (left panel). Right panel demonstrates the results split by three presentations sets
(order sets). Notations for mean, median second and third quartiles (Q2 and Q3) and
1.5 interquartiles range (IQR) limit are indicated in the left panel.

The interaction plots in Fig. 4 show the VAH condition points are always
above the others (except for the 4th repetition in Set 1). There is a visible
positive trend, especially for conditions VA and VAH, particularly in Set 3,
where the V condition also shows a negative slope. Additionally, the Set 3 plot
shows highest and lowest absolute means for VAH and V respectively.

3.2 Haptic Effect on Presence

The standard iGroup Presence Questionnaire was presented three times to each
participant, once after each type of condition (V, VA, VAH). The questions
are grouped in four areas: Involvement, sense of Being There, Spatial Presence
and Realism. Figure 5 shows the results for each area. Three out of four sub-
groups benefited from haptic feedback: “Being there”, “Involvement”, “Spatial
Presence”. “Being There” is the subgroup with the largest difference in median
between VAH (M = 4.67) and V/VA (M = 2.33). The “Realism” subgroup
instead reports unexpected result in which the VAH condition seems to be less
consistent with the corresponding real-world experience, compared to condi-
tion V. This subgroup has opposite medians to those of “Being There” (M(V) =
4.67, M(VA/VAH) = 2.33).

3.3 Qualitative Survey

Due to a technical issue two responses had to be excluded. We summarize the
main findings in four key-points:
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Fig. 4. Regression lines for each condition, in relations to sets and repetitions. Each
data point is the mean of joystick values in a repetition.

P1 Vection is not a uniquely understood concept. Most literature on vection
seem confident in the fact that people understand and interpret the expres-
sions “self-motion”, “illusion of motion”, “vection”, “sensation of motion”,
“speed” interchangeably. In our case, we found that most participant do not
find these wording to be the same at all, actually some reported how the
traditional description of vection (the train motion illusion) does not seem
coherent with the description of “sensation of self-motion”.

P2 Seven participants reported how the full congruency between sound and hap-
tics was fundamental to the experience. However, six participants reported
that the sound did not appear to be correlated with the visual and how this
affected realism of the VE. Three participants questioned whether their sen-
sation of motion was due to the additional modalities or just the duration
of the visual animation.

P3 The usage of joystick to report self-motion intensity introduces a series of
questions that should be considered. One participant reported how using a
joystick automatically made him feel as if he “had to” or “was” controlling
the animation. Four people reported they were not aware of the current
position of the joystick and that it was hard to tell if they were pulling the
lever or not and how precise it was.

P4 Every participant stated that haptic stimuli increased the realism of the VE
and it made the experience unique and engaging (“the haptic experience was
quite visceral, I felt like having a 2D screen on my legs”). Those who first
experienced the VAH condition reported being “bored” by the others. This
might confirm the order effect visible in the Set 3 of the other measures.

4 Discussion

All the conditions used in the study seem to have elicited self-motion confirming
hypothesis H1. Comparing the means and maximum values of the whiskers in our
joystick data, it is visible how the haptic seem to confirm our second hypothesis
(H2) that haptic feedback enhances the intensity of self-motion perception. This
is true both for the comparison between V and VAH and also between VA and
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Fig. 5. Questionnaire subgroups. Every question was answered on a 0–7 Likert scale.
Each subgroup is divided by the 3 conditions. Each bar represents 1 condition of the
subgroup. The median value of each condition is shown at the bottom of each bar.
White squares are the means. Whiskers are the min/max values −/+1.5 * interquartile
range.

VAH conditions. The interaction plots show the regression line of VAH condition
being constantly above the others. Figure 3 reveals how the difference between
conditions V and VAH seem to be much stronger when multisensorial stimuli
is experienced before a plain visual condition. A similar result was previously
found by Riecke [10] and Nilsson [8].

The effect of haptic addition on presence is reported through the IPQ ques-
tionnaires which confirm that vibrotactile stimulus indeed increases sense of
presence, involvement and spatial presence. Unexpectedly, the data reports low
ratings of realism (e.g. “how real did the virtual world feel to you”) which is in
contrast with previous studies [5,12]. One possible explanation might come from
the qualitative survey (P2): while every participant felt sound and vibration to
be crossmodally congruent, this did not always happen with the visual stimulus.
Some participants reported that the vision did not seem to necessarily match the
audio. One hypothesis might be that haptic feedback increased the incongruities
between visual and auditory stimuli, which produced a “less realistic” simulation
when compared to the V and VA condition.

The qualitative survey also reports interesting findings. First, it is very hard
to discern between participants who experience vection as in the “train illusion”
example, from those who just focused on the speed or intensity of movement
(P1). This is mostly because it seems not trivial to convey the idea of vection,
especially in studies under normal viewing conditions, in that vection might
be harder to induce. Some studies report how they initially have the partici-
pants experience real vection. Riecke [9] was able to physically rotate their own
chair thus inducing real motion illusion in the participant before the study. This
of course provides a safe method to ensure participants can later refer to the
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sensation, but it still does not acknowledge the semantic differences in wording
and additionally it requires a specific hardware setup. If we only rely on self-
reported vection during the simulation, the illusion it is known to be reported
in as low at 20% of cases which makes it even harder to observe. The use of a
joystick can introduce variables such as learning effect and variations in partic-
ipant’s expressivity (P3): the same amount of joystick movement might have a
different meaning, if performed at the beginning or later in the study. Further-
more the joystick is not visible while immersed in the VE and this makes it hard
to know where in the movement range you “are”. On one hand this issue could be
circumvented by adding a visual representation of the current joystick position
in the visual animation, but it is likely that doing so would heavily conflict with
the visual stimulus. In addition, a physical lever might not the best device to rate
a human “sensation”. Finally, haptic feedback might suffer from novelty effect
(P4). Every participant reported positively on the intensity and precision of the
vibratory stimulus. Although this is a positive feedback towards our hardware,
it might also influence the data produced by a study. This condition might have
induced participants to do or rate “more” no matter the “what”.

5 Conclusion

Self-motion has been traditionally explored by means of quantitative analysis
of self-reported and joystick values. Our participants reported some insights on
how we frame the study of the illusion of self-motion that has not been often
acknowledged in literature. We argue that if self-motion perception has to play
a major role in the User Experience design of VEs then it is fundamental to
include a qualitative perspective in the topic. Future research will engage with
an in-depth statistical analysis, investigate the semantic relations of congruency
between sound as visual in our context and focus on alternatives to joystick or
self-reported measures.
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