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Foreword

Web search engines have made such incredible advances in the past three decades
that interacting with them has become part of all connected people’s daily routines.
With such success, come high expectations, and searchers do not tolerate search
engines not perfectly understanding and satisfying their needs. Regular Web
searchers rarely realize however that understanding their queries is a really hard
technical challenge, which is yet to be completely solved.

One of the sources that is of challenge is that queries are just an approximate
projection of users’ needs: they are not necessarily well, and almost never fully
expressed. I like to use Plato’s cave allegory to explain this point. In Plato’s allegory,
chained prisoners facing the back of the cave can only see the shadows of objects
passing behind them. They mistake them for the actual objects, as they are not
exposed to any other reality. In the same spirit, I see queries as shadows of our needs.
Unless search engines develop full telepathic capabilities (hey, a SciFi fan like me
can always dream), they can only work with queries as a proxy to users’ needs and
as such, may never be able to fully comprehend them. Nevertheless, search engines
need to do their best at understanding queries, as hard as it may be, if they want to
have a shot at satisfying users.

On the positive side however, query understanding has made a clear progress in
the past two decades, together with the evolution of search engines, and this even
without telepathic capabilities:-). The increasing availability of personal/contextual
signals about searchers (as long as privacy is enforced), especially with new
mediums, such as voice search in mobile or digital assistants, makes me hopeful
for the future.

I am delighted to see that two prominent researchers in the field such as Yi Chang
and Hongbo Deng have taken upon themselves to rally search experts from leading
academia and industrial research institutions in order to dive deep into this important
topic. The book contributors examine the different elements of query understanding
and most notably:
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vi Foreword

1. core understanding, where the search engine tries to associate deeper semantic
meaning with the issued query; this covers, for instance, query classification,
query tagging, or inferring the intent behind queries,

2. query rewrite, which consists of augmenting or transforming queries in such a
way that the search engine can manipulate them and produce better results, and
finally,

3. query suggestion, one of my favorite topics (as I had the privilege to lead the
team that launched Google Suggest more than a decade ago), which consists in
assisting the searcher in expressing their needs. Following the Plato allegory, this
mechanism helps the “shadow” to be closer to the real user’s need, via dynamic
query autocompletion, related query suggestions, etc.

I am sure that researchers and practitioners in the field, from students to
experts, will greatly benefit from reading this book, which provides a framework to
“understand understanding” (pun intended), as well as a comprehensive overview
of the state of the art. I sincerely hope that it will inspire developers to improve
their solutions and researchers to continue innovating in that area, which remains as
fascinating as ever.

Haifa, Israel Yoelle Maarek
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Chapter 1
An Introduction to Query Understanding

Hongbo Deng and Yi Chang

Abstract This book aims to present a systematic study of practices and theories
for query understanding of search engines. The studies in this book can be
categorized into three major classes. One class is to figure out what the searcher
wants by extracting semantic meaning from the searcher’s keywords, such as query
classification, query tagging, and query intent understanding. Another class is to
analyze search queries and then translate them into an enhanced query that can
produce better search results, such as query spelling correction, query rewriting.
The third class is to assist users to refine or suggest queries so as to reduce users’
search effort and satisfy their information needs, such as query auto-completion and
query suggestion. This chapter discusses organization, audience, and further reading
for this book.

1.1 Introduction

Query understanding is a fundamental part of search engine. It is responsible to
precisely infer the intent of the query formulated by search user, to correct spelling
errors in the query, to reformulate the query to capture its intent more accurately,
and to guide search user in the formulation of query with precise intent. Query
understanding methods generally take place before the search engine retrieves and
ranks search results. If we can understand the information needs of search queries
in the best way, we can better serve users. Therefore, query understanding has been
recognized as the key technology for search engines.

Before we dive into the details of query understanding, let us briefly review how
do search engines work. In general, search engines need to understand exactly what
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Fig. 1.1 Fundamental actions of a search engine system

kind of information is available and then present it to users logically according to
their query. The way they accomplish this is through three fundamental actions:
crawling, indexing, and searching, as shown in Fig. 1.1. Web search engines get
their information by crawling from site to site, while some e-commerce search
engines collect their information according to their own providers without crawling.
The indexing process is to store and organize their collected information on their
servers, as well as prepare some positive and negative signals for the following
search process. Searching is a process that accepts a text query as input and returns
a list of results, ranked by their relevance to the query. The search process can be
further divided into three steps, which include query understanding, retrieval, and
ranking.

Because query understanding is the first step in the search process, it is the core
part of the process that the user interacts with search engines. The basic search
interface features include query auto-completion and query refinement suggestions.
More specifically, query auto-completion is becoming the primary surface for the
search experience, which suggests relevant completed queries as the user types.
Suppose a user wants to query “britney spears,” Fig. 1.2 shows the most relevant
completions for prefixes from “b” to “brit.” Once a query is submitted, the primary
objective is to conduct semantic analysis, so as to understand the intention behind
the query, such as query classification (classifying the query according to the
categories) and query tagging (extracting the entities and concepts mentioned in
the query). Given the query “britney spears pretty girls” as shown in Fig. 1.2
(step 2), it can be classified to the category [music] with probability 0.5, and then
“britney spears” and “pretty girls” are tagged as [singer] and [song], respectively.
Before retrieving search results, another important type of query understanding
is to alter a given query to alternative queries through query expansion, spelling
correction, and query rewriting, which can improve relevance performance by
bridging the vocabulary gap between a query and relevant documents. Much of
query understanding takes place before retrieving a single result; however, some
query suggestions are returned to users along with the search results, which is also
called post-ranking query suggestions. It can assist users to refine queries in order to
satisfy their information needs. An overview diagram of searching process is shown
in Fig. 1.2.
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Fig. 1.2 An overview diagram of searching process

What is not covered in this book? We do not cover crawling, indexing, retrieval,
and ranking problems. Some basic query processing stacks, such as stemming and
lemmatization, are not covered. For more details in these areas, please refer to [12,
41].

What is covered in this book? In this book, we aim to present a systematic study
of practices and theories for query understanding of search engines. This chapter
will discuss how the organization of the book is related to the different areas of
query understanding and will briefly discuss each of these issues in the following
sections.

1.2 Query Classification

Query classification, which is to assign a search query into a given target taxonomy,
has been recognized as one important technique that can bring improvements in
both efficiency and effectiveness of general Web search. Various classification
of taxonomies have been proposed in order to understand users’ search query
from different viewpoints, including intent taxonomy, topic taxonomy, performance
taxonomy, and so on. Basically, these tasks of query classification include, but are
not limited to, identifying the type of search goals and demanded resources required
by a user, identifying the topical categories a query belongs to, determining query
performance of a query for a given retrieval system, and selecting vertical services
a query might be relevant to.
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Query topic classification aims to determine the topical category of queries
according to some predefined topic taxonomy. Typical topic taxonomies used in
literature include that proposed in the KDD Cup 2005 [37] and a manually collected
one from AOL [6]. Researchers may also use some specific topic taxonomy
constructed in some target domains for commercial search engine. The task of
KDD Cup 2005 competition was to classify 800,000 internet user search queries
into 67 predefined categories. It is obvious that the KDD Cup 2005 is an important
event in this area, since it provides an opportunity for researchers from different
countries to develop techniques to enhance the task of query topic classification. In
this competition, many methods have been proposed to tackle the main challenges
of training data sparsity and feature sparsity problems. Even after the competition,
there have been continuous research work to improve the performance of query topic
classification. In Chap. 2, Sect. 2.3, we reviewed the representative work proposed
for KDD Cup 2005 and AOL taxonomy, as well as some representative work on
other topic taxonomy or specific domains.

Query performance classification aims to categorize queries according to their
difficulty, i.e., the likely quality of results returned by the search system for a query,
in the absence of relevance judgments and without user feedback. In practice, query
difficulty could be further specified in two ways, namely system query difficulty
and collection query difficulty [2]. System query difficulty captures the difficulty
of a query for a given retrieval system run over a given collection. In other words,
the query is difficult for a particular system. System query difficulty is typically
measured by the average precision of the ranked list of documents returned by the
retrieval system when run over the collection using the query in question. Collection
query difficulty captures the difficulty of a query with respect to a given collection.
In this way, the difficulty of a query is meant to be largely independent of any
specific retrieval system. For more details in this direction, please refer to Chap. 2,
Sect. 2.4.

In Chap. 2, we discuss several different query classification tasks, from some
major interests, such as intent classification, topic classification, performance
classification, to classification tasks on other “dimensions” such as geographic
location and time requirement. For each classification task, there have been multiple
classification taxonomies proposed in the past due to finer analysis of users’ needs
or specific application requests. Although different types of features have been
proposed for different tasks, they are mainly from the resources such as query logs,
click logs, retrieved documents, search corpus, and queries themselves. Supervised,
unsupervised, and semi-supervised models have been employed in these tasks.
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1.3 Query Segmentation and Tagging

Query segmentation is one of the first steps towards query understanding. Its goal
is to split a query string into a few segments. The basic bag-of-words (BOW)
model can be thought of as segmenting queries based on individual words. Such an
approach is simple but can be less meaningful. For Chinese language, most of the
individual words have little meaning by themselves and the meaning of a sentence
is carried by a sequence of words. However, there are no natural boundaries such as
spaces in Chinese language, and query segmentation is a necessary step for Chinese
queries [44, 52] as well as for many other languages. For English language, spaces
are presented inside sentences and individual words obtained in the BOW model
are more meaningful compared with Chinese language. However, the BOW model
can still be less effective because the meaning of a phrase can be totally different
from its individual words. For example, knowing that “new york” is a city name
and treating them as a whole is better than treating them as two individual words
“new” and “york.” Moreover, it is also beneficial to know whether some words
comprise an entity like an organization’s name, which makes it possible to enforce
word proximity and ordering constraints on document matching. Therefore, it is
necessary to go beyond the BOW model. A search engine that can automatically
split a query into meaningful segments is highly likely to improve its overall user
satisfaction.

In Chap. 3, Sect. 3.1, we formulate the problem of query segmentation as finding
boundaries to segment queries into a list of semantic blocks. Various approaches
have been proposed for query segmentation, which can be categorized into three
different approaches, including heuristic-based approaches, supervised learning
approaches, and unsupervised learning approaches. Heuristic-based approaches
are based on some statistics obtained from external resources, such as pointwise
mutual information (PMI) [8], connexity [46], and naive segmentation [22]. In the
supervised learning setting, query segmentation is formulated as a classification
problem that takes a query as input and outputs a vector with n − 1 binary values,
where yi means that there is a break between word xi and xi+1. Recently, a query
segmentation method based on conditional random fields (CRF) is proposed by Yu
et al. [58]. Supervised learning approaches rely on human annotated training data,
while unsupervised learning approaches have unique advantage that no labeled data
is needed. Existing approaches mainly use EM as their main algorithms. For more
details about query segmentation, please refer to Chap. 3, Sect. 3.1.

The problem of query tagging is to assign labels from a set of predefined ones at
word level, and it can be classified into query semantic tagging and query syntactic
tagging according to different labels. One important type of semantic labels is
defined along with named entity, including “Game,” “Movie,” “Book,” “Music,”
etc. Given a query, the tasks of name entity recognition (NER) are to identify which
words in the query represent named entities and classify them into different classes.
For Web search queries, Guo et al. [21] found that only 1% of the named entity
queries contain more than 1 entity and the majority of named entity queries contain
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exactly a single one. For e-commerce search, the semantic labels can be different
properties and their values, such as brand, color, model, style, and so on. An example
from [42] of query semantic tagging in the product domain is shown in the following
where the labels are in parentheses.

cheap (SortOrder) garmin (Brand) steetpilot (Model) c340 (Model) gps
(Type)

Semantic labels can be used to provide users with more relevant search results.
For example, based on the structured information or labels generated by query tag-
ging, many specialized search engines conduct structured matching with documents
where structured information are available, such as in e-commerce search.

Another type of query tagging is related to traditional syntactic analysis, which
is usually conducted over complete sentences in NLP. Its goal is to understand a
sentence’s grammatical constituents, POS of words, and their syntactic relations.
The task of query syntactic tagging is to apply NLP techniques to search for queries.
However, search queries are short and their word order is family free, which make
it very challenging to directly apply syntactic parsing NLP techniques on search
queries. The majority of existing approaches [5, 7, 53] transfer information from
sentences in search results or snippets to search queries.

In Chap. 3, we reviewed a few representative methods for both query semantic
tagging and syntactic tagging, including template-based approach, weakly super-
vised learning approach, transfer learning based approaches, etc.

1.4 Query Intent Understanding

Query intent itself is an ambiguous word and it is still a challenge to have a scientific
definition of query intent. Intent itself means the perceived need for information that
leads to a search, but how to describe or classify the need is still in an exploratory
stage. Till now, different kinds of query intent understanding tasks have been
explored towards discovering the implicit factors related to real user information
needs according to some predefined intent taxonomy.

As a starting point, a Web search intent taxonomy with broad consensus was
proposed by Broder [11], which aims to classify user goals into navigational, infor-
mational, and transactional. For instance, when a user issues the query “amazon,”
she could be trying to navigate the specific website http://www.amazon.com, while
a user submitting “Olympic history” is most likely to be interested in finding
information on that topic but not concerned about the particular website. Since the
proposal of Broder’s taxonomy, several other taxonomies have been proposed along

http://www.amazon.com


1 An Introduction to Query Understanding 7

the development of this area, including Rose and Levinson’s taxonomy [47], Baeza-
Yates’s taxonomy [3], and so on.

Another well-known query intent is defined with the emergence of numerous
vertical search services (e.g., job search, product search, image search, map search,
news search, weather search, or academic search). Identifying the vertical intent of
a given search query is becoming important in search engines to present aggregated
results from multiple verticals through the standard general web search interface.
This is the so-called aggregated search or universal search. For example, given
the query “beijing weather,” it is good to directly show the latest weather forecast
information of Beijing city in the search result, while for query “tom cruise,” it
would be better to show the images or videos of “tom cruise” in the search result. At
the same time, irrelevant vertical results within the search engine result page (SERP)
may disturb users. Therefore, it is critical to have query vertical intent classifiers in a
general or aggregated search engine that can predict whether a query should trigger
respective vertical search services.

In Chap. 4, Sect. 4.3, we introduce the detailed query intent classification.
Different classification methods have been leveraged for this task, from manual
classification [30, 47] to automatical ones [3, 26, 28] such as decision tree and
support vector machine. A majority of work in this area focuses on proposing
effective features for query intent identification. Different kinds of features have
been extracted mainly from three data resources, including search corpus, query
strings, and user logs. Although the research community has consensus on the intent
taxonomy, there is no standard benchmark dataset constructed for this particular
task. Most researchers conducted experiments on their own labeled datasets, with
query size ranging from tens to thousands.

1.5 Query Spelling Correction

Queries issued by users usually contain errors and misused words/phrases. Recent
studies show that about 10 to 12% of all query terms entered into Web search
engines are misspelled [16, 17]. The ability to automatically correct misspelled
queries has become an indispensable component of modern search engines. Auto-
matic spelling correction for queries helps the search engine to better understand the
users’ intents and can therefore improve the quality of search experience. However,
query spelling is not an easy task, especially under the strict efficiency constraint.
More importantly, people not only make typos on single words (insertion, deletion,
and substitution), but can also easily mess up with word boundaries (concatenation
and splitting). Moreover, different types of misspelling could be committed in the
same query, making it even harder to correct.

Query spelling correction has long been an important research topic [29].
Traditional spellers focused on dealing with non-word errors caused by misspelling
a known word as an invalid word form. Early works on query spelling correction
were based on edit distance and the Trie data structure. A common strategy at
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that time was to utilize a trusted lexicon and certain distance measures, such as
Levenshtein distance [31]. Later, noisy-channel model was introduced for spelling
correction, in which the error model and n-gram language model were identified
as two critical components. Brill and Moore demonstrated that a better statistical
error model is crucial for improving a speller’s accuracy [10]. In addition, there
are many more types of spelling errors in search queries, such as misspelling,
concatenation/splitting of query words, and misuse of legitimate yet inappropriate
words. Research in this direction includes utilizing large web corpora and query
log [1, 14, 16], training phrase-based error model from clickthrough data [54] and
developing additional features [19]. More recently, [35] addressed multi-types of
spelling errors using a generalized Hidden Markov Model. In Chap. 5, we will cover
the detailed topics and other components for supporting a modern query spelling
correction system.

1.6 Query Rewriting

It is well-known that there exists a “lexical chasm” [45] between web documents and
user queries. The major reason is that web documents and user queries are created by
different sets of users and they may use different vocabularies and distinct language
styles. Consequently, even when the queries can perfectly match user’s information
needs, the search engines may be still unable to locate relevant web documents.

Query rewriting (QRW) enables the search engine to alter or expand a given
query to alternative queries that can improve relevance performance by returning
additional relevant results. It is a critical task in modern search engines and has
attracted increasing attention in the last decade [20, 27, 45]. At the early stage,
methods have been developed to find terms related to these in a given query and then
substitute terms in the original queries with these related ones (or substitution-based
methods) [27]. Then if we treat queries as the source language and web documents
as the target language, the query rewriting problem can be naturally considered
as a machine translation problem; thus, machine translation techniques have been
applied for QRW (or translation-based methods) [45]. Recently, deep learning tech-
niques have been widely applied in information retrieval [32] and natural language
processing [57]. There are very recent works applying deep learning in query
rewriting that achieve the state-of-the-art performance [24]. In Chap. 6, we will
review the representative query rewriting methods with traditional shallow models
including substitution-based methods and translation-based methods, as well as the
advanced algorithms based on deep learning techniques such as word embedding,
seq2seq models, learning to rewrite frameworks, and deep reinforcement learning.
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1.7 Query Auto-Completion

Query auto-completion (QAC) has been widely used in all major search engines, and
has become one of the most important and visible features in modern search engines.
The main objective of QAC is to predict users’ intended queries and assist them to
formulate a query while typing. The QAC engine generally offers a list of suggested
queries that start with a user’s input as a prefix, and the list of suggestions is changed
to match the updated input after the user types each character. The interaction with
the QAC engine ends until the user clicks one of the suggestions from the list or
presses return.

The most popular QAC algorithm is to suggest completions according to their
past popularity. Generally, a popularity score is assigned to each query based on the
frequency of the query in the query log from where the query database was built.
This simple QAC algorithm is called most popular completion (MPC), which can be
regarded as an approximate maximum likelihood estimator [4]. The main drawback
of MPC is that it assumed user’s interest is stable within the range of the collected
historical query logs. However, user’s interest changes from time to time and can
be influenced by various types of information, including temporal information,
contextual information, personal information, user’s interaction in QAC, and user’s
interaction besides QAC. In Chap. 7, we will introduce existing metrics utilized
in measuring the QAC performance and the most prominent QAC approaches in
the literature, including context-sensitive QAC [4], time-sensitive QAC [49, 56],
personalized QAC [48], interaction-based QAC [33, 34, 36], and so on.

1.8 Query Suggestion

Query suggestion is one of the few fundamental problems in Web search. It assists
users to refine queries in order to satisfy their information needs. Most commercial
search engines provide query suggestions on their search result pages to help user
formulating queries. Search engine logs contain information on how users refine
their queries as well as how users click on suggested queries. As a result, most
query suggestion techniques leverage search logs as a useful source of information.
From the perspective of modeling and organizing search logs, query suggestion
techniques can be categorized into four classes: (1) query co-occurrence; (2) query-
URL bipartite graph; (3) query transition graph; and (4) short-term search context
methods.

In general, co-occurrence methods [18, 25, 27, 39] use co-occurrence of query
pairs in sessions or tasks. This type of method is usually straight-forward to
understand and compute. Query-URL bipartite graph methods [15, 43, 50] use
clicked URLs of a query to find similar queries. This type of method usually
conducts random walk on the click graph to propagate the similarities. Query
transition graph methods [9, 51, 55] use the query refinement information in search
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logs to find next possible queries in the search process. This type of method usually
constructs a query transition graph and performs random walk on the graph starting
from testing queries. Short-term search context methods [13, 23, 25, 38, 40] use
search sequence information (e.g., queries within current session) to improve the
relevance of suggestions. Sequence mining approaches [13, 23, 38] are usually
applied to predict next possible queries given current search sequence. In Chap. 8,
we introduce the aforementioned techniques in detail and summarize other related
suggestion techniques as well as future directions.

1.9 Discussion and Future Directions

The problem of query understanding has been widely studied in the Web search and
data mining literature. Query understanding is not about determining the relevance
of each result to the query, while it is the communication channel between the
searcher and the search engine. The query understanding problem has numerous
variations that allow the use of either additional domain knowledge or cross-
language in order to improve the underlying results. Moreover, a wide variety of
methods are available for query understanding beyond keyword query, such as
natural language question understanding and dialog query conversational query
understanding. With the success of deep learning in many research areas, it has
started to explore deep learning based techniques to various query understanding
problems, including but not limited to query classification, query tagging, query
rewrite, query suggestions. In Chap. 9, we will further discuss a few other interesting
cases, including personalized query understanding, temporal dynamics of queries,
and semantic understanding for search queries. In many cases, these advanced
techniques and algorithms may be used to significantly improve the quality of the
underlying results.
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Chapter 2
Query Classification

Jiafeng Guo and Yanyan Lan

Abstract Query classification, which is to assign a search query into a given
target taxonomy, has been recognized as an important technique that can bring
improvements in both efficiency and effectiveness of general Web search. Various
classification taxonomies have been proposed in order to understand users’ search
query from different views, including intent taxonomy, topic taxonomy, perfor-
mance taxonomy, and so on. Unlike traditional document classification tasks, query
classification is much more difficult due to the short and ambiguous nature of queries
as well as the demanding online computation requirement. In this chapter, we aim to
provide a comprehensive review of the query classification methods in the literature
to help readers have an idea of the development of this technique up till now.

2.1 Introduction

Understanding what the user is searching for is at the heart of designing successful
Web search applications. One important technique toward this direction is query
classification, i.e., to assign a Web search query to one or more predefined cate-
gories. Various classification taxonomies have been proposed in order to understand
users’ search query in different ways, which can be summarized into the following
three perspectives:

• Why: to understand users’ search intent/goal—they might search to locate a
particular site or to access some Web services;

• What (or When or Where): to understand search query’s topic, information type,
geographic location, and time requirement;

• How: to understand how the search query performs—whether the results meet
the users’ expectations.
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There have been many examples where query classification can lead to significant
improvement in Web search applications. For example, successful identification of
user intent can help search engine select specialized ranking strategies to provide
better search results [42]. By identifying search query topics, online advertisement
services can promote different products more accurately. Moreover, if the query
performance can be estimated in advance, or during the retrieval stage, remedial
actions can be taken to ensure that users’ information needs are satisfied by asking
for refinement or by providing a number of different term expansion possibilities
[33].

However, the computation of query classification is nontrivial. Different from
the document classification tasks, users’ search queries are usually short and
ambiguous, with the meanings evolving over time. Therefore, query classification
is much more difficult than traditional document classification tasks. Meanwhile,
due to the demanding operational environment, each query classification approach
has to be achievable in real time in order to aid in Web search applications.
The efficiency requirement further increases the difficulty in designing query
classification approaches.

In this chapter, we aim to provide a comprehensive review of the query classifi-
cation methods in the literature. We group the existing works by the classification
tasks, including intent classification (Sect. 2.2), topic classification (Sect. 2.3), per-
formance classification (Sect. 2.4), and other classification “dimensions” including
information type, geographic location, and time requirement (Sect. 2.5). In each
section, we will focus on describing how the classification taxonomy is defined and
evolves, what kinds of feature representations have been proposed, what types of
models have been employed for different classification tasks, and how the proposed
methods are evaluated.

2.2 Query Intent Classification

A major difference between Web search and classic IR (information retrieval)
lies in that users’ search need/goal is no longer restricted to acquiring certain
information—they might search to locate a particular site or to access some Web
services. Knowing the different intents associated with a query may benefit Web
search in multiple ways. A direct application is to provide better search result
pages using specialized ranking strategies for users with different intents [42]. For
example, queries that express a need for reaching a particular site might rely more on
URL and link information, while those involving open-ended research might weight
content information more highly. Online advertisement services can also rely on the
query intent classification results to place advertisements in the most appropriate
time [24]. For example, the display of relevant advertising might be welcomed in a
shopping commit phase but unwelcomed in a research phase.

Query intent classification, therefore, aims to identify the underlying goal of
the user when submitting one particular query according to some predefined intent
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taxonomy. As a starting point, a Web search intent taxonomy with broad consensus
was proposed by Broder [10] and refined by Rose and Levison [58] in early 2000,
and some orthogonal taxonomies [24] have also been studied along the development
of this area. Different classification methods have been leveraged for this task, from
manual classification [47, 58] to automatic ones [3, 40, 42] such as decision tree
and support vector machine. A majority of work in this area focuses on proposing
effective features for query intent identification. Different kinds of features have
been extracted mainly from three data resources, including search corpus, query
strings, and user logs. Although the research community has consensus on the intent
taxonomy, there is no standard benchmark data set constructed for this particular
task. Most researchers conducted experiments on their own labeled data sets, with
query size ranging from tens to thousands. Standard classification measures such as
precision, recall, F1, and accuracy are used as major evaluation metrics.

As the review of different classification methods on search intent will be provided
in Chap. 4, we will not cover those in this chapter.

2.3 Query Topic Classification

For successful web search systems, it is critical to understand what the user is
searching for, because on this basis it could better provide some useful information.
However, the above task is usually very challenging. On one hand, the information
contained in the web data is often highly vague and incomplete; on the other hand,
users’ search intent are very subjective, sometimes they are even changing due to
different scenarios and environments. To tackle these problems, we could resort to
topic detection for help. That is to say, if a search engine could successfully map
search queries to some specific topics, the search results will be improved. Previous
works have shown that such topic mapping can significantly improve the retrieval
performance. For example, we could alleviate the ambiguity issues (e.g., jaguar the
animal versus jaguar the car), by well capturing their topics.

Query topic classification is, therefore, defined to identify the underlying topics
of queries according to some pre-defined topic taxonomy. Typical topic taxonomies
used in literature include that proposed in the KDD Cup 2005 [49], and a manually
collected one from AOL [5]. Different methods have been leveraged for this task.
Some are focusing to tackle the training data sparsity by introducing an intermediate
taxonomy for mapping [43, 59, 69], some mainly considers the difficulty in
representing the short and ambiguous query [4–8]. Some researchers also study
the query topic classification in specific domains, such as product or ads [11, 62].
Standard classification measures such as precision, recall, F1, and accuracy are
usually used as evaluation metrics for this task.
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2.3.1 Topic Taxonomy

The taxonomy of topics is the foundation of query topic classification. It is usually
defined as a hierarchical structure, which may cover many different topics, like
education, economics, travel, sports, and so on.

The KDD Cup 2005 [49] provides a formal two-level taxonomy, with 67 second
level nodes and 800,000 internet user search queries, as listed in Table 2.1. There are
seven categories in the top level: Computers, Entertainment, Information, Living,
Online Community, Shopping, and Sports. Then several second level subcategories
are defined for each top level. For example, the top level category Computer
has eight second level subcategories, i.e., Hardware, Internet & Intranet, Mobile
Computing, Multimedia, Network & Telecommunication, Security, Software, and
Others. We can see that these categories cover most topics meaningful in human’s
life, so the topic taxonomy is reasonable and provides a reliable foundation for the
competition.

Another well-known topic taxonomy is based on a manually classified sample
from one week’s worth of queries from the AOL web search service. The taxonomy
is one-level and contains 18 manually defined categories, as shown in Table 2.2.
Since these data are collected from user’s search log, most of these categories
are also meaningful to human’s real life. Therefore the search results will be
significantly improved, if search queries are well classified to these pre-defined topic
categories.

There have also been some related work talking about query topics for specific
commercial taxonomy. For example, Broder et al. [11] proposed to classify queries
onto a commercial taxonomy of web queries with approximately 6000 nodes,
specifically for online advertising application. Since they are considering the
matching problem between ads and queries, the taxonomy is required to provide
some useful information to help discriminate different commercial topics. As a
result, the taxonomy is also defined as a hierarchical structure with median depth
5 and maximum depth 9, and the distribution of different categories by taxonomy
levels is shown in Fig. 2.1. Compared with the previous two taxonomies, this
taxonomy is specifically useful for some commercial applications, such as web
advertising.

2.3.2 Methods on Different Taxonomies

In this section, we introduce some representative research work on query topic
classification under different topic taxonomies.
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Table 2.1 The 67 Predefined Categories in KDD Cup 2005 (from [49])

Computers\Hardware Computers\Internet & Intranet

Computers\Mobile Computing Computers\Multimedia

Computers\Networks & Telecommunication Computers\Security

Computers\Software Computers\Other

Entertainment\Celebrities Entertainment\Games & Toys

Entertainment\Humor & Fun Entertainment\Movies

Entertainment\Music Entertainment\Pictures & Photos

Entertainment\Radio Entertainment\TV

Entertainment\Other

Information\Arts & Humanities Information\Companies & Industries

Information\Science & Technology Information\Education

Information\Law & Politics Information\Local & Regional

Information\References & Libraries Information\Other

Living\Book & Magazine Living\Car & Garage

Living\Career & Jobs Living\Dating & Relationships

Living\Family & Kides Living\Fashion & Apparel

Living\Finance & Investment Living\Food & Cooking

Living\Furnishing & Houseware Living\Gifts & Collectables

Living\Health & Fitness Living\Landscaping & Gardening

Living\Pets & Animals Living\Real Estate

Living\Religion & Belief Living\Tools & Hardware

Living\Travel & Vacation Living\Other

Online Community\Chat & Instant Messaging Online Community\Forums & Groups

Online Community\Homepages Online Community\People Search

Online Community\Personal Services Online Community\Other

Shopping\Auction & Bids Shopping\Stores & Products

Shopping\Buying Guides & Researching Shopping\Lease & Rent

Shopping\Bargains & Discounts Shopping\Other

Sports\American Football Sports\Auto Racing

Sports\Baseball Sports\Basketball

Sports\Hockey Sports\News & Scores

Sports\Schedules & Tickets Sports\Soccer

Sports\Tennis Sports\Olympic Games

Sports\Outdoor Recreations Sports\Other

Table 2.2 The 18 Predefined Categories in AOL Data (from [5])

Autos 3.46% Personal Fin. 1.63% Business 6.07%

Places 6.13% Computing 5.38% Porn 7.19%

Entertainment 12.60% Research 6.77% Games 2.38%

Shopping 10.21% Health 5.99% Sports 3.30%

Holidays 1.63% Travel 3.09% Home and Garden 3.82%

URL 6.78% News and Society 5.85% Orgs. and Insts. 4.46%
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Fig. 2.1 Number of categories by level (from [11])

2.3.2.1 Representative Work on KDD Cup Taxonomy

Firstly, we introduce some typical work on KDD Cup 2005. The task of KDD
Cup 2005 competition was to classify 800,000 internet user search queries into
67 predefined categories. This task was easy to understand, but brought some
extra challenges compared with the traditionally defined query topic classification
problem, as introduced in [42]. Firstly, there was no straight training data. KDD Cup
2005 only provided a small set of 111 queries with labeled categories, which were
clearly not sufficient for direct supervised training. This was referred to training
data sparsity problem. To tackle this problem, the competition allowed participants
to acquire other rich open resources. For example, participants may resort to
search engine, document repository, and knowledge base, to collect some extra
information for better understanding and modeling. Furthermore, the competition
did not provide detailed explanations for each topic category, so the topic semantics
were implicit and not easy to understand, referred to implicit semantics problem.
Besides, queries were very noisy because they were collected from real search query
logs. For example, some words were misspelled when users typed the query into the
search engine. At last, it was impossible to manually categorize these large scale
queries. Therefore, participants need to design a scalable automatic classification
strategy.

Facing these challenges, participants proposed different methods for the query
topic classification. In [49], they summarized some major techniques adopted
by most participants. The summarization was conducted from three aspects, i.e.,
preprocessing, gathering extra information, and modeling. As for preprocessing,
the main benefit is to reduce the impact and workload of noisy queries, which
was one typical challenge of this task. In the competition, most participants
applied some typical text mining techniques in their algorithms, such as stop
words filtering, stemming, and term frequency filtering for data preprocessing.
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Some participants even tried some more advanced techniques, including spelling
correction, compound word breaking, abbreviation expansion, and named entity
detection, in their algorithms. The motivation to gather extra information is because
queries were usually very short, and it was difficult to directly represent the query to
a rich feature space, or infer the meaning of a query. Therefore, many participants
used different ways to augment queries. For example, some participants used search
result snippets, titles, and web pages to construct knowledge base, to expand query
terms. As for modeling, participants mainly used two modeling approaches, based
on three given data forms, i.e., search queries, words or phrases, and categories.
Some participants used an alignment approach to build the model. For example,
they directly mapped pre-defined directory structure to the target taxonomy, and pro-
duced required topics for each query. Some other participants proposed to construct
the mappings between the target topic categories and words or descriptions, so that
some bag-of-words modeling strategies could be used to produce the categories of
search queries. As for specific methods, most participants adopted machine learning
algorithms for this task, including SVM, KNN, Naive Bayesian classifier, Logistic
Regression, and Neural Network. Some participants further used some ensemble
methods, like Boosting and multiple model combination strategies, to improve their
results.

Now we introduce some winner methods of KDD Cup 2005 in detail, including
[43, 59] and [69]. Shen et al. [59] did a great job and won all the three awards, i.e.,
Query Categorization Precision Award, Query Categorization Performance Award,
and Query Categorization Creativity Award. They designed a two phrase framework
to tackle the two key difficulties of the KDD Cup 2005, i.e., implicit semantics
problem and data sparsity problem. In phase I, they tackled the data sparsity problem
by developing two kinds of base classifiers, a synonym-based classifier and a
statistical classifier. Specifically, the synonym-based classifier was built by keyword
matching between the enriched categories from search engine and the given category
hierarchies in KDD Cup 2005. As a result, some training examples could be
obtained by the mapping function. Then the statistical-based classifier, e.g., SVM,
was trained based on these training examples and the manually labeled Web page
directory, such as ODP. To tackle the feature sparsity problem, they used the search
engine retrieved results to help represent a query, including the snippets, titles, URLs
terms, and the category names in the directory. Phase II consisted of two stages. The
first stage tackled the problem of lacking detailed query descriptions. Their strategy
was to enrich queries by collecting their related web pages and category information
through the use of multiple search engines, including Google (http://www.google.
com), LookSmart (http://www.looksmart.com), and a search engine developed by
the authors based on Lemur (http://www.lemurproject.org). In the second stage, the
enriched queries were then classified through the trained base classifiers trained.
Finally, two ensemble classifiers were utilized to improve the results. They also
designed a demonstration system called Q2C@UST1, based on their algorithm.

Kardkoàcs et al. [43] won the runner-up of the Query Categorization Precision
Award and Query Categorization Creativity Award, by using a proposed general
solution to this problem, namely Ferrety Algorithm. Ferrety utilized different search

http://www.google.com
http://www.google.com
http://www.looksmart.com
http://www.lemurproject.org
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engines, such as LookSmart (search.looksmart.com) and Zeal (www.zeal.com)
(L&Z), to help understand the meaning of the given query. Therefore it could be
treated as a meta-search engine. In this way, Ferrety could be able to create a basic
dictionary and an ontology for the short queries. After that, a mapping between
the target taxonomy and existing search engine taxonomies could be constructed to
help identify the meaning of the query. In the training process, Ferrety used a neural
network based learning algorithm named HITEC to find the category of each query.
Experimental results showed that the parameters in HITEC, related to the TFIDF
frequency scheme, were important for the feature selection and a good trade-off
between evaluation measures, like precision and recall.

Vogel et al. [69] won the runner-up of Query Categorization Performance Award.
They presented a classification system by using a Web directory to identify the
subject context of query terms. The system consisted of three components. The
first component searched a given query in the open web directory Dmoz.org to
obtain a ranking list of the web directory category, by using Google. Since the
web directory category may be different from the target topic taxonomy, a second
component was designed to find the mapping between the web directory categories
and the target taxonomy. In this process, the authors proposed to construct a semi-
automatic mapping, because the web directory was too large. After that, the third
component utilized the mapping to produce the topics for a query, based on the
processed ranking list of categories. Specifically, a probability score was computed
to select up to five nodes in the taxonomy, which maximized the evaluation metrics,
such as the precision and the F-measure.

After the competition of KDD Cup 2005, there were also some following
work to further improve the performances of query topic classification, including
[13, 60, 61], and [62]. The key idea of [61] was to first build an offline bridging
classifier on an intermediate taxonomy, and then finetune this classifier in an online
mode. The advantage of their model was that they did not need to retrain their
classifier, because they could use the similarity between the intermediate taxonomy
to map each query to the target taxonomy. Furthermore, they proposed to introduce
some category selection strategies to reduce the intermediate taxonomy cost. In
this way, both effectiveness and efficiency could be achieved. Experimental results
showed that the best result of the KDD Cup 2005 competition was outperformed by
combining their algorithm with the winning solution of the KDD Cup 2005. Cao et
al. [13] argued that most previous query classification methods did not consider
the important context information for queries. So they introduced a conditional
random field (CRF) model to incorporated the rich context information, such as
the neighboring queries and their corresponding clicked URLs (Web pages) in
search sessions, into query classification. Both local features (query terms, pseudo
feedback, and implicit feedback) and context features (direct and taxonomy-based
association between adjacent labels) were found useful in their CRF model. Finally,
they conducted extensive experiments on real word search logs, and the results
showed that their method significantly improved the query classification results, as
compared with some state-of-the-art baselines, such as [61].

search.looksmart.com
www.zeal.com
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2.3.2.2 Representative Work on AOL Taxonomy

There are also some researches of query topic classification working on the topic
taxonomy collected from AOL service. Representative works include [4–7]. Beitzel
et al. [4, 5] examined three methods for query topic classification: the traditional
information retrieval approach of exact matching against a large human-labeled
query dataset, the machine learning approach of producing classifiers by some
supervised learning methods from a large labeled dataset, and the data mining
approach of designing some selectional preference rules [50] from a large unlabeled
query logs. Their experimental results found that each approach had its advantages
and disadvantages. For example, the exact matching approach had high precision,
especially for high frequency queries, but the recall was low. The threshold of
a supervised classifier needed to be carefully tuned, and may not do well on
queries not exist in the training data. Therefore, they proposed to combine the three
approaches, and experimental results showed that a better result was achieved.

The above works were quite different from the previous reviewed works on
KDD Cup 2005. Since no straight training data was provided in KDD Cup 2005,
participants had to resort to some external open sources to train their classifiers.
However, in the work on AOL taxonomy such as [5, 6], and [7], they were able to
develop some automatic topical classification methods without using any external
information. Which one was the best remained a question. So Beitzel et al. [6, 8]
analyzed various approaches of topical web query classification, from different
aspects including features, taxonomy mapping strategies, classification methods,
and combining methods. The experimental results showed that: (1) When using
individual classifiers, there was almost no difference between the classifier that used
only the query string and the one used the retrieved documents for features; while
the latter one may further gain some improvement from the query log. These results
indicated that it was not appropriate to treat query classification as a general text
classification problem. (2) Combining different approaches did not always provide
substantial improvement, but at least it would not hurt the best performance. These
results provided some insights into the area of query topic classification.

2.3.2.3 Representative Work on Other Taxonomies

There are some representative work on other topic taxonomy or specific domains.
For example, Broder et al. [11] proposed a methodology to build a practical
robust query classification system, which was required to be both effective and
efficient. Their target taxonomy was defined as a commercial taxonomy with 6000
nodes, as introduced before. Because they mainly cared about rare queries, whose
observations were not sufficient in the query log, their method was to utilize search
engine as a comprehensive repository to build knowledge, for better understanding
the meaning of the query. Specifically, they employed the pseudo relevance feedback
paradigm and used the top retrieved search results to gather more information
for rare queries. Furthermore, elaborate voting schemes were utilized to filter
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some noisy results. The experimental results showed that the proposed method
significantly improved the results of query classification.

Different from these works, Shen et al. [62] focused on product query classifica-
tion, and studied two major questions in query topic classification, i.e., the impact
of query expansion and the size of training data. As for the question of query
expansion, they compared two enriching methods, i.e., the well studies method
which enriched queries by search snippets and the method to expand queries by
their similar queries in the click-through log data. Experimental results showed
that both methods can improve the results, and the well studied method enriching
queries by search results snippets performed better. As for the question of data
augmentation, they compared three collection approaches, i.e., using labeled queries
and their enriched representations, using labeled product names, translating the
labeled product names to web queries. Experimental results showed that the second
one performed much worse than the first one, but the gap would be bridged if we
used the third method, which obtained the best result. Therefore, it is important
to obtain a consistent representation between queries and their enriched data form,
when conducting query enrichment/expansion.

2.3.3 Summary

In this section, we reviewed some literature work on query topic classification.
Query topic classification attempts to determine the topical category for a query
with a given topic taxonomy. Typical taxonomy includes that provided in the KDD
Cup 2005 competition and that collected from the AOL service. Researchers may
also use some specific topic taxonomy constructed in some target domains for
commercial search engine. The KDD Cup 2005 is an important event in this area,
since it provides an opportunity for researchers from different countries to develop
techniques to enhance the task of query topic classification. In this competition,
many methods have been proposed to tackle the main challenges of training data
sparsity and feature sparsity problems. Even after the competition, there have been
continuous research work to improve the performance of query topic classification.
Despite from the setting in the KDD Cup 2005 that there is no explicit training data
and participants need to use an intermediate taxonomy to conduct the classification,
other research works study the case of directly learning the classifier on the target
topic taxonomy.

2.4 Query Performance Classification

Query performance classification aims to categorize queries according to their
difficulty, i.e., the likely quality of results returned by the search system for a query,
in the absence of relevance judgments and without user feedback. In practice, query
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difficulty could be further specified in two ways, namely system query difficulty
and collection query difficulty [2]. System query difficulty captures the difficulty
of a query for a given retrieval system run over a given collection. In other words,
the query is difficult for a particular system. System query difficulty is typically
measured by the average precision of the ranked list of documents returned by the
retrieval system when run over the collection using the query in question. Collection
query difficulty captures the difficulty of a query with respect to a given collection.
In this way, the difficulty of a query is meant to be largely independent of any
specific retrieval system. Collection query difficulty can be measured by some
statistics taken over the performance of a wide variety of retrieval systems run over
the given collection using the query in question, e.g., the median average precision
of all runs.

An accurate classification of query performance could be beneficial in many
ways [76]:

• Feedback to the user: The user, alerted to the likelihood of poor results, could be
prompted to reformulate their query to improve search effectiveness.

• Feedback to the search engine: The system, alerted to the difficult query, could
automatically employ enhanced or alternate search strategies tailored to such
difficult queries.

• Feedback to the system administrator: The administrator can identify the subjects
related to the difficult queries and expand the collection of documents to better
answer poorly covered subjects.

• For distributed information retrieval: Distributed retrieval systems could more
accurately combine their input results if alerted to the difficulty of the query for
each underlying (system, collection) pair.

The study of query performance classification is actually within the scope of a
more general research topic, query performance prediction (estimation), which has
been recognized by the IR community as an important capability for IR systems.
The Reliable Information Access (RIA) [12] workshop was the first attempt to
rigorously investigate the reasons for performance variability between queries and
systems. One of the RIA workshop’s conclusions was that the root cause of poor
performance is likely to be the same for all systems. Later, the SIGIR workshop
on Predicting Query Difficulty [15] brought together researchers and practitioners
in query prediction to discuss and define the most relevant topics in this area,
including the identification of reasons of query difficulty, prediction methods,
evaluation methodology, potential applications, and practical tools and techniques.
An acceleration for the research on query performance prediction was the Robust
track of TREC 2004 and 2005 [70, 71], where systems were asked to rank testing
topics by predicted difficulty. With the robust data set as a benchmark collection,
many features and prediction methods have been proposed and compared during
the past decade.

However, most existing studies on query performance prediction view the
problem as a regression or ranking problem, rather than a classification problem.
Features considered to be correlated to the retrieval performance for a query have
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been proposed to generate a difficulty score or used as a proxy to rank the queries.
There have been only a few work that employed the proposed features to classify the
queries into difficult/easy categories. Since this section focuses on the topic of query
performance classification, we will first review those representative classification
works on query difficulty and then briefly summarize the regression/ranking work
to highlight the effective features that could be used in a classifier.

2.4.1 Representative Methods

Manual classification was first conducted in TREC-6 [72] to get an idea of how
difficult the performance classification task is. A group of human experts were
asked to classify a set of TREC queries into three categories, i.e., easy, middle, and
hard, based on the query expression only. These judgments were compared to the
collection difficulty measure of a query, the median of the average precision scores,
as determined after evaluating the performance of all participating systems. The
Pearson correlation between the expert judgments and the true values was very low
(0.26). Moreover, the agreement between experts, as measured by the correlation
between their judgments, was very low too (0.39). The low correlation with the
true performance patterns, and the lack of agreement among experts, illustrates how
challenging this task is.

Sullivan [66] proposed to classify very long queries (narratives) as easy or
difficult based on similar queries. Similarity among queries was qualified using a
cosine similarity coefficient, and the resulting query similarity matrix was processed
using multidimensional scaling (MDS) method. In this way, they projected the
queries into a two-dimensional space where similar queries were close to each other.
Three performance measures were employed for search effectiveness (precision at
10, adjusted recall, and a composite measure), and the query difficulty was then
defined as the collection difficulty measure using the average performance of six
different search engines. 50 TREC queries were analyzed in their experiments. The
top 25 queries on a given measure were treated as “easy,” while the bottom 25
queries were treated as “difficult.” For each effectiveness measure, each query was
then classified using a cross-validated nonparametric discriminant analysis, based
on its two nearest neighbors. The correct classification rates ranged from a low of
68% to a high of 92% on the difficult category. As we can see, this method relies on
an existing set of queries whose search effectiveness has already been measured.

Cronen-Townsend introduced the clarity score [21] for query performance
classification by measuring the “coherence” (clarity) of the language usage in the
result list with respect to the corpus. The conjecture is that a common language
of the retrieved documents, which is distinct from general language of the whole
corpus is an indication for good results. In contrast, in an unfocused set of results, the
language of retrieved documents tends to be more similar to the general language,
and retrieval is expected to be less effective. Specifically, the clarity score is defined
as the relative entropy, or Kullback–Leibler divergence, between the query and
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collection language models(unigram distributions) given by

clarity score =
∑

w∈V

P (w|Q) log2
P(w|Q)

Pcoll(w)
, (2.1)

where w is any term, Q the query, V is the entire vocabulary of the collection,
P(w|Q) denotes the query language model, and Pcoll(w) denotes the collection
language model.

In this work, the query difficulty measure was system specific, which was defined
by the average precision of a simple multinomial language modeling approach
[65]. A strong positive association between the clarity score of a query and the
average precision was found over several TREC test collections. The clarity score
was further utilized to make a binary decision on each query, namely “good”
(its performance is above a certain average precision threshold) or “bad” (its
performance is below the same threshold). When relevance information is available
for the queries, the average precision threshold was set based on kernel density
estimation requiring half of the estimated probability density to be below the
threshold. In this way, the probability of a good (bad) test query is 50%. With
this class definition, they estimated the probability density functions for the clarity
scores of queries and set the classification boundary as the intersection point of the
two class-conditional distributions to minimize the classification error rate based
on Bayes decision theory [28]. When relevance information is not available, they
estimated the probability density over single term queries and set the classification
threshold heuristically so that 80% of the probability density is below threshold.
Experimental results showed that the heuristically set decision boundary agrees well
with the previous optimal boundary obtained from Bayes decision theory.

Grivolla et al. [32] considered three types of features in automatic query perfor-
mance classification, including empirical features, entropy and pairwise similarity,
and retrieval scores. Empirical features refer to a number of features describing
the query itself, such as the query length and different measures of ambiguity
or specificity of the query terms (e.g., synonymy, number of senses, hyponymy).
Entropy and pairwise similarity features are mainly based on the set of the K top-
ranked documents for a query. The entropy of the K top-ranked documents can be
computed using a statistical language model as proposed in [17].

H = −
∑

w∈W

P(w) · log P(w), (2.2)

where W is a lexicon of keywords and P(w) is the probability of the word w in
the document set. If the entropy of the set is high, the linguistic structure of the
documents is highly variable. The conjecture is that a large linguistic variability
is related with a higher risk that some retrieved documents are not relevant. They
found good correlation between entropy and retrieval performance by limiting the
vocabulary to the most frequent words from each document and also keeping the
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K small. A score of the same type of entropy is the mean cosine similarity (MCS)
of the documents. To compute the similarity, the documents are represented by the
vector space model with the traditional TF.IDF weighting scheme.

Retrieval scores are among the best features, which are provided by the different
systems for ranking the retrieved documents related to a given query. They used
different transformations and normalizations of these scores, such as the mean score
of the N top-ranked documents, the score of the n-th document, or the ratio of the
scores assigned to the first and the n-th document. Their preliminary study showed
that the correlation of these measures based on different retrieval scores in TREC 8
participates with average precision achieved on a query ranges from very strong
to inexistent, independently of the performance of the corresponding document
retrieval system.

Based on the average precision of the retrieved documents, each query was
labeled as “easy” and “hard” using the median value of the average precision
as the split point. Therefore, the query difficulty was defined as system specific.
Each query was represented as a vector of features described above, and both
support vector machines (SVMs) and decision trees were employed to perform
the classification. Since there were only 50 queries from TREC 8 in experiments,
they used the leave-one-out method for testing. The experiments conducted over a
representative set of participant systems in TREC 8 showed that reliable prediction
can be obtained, e.g., a precision of 84% for the Okapi system on medium length
queries using decision trees. To assess the generalization capacity of their approach,
they further trained the classifier with TREC 8 results and tested them with TREC 7
results. Very promising results (above 60% classification accuracy) were observed
using classifiers trained on several systems, suggesting that their approach is not too
dependent on a specific corpus and retrieval setting.

Zhou and Croft [82] considered query performance classification in Web search
environments where collections are significantly heterogeneous and different types
of retrieval tasks exist, such as content-based (ad hoc) retrieval and Named-Page
(NP) finding task. They proposed three techniques to address these challenges.
The first one, called weighted information gain (WIG), essentially measures the
divergence between the mean retrieval score of top-ranked documents and that of
the entire corpus. The hypothesis is that the more similar these documents are to
the query, with respect to the query similarity exhibited by a general nonrelevant
document (i.e., the corpus), the more effective the retrieval. Specifically, given query
Q, corpus C, a ranked list L of documents, and the set of k top-ranked documents,
Tk(L), WIG is calculated as follows:

WIG(Q,C,L) = 1

K

∑

D∈Tk(L)

∑

t∈F(Q)

λt log
P(t|D)

P(t|C)
, (2.3)

where t denotes a feature from the feature set F(Q) and λt denotes the weight of
the feature. P(t|D) and P(t|C) computed the conditional distribution of the feature,
given a top-ranked document and the corpus, respectively, which were derived from
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the Metzler and Croft’s Markov Random Field (MRF) model. Both single term and
term proximity features could thus be utilized in the computation of WIG. WIG can
well handle both content-based and NP queries by employing different estimation
methods for P(t|D) and P(t|C) and setting different K values.

The second technique, called query feedback (QF), models the retrieval as a
communication channel problem. The input is the query, the channel is the retrieval
system, and the ranked list is the noisy output of the channel. By thinking about
the retrieval process this way, the problem of performance prediction turns to the
task of evaluating the quality of the channel. The main idea was to measure to what
extent information on the input query could be recovered from the noisy output.
Specifically, they used a decoder (clarity score based on ranked list language model)
to translate the output list into a new query. Based on the new query, a second list of
results is retrieved. The overlap between the two ranked lists is used as a similarity
score between the new query and the original query. If the similarity is low, the noise
in the channel is high; hence, the query is difficult.

The third feature, called the first rank change (FRC), is proposed for NP queries
and derived from the ranking robustness technique [81]. FRC approximates the
probability that the first ranked document in the original list will remain ranked
first even after the documents are perturbed. The higher the probability is, the
more confident the first ranked document becomes. In other words, the retrieval
performance is more robust for that NP query.

The evaluation was conducted on the GOV2 collection using ad hoc topics from
Terabyte Tracks of 2004, 2005, and 2006 as content-based queries, and Named-
Page finding topics of the Terabyte tracks of 2005 and 2006 as NP queries. The
average precision and reciprocal rank of the first correct answer was adopted as
the performance measure of individual content-based and NP queries, respectively.
Strong correlations were observed between WIG + QF and retrieval performance
of content-based queries and between WIG + FRC and retrieval performance of NP
queries. For classification, they divided each type of queries into two classes: “good”
(better than 50% of the queries of the same type in terms of retrieval performance)
and “bad” (otherwise). The leave-one-out method was adopted for testing. Each
time one query was randomly selected from the pool, and the remaining queries
were used as training data. A query classifier based on robustness score [81] was first
applied to predict whether the query is content based or NP. Based on the predicted
query type and the score computed for the query by a prediction technique, a binary
decision was made about whether the query is good or bad by comparing the score
threshold of the predicted query type obtained from the training data. The decision
boundary was trained by maximizing the prediction accuracy on the training data
similar as in [82]. Experimental results showed very promising results (above 60%
classification accuracy) on automatic query performance classification in a Web
search environment with mixed query types.
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2.4.2 Effective Features in Performance Prediction

There have been extensive studies on the research problem of query performance
prediction in the past decades. Since the performance score of each query can
be directly evaluated based on ground-truth data, most existing works take the
prediction task as a regression/ranking problem, where the correlation between
the true retrieval effectiveness values/ranks and predicted difficulty scores/ranks
is examined. Although the prediction problem is not directly formulated as a
classification problem in these works, the proposed predictors are quite general and
could be directly used as features in the classifier. Therefore, we briefly summarize
the existing predictors related to query performance prediction for a comprehensive
review.

Existing predictors for query performance prediction can be roughly categorized
to pre-retrieval predictors and post-retrieval predictors [14]. Pre-retrieval predictors
estimate the quality of the search results before the search takes place, thus only
the raw query and statistics of the query terms gathered at indexing time can
be exploited for estimation. In contrast, post-retrieval predictors can additionally
analyze the search results. Pre-retrieval predictors are easy to compute but are
usually inferior to post-retrieval predictors, since they do not take the retrieval
method into account. The (usually short) query alone is often not expressive enough
for reliable prediction of the quality of the search results.

Pre-retrieval predictors can be further classified into linguistic predictors and
statistical predictors [14, 34]. Linguistic predictors apply morphological, syntac-
tical, and semantical analysis over the query expressions in order to identify lexical
difficulty of the query. In contrast, statistical predictors analyze the distribution of
the query terms within the collection, which can be categorized into specificity-,
similarity-, coherency-, and relatedness-based predictors. The specificity-based pre-
dictors predict a query to perform better with increased specificity. The similarity-
based predictors measure the similarity between the query and the collection,
assuming that queries that are similar to the collection are easier to answer since
there might be many relevant documents to the query. Coherency-based predictors
analyze the intersimilarity of documents containing the query terms and predict a
query to be difficult if the retrieval algorithm cannot distinguish these documents.
Finally, relatedness-based predictors consider the relationship between query terms,
and a strong relationship between query terms suggests a well-performing query.

On the contrary, post-retrieval predictors analyze the search results, looking
for coherency and robustness of the retrieved documents. According to [14],
one can classify these methods into (1) clarity-based predictors that measure the
coherency (clarity) of the result set and its separability from the whole collections of
documents, (2) robustness-based predictors that estimate the robustness of the result
set under different types of perturbations, and (3) score analysis-based predictors
that analyze the score distribution of results.
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Table 2.3 A taxonomy of predictors on query performance prediction

Pre-retrieval Linguistic Morphological, syntactical, and semantical [53]

Statistical Specificity Query scope (QS), simplified clarity score (SCS(q))[36]

avgIDF, avgICTF, maxIDF[55]

maxICTF, varIDF, varICTF [55]

Similarity Collection query similarity (SCQ) [80]

Coherency Coherence score (CS) [37], maxVAR, sumVAR [80]

Relatedness avgPMI, maxPMI [33]

Post-retrieval Clarity Clairty [21], Inf oDFR [1]

JSD [16], Clarity variants [20, 22, 35]

Robustness Query Query Feedback (QF) [82], Sub-query overlap [76]

perturb

Doc Robustness score [81], Sensitivity analysis [68]

perturb

Retrieval JSD among distributions [2]

perturb

Cohesion Clustering tendency [68], Spatial autocorrelation [25]

Score Highest or mean score [67]

analysis Discriminative power [9]

Weighted Information Gain (WIG) [82]

Normalized Query Commitment (NQC) [64]

Standard deviation [23]

We summarize several representative predictors according to the above taxonomy
in Table 2.3. There have been comprehensive reviews [14, 34] and analyses [44, 45]
of these predictors in the literature.

2.4.3 Summary

In this section, we review the work on query performance classification in the
literature. We introduce the definition and the motivation of the task as well as
the brief history in the development of this research direction. We then survey
several representative works on query performance classification, from manual
classification to automatic methods. For each method, we talk about the specific
definition of query difficulty measure, the major predictive feature proposed, and
how the evaluation was conducted. As mentioned before, query performance
classification is actually within the scope of a more general research topic, query
performance prediction. To make the survey on this direction comprehensive, we
also discussed the effective features proposed for query performance prediction
tasks, which could be made use in a classifier.
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2.5 Other Query Classification Tasks

Beyond the previous major classification tasks on search queries, there has been
research work paying attention to other “dimensions” in query classification, such
as geographical location and time requirement.

2.5.1 Location-Based Classification

Many times a user’s information need has some kind of geographic boundary
associated with it. For example, “houses for sale nyc” explicitly showed are likely
submitted by a user with the goal of finding house sale information in New
York City, while “pizza” or “dentist” typically implies that the user is looking
for information or services relevant to their current whereabouts. Location-based
query classification thus aims to detect and categorize the geographic bound-
ary/information in search queries. There are many uses of identifying geographic
information in users’ queries: we can provider better personalized search results
and improve a user’s search experience; we can also improve the sponsored
advertisement matching for locally available goods and services that users may be
interested in.

Although geographic information in search queries is the common target in
this line of research, existing works have defined several location-based query
classification tasks based on slightly different motivations or focuses. Accordingly,
the features used to build the classifiers are also different in these works. Evaluation
measures are similar in most work, including precision, recall, F measure, and
accuracy. It is worth noting that precision is often emphasized over recall, and in
particular, the accuracy of positive classification. The reason is that an incorrectly
localized query may significantly hurt users’ search experience.

Specifically, Gravano et al.’s [31] work on query locality classification was based
on previous findings that Web pages (and resources, in general) can be characterized
according to their geographical locality, where a global page was likely to be of
interest to a geographically broad audience while a local page was likely to be of
interest only to an audience in a relatively narrow region. Therefore, they defined
queries as local if their best matches are likely to be “local” pages, or as global,
if their best matches are likely to be “global” pages. Accordingly, they proposed
their classification features on measures of frequency and dispersion of location
names in the top search results produced by a query. Four types of state-of-the-
art classification approaches were explored and evaluated based on 966 manually
labeled queries from Excite search engine. Their empirical results indicated that for
many queries locality can be determined effectively.

Wang et al. [73] introduced a slightly different task, i.e., detecting dominant
locations from search queries. Here query’s dominant location (QDL) refers to
one or more geographical locations associated with a query in collective human
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knowledge, i.e., prominent location(s) agreed by majority of people who know the
answer to the query. Based on this definition, they proposed to classify queries
into four categories, including (1) queries without location keywords and do not
have QDLs (Type-1), (2) queries with location keywords and have QDLs (Type-
2), (3) queries without location keywords but have QDLs (Type-3), and (4) queries
with location keywords but do not have QDLs (Type-4). Their major focus was
the detection of Type-2 and Type-3 queries, where they calculated a QDL for each
query from three information resources: queries, search results, and query logs.
Experiments were conducted based on 10,000 manually labeled queries from MSN
search log, and the empirical results showed that the best classification performance
can be achieved by combing query and query log information.

Zhuang et al. [83] defined geo-sensitivity of a query as that, to answer the
query, Web pages that either have association with certain geographical location(s)
or are considered more relevant to users in certain geographical location(s) will
be considered more relevant. To make it more concrete, they further defined
four categories of geo-sensitivity for queries, namely explicit, implicit, local, and
nonsensitive. Note that although the explicit, implicit, and local queries defined in
this paper can be viewed as finer categories of local queries in [31], the classification
task is quite different. In this work, they proposed a binary classification task by
referring to the explicit or implicit query as Geo-Sensitive Query(GSQ), and the rest
as Non-Geo-Sensitive Query(NGSQ). The geographical distributions of user clicks
were taken as the major patterns to differentiate the two categories of queries. The
evaluation based on 1000 manually labeled queries from Yahoo! Search logs showed
the promising accuracy of the proposed method.

In [74], Welch and Cho proposed to identify localizable queries, where localiz-
able queries are those search strings for which the user would implicitly prefer to see
results prioritized by their geographical proximity. According to their definition, the
localizable queries were similar to the local query category defined in [83]. To build
the query classifier, they first identified localizable queries by finding previously
issued queries that contain an explicit localization modifier, with the assumption that
the “base” of these queries may be generally localizable. Based on the set of all base
queries, they extracted relevant distinguishing features such as localization ratio,
location distribution, click-through rates, frequency counts, and user distribution
for classification. Multiple well-known supervised classifiers were evaluated for the
task, and a meta-classifier comprised of three conventional classifiers performed the
best.

Later, Yi et al. [75] focused on building models using city level geo information
for detecting and discovering users’ specific geo intent. A three-level classification
scheme was proposed in their work. They first identified users’ implicit geo intent
and pinpointed the city corresponding to this intent. For queries with implicit city-
level geo intent, they further classified them into three geo subcategories according
to their different localization capabilities: (1) local geo queries, which consist of
geo queries that imply a user’s intention to find locally relevant information; (2)
neighbor region geo queries, which contain geo queries that imply a user’s intention
to find related information from nearby regions; (3) remaining geo queries that do
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not fall into the above three categories and are not easily localized. Finally, they also
predicted the city corresponding to the geo intent in a location-specific query. They
proposed two different ways for extracting geo features: one is through building
city-level geo language models and calculating a query’s city generation posteriors,
and the other one is through extracting rich geo information units (GIU) at the city
level. They used click-through data as a surrogate for human labels to automatically
obtain large-scale training and testing data set. Three types of classifiers were
employed in their experiments, and the results demonstrated the effectiveness of
using city-level language model features and GIU features for all three learning
tasks.

2.5.2 Time-Based Classification

Many Web search queries have explicit or implicit time requirement over the
relevant results. For example, the query “us election 2009” explicitly expresses the
time (i.e., “2009”) for the target results. For the query “SIGIR” (the name of an
annual conference), although there is no explicit year information, related pages
are expected to be time sensitive to the year when the query is submitted. Time-
based classification, therefore, aims to classify search queries according to their
time requirement. Since explicit time requirement is usually easy to detect, most
of the time-based classifications focus on implicit time requirement detection. By
detecting the implicit time requirement of search queries, the search quality can
be largely improved by taking into account the time dimension beyond the topic
similarity in relevance ranking.

Typically, we can classify search queries into two categories, one with time
requirement, namely time-sensitive or temporal queries, and the rest, namely stable
or atemporal queries. For the time-sensitive or temporal queries, two finer classes
have been identified in the literature. One is recurrent/periodic query, which is about
events that occur at regular, predictable time intervals, most often weekly, monthly,
annually, bi-annually, etc. The other is newsworthy/burst query, which is about
some breaking news or burst events. Note that newsworthy/burst queries may have
multiple bursts at different time periods, e.g., “earthquake.” Different features and
approaches have been proposed in the past to differentiate one or two types of the
time-sensitive queries from the rest.

For example, Jones and Diaz [41] defined three temporal classes of a query,
namely temporal queries, temporally unambiguous queries, and temporally ambigu-
ous queries. Note here the temporally unambiguous queries corresponded to the
newsworthy/burst queries with one-time burst, while temporally ambiguous queries
included newsworthy/burst queries with multiple bursts and recurrent queries. So
their definition was a little bit different from other works in the literature. To
automatically classify queries into the three classes, they introduced the temporal
profiles of a query, which can be viewed as the temporal analogs of query language
models, and proposed a set of features for discriminating between temporal profiles,
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such as KL divergence and autocorrelation. Supervised machine learning (i.e.,
decision tree) was then employed for the classification task. The evaluation based
on TREC novelty and ad hoc queries demonstrated the effectiveness of temporal
profiles in time prediction for queries.

In [26], Diaz trained a classifier to distinguish between newsworthy and non-
newsworthy queries for better integration of news vertical into Web search results.
The key idea is that there is a strong correlation between the click-through rate of
a news display and the newsworthy of a query, and the click-through rate can be
estimated by a set of nonlexicographic information (i.e., contextual features from
search logs) of the query. A probabilistic model was further employed to estimate
posterior mean of the click-through probability, given data from click feedback and
related queries. Accuracy was tested for the classification method, and it achieved
promising performance on detecting newsworthy queries by including both historic
feedback and similarity information.

The detection of a special category of time-sensitive queries, namely implicitly
year qualified queries (IYQQ), was considered in [52, 78]. An implicitly year
qualified query is a query that does not actually contain a year, but yet the user may
have implicitly formulated the query with a specific year in mind. The classification
method of IYQQ proposed in [78] was simple and efficient. They built up an
IYQQ dictionary by extracting all explicit YQQs from query log and removing
the corresponding year stamp. In test, if a query can find an exact match in the
dictionary, the query was regarded as an IYQQ. The classification method in [52]
was slightly different, where a query was classified as IYQQ if it was qualified by
at least two unique years, since they were mainly interested in temporally recurring
events. Both classification methods were not directly evaluated but integrated as a
component for reranking and evaluated by ranking performance.

In [79], Zhang et al. proposed to detect recurrent event queries (REQs) for Web
search. They considered six types of features based on query log analysis, query
reformulation, click log analysis, search engine result set, time-series analysis, and
recurrent event seed word list. Three learning algorithms were employed for the
classification task, including Naive Bayes method, SVM, and Gradient Boosted
Decision Tree (GBDT). They collected 6000 manually labeled queries for training
and evaluation. The best performance was achieved by the GBDT model.

Dong et al. [27] introduced a method to detect recency sensitive query (i.e.,
breaking-news queries) for recency ranking in Web search. The key idea of their
method is to estimate two current language models, i.e., the content model and the
query model, and compare them to the corresponding reference models, i.e., the
language models in the past. Intuitively, if the query is more likely generated by
the current model rather than the past model, it would be more likely to be recency
sensitive. Therefore, a “buzziness” score was computed based on the differences
between the current and reference models from both content and query views. A
query was considered as a breaking-news one if its final buzz score exceeded some
threshold. The evaluation was conducted based on 2, 000 manually judged queries,
and a high precision score (0.87) can be achieved by their classifier.
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Later, Shokouhi [63] proposed to detect recurrent queries based on time-series
analysis. Chen et al. [18] also analyzed the time-series patterns to classify queries
into four classes, namely stable query, one-time burst query, multitime burst query,
and periodic query. Both methods were evaluated based on a small number of
manually annotated queries.

2.6 Summary

An important way of understanding users’ information needs in Web search is
query classification. In this chapter, we discuss several different query classification
tasks, from some major interests such as intent classification, topic classification,
and performance classification to classification tasks in other “dimensions” such as
geographic location and time requirement. For each classification task, there have
been multiple classification taxonomies proposed in the past due to finer analysis
of users’ needs or specific application requests. Although different types of features
have been proposed for different tasks, they are mainly from the resources such
as query logs, click logs, retrieved documents, search corpus, and queries itself.
Supervised, unsupervised, and semisupervised models have been employed in these
tasks. However, except the topic classification task, which has a benchmark data set
to compare different methods, most classification methods for the remaining tasks
were evaluated on their own data set. Therefore, it is important for us to decide the
effectiveness of these features not only by the relative performance improvement
but also by the data size used in evaluation.
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Chapter 3
Query Segmentation and Tagging

Xuanhui Wang

Abstract Query tagging is an important step for query understanding. It applies
traditional natural language processing techniques on query strings. Specific chal-
lenges are raised due to the shortness of query strings. In this chapter, we describe
techniques proposed in the existing literature on how to achieve meaningful query
tagging in the following areas: query segmentation, query syntactic tagging, and
query semantic tagging.

3.1 Introduction

Query tagging is an important step for query understanding. It is a process that
works with query strings more closely based on Natural Language Processing (NLP)
techniques [19]. Traditionally, NLP techniques are developed for documents with
well-formed sentences and can be used for Information Retrieval (IR). For example,
phases in documents can be identified and used in document index [37]. Thus, it
is important to segment queries to match phrases in documents to boost retrieval
accuracy. Furthermore, Part-Of-Speech (POS) tags and linguistic structures carry
meaningful information to match queries and documents. They are also important
for search engines to improve result relevance. However, the keyword-based queries
are usually short and lack of sentence structures. It raises challenges to apply NLP
on queries directly. In this chapter, we describe techniques proposed in the existing
literature on how to overcome these challenges to achieve meaningful query tagging
in the following areas: query segmentation, query syntactic tagging, and query
semantic tagging.
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3.2 Query Segmentation

Search engines usually provide a search box as the user interface and a few keywords
can be used to search web pages to satisfy users’ information needs. Due to
the simplicity for users to formulate search queries, such a user interface gains
popularity and becomes a standard for search engines. However, queries formulated
in this interface are generally not complete natural language sentences, but consist
of a bunch of keywords. Thus it becomes harder to apply NLP techniques directly
on queries. For example, a sentence like “Where can I find Pizza Hut in New York”
is likely tagged well by NLP tools than a query “pizza hut new york.”

Query segmentation is one of the first steps towards query understanding. It does
not involve heavy NLP processes such as Part-Of-Speech (POS) tagging or Named
Entity Recognition (NER). Its goal is to split a query string into a few segments.
The basic bag-of-words (BOW) model can be thought as segmenting queries based
on individual words. Such an approach is simple but can be less meaningful. For
Chinese language, most of the individual words have little meaning by themselves
and the meaning of a sentence is carried by a sequence of words. However, there
are no natural boundaries such as spaces in Chinese language and segmentation is
a necessary step for Chinese documents and queries [24, 28]. For English language,
spaces are presented inside sentences and individual words obtained in the BOW
model are more meaningful compared with Chinese language. However, the BOW
model can still be less effective because the meaning of a phrase can be totally
different from its individual words. For example, knowing that “new york ” is a city
name and treating them as a whole is better than treating them as two individual
words “new” and “york.”

An advanced operator provided by many search engines is the double quotation.
A user can enclose several words together by double quotation to mandate that they
appear together as an inseparable sequence in retrieved documents. Such an operator
is usually used by skilled users and may not be known widely. It also requires
additional efforts from end users. For example, when users search for unfamiliar
topics, they may not know where to put the double quotation. A search engine that
can automatically split a query into meaningful segments is highly likely to improve
its overall user satisfaction.

To improve retrieval accuracy and search engine utility, it is necessary to go
beyond the BOW model. At a minimum, it is beneficial to know whether some
words comprise an entity like an organization name, which makes it possible to
enforce word proximity and ordering constraints on document matching, among
other things. In this section, we discuss different query segmentation techniques.
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3.2.1 Problem Formulation

The problem of query segmentation is to find boundaries to segment queries into
a list of semantic blocks. In general, given a query of n words, x1 . . . xn, query
segmentation is to find boundaries of these n words, [x1 . . . xs1][xs1+1 . . . xs2] . . .

[. . . xn], with each segment as a well-defined “concept.” For example, given query
“new york times subscription,” a good segmentation is “[new york times] [subscrip-
tion],” but not “[new york] [times subscription]” because “times subscription” is less
meaningful.

For an n-word query, there are n−1 possible places for boundaries and thus a total
of 2n−1 possible segmentations. The goal of query segmentation is to find the most
meaningful segmentations, e.g., “[new york times] [subscription]” in the example
above. In many cases, there are several possible segmentations for a query that
are equally meaningful due to ambiguity. For example, the “two man power saw”
example used in [4] can have four different interpretations from Google returned
documents and these lead to the following valid segmentations: “[two man power
saw],” “[two man] [power saw],” [two] [man] [power saw], and “[two] [man power]
[saw].” Thus the problem of query segmentation is usually formulated to find a few
good ones.

Due to short length of queries, external resources are commonly used in query
segmentation, including web corpora [26, 30], query logs [22], click-through
data [18], Wikipedia titles [13, 30], etc. The methods proposed in this area can
be classified as heuristic-based, supervised learning, and unsupervised learning
approaches. In the following, we use “segment” to represent a semantic segmented
block and “segmentation” to represent a valid split of a query with non-overlapping
segments.

3.2.2 Heuristic-Based Approaches

Heuristic-based approaches are based on statistics obtained from external resources.
They do not rely on any sophisticated learning and have the following two types:
one type is to decide whether to put a boundary between two adjacent words and the
other is to quantify the connectedness of a segment and break queries by maximizing
the overall connectedness.

3.2.2.1 Pointwise Mutual Information

Given an n-word query, the most direct way for query segmentation is to decide
whether a boundary should be put at the n−1 places. The Pointwise Mutual Informa-
tion (PMI) approach is to make this decision locally based on the surrounding words.
For example, given a query “free computer wallpaper downloads,” we would like to
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decide whether to put a break between “free” and “computer,” between “computer”
and “wallpaper,” etc. More formally, we would like to decide a break at the place
between word xi and xi+1 for 1 ≤ i < n. Intuitively, if two words always appear
together in a corpus, it is better to not put a break but keep them in a single segment.

PMI is an information-theoretic measure [4, 8] on term associations. Given any
two objects u and v, their PMI is defined as:

PMI(u, v) = log
Pr(u, v)

P r(u) · Pr(v)
, (3.1)

where Pr(u, v) is the probability of observing u and v appearing together, Pr(u)

and Pr(v) are the probability of observing u and v in the given corpus, respectively.
Let us assume that we have a web corpus that has been tokenized into word

sequences. We can count the raw frequency denoted as #(xi, xi+1), #(xi), and
#(xi+1) from the corpus. Let N denote the total number of words in this corpus.
Then we have

Pr(xi, xi+1) = #(xi, xi+1)

N

Pr(xi) = #(xi)

N

Pr(xi+1) = #(xi+1)

N
.

(3.2)

PMI between two adjacent words can be used for query segmentation by setting
a threshold κ . Apparently, how to choose the parameter κ needs some validation
data. For example, Jones et al. [14] used a threshold κ = log 8 on Yahoo! search
logs. They reported that the PMI method was quite effective in their experiments.

3.2.2.2 Connexity

The above PMI method only concerns about two adjacent words. It can also be used
in n-gram level to measure the connectedness of a segment. Risvik et al. [26] defined
a measure called connexity based on the following properties for a segment s:

• s is significantly frequent in all resources.
• s has a “good” mutual information.

In their approach, a segment is essentially an n-gram where 2 ≤ n ≤ 4. We denote
it by s = xi . . . xj and its connexity is defined as

connexity(s) =
{
frequency(s) · PMI(xi . . . xj−1, xi+1 . . . xj ) if |s| ≥ 2

frequency(s) otherwise ,

(3.3)
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Table 3.1 Query segmentations and their connexity scores for an example query. Segmentations
are sorted by the aggregated connexity scores that are computed as summation over all segment
scores, as shown by scores in parentheses. The single word segments contribute 0 to the aggregated
scores

Connexity Query: msdn library visual studio

34,259 [msdn library] (5110) [visual studio] (29149)

29,149 msdn (47658) library (209682) [visual studio] (29149)

5110 [msdn library] (5110) visual (23873) studio (53622)

41 [msdn library visual studio] (41)

7 msdn (47658) [library visual studio] (7)

0 msdn (47658) library (209682) visual (23873) studio (53622)

where the mutual information is on the longest but complete subsequences and can
be computed similarly as for words in Eqs. (3.1) and (3.2).

Based on query logs and web corpora, the connexity of an arbitrary segment s

can be computed. The number of possible s becomes exponentially large as n goes
larger. In practice, n is capped to a number such as 4 in [26]. Segments with higher
connexity are more likely to be coherent concepts. To make the number of segments
manageable, thresholds were used on frequency as a pre-processing and thresholds
on connexity as post-processing filtering in [26].

The connexity was computed from web corpora offline and stored as a lookup
table used for query segmentation. On a high level, the non-overlapping segments
can be identified as segmentation candidates to be scored. An example used by
Risvik et al. [26] is shown in Table 3.1. The aggregated scores are computed
as the summation of the connexity scores over all segments that have at least 2
words. While a brute force way is to enumerate all possible segmentations, the top
segmentations can be found based on a dynamic programming approach similar to
the one presented in Sect. 3.2.4.1.

3.2.2.3 Naive Segmentation

The connexity measures how coherent a segment is. Another method proposed by
Hagen et al. [13] is based on simple statistics of segment frequency and length
only. They call this method “Naive Segmentation.” The score of a segment s in this
method is defined as

Score(s) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if |s| = 1

|s||s| · frequency(s) if frequency(s) > 0 for |s| ≥ 2

−1 if frequency(s) = 0 for |s| ≥ 2.

(3.4)
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A valid segmentation S contains a list of segments that completely cover q without
any overlapping. The score of a segmentation is defined as

Score(S) =
{

−1 if ∃s ∈ S, Score(s) < 0
∑

s∈S,|s|≥2 Score(s) else .
(3.5)

A single word segment has a 0 score and this is implicit in Eq. (3.5). Such
a method is purely hand-crafted but was shown to be effective in [13]. The
exponential component on the segment length boosts scores of longer segments. It
is justified empirically by the connection with the power-law distribution of n-gram
frequencies for n-grams that are longer than bigrams. Conversely, the exponential
component still favors bigrams compared with the empirical bigram frequency and
directly using empirical frequencies for all n-grams dropped by the segmentation
accuracy significantly. Favoring bigrams was also observed in the human-generated
segmentations [13]. In addition, they further extended this method to leverage
Wikipedia titles in the following way:

weight (s) =
{

|s| + maxs ′∈s,|s ′|=2 frequency(s′) if s is a title in Wikipedia

frequency(s) otherwise.
(3.6)

And the weight is used to compute the Score(S) for segmentations as follows:

Score(S) =
{

−1 if ∃s ∈ S,weight (s) = 0, |s| ≥ 2
∑

s∈S,|s|≥2 |s| · weight (s) else .

(3.7)

Since the Score(S) is a summation of its components, the top segmentations can
also be found through a dynamic programming similar to the one in Sect. 3.2.4.1.

3.2.2.4 Summary

There are two types of heuristic-based approaches. The PMI method is to measure
how easy it is to insert a break between two adjacent words and is of the first type.
This can be done efficiently. Along the same line, Zhang et al. [38] proposed the
eigenspace similarity as a similar measure as PMI and the method belongs to the first
type as well. The connexity and naive segmentation methods belong to the second
type. In this type, a score that measures coherence of a segment is defined based
on a few factors such as segment frequency, length, mutual information between the
longest but complete subsequences, and the appearance of the segment in Wikipedia
titles. Segment scores are then used to define scores for segmentations that can
be used to select the top segmentations. There are a few additional methods that
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belong to the second type. For example, Mishra et al. [22] proposed a way to define
segment scores to identify the so-called Multi-Word Expression (MWE) and then
score segmentations similarly.

3.2.3 Supervised Learning Approaches

Query segmentation based on supervised learning approaches was introduced
by Bergsma and Wang [4]. In the supervised learning setting, segmentation is
formulated as a function that takes a query q as input and outputs a segmentation y:

S : q → y, (3.8)

where y is a n−1 dimensional vector with binary values and yi = 1 means that there
is break between word xi and xi+1. Such a setting has a similar flavor as the PMI
approach. The difference is that supervised learning approaches learn segmentation
function S from training data, while the PMI approach is based on hand-crafted
heuristics.

The training data for supervised learning consists of a collection of pairs {(q, y)}.
A set of features �(q, y) can be defined for each training instance. The score of a
segmentation y is

Score(q, y;w) = w · �(q, y). (3.9)

The training is thus to find the best w∗ on the training data so that for q ,

Score(q, y;w∗) ≥ Score(q, z;w∗),∀z 
= y. (3.10)

Such a w∗ is usually not existent and slack variables can be used in the Support
Vector Machine (SVM) setting. After the parameter w∗ is learnt, the segmentation
function gives the output for an input q:

ŷ = arg max
y

Score(q, y;w∗). (3.11)

The above formulation can be solved by structured classifiers [32] where all
the n − 1 decisions are jointly made. However, in reality, a simpler classification
framework, where each binary decision was made for each position i for 1 ≤
i < n based on its context, was shown to be not only efficient, but also effective.
Specifically, at each position i, the following context was considered:

{. . . , xL2, xL1, xL0, xR0, xR1 , xR2, . . .}, (3.12)



50 X. Wang

where Li and Ri are the indexes on the left and right side of the position i,
respectively. Based on the context, a set of features were defined in [4]:

• Decision-boundary features. The set of features in this category concern about
xL0 and xR0 from indicator functions such as is_f ree (e.g., 1 is fired for this
feature if xL0 is word “free” and 0 otherwise.), to POS tags (e.g., DT JJ is fired as
a feature when POS of xL0 is DT and POS of xR0 is JJ.). In additional, the PMI
between (xL0, xR0 ) in Eq. (3.1) or its raw counts in Eq. (3.2) were also used as
features.

• Context features. This set of features concern about n-grams in the context.
For xL1 and xR1 , they collected token-level features using indicator functions,
POS tags on bigram [xL1xL0] and [xR0xR1], counts on trigram [xL1xL0xR0] and
[xL0xR0xR1]. If context tokens were not available at this position, a feature was
fired to indicate this. Furthermore, if tokens xL2 and xR2 were available, token-
level, bigram, trigram, and fourgram counts from web or a query database were
also included.

• Dependency features. A feature in this category is motivated by the work in noun
phrase parsing to capture whether xL0 is more likely to modify a later token such
as xR1 . For an example of “female bus driver,” we might not wish to segment
“female bus” because “female” has a much stronger association with “driver”
than with “bus.” Thus as features, the pairwise counts between xL0 and xR1 and
then xL1 and xR0 were included. Features from longer range dependencies did
not improve performance in their evaluation.

3.2.3.1 Summary

There are other supervised learning methods. Kale et al. [15] formulated query
segmentation as the same classification problem as above. However, they did
not use hand-crafted features. Rather, they directly use the low-dimensional word
embedding vectors that were pre-trained from query logs. Yu et al. [36] proposed a
query segmentation method based on Conditional Random Fields (CRF).

The advantage of supervised learning approaches lies in that they can incorporate
any information as features and then learn a function to combine them. For example,
the raw counts used in the PMI approach can be used as features. Their combination
formula is automatically determined from training data, while the formula is pre-
defined in the heuristic-based approach. Supervised learning approaches give better
segmentation accuracy; however, the prerequisite is training data that is usually
manually segmented by human annotators.
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3.2.4 Unsupervised Learning Approaches

Unsupervised learning approaches do not rely on human annotated training data and
are more sophisticated than the heuristic-based approaches. A representative work
of this line is by Tan and Peng [30]. In their work, a generative model was proposed
for query segmentation in which a query is generated by repeatedly sampling well-
formed segments (called “concepts”) in a probabilistic manner.

Formally, let P(s) be the probability of a segment s and S be a segmentation for
a query. The likelihood of S is

P(S) = P(s1)P (s2|s1) . . . . (3.13)

Under the Independent and Identically Distributed (IID) assumption for all s, we
have a unigram-like model

P(S) =
∏

i

P (si) (3.14)

since P(si |s1, . . .) = P(si ). Assume that we know P(s) for any segment s, P(S)

can be used to select the top segmentations for a query. Given a query, we can
enumerate all different segmentations and score them. However, this is not feasible
for longer queries given that there are 2n−1 segmentations for an n-word query. An
efficient dynamic programming is presented in the following section.

3.2.4.1 Dynamic Programming for Top Segmentations

In practice, segmentation enumeration is infeasible except for short queries. How-
ever, the IID assumption of the unigram model makes it possible to use dynamic
programming to compute the top k segmentations [30]. The algorithm is summa-
rized in Algorithm 1. In this algorithm, for any i, the best k segmentations for
partial query x1 . . . xi are stored in B[i]. B[n] stores the best k segmentations for
the n-word query and is constructed by comparing the options when the last break
in the query is placed at different positions of [1..n − 1], together with the default
segmentation that treats the whole query as the single segment. The complexity of
this algorithm is O(n · k · m · log(k · m)), where n is the query length, m is the
maximum allowed segment length, and k is the number of best segmentations to
keep. It is clear that m ≤ n. Also, m is implicit in the algorithm and is related to
the variable j . To be more accurate, j should range in [i − m, i − 1] in Algorithm 1
because a segment longer than m has P(s) = 0.

Such a dynamic programming is generic and can be easily adapted to the
connexity and naive segmentation methods in Sect. 3.2.2 by changing the computed
scores that are stored in B[i].
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Algorithm 1 Find top segmentations
Input: query x1...xn , segment probability distribution P (s).
Output: top k segmentations for query.
1: Let B[i] be the top k segmentations for the partial query x1...xi .
2: For b ∈ B[i],
3: b.segs: list of segments for the partial query.
4: b.prob: likelihood of segs for the partial query.
5: for all i ∈ [1..n] do
6: Let s = x1...xi

7: if P (s) > 0 then
8: Let new.segs = {s}, new.prob = P (s)

9: B[i] = {new}
10: end if
11: for all j ∈ [1..i − 1] do
12: for all b ∈ B[j ] do
13: Let s = xj ..xi

14: if P (s) > 0 then
15: Let new.segs = b.segs ∪ {s}, new.prob = b.prob × P (s)

16: B[i] = B[i] ∪ {new}
17: end if
18: end for
19: end for
20: Sort b ∈ B[i] by b.prob and truncate B[i] to size k

21: end for
22: return B[n]

3.2.4.2 Parameter Estimation

The main question is how to estimate P(s). This can be done based on some of
the heuristic-based approaches in Sect. 3.2.2 or just raw frequencies of n-grams.
Though raw frequencies for longer n-grams (e.g., n > 5) are very sparse and hard
to compute, Tan and Peng [30] proposed a way to estimate lower bounds of raw
frequencies for any n-gram and that can be used to estimate P(s). However, as
noted in [13], the lower bound can become loose and regress to 0. This effectively
excludes too long n-grams from being segments. In general, only n-grams up to a
cap (e.g., 5) are considered as potential segments.

One drawback of using raw frequency is that such a method may favor partial
segmentation. For example, the frequency for n-gram “york times” is larger
than or equal to the frequency of “new york times.” Thus P(york times) ≥
P(new york times). However, “york times” is unlikely to appear alone;
P(york times) should be very small.

Tan and Peng [30] proposed an expectation–maximization (EM) algorithm for
the parameter estimation. The EM algorithm is an iterative procedure that starts
with a random guess of parameters and refines them in each iteration. The E-step
can be thought as automatically segmenting the texts in a probabilistic manner using
the current set of estimated parameter values. Then in the M-step, a new set of
parameter values are calculated to maximize the complete likelihood of the data
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which is augmented with segmentation information. The two steps alternate until a
termination condition is reached.

The EM algorithm can be applied to any collection of texts to give an estimation
of P(s). This is infeasible to the web corpus. In [30], a query-dependent pseudo
corpus was constructed for every query by counting all the matched n-grams of the
query in a corpus:

D = {(x, c(x))|x ∈ q}. (3.15)

D is enhanced with a dummy n-gram z with count c(z) = N − ∑
i c(xi)|xi |, where

N is the corpus length. Note the difference between n-grams and segments in this
context.

Given D, EM uses the minimum description length principle to find the optimal
parameters P(s). We use a shorthand θ to represent all parameters. Given the current
parameter θ , the description length of an n-gram x is − log P(x|θ) and

P(x|θ) =
∑

Sx

P (Sx |θ), (3.16)

where Sx varies over all possible segmentations of x. All Sx ’s are the hidden
variables in the EM algorithm. The description length of D is

− log P(D|θ) = −
∑

x∈q

c(x) · log P(x|θ) − c(z) log(1 −
∑

x∈q

P (x|θ)). (3.17)

EM algorithm is to find the optimal θ̂ :

θ̂ = arg min(− log P(D|θ)) = arg max log P(D|θ) = arg max P(D|θ). (3.18)

The concrete EM algorithm used to find a local optimal θ is the variant Baum–
Welch algorithm from [9]. In the E-step, it uses a dynamic programming called the
forward–backward algorithm that can efficiently compute the probability of forming
a segment [xi, . . . xj ] between the i-th and j -th positions in an n-gram x, denoted as
P([xi, . . . xj ]|x). Concretely, let the forward probability αi(x) be the probability of
generating any complete segmentation such that the first i words are x1 . . . xi . Then
α0(x) = 1 and

αi(x) =
i−1∑

j=0

αj (x)P (s = [xj+1 . . . xi]). (3.19)

Similarly, let the backward probability βi(x) be the probability of generating
any complete segmentation such that the last i words are xn−i+1 . . . xn. Then
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βn(x) = 1 and

βi(x) =
n∑

j=i+1

βj (x)P (s = [xi . . . xj−1]). (3.20)

Notice that P(x|θ) = αn(x) = β0(x) and

P([xi, . . . xj ]|x) = αi−1(x)P (s = [xi . . . xj ])βj+1(x)

P (x|θ)
. (3.21)

Then the M-step can reestimate

P(s) ∝
∑

x∈D

c(x)

|x|∑

i=0

|x|∑

j=i

P ([xi . . . xj ]|x)I{s = [xi . . . xj ]}, (3.22)

where I is an indicator function. The forward–backward algorithm is more efficient
than directly estimating P(Sx |x) for all Sx and x, given that only αi(x) and βi(x)

are needed to be computed.
The EM algorithm can be extended to handle Maximum A Posteriori (MAP)

estimation with a prior P(θ). Then the learning is to find

θ̂ = arg max P(D|θ)P (θ) = arg max(log P(D|θ) + log P(θ)), (3.23)

where

log P(θ) = γ
∑

s:P(s|θ)>0

log P(s|θ) (3.24)

and γ is a hyper-parameter to the model. Techniques like lexicon deletion proposed
in [9] are used in [30] when the objective can be increased if a segment s is deleted
from the parameters P(s).

3.2.4.3 External Sources

The main problem of a purely unsupervised approach is that it only tries to optimize
the statistical aspects of the concepts; there is no linguistic consideration involved to
guarantee that the output concepts are well-formed. For example, the query “history
of the web search engine” favors the “[history of the] [web search engine].” This is
because “history of the” is a relatively frequent pattern in the corpus. To address this
issue, external resources like Wikipedia titles and anchor texts/aliases were used as
well-formed concepts to address the problem in the previous example.
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In [30], the above EM algorithm is extended to incorporate Wikipedia as a
regularization term

λ
∑

s∈Wikipedia

count (s) log P(s), (3.25)

where the summation is over all the Wikipedia titles or anchors and count (s) is the
count of s in titles or anchors. Technically, such a variant belongs to semi-supervised
learning.

3.2.4.4 Summary

Unsupervised learning approaches have a unique advantage that no labeled data is
needed. Existing approaches mainly use EM as their main algorithms. For example,
Peng et al. [24] used it on Chinese language segmentation. Li et al. [18] leveraged
clicked documents to bias the estimation of query segmentation towards bigrams
appeared in clicked documents. These demonstrated the flexibility of unsupervised
learning approaches in different applications and the ability to incorporate different
external resources.

3.2.5 Applications

Query segmentation can be used to improve retrieval accuracy in the n-gram model
or term-dependency model [21]. In particular, Bendersky et al. [2] compared using
simple n-grams or query segmentation in the term-dependency model and found that
query segmentation can reduce the number of term-dependency relations. It in turn
reduced the query latency while still maintaining the retrieval effectiveness.

Query segmentation provides phrases that can be used as units in IR models. Wu
et al. [34] combined the BOW model and query phrase model together to derive
ranking features. A learning-to-rank model was trained based on the enlarged set of
features. Such a model was shown to be able to improve relevance ranking.

It should be noted that most of the above methods assume flat segmentations for
queries. More advanced nested segmentation was proposed to segment queries into
tree structures [27], where a hierarchical segmentation was built up by recursively
merging smaller segments to bigger ones for a query. Such a tree structure was used
to define a proximity factor in document scoring. We direct interested readers to [27]
for more details.
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3.3 Query Syntactic Tagging

Syntactic analysis is usually conducted over complete sentences in NLP. Its goal
is to understand a sentence’s grammatical constituents, POS of words, and their
syntactic relations. The task of query syntactic tagging is to apply NLP techniques
to search queries and is depicted by the examples in Fig. 3.1 that was used by Sun
et al. [29]. In this figure, we have 3 queries, the POS tags of each word in the
queries and the syntactic relations among words (e.g., head-modifier relations in
noun phrases). Specifically, for query “cover iphone 6 plus,” the relation tells us that
the head token is “cover,” indicating its intent is to shop for iphone covers, instead
of iphones; for query “distance earth moon,” the head is “distance,” indicating its
intent is to find the distance between the earth and the moon; for query “faucet
adapter female,” the intent is to find a female faucet adapter. Such knowledge is
crucial for search engines to show relevant pages because correctly identifying the
head of the queries (e.g., covers instead of iphones) in the examples can boost pages
with matched topics [29].

Syntactic analysis of search queries is important for a variety of tasks such
as better query refinement and improved query-document matching [1]. However,
search queries are different from well-formed sentences in the following aspects.
First, search queries are short and have only keywords. Second, capitalization is in
general missing. Third, word order in a query is fairly free. All these are important
sentence characteristics that syntactic parsing relies on. Thus significant challenges
arise when applying syntactic parsing NLP techniques on search queries. In this
section, we review how different methods proposed in the literature overcome these
challenges for query syntactic tagging.

Fig. 3.1 Examples of query
syntactic tagging used by Sun
et al. [29]. For each query
example, the POS tag for
each word is shown below the
word. The syntactic relation
is denoted by arrows that
point from heads to modifiers.
Search queries are not
well-formed, compared with
natural language sentences
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3.3.1 Syntactic Structures for Search Queries

Barr et al. [1] sampled a few thousand queries from the Yahoo! search engine logs in
August 2006 and asked human annotators to label POS tags of these queries. They
compute the statistics of the tags and the results are shown in Table 3.2. As shown in
this table, they are very different from the Brown or Penn tag sets given that many
standard POS tags are extremely sparse in web search queries. For example, there
are about 90 tags in the Brown tag set, but there are only 19 unique classes for Web
search queries. There are 35 types of verbs and 15 types of determiners in the Brown
tag set, but there is only a single label of verbs that accounts for 2.35% of the tags
and a single determiner that accounts for 0.7% in the web queries. Furthermore,
the most common tag in Table 3.2 is proper-noun, which constitutes 40% of all
query terms, and proper nouns and nouns together constitute 71% of query terms.
By contrast, in the Brown corpus, the most common tag is noun and it constitutes
about 13% of terms.

Barr et al. [1] also showed examples of different ways of capitalization used in
web search queries and reported that capitalization in queries was inconsistent. On a
sample of 290, 122 queries, only 16.8% contained some capitalization, while 3.9%
of them are all capitalized. Though capitalization is an important clue to identify
proper nouns in NLP, it becomes noisy to use when tagging queries.

Table 3.2 Tags used for
labeling POS of words in web
search queries from [1]. The
counts are for the number of
tokens appearing in the
sampled queries

POS tag Example Count Percentage

Proper-noun texas 3384 40.2%

Noun pictures 2601 30.9%

Adjective big 599 7.1%

URI ebay.com 495 5.9%

Preposition in 310 3.7%

Unknown y 208 2.5%

Verb get 198 2.4%

Other conference06-07 174 2.1%

Comma , 72 0.9%

Gerund running 69 0.8%

Number 473 67 0.8%

Conjunction and 65 0.8%

Determiner the 56 0.7%

Pronoun she 53 0.6%

Adverb quickly 28 0.3%

Possessive ?s 19 0.2%

Symbol ( 18 0.2%

Sentence-ender ? 5 0.1%

Not n?t 2 0.0%
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3.3.2 Supervised Learning Approaches

In NLP, POS taggers for complete sentences are trained in a supervised manner
based on a set of labeled data. The trained taggers for a language can be generally
applied to any texts in that language. For example, the Brill Tagger [7] and the
Stanford Tagger [31] are freely available and can be used to tagger English texts.
Barr et al. [1] took these taggers off the shelf and applied them on their human
annotated queries. They found that the accuracy from these standard taggers was
well below a simple baseline that tags a query term based on the most frequent POS
tag obtained from their own labeled queries. Their findings highlighted the need to
train a specific POS tagger for web queries.

Based on the queries with labeled POS tags, the most basic supervised learning
approach is called the Most Common Tag in [1]. In this method, a mapping between
a word and a tag is constructed. The tag for a word is the most common tag counted
from the labeled query data. In the prediction phase, the POS tags for a query are
just a simple lookup from the mapping for each individual words. Though fairly
simple, this method was shown to be better than the standard taggers [1].

Barr et al. [1] also proposed to train a Brill Tagger using the labeled query
data, instead of the standard Treebank data. They found that the trained tagger
outperformed the Most Common Tag one, showing the promise of more advanced
supervised learning approaches. Due to the difference between queries and sen-
tences, some commonly useful features are not available for queries. A promising
direction for supervised learning approaches is to craft those missing features to
improve the tagging accuracy. For example, capitalization information is noisy in
query data. Barr et al. [1] proposed an automatic query term capitalization method
based on their capitalization statistics in search results. They found that this can
boost the Brill tagger significantly given that proper nouns are the most frequent in
web queries and capitalization is an indicative feature to tag proper nouns.

3.3.3 Transfer Learning Approaches

Supervised learning approaches need labeled data. Given the vast amount of search
queries, creating a labeled data set with sufficient coverage and diversity is challeng-
ing. However, tagging well-formed sentences is well-studied. This motivates many
tagging methods based on the transfer learning principle. The common strategy in
the existing approaches is to leverage top retrieved results or clicked ones to help
query tagging. We review them in this section.
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3.3.3.1 Simple Transfer Methods

Bendersky et al. [3] proposed a pseudo-relevance feedback approach to tag queries.
In this approach, a pre-trained tagger is used to tag both query terms and sentences
from top retrieved documents. For each term, there are two multinomial distributions
over POS tags: one based on the tagging results of the given query and the other
based on the POS tag counts from the top retrieved documents. The two distributions
are interpolated to give the final distribution of POS tags for each individual query
term.

Keyaki et al. [16] used a similar methodology to the one used by Bendersky et
al. [3], but proposed to precompute the tags for web documents offline. This can
reduce the heavy computation needed in the pseudo-relevance feedback approach
used in [3]. Specifically, the proposed method has the following two steps:

Offline. Given a web corpus, morphological analysis is conducted on every
sentence in the corpus based on standard NLP methods. The POS tag
of each term in a sentence is obtained. The output of this step is a
large collection of sentences with POS tags on all terms. This is a pre-
computing step and conducted offline.

Online. When a query is issued, sentences (with POS tag for each term) that
contain two or more query terms are retrieved from the sentence col-
lection created during offline computation. Then appropriate POS tags
of query terms are obtained based on the POS tags of terms appearing
in the retrieved sentences. With regard to a single term query, the most
frequently appearing POS tag in the web corpus is tagged to the query
term.

It can be seen that this method is designed to work with the following two properties:
(1) capitalization information in query is not used and (2) word order in queries does
not matter. In fact, they relied on the sentences in the web corpus to provide a high
accuracy tagging. The shortcoming of this method is on the online retrieval part
given that sentences are used as retrieval units for queries. The retrieval accuracy
could be lower due to the short length of sentences and this can affect the query
tagging accuracy in turn.

3.3.3.2 Learning Methods

Ganchev et al. [11] employed a more complete transfer learning method based on
search logs. Search logs consist of both queries and “relevant” search results that
are either retrieved by a search engine or clicked by end users. The training data in
the “source” domain was human annotated sentences. A supervised POS tagger was
trained based on the “source” training data and applied to the search result snippets.
The POS tags on these snippets were then transferred to queries. In this process, the
tag of a query term was the most frequent tag of the term in the tagged snippets. This
simple transfer process produced a set of noisy labeled queries. Then a new query
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tagger was trained based on the combination of the “source” training data and the
noisy labeled query data. The pre-trained tagger can be used by itself to tag input
queries. Ganchev et al. [11] compared using clicked documents and the top retrieved
results and found that both methods performed similarly.

Sun et al. [29] proposed to transfer both POS tags and dependency parsing
results from clicked sentences to queries. A click sentence is a well-formed sentence
that (1) contains all query tokens and (2) appears in the top clicked documents of
the query. For each sentence, both POS tags of individual terms and dependency
between terms were constructed. While it is simple to transfer POS tags from
sentences to queries similarly as previous methods, it is challenging to transfer the
dependency relations because not all words in a sentence appear in queries. Sun
et al. [29] proposed heuristics to handle the following cases and an uninformative
“dep” relation was also introduced:

• Directly connected (46%)
• Connected via function words (24%)
• Connected via modifiers (24%)
• Connected via a head noun (4%)
• Connected via a verb (2%)

Sun et al. [29] also proposed methods to infer a unique dependency tree for a query
and refine dependency labels for the placeholder “dep.” All these resulted in a query
treebank without additional manual labeling. A syntactic parser was then trained
from the web query treebank data and shown to be more accurate than standard
parsers.

3.3.4 Summary

For query syntactic tagging, the majority of existing approaches transfer information
from sentences in search results or snippets to search queries. POS tags of queries
and documents can also be used to define matching features to improve ranking
accuracy [1]. In contrast to the POS tagging, dependency parsing is not fully
exploited for web search. Recent work by Tsur et al. [33] and Pinter et al. [25]
focused identifying queries with question intents and their syntactic parsing. A
query treebank is created and can be used to further study query syntactic tagging.

3.4 Query Semantic Tagging

The problem of query semantic tagging is to assign labels, from a set of pre-defined
semantic ones, at word level. Such labels are usually domain-specific. An example
from [20] of query semantic tagging is in the following where the labels are in
parentheses and all the labels are in the product domain.
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cheap (SortOrder) garmin (Brand) steetpilot (Model) c340 (Model) gps
(Type)

Semantic labels can be used to provide users with more relevant search results.
For example, many specialized search engines build their indexes directly from
a relational database where structured information or labels are available in the
documents (e.g., Brand = “garmin”). Query semantic labels can thus be used
to match documents more accurately. In this section, we discuss named entity
recognition on a coarse level and grammar-based approaches in a fine-grained
domain-specific level.

3.4.1 Named Entity Recognition

As shown in [12], about 71% of search queries contain named entities. Given their
high percentage, identifying named entities, as known as Named Entity Recognition
(NER), becomes an important task for web search. For named entities, the classes of
labels include “Game,” “ Movie,” “Book,” “Music,” etc. Given a query, the tasks of
NER are to identify which words in the query represent named entities and classify
them into different classes.

For NER tasks, Guo et al. [12] found that only 1% of the named entity queries
contain more than 1 entity and the majority of named entity queries contain exactly
a single one. Thus a named entity query can be thought as containing two parts:
entities and contexts. For example “harry porter walkthrough” contains entity “harry
porter” and context “walkthrough” and the context indicates “harry porter” should
be labeled as “Game.” Without this context, the query “harry porter” can also be a
“Book” or “Movie.” This shows that the classes for named entities can be ambiguous
and its context in the query helps disambiguate them.

Traditional NER is mainly performed on natural language texts [6] and a
supervised learning approach based on hand-crafted features is exploited (e.g.,
whether the word is capitalized or whether “Mr.” or “Ms.” is before the word).
These features can be extracted and utilized in the NER tasks for natural language
texts. However, directly applying them on queries would not perform well, because
queries are very short and are not necessarily in standard forms. In the current
literature, weakly supervised methods are proposed for NER on queries.

3.4.1.1 Template-Based Approach

A template-based approach was proposed by Paşca [23] that aimed to extract named
entities from search logs based on a small set of seeds. This method does not need
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hand-crafted extraction patterns nor domain-specific knowledge. An example of the
procedure is displayed in Fig. 3.2. The procedure starts with a set of seed instances
in a category (“Drug” in the example) and proceeds with the following steps:

Step 1 Identify query templates that match the seed instances. For each seed
instance, all queries containing this instance are located. The prefix and
suffix of each matched query become one template and templates from all
matched queries of all the seed instances become a collection of templates.

Step 2 Identify candidate instances. Based on the collection of templates from
Step 1, this step is to match the template against all queries in the
search logs. The non-template parts of the matched queries become the
candidates. The assumption of this step is that instances belonging to the
target category should share the templates.

Step 3 Internal representation of the candidate instances. For each candidate, each
template matched in Step 2 becomes a dimension in the template vector
used as the internal representation. All templates form a signature vector
for the candidate.

Step 4 Similarly, internal representation of the seed instances is created. These
vectors are aggregated together as the reference vector for the target
category.

Step 5 All the candidate instances are then ranked by the similarity between its
signature vector and the reference vector for the category.

All the steps for the category “Drug” are shown in Fig. 3.2. The seed instances
are {phentermine, viagra, vicodin, vioxx, xanax} and the output of the method is an
enlarged set of list {viagra, phentermine, ambien, adderall, vicodin, hydrocodone,
xanax, vioxx, oxycontin, cialis, valium, lexapro, ritalin, zoloft, percocet, . . . }.

As seen in the data flow, this method only needs a very small number of seed
instances and is thus weakly supervised. Paşca [23] used tens of target categories
and tens of seed entities in each target category. The method, though simple, is
shown to be effective in discovering more named entities in target categories.

3.4.1.2 Weakly Supervised Learning Approach

The approach in [23] is based on heuristics. Inspired by it, Guo et al. [12] formulate
a topic model based learning approach in a more principled manner. It follows the
same staring points as [23] where a set of seed instances of each target class is
provided. We thus call such an approach weakly supervised learning approach.

In this approach, a query having one named entity is represented as a triple
(e, t, c), where e denotes named entity, t denotes context of e, and c denote class of
e. Note that t can be empty (i.e., no context). Then the goal of NER here becomes
to find the triple (e, t, c) for a given query q, which has the largest joint probability
Pr(e, t, c). The joint probability is factorized:

Pr(e, t, c) = Pr(e)P r(c|e)P r(t|e, c) = Pr(e)P r(c|e)P r(t|c). (3.26)
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Fig. 3.2 Data flow overview of the template-based approach for named entity recognition in [23]

It is assumed that context only depends on class, but not on any specific named
entity. This is similar to [23] where the reference vector of a target category only
depends on templates.

In search logs, only query strings are available: contexts and name entities are not
explicitly labeled, nor classes of entities. Guo et al. [12] took a weakly supervised
approach where a set of named entities are collected and labeled as seeds.

S = {(e, c)} (3.27)

Starting from the seed S, a list of training instances {(e, t)} are obtained as follows:
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Step 1 For each e ∈ S, collect all queries that contain e from search logs. All the
queries obtained thus have entities and contexts separated and form a data
set D1 = {(e, t)}.

Step 2 Estimate Pr(c|e) and Pr(t|c) based on S and D1 using the Weakly
Supervised LDA (WS-LDA) model described below.

Step 3 For each t ∈ D1, collect all queries that contain t from search logs and
form D2 = {(e, t)} for all t .

Step 4 With Pr(t|c) fixed, estimate Pr(c|e) based on WS-LDA for all {e : e /∈
S}. Pr(e) is also estimated as proportional to the empirical frequency of e

in D2.

The proposed WS-LDA model is based on the traditional LDA model [5]. Given
a data set of D = {(e, t)}, we can treat e as the “document” and t as the “words” in
LDA model. Class c becomes the hidden variable and then

Pr(e, t) = Pr(e)
∑

c

P r(c|e)P r(t|c) (3.28)

Such a formulation is easy to be mapped to the LDA framework and the parameter
Pr(c|e) and Pr(t|c) can be estimated by fitting the model to the data D.

The WS-LDA model leverages the seed S data set as weakly supervised signals
to serve two purposes: (1) the set of classes are pre-defined in WS-LDA; (2) the
estimated Pr(c|e) should be close to S. The latter is achieved by introducing a
regularization term in the LDA objective function to be maximized:

∑

(e,c)∈S

P r(c|e). (3.29)

In this way, Pr(c|e) and Pr(t|c) estimated from WS-LDA optimize the fitness on
the search logs and stay closely to the seed labels in S as well.

The WS-LDA model also provides a natural way to give prediction for an input
query. For an input query q , it can enumerate all possible segmentations of (e, t) of
q and label q with class c based on the parameters estimated from WS-LDA:

(e, t, c)∗ = arg max
(e,t,c)

P r(q, e, t, c) = arg max
(e,t,c):(e,t)=q

P r(e, t, c). (3.30)

The WS-LDA approach was further extended to incorporated search
sessions [10] in which the adjacent queries in a search session were used to improve
the class label prediction for the named entities. Furthermore, building a taxonomy
of named entities search intents based on unsupervised learning approaches such as
hierarchical clustering was proposed by Yin and Shah [35].
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3.4.2 Fine-Grained Tagging

Fine-grained query semantic tagging has a strong NLP flavor than the methods for
NER above. For example, Manshadi and Li [20] defined a context-free grammar
for queries in the “product” domain. The design choice of being context-free is to
accommodate the loose order property of words in queries. Based on the grammar,
a parse tree was constructed for an input query and the nodes in the parse tree (e.g.,
Brand or Model) were the semantic tags for the queries. Standard tagging methods
such as Conditional Random Fields (CRF) [17] have a strong assumption on the
order of the input sentences and is thus less effective for query tagging. Manshadi
and Li [20] compared their grammar-based approach with CRF models and found
that their methods performed better. This demonstrates the unique challenges of
query semantic tagging and special design choices such as context-free grammar
are critical for this task.

3.5 Conclusions

In this chapter, we reviewed the existing literature on query tagging. We classified
them into query segmentation, query syntactic tagging, and query semantic tagging.
We reviewed a few representative methods for each category and discussed their
pros and cons. This chapter is just a starting point for the work in query tagging. It
is by no means exhaustive in the research area. Our hope is to give an introduction
to this exciting but challenging areas and an overview of the existing work. There
are a few future directions for query tagging. (1) There is still considerable room
to improve the accuracy of each query tagging task. For example, more and more
user interaction data is accumulated over time for search engines. How to explore
this huge amount of data as external resources to boost each tagging task is worth
studying. (2) The recent development of deep learning techniques has advanced the
NLP techniques. How to leverage the newly developed NLP techniques on query
tagging is also an interesting direction. (3) Query tagging can benefit other IR tasks
such as query suggestion. It looks promising to study how to leverage query tagging
on these related tasks.
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Chapter 4
Query Intent Understanding

Zhicheng Dou and Jiafeng Guo

Abstract Search engines aim at helping users find relevant results from the Web.
Understanding the underlying intent of queries issued to search engines is a critical
step toward this goal. Till now, it is still a challenge to have a scientific definition
of query intent. Existing approaches attempting to understand query intents can
be classified into two categories: (1) query intent classification: mapping queries
into categories and (2) query intent mining: finding subtopics covered by the
queries. For the first group of work, the mapping between queries and categories
can be conducted in various ways, including classifying based on navigational,
informational, or transactional intent, based on geographic locality, temporal intent,
topical categories, or available vertical services. For query intent mining, the output
can be a list of explicit subqueries, or some implicit representation of subintent, such
as a list of document clusters, a list of entities, etc. In this chapter, we will introduce
these query intent prediction approaches in detail.

4.1 Introduction to Query Intent Understanding

Search engines aim at helping users find relevant results from the Web. In most
existing Web search engines, users’ information needs are represented by simple
keyword queries. Studies have shown that the vast majority of queries issued to
search engines are short, usually comprised of two to three keywords [19, 28, 45, 52,
53]. How to precisely understand the complex search intent implicitly represented
by such short queries is a critical and challenging problem and has received much
attention in both IR academic and industry communities.
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Query intent itself is an ambiguous word, and it is still a challenge to have
a scientific definition of query intent. Intent itself means the perceived need for
information that leads to a search, but how to describe or classify the need is still
in an exploratory stage. Till now, different kinds of query intent understanding
tasks have been explored toward discovering the implicit factors related to real user
information needs. These tasks include but are not limited to identifying the type
of search goals and demanded resources required by a user, identifying the topical
categories a query belongs to, selecting vertical services a query might be relevant
to, and mining subintents for an ambiguous or broad query. Basically, query intent
understanding is mainly for the purpose of recovering the hidden aspects that belong
to the original user information need but is lost within the short and simple keyword
queries issued to search engines.

Existing approaches attempting to understand query intents can be roughly
grouped into two categories as follows:

Intent classification This is basically a task that maps queries into categories.
The mapping between queries and categories can be con-
ducted in various ways, such as classifying based on user
goals like navigational, informational, or transactional intent,
classifying based on topical categories, classifying based on
vertical services, classifying based on geographic locality, or
classifying based on temporal intent.

Intent mining The task is mainly for broad or ambiguous queries. It aims
to find subtopics covered by a query. The output can be a
list of explicit subqueries, or some implicit representation of
subintent such as a list of document clusters, a list of entities,
etc.

In this chapter, we will introduce existing query intent understanding approaches
in detail.

4.2 Intent Classification Based on User Goals

A major difference between Web search and classic IR (information retrieval)
lies in that users’ search need/goal is no longer restricted to acquiring certain
information—they might search to locate a particular site or to access some Web
services. Therefore, the first type of query intent understanding tasks we discuss
is identifying the underlying goal of a user when submitting one particular query.
More specifically, it aims to classifying user goals into navigational, informational,
transactional, etc. For instance, when a user issues the query “amazon”, he or she
could be trying to reach the specific website http://www.amazon.com; while a user
submitting “Olympic history” is most likely to be interested in finding information
on that topic but not concerned about the particular website. The query “adobe
photoshop download” might indicate that the user is finding a Web page where he

http://www.amazon.com
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or she can find a link to download the desired software. In this case, the query is
more likely to be an transactional query, other than informational or navigational.

4.2.1 Taxonomies of User Goals

Basically, user goals can be classified based on the type of demanded resources
users are seeking for by issuing a query. Several taxonomies of user goals have
been proposed since Broder [10] introduced this concept. In the first part of this
subsection, we will briefly introduce these taxonomies.

4.2.1.1 Broder’s Intent Taxonomy

The first and most popular taxonomy of query intent (here intent means user goal) on
the Web was proposed by Broder [10]. According to Broder, there are three classes
of queries: informational, navigational, and transactional, which are introduced in
detail as follows.

Navigational Navigational intent means that a user’s immediate intent is to reach a
particular website for browsing. The website could be a website the user has visited
it in the past. The user uses a navigational query to reach this website because it
is more convenient for his or her to input a short navigational query other than
typing the URL. A user may also issue a navigational query to find a website he or
she never visited in the past, but she assumes that there should be such a website.
Example navigational queries are

• Renmin University of China. The target website of the user who
submits this query is likely to be http://www.ruc.edu.cn, the homepage of Renmin
University of China.

• jd.com. Users may want to use this URL-like query to directly reach the
website http://www.jd.com.

• apple store. Most users might use this query to find http://store.apple.com.

As shown by the previous examples, the most typical navigational queries are those
homepage-finding queries. A navigational query has usually one “perfect” result,
which is exactly the website the user is looking for. But in some rare cases, a
navigational query could be ambiguous, and different users might use the same
query to find their particular websites. For example, a user might use “aa” to reach
https://www.aa.com, whereas another might use the same query to navigate to http://
www.aa.org.

Informational For informational queries, the user wants to obtain some informa-
tion assumed to be available on the Web. The information could be present on one
or multiple Web pages. Broder emphasized that the information could be found

http://www.ruc.edu.cn
http://www.jd.com
http://store.apple.com
https://www.aa.com
http://www.aa.org
http://www.aa.org
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on these Web pages in a static form, which means that “no further interaction is
predicted, except reading” [10]. Example informational queries include

• how to cook beef. Users are finding more ways to cook beef.
• Beijing tourist attractions. Users use this query to find a list of

tourist attractions in Beijing and detailed introduction to them.
• deep learning. Users might use this query to learn information about deep

learning, such as the definition, architectures, algorithms, or applications.

Transactional The goal of a transactional query is to find a Web page where he
or she can then perform some interactive tasks such as downloading a software,
listening to music, or playing a game online. Example transactional queries are

• 7zip download. The goal is to find a link for downloading the file compres-
sion software 7zip.

• currency converter. Users use this query to find a currency converter
and then calculate live currency and foreign exchange rates with this currency
converter.

Broder studied the statistics of these types of queries by doing a survey of 3,190
valid AltaVista users. The survey results indicated that about 24.5% of queries
are navigational queries. He also found that it is not easy use a single question
to distinguish between transactional and informational queries by the survey.
Alternatively, by asking users whether they are shopping or want to download a file,
he estimated that at least 22% of queries are transactional queries. Broder further
manually assessed 400 queries from the AltaVista log, and found about 20% are
navigational, 48% are informational, and 30% are transactional queries, leaving 2%
of queries undetermined in their intents.

4.2.1.2 Rose and Levinson’s Taxonomy

Rose and Levinson [47] further improved Broder’s intent classification and proposed
a hierarchy of query goals with three top-level categories. They developed a
framework for manual classification of search goals and introduced subcategories
for some classes. Specifically, Rose and Levinson divided informational intent into
five sub classes as follows:

• Directed: directly answering open or closed questions,
• Undirected: undirected requests to simply learn more about a topic,
• Advice: requests for advice,
• Location: the desire to locate something in the real world,
• List: simply getting a list of suggestions for further research.

At the same time, they replaced the transactional intent with the “resource”
intent, which represents the goal of obtaining something other than information
from the Web. The resource intent is comprised of four specific interactive tasks
including “download,” “entertainment,” “interact,” and “obtain.”
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Table 4.1 Intent taxonomy proposed by Rose and Levinson [47]

Search goal Minor classes Percentage Broder’s

Navigational / 13–16% Navigational

Informational Directed, undirected, advice, locate, list 61–63% Informational

Resource Download, entertainment, interact, obtain 21–27% Transactional

Rose and Levinson [47] studied the distribution of different types of queries by
manually classifying queries from AltaVista query logs. They found that about 61%
to 63% of queries are informational queries, and 13% to 16% are navigational. More
details are shown in Table 4.1.

4.2.1.3 Taxonomy Proposed by Baeza-Yates et al.

Different from the above two taxonomies that classify queries into navigational,
informational, and transactional (or resource), Baeza-Yates et al. [4] established
a slightly different classification system of user goals. They classify queries into
Informational, Not informational, and Ambiguous. Based on their definition, the
informational intent is similar to the informational intent defined by Broder [10]
and Rose and Levinson [47]. Differently, they merged navigational queries and
transactional queries into a single category: “Not informational” queries, because
both types of queries are issued to find other resources other than information on the
Web. Baeza-Yates et al. further introduced the third category: ambiguous queries.
An ambiguous query means that its user goal cannot be easily inferred based on the
query string without additional resources. More information about query ambiguity
will be introduced in Sect. 4.4.

Baeza-Yates et al. [4] studied the distribution of queries based on a log sample
containing about 6,000 queries from the Chilean Web search engine TodoCL.1 They
manually classified these queries and found that 61% of queries are informational
queries, 22% are not informational queries, and about 17% are ambiguous.

4.2.1.4 Taxonomy Proposed by Jansen et al.

Jansen, Booth, and Spike [30] presented a three-level hierarchical taxonomy based
on existing taxonomies, with the top most level being informational, navigational,
and transactional. They also provided a comprehensive reviews and evaluation of
the different query intent taxonomies proposed in the literature by aligning prior
work to their categorizations. Their studies showed that about 81% of queries are
informational, 10% are navigational, and about 9% are transactional queries, based

1TOdoCL, http://www.todocl.com.

http://www.todocl.com
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Table 4.2 Distribution of query intents in existing studies

Intent type Broder Rose and Levinson Baeza-Yates et al. Jansen et al.

Navigational 20% 13%–16% / 10%

Informational 40% 61%–63% 61% 81%

Transactional 30% / / 9%

Resource / 21%–27% / /

Not informational / / 22% /

Ambiguous / / 17% /

on automatic and manual analysis over the Dogpile2 search engine transaction log.
Note that the proportion of informational queries is much higher than those reported
in previous works. They believed that the variation in the reported percentage
may be related to the small-size samples used in prior studies and the power log
distribution of Web queries. Readers who are interested in this taxonomy can read
[30] for more details.

4.2.1.5 Summarization

We summarize the major intent types defined in existing studies, together with
the distributions of queries belonging to these intents according to the original
studies. The statistics is shown in Table 4.2. The table indicates that although a
large percentage of queries issued to search engines are for information seeking
(informational queries), there are still many queries that are issued for other intents,
such as seeking a particular website or performing an interactive task.

All these studies have provided deeper understanding on users’ search goals
with more specific and detailed definitions on intent taxonomy. However, from a
review of the existing literature, Broder’s taxonomy is the most widely adopted
one in automatic query intent classification work probably due to its simplicity and
essence. Besides, it is worth to note that not the full taxonomy of Broder has been
utilized in all the intent classification works. There are studies trying to identify
navigational and informational queries [32, 34], or differentiating transactional or
navigational queries from the rest. Different features have been designed according
to the specific classification tasks as we will show in Sect. 4.2.3.

4.2.2 Methods Used for Predicting User Goals

Although various kinds of taxonomies are proposed to classify different underlying
goals of the user when submitting one particular query, a common premise is that

2http://www.dogpile.com/.

http://www.dogpile.com/
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when users use search engines to seek information, their goals are diverse. With the
classification of different intentions driving user queries, search engines can utilize
different ranking mechanisms to support different types of queries and to improve
user experience. For example, for software downloading queries, search engines can
provide a direct download link in the search result page.

Early work on query intent classification performed manual classification to
establish the intent taxonomy [10, 47] and verified the feasibility of automatic
intent classification [34]. Labeling tools with carefully designed questionnaire
were utilized to facilitate the manual classification process. Later, automatically
identifying such intents became the mainstream in this research community, starting
from heuristically constructed classifiers. In this section, we will briefly review
these approaches. As we just mentioned, although different taxonomies have
been proposed as we introduced in the previous section, Broder’s taxonomy is
most received by IR community. Furthermore, Broder’s study has shown that
transactional queries are usually hard to be identified from navigational queries and
informational queries. Hence, most effort on automatically identifying user goals
focused on simply dividing queries into navigational and informational.

User goals can be automatically identified by either unsupervised methods (rule-
based methods) or supervised learning-based methods. For unsupervised methods,
one or multiple rules are manually created for identifying query types. For example,
Kang et al. [32] utilized a linear function to generate a score based on four measures
to decide the query intent. Lee et al. [34] adopted a similar linear combination
approach and used the threshold derived from the goal-prediction graph to classify
query intents. Brenes et al. [8, 9] ranked queries based on three types of features
to detect navigational queries. Jansen et al. [29, 30] implemented an automatic
classifier based on handcrafted rules by identifying the linguistic characteristics
of queries with respect to different intents (these features will be introduced in
Sect. 4.2.3.1). All of these methods relied on “ad hoc” thresholds and parameters.

To avoid such heuristics, some researchers turned to supervised learning-based
methods, and different models have been used in existing approaches. Among
these models, linear regression, SVM, and decision tree are widely used. Linear
regression and decision tree can generate interpretable models and illustrate the
usefulness of each feature studied, while SVM is shown to be useful for processing
high-dimensional vectors, especially those text-based features. For example, Kang
and Kim [32] and Lee et al. [34] used the linear regression model to classify
queries. Nettleton et al. [42] employed Kohonen self-organized maps (SOM) and
C4.5 decision trees to classify user sessions into informational, navigational, and
transactional. Liu et al. [37] also used C4.5 decision tree model for query intent
classification. Baeza-Yates et al. [4] and Lu et al. [40] employed SVM for intent
classification.

To better model users’ search sessions, Hu et al. [25] proposed to use skip-chain
Conditional Random Field (CRF) to predict commercial query intent. The skip-
chain CRF can model the correlation between nonconsecutive similar queries in
users’ search sessions via skip edges to improve the prediction accuracy. Similarly,
Deufemia et al. [18] employed both CRF and Latent Dynamic Conditional Random
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Field (LDCRF) to model sequential information between queries within a user
session and showed that CRF can achieve better performance than SVM on infor-
mational query identification. Multitask learning has also been used in query intent
classification. In [7], Bian et al. proposed to learn both ranking functions and query
intent classifier simultaneously. A logistic model is utilized to predict the probability
of query intents. The ranking function jointly learned with query categorization
was demonstrated to be more effective than that learned with predefined query
categorization.

Furthermore, Lu et al. [40] compared several machine learning methods, includ-
ing naive Bayes model, maximum entropy model, SVM, and stochastic gradient
boosting tree (SGBT), for navigational query identification. They found that SGBT
coupled with linear SVM feature selection is most effective. Zamora et al. [64]
studied decision trees, SVM, and ensemble methods for query intent classification
with respect to the taxonomy of Broder. They found the use of ensembles allows to
reach significant performance improvements.

Beside these classification models, Baeza-Yates et al. [4] employed Probabilistic
Latent Semantic Analysis (PLSA), an unsupervised method to cluster queries into
informational, not informational, and ambiguous categories. They also applied the
supervised learning method SVM and found that the combination of supervised and
unsupervised learning is a good alternative to find user’s goals, rather than the sole
use of each method.

4.2.3 Features

As discussed, user goals can be identified by either unsupervised methods (rule-
based methods) or supervised learning-based methods. Both types of methods
rely on one or multiple well-designed features, which reflect characteristics of
different types of queries. There are a large number of features proposed by existing
works. These features, can be extracted from query string itself, document corpus,
query logs, anchor texts, or summaries of top search results. Some features were
proposed according to specific classification tasks, such as for classifying intent
into navigational/navigational/transactional, into navigational/non-navigational, or
into informational/non-informational. We think that most features can be assumed
to be independent of the taxonomy used, although they are originally proposed for a
specific classification task. Hence here we mainly categorize the features into three
groups according to the data resources and the types of the features:

• Features extracted from query strings: linguistic features defined based on the
surface strings of the query;

• Features extracted from the corpus: features defined on the corpus to be
retrieved or the top retrieved documents, typically using document content,
anchor texts, or URL information.
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• Features extracted from query log: features defined on the user interaction logs
recorded by search engines/toolbars, typically using information such as click-
through, sessions, and eye/mouse movement.

In the remaining part of this section, we will briefly introduce some commonly used
features within each category. At the end of the section, we will briefly summarize
where the features are used and what classification task they are used for.

4.2.3.1 Features Extracted from Query Strings

The simplest features used for identifying query intent are linguistic character-
istics of query terms or query strings, for example, whether the query string
contains specific characters, URLs, or entity names. Jansen et al. [29, 30] tried
to classify query intent into informational, navigational, and transactional based
on characteristics of queries and query terms. They used some simple features
extracted from query strings, such as query length (they assumed that a navi-
gational query has less than three terms). They identified key characteristics of
different categories of queries based on an analysis of queries from three different
Web search engines. For example, navigational queries are queries containing
company/business/organization/people names, or queries containing domain suf-
fixes. Transactional queries are identified by checking whether queries contain
specific terms (for example, “lyrics,” “download,” “images,” “audio,” “buy” for
transactional intent, “ways to,” “how to,” “list” for informational). A simple rule-
based classifier was implemented to identify query categories based on the above
characteristics. They then used this classifier to categorize a million real queries and
found that more than 80% of Web queries are informational, with about 10% each
being navigational and transactional.

Kang and Kim [32] also used linguistic features. They assumed that navigational
queries are usually proper names, whereas some informational queries may include
a verb. They simply classify the queries that have a verb (except the “be” verb) into
informational queries.

4.2.3.2 Features Extracted from the Corpus

Kang and Kim [32] employed the WT10g3 dataset to build two document subsets,
namely DBHOME and DBTOPIC, to identify intent types. DBHOME is comprised
of those documents acting as entry points for a particular website within WT10g,
while DBTOPIC includes the remaining Web pages in WT10g. Kang and Kim pro-

3http://ir.dcs.gla.ac.uk/test_collections/wt10g.html.

http://ir.dcs.gla.ac.uk/test_collections/wt10g.html
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posed several search corpus-based features that consider the following information
contained in both sets:

• the distribution of query terms in both subsets,
• the mutual information of query term pairs in both subsets.

They further assumed that terms of navigational queries appear in titles and anchor
texts more frequently than informational queries. They utilized the probability that
a query appear in anchor text and page titles as a feature for predicting user goals.
They combined the above three types of features and the query string-based feature
we just introduced (i.e., containing verb) to classify query intent into informational
and.

Kang [31] then proposed to explore hyperlink information for transactional
intent detection. Specifically, he clustered hyperlinks according to the extension
of a linked object (e.g., site, music, or file) with the assumption that some types
of hyperlinks are more likely to be linked to transactional activities (for example,
if the linked object is a binary file, its possible activity is downloading). He then
extracted cue expressions (i.e., short definition or explanation) for each hyperlink
type based on titles and anchor texts. Based on this information, Kang proposed
a new set of features called link scores for each query. The basic idea was to
calculate the proportion of candidate expressions (i.e., the whole expression, the
first and last term, and the first and last biterm of the query) in the collection of cue
expressions that represent each hyperlink type. The experimental dataset consisted
of 495 navigational and informational queries from TREC and 100 transactional
queries manually extracted from a Lycos4 log file. Using the proposed features as
well as those in [32], he achieved the overall performance of 78% in both precision
and recall for the identification of transactional queries.

Lee et al. [34] defined anchor-link distribution in the search corpus as a feature
for intent classification. They checked the destinations of the links with the same
anchor text as the query. For a navigational query, a single authoritative website
exists (i.e., a dominating portion of links with the query as the anchor text point
to this website). On the contrary, for an informational query, because of lack of
a single authoritative site, the links with the query as anchor text may point to
a number of different destinations. Lee et al. located all the anchor links that
have the same text as the query, extracted their destination URLs, counted the
number of links for each distinct URL, sorted the URLs in the descending order
of link numbers, and finally calculated the distribution of links over these distinct
URLs. The anchor-link distribution of a navigational query is expected to be highly
skewed toward the most frequent URL, whereas the anchor-link distribution for
an informational query should be more flat. They used mean, median, skewness,
and kurtosis to measure the skewness of anchor-link distribution and used them as
features for query intent classification. Anchor-link distribution can be considered
as an alternative of query-click distribution (which will be introduced later) when

4http://lycos.com.

http://lycos.com
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click-through data is unavailable or sparse. Liu et al. [37] and Lu et al. [40] also
used the anchor-link distribution for identifying navigational queries.

Herrera et al. [24] studied search corpus features (including anchor text-based
features and page content-based features). Beside those previously proposed fea-
tures, they included the use of some new features. One of the new features is based
on the idea that statistics about the occurrence of the query terms across different
domains are useful for determining the user goal. They used this assumption to
include two new features, namely density of domains in the top similar anchor
texts and density of domains in the top similar texts, which compute the ratio of
distinct domains in top K answers in top similar anchor texts and top retrieved
pages, respectively. Another feature is the popularity of the query. They utilized the
WT10g query set the same as [32] and additional 600 queries from the WBR03
collection, 200 queries for each intent category. By using all the features, they
achieved an accuracy of 82.5% on WBR03 queries and 77.67% on WT10g queries.
They showed that the query popularity feature is effective when combined with
other features, increasing their discriminative nature.

4.2.3.3 Features Based on Query Log

Query log is one of the effective data sources for search ranking and intent under-
standing. It has been well utilized in existing works on query goal identification.
Lee et al. [34] and Liu et al. [37] investigated the problem of separating navigational
queries from informational based on click-through data. Both approaches computed
the click distribution from click-through data for each query. Given a query, its click
distribution is constructed as follows:

1. count the times each document is clicked by all users under the query;
2. sort all clicked documents in the descending order of the total number of clicks

made on the documents by all users;
3. normalize click frequencies so that all values add up to 1 and get the distribution.

Basically, similar to the anchor-link distribution we just introduced, if the click
distribution of a query is highly skewed toward one or just a few domains or Web
pages, the query is more likely to be a navigational query. In contrast, when the click
distribution is relatively flat, the query tends to be informational. To summarize click
distribution into a single numeric feature that captures how skewed the distribution
is, different statistical measurements, such as mean, median, skewness, and kurtosis,
can be used. Click entropy, which was proposed by Dou et al. [19, 20], can also
be used to quantifying a click distribution. Wang and Agichtein [60] revisited the
classification problem with respect to clear (navigational)/informational/ambiguous
proposed by Baeza-Yates et al. [4]. They proposed entropy-based metrics of the
click distributions of individual searchers, which is better than entropy of all result
clicks of a query in distinguishing informational and ambiguous queries. They
also involved domain entropy as a backoff to the URL entropy to deal with the
sparsity problem. Using the 150 manually labeled queries from MSN search query
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log, they showed user-based click entropy features can improve the classification
performance as compared with overall entropy features.

In addition, Lee et al. assumed that navigational queries are usually associated
with fewer clicks than informational ones; hence, they used the average number of
clicks of a query as another feature to identify navigational queries. Liu et al. [37]
also observed that navigational queries usually have fewer clicks than informational
or transactional queries. Differently, they use “n Clicks Satisfied (nCS)” to quantify
this. nCS is the proportion of sessions containing a given query in which the user
clicked at most n results. They further assumed that users tend to click on the top
results of navigational queries. Based on this, they proposed to use “top n Results
Satisfied (nRS),” the proportion of sessions containing a given query in which the
user clicked at most top n results. Given a small n value (e.g., two), navigational
queries tend to have higher nCS and nRS values than informational or transactional
queries.

Brenes and Gayo-Avello [8] proposed three user log features, each associated
with a Navigational Coefficient (NC), to identify navigational queries. The first
NC is the rate of visits to the most visited result in the query. It is equal to
the click probability of the rank no. 1 result (i.e., the maximum click probabil-
ity) in the click distribution we have introduced. The second NC is defined as
1 − number of distinct results

number of visits to all results . The third and last value, percentage of navigational
sessions, computes the ratio of one-query one-click sessions to all the sessions
containing that query. Each NC was then used to rank the queries from AOL search
logs, and only case studies were conducted for evaluation.

Nettleton et al. [42] used number of clicks, click position, and used browsing
time on clicked documents as features for predicting user goals. Deufemia et
al. [18] introduced several new interaction features based on user behaviors during
the exploration of Web pages associated to the links of the SERP. They not only
considered the absolute and effective dwell time on a Web page but also measured
the amount of reading of a Web page and the number of words during the browsing.
There were also some interaction features designed for transactional queries, such
as AjaxRequestsCount that represents the number of AJAX requests originated
during browsing. The basic assumption is that capturing interaction features on
specific portions of Web pages conveys a better accuracy in the evaluation of user
actions. They collected 129 labeled search sessions from 13 subjects for evaluation.
Using the proposed interaction features together with traditional query, search, and
context features, they achieved 0.84, 0.88, and 0.86 for transactional, informational,
and navigational query identification, respectively. They also demonstrated the
effectiveness of the transactional interaction features for transactional queries.

Guo and Agichtein [22] explored mouse movements for inferring informational
and navigational intents. The features included average trajectory length, average
vertical range, and average horizontal range. Based on 300 labeled queries from the
MSN search engine, they showed that using these simple features can achieve an
accuracy of 70.28% for intent classification.
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4.2.3.4 Features Leveraging Multiple Sources

Baeza-Yates et al. [4] proposed to use terms from the documents clicked by
the query to construct the feature vector and group the queries into clusters.
Using a dataset of 6042 manually labeled queries according to informational,
non-informational, or ambiguous intentions, they constructed feature vectors from
a query log from the Chilean Web search engine TodoCL.5 Evaluation results
demonstrated that such term-based features are good at detecting informational
queries (approximately 80% precision with recall above 80%) but less effective
on non-informational (close to 60% precision with 40% recall) and ambiguous
queries (less than 40% precision with recall lower than 20%). In [41], Mendoza and
Zamora further extended this vector representation by considering the time users
take to review the documents they select, leading to tf-idf-time and tf-idf-pop-time
weighting schemes. The basic idea is that the time spent in each query differs by
query intent (for example, an informational query may take more time for the user
to review the result pages). Based on 2000 labeled queries, they showed that vector
representation based on tf-idf-time weighting scheme is the most effective (above
90% in F-measure) in identifying informational/navigational/transaction intents as
compared with that based on tf-pop and tf-idf-pop-time schemes.

Liu et al. [39] proposed to leverage Web page forms to generate useful query
patterns for transactional query identification. Specifically, they first analyzed the
distribution of form clicks and obtained a group of high-quality transactional queries
by mining toolbar log. With these transactional queries as training data, they
matched them with the information contained in forms to help generalize these
queries into patterns. These transactional query patterns along with a confidence
score were used as basic features to classify new queries. Note that in this work,
the authors used both corpus-based features (Web page forms) and query log-based
features (toolbar log).

4.2.3.5 Summary of Features Used

Table 4.3 summarizes some main features used in existing approaches. Brenes et
al. [9] did a survey and evaluation of query intent detection methods. They found
that the combination of features extracted from query terms, anchor text, and query
log performed the best. Beside these approaches, there also exists some effort on
feature engineering over a large number of features for query intent identification.
For example, Lu et al. [40] studied both search corpus and user log features for
navigational query detection. For each query, the top 100 URLs were recorded and
100 query–URLs were generated for features construction. For each query–URL
pair, they extracted a total of 197 features, among which 29 features are query log
features using click information, and the rest are search corpus features based on

5http://www.todocl.com.

http://www.todocl.com
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Table 4.3 Features used for query intent classification

Source Feature Work

Query string Containing entities (company, business,
organization, people names)

Jansen et al. [30]

Containing domain suffixes

Containing clue words (lyrics, download, image,
etc.)

POS, containing verb Kang and Kim [32]

Corpus Anchor-link distribution (mean, median, skewness,
kurtosis, etc.)

Lee et al. [34],
Liu et al. [37],
Lu et al.[40]

Query term distribution of subdocument sets
(HOME and TOPIC), etc.

Kang and Kim [32],

The usage rate of query term as anchor texts and
page titles

Kang [31]

Link scores Kang [31]

Query log Average number of clicks Lee et al. [34],
Liu et al. [37],
Nettleton et al. [42]

Click distribution (mean, median, skewness,
kurtosis, etc.)

Lee et al. [34],
Liu et al. [37],
Lu et al. [40]

Click probability of the most clicked result, i.e.,
click distribution (max)

Brenes and Gayo-Avello
[8], Lu et al. [40]

n Clicks Satisfied (nCS) Liu et al. [37]

top n Results Satisfied (nRS)

Click entropy Dou et al. [19],
Lu et al. [40]

Click position Nettleton et al. [42]

Browsing time

Mouse movements Guo et al. [22]

URL itself and anchor texts pointed to the URL. Feature integration operators such
as normalized ratio, mean, and entropy were then utilized to calculate statistics of
the raw features. In this way, the combination of selected features yield the best
classification result.

4.2.4 Summary

Query intent classification based on user goals attempts to categorize the underlying
goal of users’ search. Broder’s taxonomy and its simplified variants have been
widely adopted as the major intent taxonomies. Researchers have developed differ-
ent types of features in order to enrich the query representation for the classification
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tasks, from simple query string features using surface term characteristics, to
corpus-based features leveraging Web content information, to query log features
capturing user interactive behaviors. This line of research started in early 2000 and
reached its peak in around 2008–2009, with diverse models and features emerging
in the research community. However, the lack of a benchmark dataset devoted to the
task makes it difficult to fairly compare existing work. One may refer to the work
from Brenes et al. [9], which partially addressed this problem by comparing several
previous methods based on a large query set (6624 queries) from MSN Query Log.

4.3 Vertical Intent Classification

With the emergence of numerous vertical search services (e.g., job search, product
search, image search, map search, news search, weather search, or academic search),
it is becoming popular in search engines to present aggregated results from multiple
verticals through the standard general Web search interface. This is so-called
aggregated search or federated search. An example aggregated search result page
from Bing search engine (http://www.bing.com) is shown in Fig. 4.1. A customized
region containing latest weather forecast information of Beijing city is directly
shown in the search result of query “Beijing weather.” Directly showing this more
specialized answer region in SERP will benefit most users, hence they do not need
to spend extra effort on opening normal Web search results to browse the detailed
information again. Furthermore, with this kind of aggregated search, users do not
have to identify his or her intent in advance and decide which vertical service to
choose to satisfy his or her intention. This usually reduces user efforts and hence
can greatly improve user satisfaction.

At the same time, irrelevant vertical results within the search engine result page
(SERP) may disturb users. For example, providing image search results in SERP for
query “Beijing weather,” or displaying weather vertical results for query “weather
forecasting method” is useless or even detrimental to user experience. Therefore, it
is critical to have query vertical intent classifiers in a general or aggregated search
engine that can predict whether a query should trigger respective vertical search
services. This is also called vertical selection problem [3, 25]. Note that a query
may implicitly cover more than one intent or vertical.

4.3.1 Topical Intent Classification

Some verticals are genre specific [2]. Therefore, some prior work in topical
intent classification is relevant to vertical selection. The main target of topical
intent classification is to classify a query into a ranked list of n categories (e.g.,
assigning the query “Transformers” to the category “Entertainment/Movies” and
“Entertainment/Games”).

http://www.bing.com
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Fig. 4.1 An example aggregated search result page for the query “Beijing weather” from Bing
(http://www.bing.com). A region containing latest weather forecast information of Beijing city is
shown in the search result. Users can directly get this information without extra effort for viewing
normal search results or opening corresponding vertical search engines

http://www.bing.com
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The main challenge of classifying Web queries is the sparseness of query features
due to the limitation of information provided by short Web queries. To solve
this problem, most topical query classification approaches leverage external data
sources, in addition to the original query strings, to enrich features. One typical
way is to extract features from search engine results, including the document
content, titles, URLs, and snippets. For example, Shen et al. [50] used the titles,
the snippets, and the full plain text of the documents returned by search engines and
ODP taxonomies6 to generate textual features for classifying queries into 67 target
topical categories, based on support vector machine (SVM) classifiers. Broder et al.
[11] used retrieved search results to classify queries into a commercial taxonomy
comprised of approximately 6000 nodes within the sponsored search environment.
Given a query, they issued the query to a general Web search engine, classified the
returned Web pages, and then used the page classification results to classify the
original query. Beitzel et al. [6] found that a classifier trained using snippets from
the retrieved documents performs merely 11% better than using only query lexical
features (mainly query terms).

In addition to the work primarily focusing on enriching feature representation,
some other approaches aim at obtaining more training data from query logs by
semi-supervised learning. For example, Beitzel et al. [5] leveraged unlabeled data
to improve supervised learning. They developed a rule-based automatic classifier
produced using selectional preferences mined from the linguistic analysis of a large-
scale query log. They used this unsupervised classifier to mine a large number of
unlabeled queries from query logs as training data, together with some manually
classified queries, to improve the supervised query classification models.

As the Query Topic Classification task has been discussed in Sect. 4.3 of the
Query Classification chapter, we will not cover those again in this chapter.

4.3.2 Vertical Intent Classification

In addition to detecting the topical categories, some other vertical intent clas-
sification methods have been proposed by utilizing more resources, which are
summarized as follows.

(1) Content of vertical corpus. Vertical intent can be classified by evaluating
whether the query is relevant to the content of each vertical or whether the
vertical can return sufficient amount of information.

(2) Query strings. Vertical services specialize on identifiable domains and types
of media. This enables users to possibly express interest in vertical content
explicitly [2], using keywords such as “news” for the news vertical or “weather”

6http://www.dmoz.org.

http://www.dmoz.org
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for the weather vertical. Therefore, another potentially useful source of evidence
for vertical intent classification is the query string itself.

(3) Characteristic of normal Web search results. Characteristic of search results
returned from the normal search service (i.e., the Web vertical) is also helpful
for detecting vertical type of the query. For example, if many shopping websites
are returned for a query, it is likely that the query has a commercial intent.

(4) User behaviors on verticals and the aggregated search page. Some verticals
have a search interface through which users directly search for vertical content.
For example, Bing search engine (http://www.bing.com) has a separated search
service (http://www.bing.com/images) for image vertical and http://www.bing.
com/news for news vertical. Vertical intent of a query can be estimated by
evaluating whether users actively use this query in the vertical, or other user
behaviors gathered from these search services. At the same time, some users
prefer the default Web search interface, other than separated vertical services.
Furthermore, some verticals do not have a separated interface. The rich user
behaviors made on the default search page can be utilized for vertical intent
classification. For example, whether users click image answers more frequently
than normal Web pages for query “tom cruise” is an important implicit feedback
for judging the image vertical intent of “tom cruise.”

Details of the features will be introduced in the remaining part of this section.

4.3.2.1 Corpus-Based Features

As Arguello et al. introduced, we may view vertical intent classification (vertical
selection) analogous to resource selection in federated search [2, 3], if we consider
verticals as external collections. Corpus-based features are derived from document
rankings obtained by issuing the query to different verticals. Arguello et al. proposed
constructing smaller, representative corpora of vertical content rather than using the
original vertical index. The representative corpora can be a sample from the vertical
or a sample from surrogate corpora like Wikipedia.

Simple corpus-based features may include the number of relevant documents
returned by verticals and ranking scores of the top ranked documents.

Another batch of features are those used for predicting query performance. One
representative feature is Clarity proposed by Cronen-Townsend et al. [16]. Clarity
is the relative entropy, or Kullback–Leibler divergence, between the language of the
top ranked documents and the language of the collection. More specifically, Clarity
of a query to a vertical v is calculated as follows:

Clarity(q, v) =
∑

w

P(w|θq) log2
P(w|θq)

P (w|θCv )
. (4.1)

Here w is a term from the vocabulary generated based on the document collection
Cv of vertical v. P(w|θq) and P(w|θCv ) are the query and collection language

http://www.bing.com
http://www.bing.com/images
http://www.bing.com/news
http://www.bing.com/news
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models, respectively. P(w|θq) is usually estimated by averaging the language
models of the top retrieved documents of q . A low Clarity score usually means that
random results are returned from the vertical, hence the query has low probability
belonging to the vertical.

Another representative corpus-based feature is ReDDE, which is originally pro-
posed by Si and Callan [51] for solving the resource selection problem. ReDDE is a
resource-ranking algorithm, which estimates the distribution of relevant documents
across the set of available verticals. It scores a target vertical based on the retrieval of
an index that combines documents sampled from every target verticals. Given this
retrieval, ReDDE accumulates a vertical’s score from its document scores, taking
into account the difference between the number of documents contained in the
vertical and the number of documents sampled from the vertical. More specifically,

ReDDE(q, v) = |Dv|
∑

d∈R

I (d ∈ Sv)P (q|θd)P (d|Sv), (4.2)

where |Dv | is the number of documents in vertical v and Sv is the documents
sampled from v. This feature is used by Arguello et al. [2] for vertical intent
classification.

4.3.2.2 Query String-Based Features

Query string-based features aim to model the explicit expression of queries issued
to search engines for seeking vertical contents. For each vertical, we can generate a
list of handcrafted rules that can directly identify possible vertical intent of a query.
For example, “[location] weather → weather” for weather intent identifies that
each query comprised of a location name and the term “weather” has an explicit
weather intent.

Tsur et al. [56] investigated the problem of detecting queries with a question
intent. They called these queries as CQA-intent queries, since answers to them
are typically found in community question answering (CQA) sites. As CQA-
intent queries are usually long, they proposed to take the structure of queries into
consideration for detecting CQA-intent queries. They extracted the following query
string-based features: (1) the position of WH words in the query; (2) the number of
tags the specific tags appear in the part-of-speech (POS) tagging result of the query.

4.3.2.3 Query Log-Based Features

Query log contains rich information about users’ preferences on verticals. The
vertical of a query can be estimated by evaluating the similarity between the query
and all clicked documents within the vertical.

Arguello et al. [2] used the query likelihood given by a unigram language model
constructed from the vertical’s query log as a feature for classifying query vertical
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intent. Given a query q , the probability it belongs to a vertical v is defined by

QL(q, v) = P(q|θv)∑
v′∈V P (q|θv′)

, (4.3)

where θv is vertical v’s language model generated based on query log and V is a set
of candidate verticals.

Kanhabua et al. [33] used query logs for detecting event-related queries (such as
queries related to political elections, sport competitions, or natural disasters). More
specifically, they used the normalized query volume aggregated across all users over
time and the normalized click frequency for the query accumulated from all URLs
and users as daily time series. In addition to these two data sources, they further
used the temporal distribution of number of top-K search results retrieved from an
external document collection as the third time series. For each time series, they
extracted a list of features, including but not limited to: (1) Seasonality, which is
a temporal pattern that indicates how periodic is an observed behavior over time.
They used Holt–Winters adaptive exponential smoothing to decompose the time
series and generated the seasonality component. Then they used trending scope and
trending amplitude as features. (2) Autocorrelation, which is the cross correction
of a signal with itself or the correlation between its own past and future values at
different times. (3) Click entropy, which is proposed by Dou et al. [19], is used
to model the temporal content dynamics. (4) Other features, including burstiness,
kurtosis, and temporal KL-divergence. Information about more features can be
found in [33].

Zhou et al. [67] used the query log-based features together with the query string-
based features for vertical intent classification. They first identified vertical intent for
a set of queries based on query string-based features we introduced in Sect. 4.3.2.2.
For example, “Beijing weather” is predicted to have a weather intent because it
contains the explicit keyword “weather.” Queries containing “images,” “picture,”
or “photo” are related to image vertical. Then, they classified URLs using the
same rule-based method. For example, an URL containing a word “images” will
be classified into image vertical. All clicked URLs made on a vertical query are also
assumed to belong the same vertical. Finally, for a given query q and a vertical v,
they calculated the fraction of clicks that linked to pages in the vertical, compared
to the number of total clicks for the query, and used a threshold to identify whether
q is related to vertical v.

4.3.2.4 Search Results-Based Features

In addition to the corpus-based features, which mainly rely on the documents
returned from the verticals or representative corpora of verticals, we can also
develop features based on characteristic of search results returned by the general
Web search.
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The first type of information we can utilize is the statistics of websites within the
results. If the results of a query contain many websites, which are typical websites
of a vertical, the query is possibly relevant to the vertical.

The second type of information is the keywords or phrases contained in the
snippets or the content of the search results. For example, if the snippets of search
results of a query contain the keywords “film” or “movie” frequently, the query may
have a movie intent.

4.3.2.5 Vertical Intent Classification Models

Similar to topical intent classification, most existing vertical intent classification
(or vertical selection) approaches [2, 33, 56] are based on supervised learning-
based algorithms, such as Logistic Regression, SVM, Random Forest, and Gradient
Boosted Decision Tress (GBDT). Studies have shown that when trained using a
large set of labeled data, a machine learned vertical selection model outperforms
baselines that require no training data [3].

One problem of the supervised classifiers is that whenever a new vertical is
introduced, a costly new set of editorial data must be gathered. To solve this
problem, Arguello et al. [3] proposed methods for reusing training data from a set of
existing verticals to learn a predictive model for a new vertical. Their experiments
showed the need to focus on different types of features when maximizing portability
(the ability for a single model to make accurate predictions across multiple verticals)
than when maximizing adaptability (the ability for a single model to make accurate
predictions for a specific vertical). Hu et al. [25] also revealed that it is a big
challenge to create training data for statistical machine learning-based query vertical
classification approaches. They proposed a general methodology to discover large
quantities of intent concepts by leveraging Wikipedia, which required very little
human effort. Within this framework, each intent domain is represented as a set of
Wikipedia articles and categories, and the intent of a query is identified through
mapping the query into the Wikipedia representation space. Based on their study
on three different vertical classification tasks, i.e., travel, job, and person name,
this approach achieved much better coverage than previous approaches to classify
queries in an intent domain even through the number of seed intent examples is very
small. Li et al. [35, 36] used click graphs to automatically infer class memberships
of unlabeled queries from those of labeled ones based on the co-click behaviors
of users. They then used these automatically labeled queries to train content-based
query classification models using query terms as features. Their experimental results
on product intent classification and job intent classification indicated that by using
a large amount of training queries obtained in this way, classifiers using only
query term or lexical features (without the use of features from search results) can
outperform those using augmented features from external knowledge.
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4.4 Query Intent Mining

A large percentage of queries issued to search engines are broad or ambiguous
[19, 20, 28, 45, 52]. By submitting one query, users may have different intents
or information need. For an ambiguous query, users may seek for different
interpretations; whereas for a query on a broad topic, users may be interested in
different subtopics. For example, by issuing the ambiguous query [apple], one
user might be searching for information about the IT company Apple, whereas
another user might be looking for information about apple fruit. By issuing a
broad query [harry potter], a user may want to seek content covering various
aspects, such as [harry potter movie], [harry potter book], or
[harry potter characters] within this broad topic. Without accurately
understanding users’ underlying intents of a query, search engines may fail to return
enough results that can cover major intents in the top ranks, hence may affect search
experience of some users. So it is critical to mine underlying intents of a query.

Query intent mining, which is called subtopics mining sometimes, is an essential
step to search result diversification, which aims to solve the problem of query ambi-
guity. Search result diversification aims to return diverse search results that cover as
many user intents as possible. It has received a lot of attention in recent years. Many
search result diversification algorithms [1, 12, 13, 17, 21, 43, 45, 46, 49, 63, 68] have
been developed to improve search result diversity. A common characteristic of most
existing explicit diversification algorithms is that they assume the existence of a
flat list of independent subtopics [17, 21, 49]. Table 4.4 shows the manually created
subtopics for query “defender” (topic number 20) in TREC 2009 [14]. There are five
distinct subtopics for the query. For subtopics s1, s3, and s5, users are all looking for
different information about a software “Windows Defender”. For subtopic s2, users
are interested in general information about a brand of car “Land Rover Defender.”
For subtopic s4, users are finding specific information about playing a “Defender
arcade game” online.

The Subtopic Mining subtask in NTCIR-9 Intent task [54] and NTCIR-10 Intent-
2 task [48] aimed to have an evaluation of intent mining approaches. In the Subtopic
Mining subtask, systems were required to return a ranked list of subtopic strings
in response to a given query. A subtopic could be a specific interpretation of an

Table 4.4 Subtopics of query “defender”

No. Subtopic description

s1 I’m looking for the homepage of Windows Defender, an antispyware program

s2 Find information on the Land Rover Defender sport-utility vehicle

s3 I want to go to the homepage for Defender Marine Supplies

s4 I’m looking for information on Defender, an arcade game by Williams. Is it
possible to play it online?

s5 I’d like to find user reports about Windows Defender, particularly problems with
the software
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ambiguous query (e.g., “Microsoft windows” or “house windows” in response to
“windows”) or an aspect of a faceted query (e.g., “windows 7 update” in response to
“windows 7”). The subtopics collected from participants were pooled and manually
assessed. The Subtopic Mining subtask received 42 Chinese runs and 14 Japanese
runs in NTCIR-9. INTENT-2 attracted participating teams from China, France,
Japan, and South Korea—12 teams for Subtopic Mining, and it received 34 English
runs, 23 Chinese runs, and 14 Japanese runs. More details about these evaluation
tasks can be found in [54] and [48]. A similar task is the I-Mine task [38, 61] in
NTCIR-11 and NTCIR-12.

In the remaining part of this section, we will briefly introduce existing approaches
for mining query intent or subtopics.

4.4.1 Mining Intent from Query Logs

Query log data contain much useful information about user intents, as queries are
directly issued by real-world users. When a user issues the query that may be
ambiguous or underspecified and does not get expected results, she often refines
the query and resubmits a new query to search engines. So by analyzing the query
strings, reformulation, follow-up, and co-click behavior in query logs, it is able to
identify user intents.

4.4.1.1 Mining Intent from Query Strings and Sessions

The most simple way to mine intents for a query is directly retrieving longer queries
started or ended with the original query. A longer query containing the original
query usually stands for a narrower intent, hence it is reasonable to directly take the
longer queries as subintents. As there might be a large number of queries containing
a short query, usually only the top n extended queries with the highest frequencies
are selected.

Strohmaier et al. [55] obtained similar queries from search sessions, filtered out
noisy queries using click-through data, and then grouped the remaining queries
based on random walk similarity. They also estimated the popularity of each intent
based on the number of observations in the query logs.

4.4.1.2 Mining Intent Based on Reformulation Behavior

Radlinski and Dumais [43] proposed to use the reformulation behavior of users
within query logs to find likely user intents. Dou et al.[21] refined this method and
used it to generate subtopics from query log for search result diversification.

Suppose for each query qi , ni is the number of times the query was issued. For a
pair of queries (qi , qj ), let nij be the number of times qi was followed by qj . The
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empirical probability of qi being followed by qj can be defined as follows:

pij = nij

ni

. (4.4)

The problem of directly using the empirical follow-up probability pij is that
follow-up queries are usually dominated by top user intents. For example, top
three follow-up queries for query “defender” are “windows defender download,”
“Microsoft defender,” and “windows defender” in a real search engine. These
queries are actually talking about the same intent related to “windows defender.”
To retrieve more diverse intents, an MMR-like [12] measure can be used to greedily
select the set of queries that are related to the given query yet different from each
other.

Suppose R(qi) is the set of queries (subtopics) already selected, the next best
query, namely qn, is selected by:

qn = arg max
qj

[
λ · pij − (1 − λ) · max

qk∈R(qi)
sim(qj , qk)

]
, (4.5)

where λ is a parameter to control the similarity between returned intents (queries).
sim(qj , qk) is the similarity between two queries qj and qk.

We assume that the two queries qj and qk are similar if:

• qj and qk are frequently co-issued in the same query sessions. The probability
of two queries being issued together in the same query sessions can be evaluated
by the measurement p∗

jk = √
pjkpkj proposed by Radlinski and Dumais [43]. A

high p∗
jk value means that qj and qk are frequently issued in the same sessions.

• The results by searching qj and qk are similar. Suppose Docs(qj ) and Docs(qk)

are top ten search results returned for query qj and qk. Dou et al. [21] used
|Docs(qj )∩Docs(qk)|
|Docs(qj )∪Docs(qk)| to evaluate the result similarity of these two queries.

• The words contained in qj and qk are similar. Dou et al. used
|qj∩qk |
|qj∪qk | to measure

the text similarity between these two queries.

Dou et al. [21] then used a linear combination of these factors as follows and
used it in Eq. (4.5) to rank queries as subtopics:

sim(qj , qk) = 1

3

{
p∗

jk + |Docs(qj ) ∩ Docs(qk)|
|Docs(qj ) ∪ Docs(qk)| + |qj ∩ qk|

|qj ∪ qk|
}

. (4.6)

Example subtopics mined from query logs for the query “defender” are shown in
Table 4.5.
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Table 4.5 Subtopics of query “defender” mined from query logs

Subtopic Rank Subtopic Rank

Windows defender download 1 Defender marine supply 6

Defender arcade game 2 Install Microsoft defender 7

Defender antivirus 3 Defender for XP 8

Land rover defender 4 Microsoft defender review 9

Free windows defender beta 5 Defender pro 10

4.4.1.3 Mining Intent from Click Graph

Radlinski et al. [44] proposed to combine reformulation and click information
within query logs to find likely user intents.

To mine query intent, they first identified a set of possibly related queries to a
query q by retrieving the k most frequent valid reformulations of q , and the k most
frequent valid reformulations of these direct reformulations. Here “valid” means
that the formulation is made by enough users (e.g., at least 2 users in [44]), and
the probability of this formulation made among all formulations is larger than a
threshold (Radlinski et al. used 0.001 as the threshold in [44]). They then removed
queries less related to the original query by using a two-step random walk on the
bipartite query-document click graph. Only those queries that have similar clicks
with the original queries can be kept. Last, the left queries are clustered based on
their similarities within the click graph based on random walk.

Hu et al. [27] employed both expanded queries and click graph to mine query
intents. The entire solution is similar to Radlinski et al. [44]. They assumed that
documents clicked in a specific search are likely to represent the same underlying
intent. They grouped the URLs associated with a query and its expanded queries
into clusters and then used expanded queries associated with the clusters to describe
the intents.

4.4.2 Mining Intent from Search Results

A typical way for mining intent from search results is search result clustering
[59, 65]. Zeng et al. [65] reformalized the search result clustering problem as a
supervised salient phrase ranking problem. Given a query, they first extracted and
ranked salient phrases as candidate cluster names, based on a regression model
learned from human-labeled training data. The documents are assigned to relevant
salient phrases to form candidate clusters, and the final clusters are generated by
merging these candidate clusters.

Dou et al. [21] treated each cluster as an implicit subtopic/intent. They assumed
that a cluster (subtopic), denoted by cluster1, is more important than another cluster,
denoted by cluster2, if: (1) cluster1 is ranked higher than cluster2 in terms of
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salient phrases; and (2) the best document within the cluster cluster1 is ranked
higher than that in cluster2. They then employed the following equation based on
the above two assumptions to evaluate the importance of a cluster subtopic:

w(q, c) = 0.5 × K − clstRankc + 1

K
+ 0.5 × 1

bestDocRankc

, (4.7)

where clstRankc is the rank of the cluster among all clusters, and bestDocRankc

is the highest rank of the documents within the cluster, i.e., bestDocRankc =
mind∈c rankd . They used the same settings N = 200 and K = 10 as those in [65].

Wang et al. [57] used surrounding text of query terms in top retrieved documents
to mine intent. They first extracted text fragments containing query terms from
different parts of documents. Then they grouped similar text fragments into clusters
and generated a readable subtopic for each cluster. Based on the cluster and
the language model trained from a query log, they calculated three features and
combined them into a relevance score for each subtopic. Subtopics were finally
ranked by balancing relevance and novelty. Their evaluation experiments with the
NTCIR-9 INTENT Chinese Subtopic Mining test collection show that the proposed
method significantly outperformed a query log-based method proposed by Radlinski
et al. [44] and a search result clustering-based method proposed by Zeng et al.
[65] in terms of the official evaluation metrics used at the NTCIR-9 INTENT
task. Moreover, the generated subtopics were significantly more readable than those
generated by the search result clustering method.

4.4.3 Mining Intent from Anchor Texts

Anchor texts created by Web designers provide meaningful descriptions of desti-
nation documents. They are usually short and descriptive, which share the similar
characteristics with Web queries. Given a query, anchor texts that contain the query
terms usually convey the information about the query intents, hence it is reasonable
to use these kinds of related anchor texts as query intents or subtopics.

Dou et al. [21] mined query intent from anchor text for search result diversifica-
tion. For a given query q , they retrieved all anchor texts containing all query terms of
q , weighted them, and selected the most important ones as subtopics. They assumed
that the importance of an anchor text is usually proportional to its popularity on
the Web, i.e., how many times it is used in Web sites or pages. However, a shorter
anchor text usually matches the query better than a longer anchor text. The subtopic
of the longer anchor text may be overspecified or drifted from the original query.
Based on these observations, they design the following ranking function to evaluate
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Table 4.6 Subtopics of
query “defender” mined from
anchor text in ClueWeb09
document corpus

Subtopic Rank Subtopic Rank

Castle defender 1 Reputation defender 6

Public defender 2 Star defender 7

Cosmic defender 3 Chicago defender 8

Windows defender 4 Base defender 9

Brewery defender 5 Doodle defender 10

the importance of an anchor text c:

f (q, c) = freq(c) ∗ rel(q, c)

= [
nsitec + log(npagec − nsitec + 1)

] ∗ 1 + len(q)

len(c)
.

(4.8)

The first term freq(c) = nsitec+ log(npagec−nsitec +1) evaluates the popularity
of anchor text c, in which npagec denotes the number of source pages that contain
the anchor text c, and nsitec denotes the number of unique source sites of these
links. As it is easy to create a large number of source pages within the same source
site to boost the anchor text, in the above equation, each source site just counts
once. Additional pages containing the anchor text (totally npagec − nsitec pages)
from these sites are assigned lower weights by discounting their votes using the log
function. Obviously an anchor text used by a larger number of different websites
will get a high value of freq(c).

The second term rel(q, c) = 1+len(q)
len(c)

punishes the anchor texts that contain too
many words. Note that len(q) is the count of query terms, and len(c) is the number
of terms contained in c. For the query q , an anchor text q + t1 with an additional
term t1 gets as high rel(q, c) as one, because it is a perfect subtopic of the query;
whereas, another one q+t1+t2 containing two additional terms gets lower rel(q, c).

Table 4.6 shows the top 10 anchor texts with their weights for the query
“defender” mined from the ClueWeb09 [15] collection.

4.4.4 Mining Intent from Query Suggestions

Another data source for mining intents is query suggestions. Query suggests
are widely used resources for mining intent. Some search result diversification
approaches directly utilized query suggestions as query intents or subtopics [17, 21,
49]. Search engines generate query suggests to users, to let them simply navigate to a
better query when they are not satisfied by the current results. The query suggestions
can be directly extracted from the search result page, and this is the reason why they
are widely used in academic when there is no query log data.
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4.4.5 Mining Complex Intents

All the above intent mining approaches assume the existence of a flat list of
independent subtopics. However, it is hard to say these subtopics could reflect the
complex information needs of users. Furthermore, most intent lists are mined from
a single data source, whereas different data sources may help reflect the uncertainty
of a query from different perspectives. For example, query logs reflect the popular
requirements of real-world users, whereas anchor texts give an overview of the
possible meanings of a query that is less biased by users and search engines. At
the same time, the sole use of one data source or one mining algorithm may fail to
satisfy the various requirements of different users, for example, when they are used
for search result diversification [19]. Query logs are not available for new queries,
and they have bias toward background rankings. Anchor texts can conquer these
shortcomings instead. Query logs and anchor texts are applicable for short and
popular queries; whereas subtopics mined from search results may work for both
popular and tail queries.

As different types of subtopics are complimentary to each other, combining them
together can potentially help the applications (such as search result diversity). Dou
et al. [21] proposed a general framework of diversifying search results based on
multiple dimensions of subtopics.

Hu et al. [26] revealed that user intents covered by a query can be hierarchical.
They leveraged hierarchical intents and proposed hierarchical diversification models
to promote search result diversification. Similar to previous works [17, 49], they
used query suggestions extracted from Google search engine as subtopics. For each
query, we collected its query suggestions from Google as the first-level subtopics. To
generate subtopic hierarchy, they further issued the first-level subtopics as queries to
Google and retrieved their query suggestions as the second-level subtopics. Finally,
they collect 1696 first-level subtopics and 10,527 second-level subtopics for 194
TREC Web track queries. They assumed a uniform probability distribution for
all the first-level subtopics and assumed a uniform probability distribution for the
second-level subtopics with respect to their parent subtopics. Experimental results
showed that using the hierarchical intent structures outperformed the use of flat
intent list.

Wang et al. [58] also investigated the problem of hierarchical intents. They
modeled user intents as intent hierarchies and used the intent hierarchies for
evaluating search result diversity. They proposed several diversity measures based
on intent hierarchies and demonstrated that in some cases, the new measures
outperformed the original corresponding measures.
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4.5 Other Kinds of Intent Classification

In addition to the general intent classification task, researchers also investigated
solutions for classifying specific intents, such as temporal intent [33, 66] and
geographic intent [62].

4.5.1 Temporal Intent Classification

Kanhabua et al. [33] studied the problem of detecting event-related queries. They
used seasonality, autocorrelation, click entropy, kurtosis, and many other features
to model the patterns of the time series extracted from query logs and document
corpus. Differently, Zhao et al. [66] explored the usage of time-series data derived
from Wikipedia page views, a freely available data source, for temporal intent
disambiguation. They also used seasonality, autocorrelation, and other time-series-
based features. Hasanuzzaman et al. [23] used 11 independent features extracted
from the temporal information contained in the query string, its issuing date, and
the extra data collected.

4.5.2 Geographic Intent Classification

Yi et al. [62] addressed the geo intent detection problem. They created a city
language model, which is a probabilistic representation of the language surrounding
the mention of a city in Web queries. They used several features derived from these
language models to identify users’ implicit geo intent or predict cities for queries
that contain location-related entities.
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Chapter 5
Query Spelling Correction

Yanen Li

Abstract In this chapter we will focus on the discussion of an important type
of query understandings: Query spelling correction, especially on the web search
queries. Queries issued by web search engine users usually contain errors and
misused words/phrases. Although a user might have a clear intent in her mind,
inferring the query’s intent in this case becomes difficult because of the edit errors
or vocabulary gap between the user’s ideal query and the query issued to the search
engine. Because of this, query spelling correction is a crucial component of modern
search engines. The performance of the query spelling correction component will
affect all other parts of the search engine. In this chapter we will first introduce
early works on query spelling correction based on edit distance. Then we will
discuss the noisy channel model to the problem. After that we will introduce modern
approaches to more complex and realistic problem setup where it involves multiple
types of spelling errors. Finally we will also summarize other components needed
to support a modern large-scale query spelling correction system.

5.1 Introduction

Queries issued by web search engine users usually contain errors and misused
words/phrases. Recent studies show that about 10 to 12% of all query terms entered
into Web search engines are misspelled [6, 7]. Although a user might have a clear
intent in her mind, inferring the query’s intent in this case becomes difficult because
of the edit errors or vocabulary gap between the user’s ideal query and the query
issued to the search engine. Query reformulation is to automatically find alternative
forms of a query that eliminate or reduce such gap. Effective query reformulation
has been proved to be very effective in improving the performance of information
retrieval. There are several types of query reformulations, including query spelling
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Table 5.1 Major types of
query spelling errors

Type Example Correction

In-word Insertion Esspresso Espresso

Deletion Vollyball Volleyball

Substitution Comtemplate Contemplate

Transposition Micheal Michael

Misuse Capital hill Capitol hill

Cross-word Concatenation Intermilan Inter milan

Splitting Power point Powerpoint

correction, query expansion, query rewriting, etc. In this chapter we focus on an
important type of query reformulation—query spelling correction, especially on the
web search queries which is a major interface people seek information on the web
via search engines.

The ability to automatically correct misspelled queries has become an indis-
pensable component of modern search engines. People make errors in spelling
frequently. Particularly, search engine users are more likely to commit misspellings
in their queries as they are in most scenarios exploring unfamiliar contents. Auto-
matic spelling correction for queries helps the search engine to better understand the
users’ intents and can therefore improve the quality of search experience. However,
query spelling is not an easy task, especially under the strict efficiency constraint.
More importantly, people not only make typos on single words (insertion, deletion,
and substitution), but can also easily mess up with word boundaries (concatenation
and splitting). Moreover, different types of misspelling could be committed in the
same query, making it even harder to correct. In Table 5.1 we summarize major
types of misspellings in real search engine queries.

Query spelling correction has long been an important research topic [17].
Traditional spellers focused on dealing with non-word errors caused by misspelling
a known word as an invalid word form. A common strategy at that time was to
utilize a trusted lexicon and certain distance measures, such as Levenshtein distance
[18]. The size of lexicon in traditional spellers is usually small due to the high cost
of manual construction of lexicon. Consequently, many valid word forms such as
human names and neologisms are rarely included in the lexicon. Later, statistical
generative models were introduced for spelling correction, in which the error model
and n-gram language model are identified as two critical components. Brill and
Moore demonstrated that a better statistical error model is crucial for improving
a speller’s accuracy [3]. But building such an error model requires a large set of
manually annotated word correction pairs, which is expensive to obtain. Whitelaw
et al. alleviated this problem by leveraging the Web to automatically discover
the misspelled/corrected word pairs [27]. Other approaches include n-grams based
methods [21, 30], rule-based spelling correction systems [28], neural network based
approaches [14, 22].

With the advent of the Web, the research on spelling correction has received
much more attention, particularly on the correction of search engine queries.
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Many research challenges are raised, which are non-existent in traditional settings
of spelling correction. More specifically, as mentioned above, there are many
more types of spelling errors in search queries, such as misspelling, concatena-
tion/splitting of query words, and misuse of legitimate yet inappropriate words.
Research in this direction includes utilizing large web corpora and query log
[2, 4, 6], training phrase-based error model from clickthrough data [24], and
developing additional features [12]. More recently, [19] addressed multi-types of
spelling errors using a generalized Hidden Markov Model. And [11] addressed a
similar issue via a discriminative model trained by latent structural SVM.

In the rest of this chapter we will cover the following topics: (1) early works on
query spelling correction based on edit distance and the Trie data structure; (2) query
spelling correction using noisy channel model; (3) modern approaches for query
spelling correction with multiple types of errors; (4) structural learning approaches
for query spelling correction; (5) other components for supporting a modern query
spelling correction system.

5.1.1 Problem Setup and Challenges

Formally, let 	 be the alphabet of a language and L ⊂ 	+ be a large lexicon of the
language. We define the query spelling correction problem as:

Given a query q ∈ 	+, generate top-K most effective corrections C =
(c1, c2, . . . , ck), where ci ∈ L+ is a candidate correction, and C is sorted according
to the probability of ci being the correct spelling of the target query.

The problem of query spelling correction—especially on the web search
queries—is significantly harder than the traditional spelling correction. Previous
researches show that approximately 10–15% of search queries contain spelling
errors [6]. First, it is difficult to cover all the different types of errors. The
spelling errors generally fall into one of the following four categories: (1) in-word
transformation, e.g., insertion, deletion, misspelling of characters. This type of error
is most frequent in web queries, and it is not uncommon that up to 3 or 4 letters
are misspelled; (2) misuse of valid word, e.g., “persian golf” → “persian gulf.” It is
also a type of in-word transformation errors; (3) concatenation of multiple words,
e.g., “unitedstatesofamerica” → “united states of america”; (4) splitting a word into
parts, e.g., “power point slides” → “powerpoint slides.” Among all these types,
the splitting and concatenation errors are especially challenging to correct. Indeed,
no existing approaches in the academic literature can correct these two types of
errors. Yet, it is important to correct all types of errors because users might commit
different types of errors or even commit these errors at the same time.

Second, it is difficult to ensure complete search of all the candidate space
because the candidate space is very large. Some existing work address this challenge
by using a two-stage method, which searches for a small set of candidates with
simple scoring functions and does re-ranking on top of these candidates [12].
Unfortunately, the simple scoring function used in the first stage cannot ensure
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that the nominated candidate corrections in the first stage always contain the best
correction, thus no matter how effective the final scoring function is, we may
miss the best correction simply because of the use of two separate stages. More
recent works addressed this problem by employing the one-stage strategy where the
candidate scoring and model parameter update are conducted together in one stage
[11, 19].

5.2 Early Works on Spelling Correction

Early works on spelling correction focus on single correcting spelling errors on
single words [8, 18]. Early researches found that the typing errors in very large text
files contributed to the majority of the wrong spellings (80–95%). And these errors
are mostly within the type of in-word spelling errors [8] (see Table 5.1 and Fig. 5.1
for example). Edit distance based methods were among the most popular ones to
correct such types of errors [8, 18, 26]. Edit distance, or Levenshtein distance [18],
is a simple technique. The distance between two words is the number of editing
operations required to transform one into another. Thus the candidate corrections
contain words that differ from the original ones in a minimum number of editing
operations.

5.2.1 Edit Distance with Dynamic Programming

As mentioned above, given the pattern string p and target string s, the edit distance
between them is the minimum number of edit operations required to transform
t into s, for example, the edit distance between “bat” and “cat” is one because
there is only one edit operation needed to transform “bat” into “cat.” The allowed
edit operation is among the ones illustrated in Fig. 5.1. Algorithm 1 describes the
dynamic programming procedure to calculate the edit distance between pattern
string p and target string s. Note that in Algorithm 1 all edit operations are equally
weighted. However these edit operations can be also weighted differently, thus
leading to the weighted edit distance.

The dynamic programming approach of calculating the edit distance between p

and s basically is to score each cell of the dynamic programming table (DP table)

Fig. 5.1 Common types of in-word spelling errors
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Algorithm 1 Edit distance between pattern string p and target string s

Input: Pattern string p and target string s

Output: The edit distance between p and s

1: Init Set all m[i, j ] = 0
2: for i ← 1 to |p| do
3: m[i, 0] = i

4: end for
5: for j ← 1 to |s| do
6: m[0, j ] = j

7: end for
8: for i ← 1 to |p| do
9: for j ← 1 to |s| do

10: t = (p[i] == s[j ])?0 : 1
11: m[i, j ] = min {m[i − 1, j − 1] + t, m[i − 1, j ] + 1,m[i, j − 1] + 1}
12: end for
13: end for
14: return m[|p|, |s|]

Fig. 5.2 Edit distance
calculation example

of the dimension of (|p| · |s|). Figure 5.2 shows an example of a DP table so as to
illustrate the scoring process. A typical cell [i, j ] has four entries formatted as a 2×2
cell. The lower right entry in each cell is the minimum value of the other three. The
other three entries are m[i−1, j−1]+0 or m[i−1, j−1]+1 depending on whether
s1[i] == s2[j ] (diagonal entry), m[i − 1, j ] + 1 (left entry), and m[i, j − 1] + 1
(upper entry). Finally the value at the far most right corner cell determines the edit
distance between two input strings.

5.2.2 Spelling Correction Search over a Trie

For the purpose of query spelling correction, given a potentially misspelled pattern
string, we were to look for all possible correction candidates in the dictionary that



108 Y. Li

are within k edit distance of the pattern string. However, to search all such target
strings by comparing the pattern string p to each of the target string in a dictionary is
too time-consuming. Researches in [23] and [25] found that it is much more efficient
to look for target strings within k edit distance of p using dynamic programming
over a Trie. Trie is a tree-like data structure that can represent a dictionary of target
strings in a very compact way. Given a dictionary of words “enfold sample enface
same example,” there will be six branches in the Trie, as illustrated in Fig. 5.3.

Notice that the common prefixes of all strings in the Trie are stored only once,
which gives substantial data compression, and are important when indexing a very
large dictionary. Because of this characteristic of a Trie, searching all target strings
that are within k edit distance of a pattern string can be done in O(k · |	|k) expected
worst time. The search time is independent of n, the number of words in the Trie.
Before introducing the actual algorithm, let us talk about two key observations that
lay the foundation of this efficient algorithm:

• Observation I (column sharing): Each Trie branch is a prefix shared by all strings
in the subtrie. When evaluating the dynamic programming (DP) tables for these
strings, we will have identical columns up to the prefix. Therefore, these columns
need to be evaluated only once.

• Observation II (early termination): If all entries of a column in the DP table are >

k, no word with the same prefix can have an edit distance ≤ k. Therefore, we can
stop searching down the subtrie. This observation is implemented in Ukkonen’s
algorithm as “Ukkonen’s Cutoff” [25].

Fig. 5.3 Strings in a Trie.
Note: sistrings are suffix
strings of the original text.
For instance, example is a
subfix string of same example
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The search algorithm for searching all spelling corrections that are ≤ k edit
distance of the misspelled pattern string p is described in Fig. 5.4. Please refer to
[23] for more details.

5.3 Noisy Channel Model

Query spelling correction has become a crucial component in modern information
systems. Particularly, search engine users rely heavily on the query correction
mechanism to formulate effective queries. Given a user query q , which is potentially
misspelled, the goal of query spelling correction is to find a correction of the query
c that could lead to better search experience. A typical query spelling correction
system employs a noisy channel model [16]. Figure 5.5 in [15] illustrates the idea of
the noisy channel model for query spelling correction. The model assumes that the
correct query c is formed in the user’s mind before entering the noisy channels,
e.g., typing, and gets misspelled. This channel introduces “noise” in the form
of insertion/deletion/substitution or other types of changes to the original query,
making it hard to recognize the original words in the query. So the motivation of the
query spelling correction via noisy channel model is to build a model of the channel
such that the original, un-misspelled query can be recovered correctly by the model.
Usually the noisy channel model will have two major components, one is to measure
the likelihood of transforming the corrected query c to the corrupted query, which
is called error model. The other is the soundness of the corrected query c, which is
called the prior.

Formally, the model maximizes the posterior probability p(c|q):

ĉ = arg maxcp(c|q). (5.1)

Applying Bayes rule, the formulation can be rewritten as:

ĉ = arg maxcp(q|c)p(c)

= arg maxc[log p(q|c) + log p(c)]. (5.2)

The model uses two probabilities. The prior probability p(c) represents how
likely it is that c is the original correct query in the user’s mind. The probability
is usually modeled by a language model estimated from a sizable corpus, such as
unigram, bigram, or trigram model. For example, for the misspelled query “aple
sotre in los angeles,” one correction candidate is “apple store in los angeles.” The
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Fig. 5.4 Spelling correction search over a Trie
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Fig. 5.5 The noisy channel model

prior probability p(c) of this correction can be measured by the bigram probability
as:

p(c) = p(apple) · p(store|apple) · p(in|store) · p(los|in) · p(angeles|los).

(5.3)

The transformation probability p(q|c) measures how likely it is that q is the
output given that c has been formed by the user. This probability can be either
heuristic-based (edit distance) or learned from samples of well-aligned corrections.
For example, p(aple|apple) can be estimated by the normalized number of times
that the word “apple” is misspelled as “aple” in a large corpus of paired corrected
query and misspelled query.

One problem with the noisy channel model is that there is no weighting for the
two kinds of probabilities, and since they are estimated from different sources, there
are usually issues regarding their scale and comparability, resulting in suboptimal
performance [12]. Another limitation of this generative model is that it is not able
to take advantage of additional useful features.

5.4 Query Spelling Correction with Multiple Types of Errors

As mentioned in the introduction, users not only make typos on single words, but can
also easily mess up with word boundaries (concatenation and splitting). Moreover,
different types of misspelling could be committed in the same query, making it even
harder to correct. Despite its importance, few query spelling correction approaches
in the literature are able to correct all major types of errors, especially for correcting
splitting and concatenation errors. The only work that can potentially address this
problem is [13] in which a conditional random field (CRF) model is proposed
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to handle a broad set of query refinements. However, this work considers query
correction and splitting/merging as different tasks, hence it is unable to correct
queries with mixed types of errors, such as substitution and splitting errors in one
query. In fact splitting and merging are two important error types in query spelling
correction, and a major challenge of query spelling correction is to accurately
correct all major types of errors simultaneously. We summarize the major types
of query spelling errors as shown in Table 5.1.

Another major difficulty in automatic query spelling correction is the huge
search space. Theoretically, any sequence of characters could potentially be the
correction of a misspelled query. It is clearly intractable to enumerate and evaluate
all possible sequences for the purpose of finding the correct query. Thus a more
feasible strategy is to search in a space of all combinations of candidate words that
are in a neighborhood of each query word based on edit distance. The assumption
is that a user’s spelling error of each single word is unlikely too dramatic, thus the
correction is most likely in the neighborhood by edit distance. Unfortunately, even
in this restricted space, the current approaches still cannot enumerate and evaluate
all the candidates because their scoring functions involve complex features that are
expensive to compute. As a result, a separate filtering step must first be used to
prune the search space so that the final scoring can be done on a small working set
of candidates. Take [12] as a two-stage method example, in the first stage, a Viterbi
or A* search algorithm is used to generate a small set of most promising candidates,
and in the second stage different types of features of the candidates are computed
and a ranker is employed to score the candidates. However, this two-stage strategy
has a major drawback in computing the complete working set. Since the filtering
stage uses a non-optimal objective function to ensure efficiency, it is quite possible
that the best candidate is filtered out in the first stage, especially because we cannot
afford a large working set since the correction must be done online while a user is
entering a query. The inability of searching the complete space of candidates leads
to non-optimal correction accuracy.

In this chapter, we are going to introduce the work of [19] which describes
a generalized Hidden Markov Model (gHMM) for query spelling correction.
This approach can address the deficiencies of the approaches discussed above.
The gHMM model can model all major types of spelling errors, thus enabling
consideration of multiple types of errors in query spelling correction. In the gHMM
model, the hidden states represent the correct forms of words, and the outcomes are
the observed misspelled terms. In addition, each state is associated with a type,
indicating merging, splitting, or in-word transformation operation. This Hidden
Markov Model is generalized in the sense that it would allow adjustment of
both emission probabilities and transition probabilities to accommodate the non-
optimal parameter estimation. Unfortunately, such an extension of HMM makes it
impossible to use a standard EM algorithm for parameter estimation. To solve this
problem, in [19] they proposed a perceptron-based discriminative training method
to train the parameters in the HMM.

We will also describe the Viterbi-like search algorithm in [19] for top-K paths to
efficiently obtain a small number of highly confident correction candidates. This
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algorithm can handle splitting/merging of multiple words. It takes into account
major types of local features such as error model, language model, and state type
information. The error model is trained on a large set of query-correction pairs from
the web. And web scale language model is obtained by leveraging the Microsoft
Web N-gram service [1].

5.4.1 A Generalized HMM for Query Spelling Correction

Now we are going to introduce the query spelling correction model and algorithm
proposed in [19]. This algorithm accepts a query as input and then generates
a small list of ranked corrections as output by a generalized Hidden Markov
Model (gHMM). It is trained by a discriminative method with labeled spelling
examples. Given a query, it scores candidate spelling corrections in a one-stage
fashion and outputs the top-K corrections, without using a re-ranking strategy. Other
components of this algorithm include a large clean lexicon, the error model, and
the language model. In this section we will focus on the gHMM model structure,
the discriminative training of it, as well as the efficient computation of spelling
corrections.

Let us start by describing the gHMM Model Structure. Let an input query be
q = q[1:n] and a corresponding correction be c = c[1:m] where n,m are the length
of the query and correction, which might or might not be equal. Here we introduce
hidden state sequence z = z[1:n] = (s1, s2, . . . , sn) in which z and q have the same
length. An individual state si is represented by a phrase corresponding to one or
more terms in correction c[1:m]. Together the phrase representing z is equal to c.
Therefore, finding best-K corrections C = (c1, c2, . . . , ck) is equivalent to finding
best-K state sequences Z = (z1, z2, . . . , zk). In addition, there is a type t associated
with each state, indicating the operation such as substitution, splitting, merging,
etc. Also, in order to facilitate the merging state we introduce a NULL state. The
NULL state is represented by an empty string, and it does not emit any phrase. There
can be multiple consecutive NULL states followed by a merging state. Table 5.2
summarizes the state types and the spelling errors they correspond to. Having the

Table 5.2 State types in gHMM

State type Operation Spelling errors

In-word transformation Deletion Insertion

Insertion Deletion

Substitution Substitution

Misuse Transformation Word misuse

Merging Merge multiple words Splitting

Splitting Split one word to multiple words Concatenation
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Fig. 5.6 Example of the gHMM model

hidden states defined, the hypothesized process of observing a misspelled query is
as follows:

1. sample a state s1 and state type t1 from the state space 
 and the typeset T ;
2. emit a word in q1, or empty string if the s1 is a NULL state according to the type

specific error model;
3. transit to s2 with type t2 according to the state transition distribution, and emit

another word, or multiple words in q[1:n] if s2 is a merging state;
4. continue until the whole misspelled query q is observed.

Figure 5.6 illustrates the gHMM model with a concrete example. In this example,
there are three errors with different error types, e.g., “goverment” → “government”
(substitution), “home page” → “homepage” (splitting), “illinoisstate” → “illinois
state” (concatenation). The state path shown in Fig. 5.6 is one of the state sequences
that can generate the query. Take state s3, for example, s3 is represented by
phrase homepage. Because s3 is a merging state, it emits a phrase home page
with probability P(home page|homepage). And s3 is transited from state s2 with
probability P(s3|s2). With this model, it is able to come up with arbitrary corrections
instead of limiting ourselves to an incomprehensive set of queries from query log.
By simultaneously modeling the misspellings on word boundaries, it is able to
correct the query in a more integrated manner.

5.4.2 Generalization of HMM Scoring Function

For a standard HMM [20], let θ = {A,B, π} be the model parameters of the
HMM, representing the transition probability, emission probabilities, and initial
state probabilities, respectively. Given a list of query words q[1:n] (obtained by
splitting empty spaces), the state sequence z∗ = (s∗

1 , s∗
2 , . . . , s∗

n) that best explains
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q[1:n] can be calculated by

z∗ = arg max
z

P (z|q[1:n], A,B, π). (5.4)

However, theoretically the phrase in a state can be chosen arbitrarily, so estimating
{A,B, π} in such a large space is almost impossible in the standard HMM
framework. In order to overcome this difficulty, the gHMM model generalizes the
standard HMM as follows: (1) gHMM introduces state type for each state, which
indicates the correction operations and can reduce the search space effectively; (2)
it adopts feature functions to parameterize the measurement of probability of a state
sequence given a query. Such treatment can not only map the transition and emission
probabilities to feature functions with a small set of parameters, but can also add
additional feature functions such as the ones incorporating state type information.
Another important benefit of the feature function representation is that we can use
discriminative training on the model with labeled spelling corrections, which will
lead to a more accurate estimation of the parameters.

Formally, in gHMM model, there is a one-to-one relationship between states in
a state sequence and words in the original query. For a given query q = q[1:n]
and the sequence of states z = (s1, s2, . . . , sn), we define a context hi for every
state in which an individual correction decision is made. The context is defined as
hi =< si−1, ti−1, si , ti , q[1:n] >, where si−1, ti−1, si , ti are the previous and current
state and type decisions and q[1:n] are all query words.

The gHMM model measures the probability of a state sequence by defining
feature vectors on the context-state pairs. A feature vector is a function that maps
a context-state pair to a d-dimensional vector. Each component of the feature
vector is an arbitrary function operated on (h, z). Particularly, [19] defines 2 kinds
of feature vectors, one is φj (si−1, ti−1, si , ti), j = 1 . . . d , which measures the
interdependency of adjacent states. We can treat such function as a kind of transition
probability measurement. The other kind of feature function, fk(si, ti , q[1:n]), k =
1 . . . d ′ measures the dependency of the state and its observation. We can consider it
as a kind of emission probability in the standard HMM point of view. Such feature
vector representation of HMM had been introduced by Collins [5] and successfully
applied to the POS tagging problem.

Here are some examples of the feature functions. We can define a function of
φ(si−1, ti−1, si , ti ) as

φ1(si−1, ti−1, si , ti ) = logPLM(si |si−1, ti−1, ti ) (5.5)

to measure the language model probabilities of two consecutive states. Where
PLM(si |si−1) is the bigram probability calculated by using Microsoft Web N-gram
Service [1]. The computation of PLM(si |si−1) may depend on the state types, such
as in a merging state.

We can also define a set of functions in the form of fk(si, ti , q[1:n]), which depend
on the query words and state type. They measure the emission probability of a state.
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For example, we define

f1(si, ti , q[1:n]) =
⎧
⎨

⎩

logPerr (si , qi) if qi is in-word transformed to si

and qi /∈ Lexicon L

0 otherwise
(5.6)

as a function measuring the emission probability given the state type is in-word
transformation and qi is out of dictionary, e.g., “goverment” → “government.”
Perr (si, qi) is the emission probability computed by an error model which measures
the probability of mistyping “government” to “goverment.” We define

f2(si, ti , q[1:n]) =
{
logPerr (si , qi) if ti is splitting and qi ∈ Lexicon L

0 otherwise
(5.7)

to capture the emission probability if the state is of splitting type and qi is in
dictionary, e.g., “homepage” → “home page.” And define

f3(si, ti , q[1:n]) =
{
logPerr (s, qi) if ti is Misuse and qi ∈ Lexicon L

0 otherwise
(5.8)

to get the emission probability if a valid word is transformed to another valid word.
Note that in the above equations we use the same error model Perr (si, qi) to

model the emission probabilities from merging, splitting errors, etc. in the same
way as in-word transformation errors. However we assign different weights to the
transformation probabilities resulted from different error types via discriminative
training on a set of labeled query-correction pairs.

Overall, we have introduced a set of feature functions that are all relied on
local dependencies, ensuring that the top-K state sequences can be computed
efficiently by dynamic programming. With this feature vector representation, the
log-probability of a state sequence and its corresponding types logP (z, t|q[1:n]) is
proportional to:

Score(z, t) =
n∑

i=1

d∑

j=1

λjφj (si−1, ti−1, si , ti) (5.9)

+
n∑

i=1

d ′∑

k=1

μkfk(si , ti , q[1:n]),

where λj , μk are the coefficients needed to be estimated. And the best state sequence
can be found by

z∗t∗ = arg max
z,t

Score(z, t). (5.10)
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5.4.3 Discriminative Training

Now let us introduce the perceptron algorithm (Algorithm 2) used to train the
gHMM model in [19], which is similar to [5]. We will first describe how to
estimate the parameters λj , μk from a set of <query, spelling correction> pairs.
The estimation procedure follows the perceptron learning framework. Take the λj

for example. We first set all the λj at random. For each query q , we search for
the most likely state sequence with types zi

[1:ni ], t
i
[1:ni ] using the current parameter

settings. Such search process is described in Algorithm 3 by setting K = 1. After
that, if the best decoded sequence is not correct, we update λj by simple addition:
we promote the amount of λj by adding up φj values computed between the query
and labeled correction c′, and demote the amount of λj by the sum of all φj values
computed between the query and the top-ranked predictions. We repeat this process
for several iterations until converge. Finally in steps 17 and 18, we average all
λ

o,i
j in each iteration to get the final estimate of λj , where λ

o,i
j is the stored value

for the parameter λj after i’s training example is processed in iteration o. Similar
procedures can apply to μk . The detailed steps are listed in Algorithm 2. Note that
in steps 9 and 10 the feature functions φj (q

i, c′i , t ′i ) and fk(q
i, c′i , t ′i ) depend on

unknown types t ′i that are inferred by computing the best word-level alignment
between qi and c′i . This discriminative training algorithm will converge after several
iterations.

5.4.4 Query Correction Computation

Once the optimal parameters are obtained by the discriminative training procedure
introduced above, the final top-K corrections can be directly computed. Because
the feature functions are only relied on local dependencies, it enables the efficient
search of top-K corrections via dynamic programming. This procedure involves
three major steps: (1) candidate states generation; (2) score function evaluation; (3)
filtering.

At the first step, for each word in query q , we generate a set of state candidates
with types. The phrase representations in such states are in Lexicon L and within
edit distance δ from the query word. Then a set of state sequences are created by
combining these states. In addition, for each state sequence we have created, we
also create another state sequence by adding a NULL state at the end, facilitating a
(potential) following merging state. It is important to note that if the δ is too small,
it will compromise the final results due to the premature pruning of state sequences.

At the score function evaluation step, we update the scores for each state
sequence according to Eq. (5.9). The evaluation is different for sequence with
different ending state types. Firstly, for a sequence ending with a NULL state, we
do not evaluate the scoring function. Instead, we only need to keep track of the state
representation of its previous state. Secondly, for a sequence ending with a merging
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Algorithm 2 Discriminative training of gHMM

Input: A set of <query, spelling correction> pairs qi
[1:ni ], c

′i
[1:mi ] for i = 1...n

Output: Optimal estimate of λ̂j , μ̂k , where j ∈ {1, ..., d}, k ∈ {1, ..., d ′ }
1: Init Set λ̂j , μ̂k to random numbers;
2: for o ← 1 to O do
3: for i ← 1 to n do
4: /* identify the best state sequence and the associated

types of the i’th query with the current parameters via
Algorithm 3: */

5: zi
[1:ni ], t

i
[1:ni ] = arg maxu[1:ni ],t[1:ni ] Score(u, t)

6: /* where u[1:ni ] ∈ Sni ,Sni is all possible state sequences given
qi[1:ni ] */

7: if zi
[1:ni ] 
= c′i

[1:mi ] then
8: update and store every λj , μk according to:
9: λj = λj + ∑ni

i=1 φj (q
i , c′i , t ′i ) − ∑ni

i=1 φj (q
i , zi, t i )

10: μk = μk + ∑ni

i=1 fk(q
i , c′i , t ′i ) − ∑ni

i=1 fk(q
i , zi, t i )

11: else
12: Do nothing
13: end if
14: end for
15: end for
16: /* Average the final parameters by: */
17: λ̂j = ∑O

o=1
∑n

i=1 λ
o,i
j /nO, where j ∈ {1, ..., d}

18: μ̂k = ∑O
o=1

∑n
i=1 μ

o,i
k /nO, where k ∈ {1, ..., d ′ }

19: return parameters λ̂j , μ̂k ;

state, it merges the previous one or more consecutive NULL states. And the scoring
function takes into account the information stored in the previous NULL states. For
instance, to φ1(si−1, ti−1 = NULL, si , ti = merging), we have

φ1(si−1, NULL, si , merging) = logPLM(si−2|si) (5.11)

i.e., skipping the NULL state and pass the previous state representation to the
merging state. In this way, we can evaluate the scoring function in multiple
consecutive NULL states followed by a merging state, which enables the correction
by merging multiple query words. Thirdly, for a sequence ending with a splitting
state, the score is accumulated by all bigrams within the splitting state. For example,

φ1(si−1, ti−1, si , ti = splitting) = logPLM(w1|si−1) +
k−1∑

j=1

logPLM(wi+1|wi),

(5.12)

where si = w1w2 . . . wk . Conversely, the evaluation of fk(si, ti , q[1:n]) is easier
because it is not related to previous states. The error model from the state
representation to the query word is used to calculate these functions.



5 Query Spelling Correction 119

Algorithm 3 Decoding top-K corrections
Input: A query q[1:n], parameters λ, μ

Output: top K state sequences with highest likelihood
/* Z[i, si ]: top-K state sequences for sub-query q[1:i] that ending
with
state si. For each z ∈ Z[i, si ], phrase denotes the representation and
score denotes the likelihood of z given q[1:i]. */
/* Z[i]: top state sequences for all Z[i, si ]. */

1: Init Z[0] = {}
2: for i ← 1 to n do
3: /* for term qi, get all candidate states */
4: S ← si , ∀si : edit_dist (si , qi ) ≤ δ, si has type si .type

5: for si ∈ S do
6: for z ∈ Z[i − 1] do
7: a ← new state sequence
8: a.phrase ← z.phrase ∪ {si }
9: update a.score according to si .type and Eq. (5.9), Eq. (5.11) and Eq. (5.12)

10: Z[i, si ] ← a

11: end for
12: /* delay truncation for NULL states */
13: if si .type 
= NULL and i 
= n then
14: sort Z[i, si ] by score

15: truncate Z[i, si ] to size K

16: end if
17: end for
18: end for
19: sort Z[n] by score

20: truncate Z[n] to size K

21: return Z[n];

At the final step, we filter most of the state sequences and only keep top-K best
state sequences in each position corresponding to each query word. Algorithm 3
summarizes the core steps for efficiently computing top-K state sequences (cor-
rections). If there are n words in a query, and the maximum number of candidate
states for each query word is M , the computational complexity for finding top-K
corrections is O(n · K · M2).

5.5 Structural Learning Approaches for Query Spelling
Correction

In the previous chapter, we introduce the work of [19] that can correct all major
types of query spelling errors. In order to infer the best correction, a discriminative
approach using Perceptron is used for training the model coefficients. The query
spelling correction problem is a typical structural learning problem with latent
variables. There are more advanced techniques for discriminative training of such
learning problems, such as latent structural SVM [29]. Here we introduce another
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work that first applies the latent structural SVM to the problem of query spelling
correction. With this discriminative model, we can directly optimize the search
phase of query spelling correction without loss of efficiency.

5.5.1 The Discriminative Form of Query Spelling Correction

In query spelling correction, given a user entered query q , which is potentially
misspelled, the goal is to find a correction c, such that it could be a more effective
query which improves the quality of search results. A general discriminative
formulation of the problem is of the following form:

f (q) = arg maxc∈V∗[w · �(q, c)], (5.13)

where �(q, c) is a vector of features and w is the model parameter. This discrim-
inative formulation is more general compared to the noisy channel model. It has
the flexibility of using features and applying weights. The noisy channel model
is a special case of the discriminative form where only two features, the source
probability and the transformation probability, are used and uniform weightings are
applied. However, this problem formulation does not give us much insight on how to
proceed to design the model. Especially, it is unclear how �(q, c) can be computed.

To enhance the formulation, we explore the fact that spelling correction follows a
word-by-word procedure. Let us first consider a scenario where word boundary error
does not exist. In this scenario, each query term matches and only matches to a single
term in the correction. Formally, let us denote q = q1, . . . , qn and c = c1, . . . , cm

as structured objects from the space of V∗, where V is our vocabulary of words and
V∗ is all possible phrases formed by words in V. Both q and c have an intrinsic
sequential structure. When no word boundary error exists, |c| = |q| holds for any
candidate correction c. qi and ci establish a one-to-one mapping. In this case, we
have a more detailed discriminative form:

f (q) = arg maxc∈V|q| [w · (�0 +
|q|∑

i=1

�1(qi, ci))], (5.14)

where �0 is a vector of normalizing factors, �1(qi, ci ) is the decomposed compu-
tation of �(q, c) for each query term qi and ci , for i = 1 to |q|.

However, merging and splitting errors are quite common in misspelling. So
the assumption of one-to-one mapping does not hold in practice. In order to
address these word boundary errors, we introduce a latent variable a to model
the unobserved structural information. More specifically, a = a1, a2, . . . a|a| is the
alignment between q and c. Each alignment node at is represented by a quadruple
(qstart, qend , cstart , cend ). Figure 5.7 shows a common merge error and its best
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Fig. 5.7 Example of merge
error and alignment

alignment. The phrase “credit card,” in this case, is incorrectly merged into one
word “creditcard” by the user.

Taking into consideration the latent variable, the discriminative form of query
spelling correction becomes

f (q) = arg max(c,a)∈Vn×A[w · �(q, c, a)]
= arg max(c,a)∈V∗×A[w · (�0 + ∑|a|

t=0 �1(qat , cat , at ))]. (5.15)

The challenges of successfully applying a discriminative model to this problem
formulation are (1) how can we design a learning algorithm to learn the model
parameter w to directly optimize the maximization problem; (2) how can we solve
the maximization efficiently without having to enumerate all candidates; (3) how
can we design features to guarantee the correctness of the search algorithm.

5.5.2 Latent Structural SVM

Here we describe how [11] applies the latent structural SVM (LS-SVM) model for
learning the discriminative model of query spelling correction. LS-SVM is a large
margin method that deals with structured prediction problems with latent structural
information [29]. LS-SVM has the merit of allowing task specific, customizable
solutions for the inference problem. This makes it easy to adapt to learning the
model parameters for different problems. Let us first give a brief introduction of
LS-SVM.

Without loss of generality, let us aim at learning a prediction function f : X → Y

that maps input x ∈ X to an output y ∈ Y with latent structural information h ∈ H.
The decision function is of the following form:

f (x) = arg max(y,h)∈Y×H[w · �(x, y, h)], (5.16)

where �(x, y, h) is the set of feature functions defined jointly over the input x, the
output y, and the latent variable h. w is the parameter of the model. Given a set
of training examples that consist of input and output pairs {(x1, y1), . . . (xn, yn)} ∈
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(X × Y)n, the LS-SVM method solves the following optimization problem:

minw
1

2
‖w‖2

+C

n∑

i=1

max
(ŷ,ĥ)∈Y×H

[w · �(xi, ŷ, ĥ) + �(yi, ŷ)]

−C

n∑

i=1

max
h∈H

[w · �(xi, yi, h)],

(5.17)

where �(yi, ŷ) is the loss function for the i-th example. The details of the derivation
are omitted in this paper. Readers who are interested can read more from [29].

There are two maximization problems that are essential in Eq. (5.17). The first
one is the loss augmented decision function:

max
(ŷ,ĥ)∈Y×H

[w · �(xi, ŷ, ĥ) + �(yi, ŷ)], (5.18)

and the second is the inference of latent variable given the label of the training data:

max
h∈H

[w · �(xi, yi, h)]. (5.19)

The latent structural SVM framework does not specify how the maximization
problems in Eqs. (5.18) and (5.19) are solved, as well as the inference problem
in 5.16. Being able to efficiently solve maximization problems is the key to
successfully applying the latent structural SVM method.

For training the LS-SVM model, a concave–convex procedure (CCCP) was
proposed to solve this optimization problem [29]. The method resembles the
expectation–maximization (EM) training method as it updates the model by iter-
atively recomputing the latent variable. However, rather than performing “sum-
product” training as in EM where a distribution over the hidden variable is
maintained, the CCCP method used for LS-SVM is more similar to the “max-
product” paradigm where we “guess” the best hidden variable in each iteration,
except here we “guess” by minimizing a regularized loss function instead of
maximizing the likelihood.

5.5.3 Query Spelling Correct Inference by LS-SVM

The inference problem in query spelling correction is to find the correction that
maximizes the scoring function according to the model (i.e., the decision function
in Eq. (5.16)). For this purpose we design a best first search algorithm similar to the
standard search algorithm in the noisy channel model. The essence of the search
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Algorithm 4 Best first search algorithm
Input: Vocabulary Trie V , query q, output size k, max order m, candidate pool size n

Output: List l of top k corrections for q

1: Initialize List l;
2: Initialize PriorityQueue pq;
3: Enqueue to pq a start path with position set to 0, string set to empty string, score set to w ·�0,

and path alignment set to empty set;
4: while pq is not Empty do
5: Path π ← pq.Dequeue();
6: if π .pos < q.terms.length then
7: for i ← 0 to m do
8: ph ← q.terms[π.pos + 1...π.pos + i];
9: sug ← GetSuggestions(ph, V, n);

10: for each s in sug do
11: pos′ ← π.pos + i;
12: str ′ ← concat (π.str, s.str);
13: a′ ← π.a ∪ s.a;
14: sc′ ← π.sc + w · �1(qs.a , cs.a , s.a);
15: Enqueue pq with the new path (pos′, str ′, sc′, a′);
16: end for
17: end for
18: else
19: Add suggestion string π.str to l;
20: if l.Count > k then
21: return l;
22: end if
23: end if
24: end while
25: return l;

algorithm is to bound the score of each candidate so that we could evaluate the most
promising candidates first. The algorithm is given in Algorithm 4.

Specifically, the algorithm maintains a priority queue of all search paths. Each
time the best path is de-queued, it is expanded with up to m − 1 words in q

by searching over a vocabulary trie of up to m-gram. Each path is represented
as a quadruple (pos, str, sc, a), representing the current term position in query,
the string of the path, the path’s score, and the alignment so far. The priority
queue is sorted according to the score of each path in descending order. The
GetSuggestions() function retrieves the top n similar words to the given word
with a vocabulary trie according to an error model.

Splitting errors are dealt with in Algorithm 4 by “looking forward” m words in
the query when generating candidate words. Merging errors are accounted for by
including up to m-gram in the vocabulary trie.

The solution to the loss augmented inference in the LS-SVM model depends on
the loss function we use. In spelling correction, usually only one correction is valid
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for an input query. Therefore, we apply the 0–1 loss to our model:

�(c, ĉ) =
⎧
⎨

⎩

0 c = ĉ

1 c 
= ĉ

.

(5.20)

Given this loss function, the loss augmented inference problem can be solved
easily with an algorithm similar to Algorithm 4. This is done by initializing the loss
to be 1 at the beginning of each search path. During the search procedure, we check
if the loss decreases to 0 given the correction string so far. If this is the case, we
decrease the score by 1 and add the path back to the priority queue. More advanced
functions may also be used [9], which may lead to better training performance.

The inference of the latent alignment variable can be solved with dynamic
programming, as the number of possible alignments is limited given the query and
the correction.

5.5.4 Features

In this section, we will describe some interesting features used in [11]. Let us start
with the source probability and transformation probability which empirically are
the two most important features in query spelling correction. [11] includes them
in a normalized form. Taking the source probability, for example, we define the
following feature:

ψ(q, c, a) = μ+∑|a|
1 log p(c)

μ

= 1 + ∑|a|
1

log p(c)
μ

,
(5.21)

where μ is a normalizing factor computed as:

μ = −|q| logpmin, (5.22)

where pmin is the smallest probability we use in practice.
The formula fits the general form we define in 5.15 in that ψ0 = 1 and

ψ1(qat , cat , at ) = log p(c)
μ

for any t = 1 to |a|.
Similarly, we have the following feature for the transformation probability:

ψ ′(q, c, a) = μ+∑|a|
1 log p(q|c)

μ

= 1 + ∑|a|
1

log p(q|c)
μ

.
(5.23)
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Microsoft n-gram model [1] is used to compute source model p(c). And
transformation model for the transformation probability p(q|c) is trained according
to [10].

Despite the goal of query spelling correction is to deal with misspellings, in real
world most queries are correctly spelled. A good query spelling correction system
shall prevent as much as possible from misjudging a correctly spelled query as
misspelled. With this idea in mind, [11] includes some local and global heuristic
functions to avoid misjudging. Please refer to [11] for details.

5.6 Other Components for Query Spelling Correction

In order to build a modern large-scale query speller, other than the advanced models
and algorithm, we also need other components for supporting the computation in
the training or prediction process. Here we introduce some of these components,
namely the large-scale trusted lexicon, the error model, and the N-gram language
model.

• Large-Scale Trusted Lexicon We find that with a clean vocabulary, it will
significantly improve the performance of spelling correction. However, to obtain
such a clean vocabulary is usually difficult in practice. Traditional dictionaries
are used in some query spelling correct works. However, only using these
dictionaries cannot keep up with the vocabulary used on the web. Recent works
make use of the Wikipedia data [11, 19]. For example, [19] obtains 1.2 million
highly reliable words in the vocabulary, which is much larger than a traditional
dictionary.

• Error Model The error model intends to model the probability that one word is
misspelled into another (either valid or invalid). Previous studies have shown that
a weighted edit distance model trained with sufficiently large set of correction
pairs could achieve a comparable performance with a sophisticated n-gram model
[10]. Meanwhile, a higher order model has more tendency to overfit if the training
data is not large enough. For example, in [10], the joint probability of character
transformations is modeled as the weighted edit distance. In this model, the basic
edit operation is defined as a pair of characters from source and destination of the
correction, respectively. Null character is included in the vocabulary to model
the insertion and deletion operation. The misspelled word and its correction
are viewed as generated from a sequence of edit operations. The parameters in
this model are trained with an EM algorithm which iteratively maximizes the
likelihood of the training set of correction pairs.

• N-gram Language Model Another important factor in selecting and ranking the
correction candidates is the prior probability of a correction phrase. It represents
our prior belief about how likely a query will be chosen by the user without
seeing any input from the user. Recent works [19] make use of the Web n-grams
provided by Microsoft [1] or Google N-gram. Web n-gram model intends to
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model the n-gram probability of English phrases with the parameters estimated
from the entire Web data. It also differentiates the sources of the data to build
different language models from the title, anchor text and body of Web pages,
as well as the queries from query log. Despite trained with the Web data, Web
n-gram model may also suffer from data sparseness in higher order models. To
avoid this issue, bigram model is more popular in building the query spelling
systems.

5.7 Summary

In this chapter we have introduced the problem of query spelling correction, which
is an important problem for query understanding. We first introduced edit distance
based approaches for query spelling correction [23, 25]. We also introduced the
noisy-channel model to the problem [16]. Then we covered modern approaches
[11, 19], for addressing multiple types of spelling errors, for example, the gener-
alized HMM model and latent structural SVM model. Finally we described other
components for supporting a large-scale query spelling correction system.
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Chapter 6
Query Rewriting

Hui Liu, Dawei Yin, and Jiliang Tang

Abstract It is well known that there is a lexical chasm between web documents and
user queries. As a result, even when the queries can fully capture users’ information
needs, the search engines could not retrieve relevant web documents to match
these queries. Query rewriting aims to bridge this gap by rewriting a given query
to alternative queries such that the mismatches can be reduced and the relevance
performance can be improved. Query rewriting has been extensively studied and
recent advances from deep learning have further fostered this research field. In this
chapter, we give an overview about the achievements that have been made on query
rewriting. In particular, we review representative algorithms with both shallow and
deep architectures.

6.1 Introduction

With the advance of technologies, information in the web has been increased
exponentially. It had become increasingly hard for online users to find information
they are interested in. Modern search engines have been proven to successfully
mitigate this information overload problem by retrieving relevant information from
massive web documents according to users’ information needs (or queries) [3].
However, it is well known that there exists a “lexical chasm” [26] between web
documents and user queries. The major reason is that web documents and user
queries are created by different sets of users and they may use different vocabularies
and distinct language styles. Consequently, even when the queries can perfectly
match users’ information needs, the search engines may be still unable to locate
relevant web documents. For example, users want to find price information about
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Tesla using a query “price tesla,” while such information is expressed as “how
much tesla” in web documents indexed by the search engines. Thus, it is demanding
that search engines should intelligently match information needs of their users by
understanding the intrinsic intent in queries.

Query rewriting (QRW), which targets to alter a given query to alternative queries
that can improve relevance performance by reducing the mismatches, is a critical
task in modern search engines and has attracted increasing attention in the last
decade [11, 20, 26]. Thus, we have witnessed a rapid development of the query
rewriting techniques. At the early stage, methods have been developed to find
terms related to these in a given query and then substitute terms in the original
queries with these related ones (or substitution-based methods). Then if we treat
queries as the source language and web documents as the target language, the query
rewriting problem can be naturally considered as a machine translation problem;
thus, machine translation techniques have been applied for QRW (or translation-
based methods) [26]. Recently, deep learning techniques have been widely applied
in information retrieval [21] and natural language processing [33]. There are very
recent works applying deep learning in query rewriting that achieve the state-of-the-
art performance [17]. Thus, in this survey, we will follow the used techniques to
review representative query rewriting methods and the structure of the survey is as
follows:

• In Sect. 6.2, we will review representative methods with traditional shallow
models including substitution-based methods and translation-based methods.

• In Sect. 6.3, we will review algorithms based on deep learning techniques such
as word embedding, seq2seq models, deep learning to rewrite frameworks, and
deep reinforcement learning.

• In Sect. 6.4, we will conclude the survey and discuss some promising directions
in query rewriting.

6.2 QRW with Shallow Models

In the section, we will review shallow query rewriting algorithms including
substitute-based and translation-based methods.

6.2.1 Substitution-Based Methods

Given the original query, substitution-based methods aim to generate rewritten
queries by replacing the query as a whole or by substituting constituent phrases [20].
There are two key steps for substitution-based methods: substitution generation
and candidate selection. The substitution generation step is to find substitutions
in the levels of queries, phrases, or terms for the original query. The substitution
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generation step can suggest many rewritten candidates for the original query. Thus
the candidate selection step is to select good candidates. Many possible resources
can be used to generate query or term substitutions. One type resource is static such
as WordNet [12] and Wikipedia [32]. However, these static resources generally do
not allow us to generate substitutions for new concepts. It is also challenging to
consider contextual information. Thus, resources based on users’ search feedback
have been widely adapted and we will introduce several representative methods in
the following.

In [20], user sessions from search query logs have been used for query rewriting.
These sessions have been reported to include 50% reformulations [19]. Query
reformulation is that a user reformulates a query to other related queries in a
query session by inserting, deleting, substituting, or rephrasing words of the original
query [2]. Query reformulation is very similar to the query rewriting task; thus, it is
natural to use user session reformulation data.

A pair of successive queries issued by a single user on a single day is referred
as a candidate reformulation or a query pair. Then, they aggregate query pairs over
users. For phrase substitutions, the authors segment the whole query into phrases
using point-wise mutual information and find query pairs that differ by only one
segment. This pair of phrases is selected as a candidate phrase pair.

To identify highly related query pairs and phrase pairs, the work makes two
hypotheses to evaluate that the probability of term q2 is the same whether term
q1 is present or not.

H1 : P(q2|q1) = p = P(q2|¬q1) (6.1)

H2 : P(q2|q1) = p1 
= p2 = P(q2|¬q1) (6.2)

The log-likelihood ratio score based on the probabilities of the two hypotheses is
used to measure the dependence between two terms q1 and q2.

LLR = −2 log
L(H1)

L(H2)
(6.3)

The query pairs and phrase pairs with a high LLR score are identified as substi-
tutable pairs because of the statistically significant relevance.

The work extracts a list of features from the queries and uses human judgments
and machine learning to train a classifier for high quality query suggestions. Since
this method could precompute offline the whole-query substitutions and their scores
and the edit distance for phrase similarity evaluation, it only requires look-up
substitutions at run-time.

In [30], the authors work on mining search engine log data at the level of terms
rather than the level of queries. The user session information is leveraged for query
refinement. This method is based on an observation that terms with similar meaning
tend to co-occur with the same or similar terms in the queries. The associated terms
are discovered from search engine logs to substitute the previous terms or add
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new terms to the original query. The term associations are extracted based on the
context distribution. A contextual model was proposed by investigating the context
similarity of terms in historical queries from log data. Two terms in a pair with
similar contexts are used to substitute each other in new query generation. The
contextual model is defined based on the maximum likelihood estimation

PC(a|ω) = c(a, C(ω))∑
i c(i, C(ω))

(6.4)

where C(ω) is the context of a word ω. This model evaluates the likelihood of a
word a to appear in the context of a given word ω. The Kullback–Leibler (KL)
divergence D(·||·) has been used in the language modeling approach to measure the
similarity between two contexts. In [30], the metric of the similarity between the
original word ω and the candidate word s is given based on the KL-divergence as
follows:

tC(s|ω) = exp(−D[PC(·|s)||P̃C(·|ω)])
∑

s exp(−D[PC(·|s)||P̃C(·|ω)]) (6.5)

where P̃C(·|ω) is the smoothed contextual model of ω using Dirichlet prior
smoothing approach. The position information is introduced in the contextual
models.

k∏

j=1,i−j>0

P̃Li−j (ωi−j |s) ×
k∏

j=1,i+j≤n

P̃Li+j (ωi+j |s) (6.6)

where k is the number of adjacent terms to be considered. The impact of a word far
away from the word in consideration is insignificant. Mutual information is used to
capture the relation between two terms over user sessions inside queries.

I (s, ω) =
∑

Xs,Xω∈{0,1}
P(Xs,Xω) log

P(Xs,Xω)

P (Xs)P (Xω)
(6.7)

where Xs and Xω are binary variables indicating the presence/absence of term s

and term ω in each user session. A normalized version of mutual information is
generalized to make the mutual information of different pairs of words comparable.
Then, all the candidate queries are sorted according to the probability given by
Eq. 6.6. The top ranked candidate queries are recommended.

In [1], queries are rewritten based on a historical click graph in sponsored search.
Given a query q , it first tries SimRank [18] to find similar queries to q . However,
the authors found the cases where SimRank could fail in weighted click graph. For
example, when two queries lead to clicks on two same ads rather than one ads,
their similarity value would be even lower as measured by SimRank. Based on
these observations, the authors develop two extended models based on SimRank to
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measure query similarities for query rewriting. SimRank++ makes similarity scores
to include evidence factor between nodes as well as weights of edges in the click
graph and finds high proximity nodes using the historical click data. The evidence
factor is defined as:

evidence(a, b) =
|E(a)∩E(b)|∑

i=1

1

2i
(6.8)

where E(a) and E(b) are the neighbors of node a and node b, respectively. The
range of the evidence factor is [0.5, 1]. As the common neighbors increase, the
evidence scores get closer to one. Let s(a, b) denote the similarity metric from
SimRank,

s(a, b) = C

|E(a)| · |E(b)|
∑

i∈E(a)

∑

j∈E(b)

s(i, j) (6.9)

where the x and y are the two ads. The enhanced similarity scores including the
evidence are designed as follows:

sevidence(a, b) = evidence(a, b) · s(a, b) (6.10)

To support the weighted click graph, the authors make the extension to include the
impact of weights as

sweighted(a, b) = evidence(a, b) · C
∑

i∈E(a)

∑

j∈E(b)

W(a, i)W(b, j)sweighted (i, j)

(6.11)

where W(a, i) and W(b, j) are functions of the weight set and its variance. The
basic concept for SimRank and SimRank++ is that two objects are similar if they
reference the same objects. The authors’ work in [1] makes SimRank similarity
scores more intuitive for the area of sponsored search and the two enhanced versions
yield better query rewriting results.

In [15], a unified and discriminative model is proposed based on conditional
random field (CRF) for query refinements on the morphological level. The pro-
posed CRF-QR model involves different refinement tasks simultaneously, including
spelling error correction, word merging, word splitting, and phrase segmentation.
The authors designed two variants of the CRF-QR model, a basic model for single
refinement task and an extended model for multiple refinement tasks. Let x =
x1x2 . . . xn and y = y1y2 . . . yn denote a sequence of query words and sequence of
refined query words, respectively. Let o denote a sequence of refinement operations.
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Here n is the length of the sequence. The basic CRF-QR model is obtained as
follows:

Pr(y, o|x) = 1

Z(x)

n∏

i=1

φ(yi−1, yi)φ(yi, oi, x) (6.12)

where φ(yi−1, yi) is the potential function showing the adjacent y’s mutual
dependence, and φ(yi, oi, x) is the potential function showing the dependence of yi

on the operation oi and the input query x. Z is the normalizing factor. The individual
o’s are independent from each other to simplify the model, because the dependency
existing between o’s has been captured by the dependency between y’s. The space
of the refined query y is as extremely large as the space of the original query x

before introducing o into the model. An operation o can be insertion, deletion, and
substitution of letters in a word or transposition. Because the space of operation o is
very limited, the mapping from x’s to y’s under operation o is not completely free.
o works as a constraint in the CRF-QR model to reduce the space of y for given
x. When multiple refinement tasks are needed, the extended CRF-QR model uses
multiple sequences of operations −→

oi = oi,1oi,2, . . . , oi,mi and the corresponding
sequences of intermediate results in −→

zi = zi,1zi,2, . . . , zi,mi .

Pr(y,−→o ,
−→z |x) = 1

Z(x)

n∏

i=1

(φ(yi−1, yi)

mi∏

ji=1

φ(zi,ji , oi,ji , zi,ji−1)) (6.13)

The prediction of the most likely refined query y∗ satisfies

y∗o∗ = arg max
y,o

Pr(y, o|x) (6.14)

The extended CRF-QF model can perform different query refinement tasks or
operations simultaneously. Because the tasks are interdependent sometimes, the
accuracy of tasks can be enhanced.

In [4], to solve the query rewriting problem, the authors leverage the query
log data and follow the common procedure to generate some candidate queries
first before using a scoring method to rank the quality of the candidate queries.
Query term substitution is applied as the major approach for candidate query
generation. Social tagging data is utilized as a helpful resource for extracting
candidate substitution term. A graphical model taking into account the semantic
consistency is designed for query scoring. The authors exploit the latent topic space
of a graph model to assess the candidate query quality.

In addition to query reformulation and click graph data, anchor texts are used for
the query rewriting problem in [8] that are often associated with links to documents.
Since they are selected manually to describe the associated web documents, they
provide very relevant information to these documents. It is demonstrated that anchor
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texts usually offer more accurate description of their associated documents than the
web documents themselves [6].

6.2.2 Translation-Based Methods

If we consider user queries as the source language and web documents as the target
language, one natural way for query rewriting is to translate a source language of
user queries into a target language of web documents [26, 27].

In [27], statistical machine translation (SMT) models have been adopted for
query rewriting. The alignment template approach in [25] is adopted as SMT for
query rewriting. It contains a translation model and a language model. It aims to
seek the English string ê as a translation of a foreign string f :

ê = arg max
e

p(e|f ) = arg max
e

p(f |e)p(e) (6.15)

where p(f |e) is the translation model and P(e) is the language model. ê is
further formulated as a combination of a set of feature functions hm(e, f ) with the
corresponding weight λm as:

ê = arg max
e

M∑

m=1

λmhm(e, f ) (6.16)

The translation model used in query rewriting is according to the sequence of
alignment models [24]. A hidden variable is introduced to capture the relation
between translation and alignment models for source string f = f J

1 and target
string e = eI

1. The hidden variable is used to denote an alignment mapping from
source position j to target position aj :

P(f J
1 |eI

1) =
∑

aJ
1

P(f J
1 , aJ

1 |eI
1) (6.17)

To align source words to the empty word, aJ
1 includes null-word alignments aj = 0.

In the query rewriting, we adopt an n-gram language model which gives a string wL
1

of words with the following probability:

P(wL
1 ) =

L∏

i=1

P(wi |wi−1
1 ) ≈

L∏

i=1

P(wi |wi−1
i−n+1) (6.18)

A corpus of user queries is utilized to estimate the n-gram probabilities. A
variety of smoothing techniques are used to mitigate the data sparse problems [5].
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Once the SMT system is trained, to translate unseen queries, a standard dynamic-
programming beam-search decoder is used [25].

In detail, pairs of user queries and snippets of clicked results are used as the
parallel corpus and then a machine translation model is trained on the corpus. Once
the model is trained, query rewriting is similar to the decoding process in machine
translation. During decoding, a large n-gram language model is trained on queries. It
is shown that the proposed method achieves improved query rewriting performance
compared to methods based on term correlations.

The SMT system in [27] is used as a black box and it is hard to verify
the contributions of its components. Thus, lexicon models have been utilized
in [11]. There are two phases for the proposed framework: candidate generation
and candidate ranking. In the phase of candidate generation, the original query is
tokenized as a term sequence. For each non-stop word, a lexicon model is used
to generate its translated words according to the word translation probabilities. In
the candidate ranking phase, a ranking algorithm based on Markov random field
(MRF) is used to rank all candidates. In this work, three lexicon models have
been studied. The first lexicon model is the word model from IBM model 1 [7]
which learns the translation probability between single words. The word model does
not incorporate contextual information. Thus, the second lexicon model is a triplet
model that uses triplets to incorporate word dependencies [16]. The third model is a
bilingual topic model (BLTM) [10]. The intuition behind BLTM is through a query
and its relevant documents can use different language styles or vocabularies, they
should share similar topic distributions. The lexicon models are trained on pairs of
queries and titles of clicked web documents. It is shown that the word model can
generate rich candidates, and the triplet and topic models can select good expansion
words effectively.

In [10], this paper provides a quantitative analysis of the language discrepancy
issue and explores the use of clickthrough data to bridge documents and queries. We
assume that a query is parallel to the titles of documents clicked on for that query.
Two translation models are trained and integrated into retrieval models: A word-
based translation model that learns the translation probability between single words
and a phrase-based translation model that learns the translation probability between
multi-term phrases. Experiments are carried out on a real-world dataset. The
results show that the retrieval systems that use the translation models outperform
significantly the systems that do not.

In [9], the authors follow [27] to consider the query rewriting problem as a
machine translation problem and use pairs of queries and titles of clicked documents
to train a machine translation model with the word model. Similar to [27], it shows
that SMT based system outperforms systems based on term correlation. However,
the word model considers isolated words while ignoring completely the context.
It is observed that (1) consecutive words often form a phrase and (2) neighboring
words can offer helpful contextual information. Thus, they introduce the constrained
groups of term as concepts and propose concept-based translation models for query
rewriting.
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6.3 QRW with Deep Models

Deep learning techniques have powered a number of applications from various
domains such as computer vision, speech recognition, and natural language process-
ing. Recently, deep learning techniques have been adopted in the query rewriting
task and in this section, we will review representative deep learning based query
rewriting algorithms.

6.3.1 Word Embedding for QRW

In [14], the authors propose three models for query rewriting of sponsored search
based on context and content-aware word embedding. The first model, context2vec,
considers a query as a single word in a sentence and each query session as a sen-
tence. Similar queries of similar context are supposed to have similar embeddings.
The skip-gram model is used in this model for query representation learning by
maximizing the objective function,

L =
∑

s∈S

∑

qm∈s

∑

−b≤i≤b,i 
=0

logP(qm+i |qm) (6.19)

where S is the set of all search sessions, b is the window size of neighboring queries
for the context, and P is the probability of observing a neighboring query qm+i given
the query qm. The second model, content2vec, considers a query as a paragraph for
word prediction without the session information. The word vectors are used to train
the model for context words prediction within the query only by maximizing the
objective function

L =
∑

s∈S

(
∑

qm∈s

logP(qm|ωm1 : ωmTm)

+
∑

wmt∈qm

logP(ωmt |ωm,t−c : ωm,t+c, qm)) (6.20)

where c is the length of the context for words in the query. The vector representation
for query qm is qm = (ωm1, ωm2, . . . ωmTm). A query’s context should include both
the content of the query and queries of the same session. The third model, context-
content2vec, is a two-layer model combining the first two models and considering
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both the search session context and the query context.

L =
∑

s∈S

∑

qm∈s

(
∑

−b≤i≤b,i 
=0

logP(qm+i |qm) + αm logP(qm|ωm1 : ωmTm)

+
∑

ωmt∈qm

logP(ωmt |ωm,t−c : ωm,t+c, qm)) (6.21)

The models are trained on Yahoo search data including 12 billion search sessions.

6.3.2 Seq2Seq for QRW

As a neural sequence model, recurrent neural network (RNN) obtains the best
performance on numerous important sequential learning tasks. The long short-
term memory (LSTM), one of the most popular RNN variants, can capture long
range temporal dependencies and mitigate the vanishing gradient problem. In the
work [17], the authors adopt the sequence-to-sequence LSTM model to build a two-
stage query rewriting frameworks [29].

In the first stage, the model training stage, the input sequence xJ
1 = x1, · · · , xJ is

the original query and the target output sequence yJ
1 = y1, · · · , yJ is the rewritten

queries. For the LSTM variant in the Seq2Seq model, the gates and cells are
implemented by the following composite functions [13]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ij = σ(Wxixj + Whihj−1 + bi)

fj = σ(Wxf xj + Whf hj−1 + Wcf cj−1 + bf

cj = fj cj−1 + ij tanh(Wxcxj + Whchj−1 + bc)

oj = σ(Wxoxj + Whohj−1 + Wcocj + bo)

hj = oj tanh(cj )

(6.22)

where hJ
1 = h1, · · · , hJ is the hidden vector sequence, W·,· terms are the weight

matrices, and b· terms are the bias vectors.
The sequence-to-sequence LSTM aims to estimate the conditional probability

p(y1, · · · , yI |x1, · · · , xJ ), where x1, · · · , xJ is an input sequence and y1, · · · , yI is
its corresponding output sequence. The LSTM computes this conditional probability
by first obtaining the fixed dimensional representation v of the input sequence
x1, · · · , xJ given by the last hidden state of the LSTM and then computing the
probability of y1, · · · , yI with a standard LSTM–LM formulation whose initial
hidden state is set as the representation v of x1, · · · , xJ :

p(y1, · · · , yI |x1, · · · , xJ ) =
I∏

i=1

p(yi |v, y1, · · · , yi−1) (6.23)
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where p(yi |v, y1, · · · , yi−1) is represented with a softmax over all the words in the
vocabulary. It learns a large deep LSTM on large-scale query and rewrites query
pairs. It is trained by maximizing the log probability of a correct rewrite query r =
rt1, rt2, · · · , rtn,< EOQ > given the query q = qt1, qt2, · · · , qtm,< EOQ >,
where “< EOQ >” is a special end-of-query symbol. Thus the training objective
is

1

|D|
∑

(q, r) ∈ D log p(r|q) (6.24)

where D is the training dataset and p(r|q) is calculated according to Eq. (6.23).
Once training is complete, original queries are fed to the model and rewrite
candidates are produced by finding the most likely rewrites according to the LSTM.

In the second stage, the prediction stage, a beam-search method is used to output
the most probable sequences. It searches for the most likely query rewrites using a
simple left-to-right beam-search decoder instead of an exact decoder. It maintains
a small number B of partial rewrites, where partial rewrites are prefixes of some
query rewrite candidates. At each time-step, it extends each partial rewrite in the
beam with every possible word in the vocabulary. It discards all but the B most
likely rewrites according to the model’s log probability.

In [28], a novel method is proposed to translate a natural language query into a
keyword query relevant to the natural language query, which can be applicable to
legacy web search engines for retrieving better search results. Since legacy search
engines are optimized for short keyword queries, a natural language query submitted
directly to legacy search engines will highly likely lead to search results of low
relevance. The proposed method introduces a RNN encoder–decoder architecture.
To translate the input natural language query x = {x1, · · · , xn} into a keyword query
y = {y1, · · · , ym}, the RNN encoder–decoder models the conditional probability
p(y|x) to complete the translation process. The encoder reads x sequentially
to generate the hidden state. The decoder generates one keyword at a time by
decomposing the probability of the keyword query y into conditional probabilities,

p(y) =
m∏

i=1

p(yi |y1, · · · , yi−1, x) (6.25)

The prediction of the current keyword is based on the input x and the previ-
ously generated keywords. An attention mechanism is adopted to avoid biased
representation caused by weakly relevant words in long natural language queries.
The attention-based RNN encoder–decoder model is trained by maximizing the
conditional log-likelihood as

L(θ) = 1

N

N∑

j=1

m∑

i=1

log p(yi = y
(j)
i |y(j)

1 , · · · , y
(j)

i−1, x
(j)) (6.26)
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where y
(j)

i is the i-th keyword of the j -th training instance in the training set. Since
the training only needs pairs of a natural language query and its keyword query, the
training is independent on the choice of the search engine and the proposed model
can adapt legacy web search engines to natural language queries.

6.3.3 Learning to Rewrite Methods

In [17], a learning to rewrite framework is proposed that contains candidate
generation and candidate ranking. The query rewriting problem aims to find the
query rewrites of a given query for the purpose of improving the relevance of
the information retrieval system. The proposed framework formulates the query
rewriting problem as an optimization problem of finding a scoring function F(q, r)

which assigns a score for any pair of query q and its rewrite candidate r . The
framework assumes that G = {g1, g2, . . . , gM } is a set of M candidate generators.
Candidate generators could be any existing query rewriting techniques. In the
candidate generating phase, we use candidate generators in G to generate a set of
rewrite candidates for a given query q as R = {r1, · · · , rn}, where n is the number
of generated rewrite candidates. Each pair of query q and its rewrite candidate ri ,
i.e., (q, ri), is scored by the function F(q, ri). The rewrite candidates from R are
then ranked based on the scores {F(q, r1), F (q, r2), . . . , F (q, rn)} in the candidate
ranking phase. A key step of the learning to rewrite problem is how to obtain the
scoring function F .

Let F = {f : (q, r) �→ f (q, r) ∈ R} be the functional space of the scoring
functions for any pair of query and rewrite candidate and Q = {q1, · · · , qm} be a set
of m queries. We use Ri = {ri,1, · · · , ri,ni } to denote the set of rewrite candidates
of query qi generated by G, where ni is the number of rewrite candidates for qi .
For each query qi , we further assume that Ii is the learning target that encodes the
observed information about the quality of rewrite candidates in Ri . Note that the
forms of Ii are problem-dependent that could be the label for each pair (q, ri) or the
preferences among Ri for qi . With the aforementioned notations and definitions, the
problem of searching in F for a scoring function F(q, r) is formally stated as the
following minimization problem:

F = arg min
f ∈F

m∑

i=1

L(f, qi,Ri , Ii ) (6.27)

The exact forms of the loss function L(f, qi,Ri , Ii ) depend on the learning target
Ii and three types of loss functions are introduced including point-wise, pair-wise,
and list-wise loss. Generating the learning target Ii is challenging especially for a
large set of queries and their corresponding rewrite candidates. One straightforward
way is to use human labeling. However, it is not practical, if not impossible, to
achieve this for a web-scale query rewriting the application. First, it is very time and
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effort consuming to label millions of query rewriting pairs. Second, the relevance
performance depends on many components of a search engine such as relevance
ranking algorithms, thus it is extremely difficult for human editors to compare the
quality of rewrite candidates. Third, for a commercial search engine, its components
are typically evolved rapidly and in order to adapt to these changes, human labels
are consistently and continuously needed. Therefore it is desirable for an automatic
approach to generate the learning target. In this work, we specifically focus on
boosting the relevance performance via query rewriting, thus the learning target
should indicate the quality of the rewrite candidates from the perspective of search
relevance. Intuitively a better rewrite candidate could attract more clicks to its
retrieved documents. In other words, the number of clicks on the returned document
from a rewrite candidate could be a good indicator about its quality in terms of
relevance. These intuitions pave us a way to develop an automatic approach to
generate learning target based on the query-document click graph that is extracted
from search logs.

In [31], a co-training framework is proposed for query rewriting and semantic
matching based on the learning to rewrite framework in [17]. It first builds a huge
unlabeled dataset from search logs, on which the two tasks can be considered as
two different views of the relevance problem. Then it iteratively co-trains them
via labeled data generated from this unlabeled set to boost their performance
simultaneously. A series of offline and online experiments have been conducted on a
real-world e-commerce search engine, and the results demonstrate that the proposed
method improves relevance significantly.

6.3.4 Deep Reinforcement Learning for QRW

In [22], the authors propose a query rewriting system by maximizing the number of
relevant documents returned based on a neural network trained with reinforcement
learning. The original query and each candidate term ti from either the original
query q0 or from documents retrieved using q0 are converted to a vector represen-
tation by using a CNN or a RNN. Then the probability of selecting each candidate
term is computed. The search engine is treated as a black box that an agent learns to
use to retrieve terms to maximize the retrieval performance. Thus, an agent can be
trained to use a search engine for a specific task. An extended model is introduced to
sequentially generate reformulated queries to produce more concise queries based
on RNN or LSTM. Rather than being queried for each newly added term, the search
engine is queried with multiple new terms at each retrieval step for faster query
reformulation.

In [23], methods are investigated to efficiently learn diverse strategies in rein-
forcement learning for query rewriting. In the proposed framework an agent consists
of multiple specialized sub-agents and a meta-agent that learns to aggregate the
answers from sub-agents to produce a final answer. Sub-agents are trained on
disjoint partitions of the training data, while the meta-agent is trained on the
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full training set. The proposed method makes learning faster, because it is highly
parallelizable and has better generalization performance than strong baselines, such
as an ensemble of agents trained on the full data.

6.4 Conclusion

Query rewriting is a key task in modern search engines and has attracted increasing
attention in the last decade. The recent achievements of deep learning have further
advanced this research topic. In this chapter, we roughly divided existing query
rewriting algorithms according to the architectures they adopted to shallow and deep
query writing. For shallow query rewriting, we discuss representative algorithms
for substitution-based and translation-based methods. For deep query rewriting, we
detail key algorithms for methods based on word embedding, Seq2Seq, learning to
rewrite and deep reinforcement learning.
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Chapter 7
Query Auto-Completion

Liangda Li, Hongbo Deng, and Yi Chang

Abstract Search assist plays an important role in modern search engines to reduce
users’ search efforts and satisfy their information needs. Query auto-completion
(QAC) is among one of the key search assist services, which help users type less
while submitting a query. The QAC engine generally offers a list of suggested
queries that start with a user’s input as a prefix, and the list of suggestions is changed
to match the updated input after the user types each keystroke. In this chapter, we
formally introduce the definition of the QAC problem and present state-of-the-art
QAC methods. More specifically, how the user’s search intent can be predicted by
exploring rich information, including temporal, contextual, personal, and underlying
various search behaviors. We also describe the popular datasets and metrics that are
utilized in evaluating the performance of QAC methods.

7.1 Problem Definition

Query auto-completion (QAC) has been widely used in modern search engines to
reduce users’ efforts to submit a query by predicting the users’ intended queries.
The QAC engine generally offers a list of suggested queries that start with a user’s
input as a prefix, and the list of suggestions is changed to match the updated input
after the user types each character. Suppose that a user is going to submit a query
q to the search engine, and the user types the prefix of the query q of length i as
q[1..i] sequentially. The QAC engine will return the corresponding suggestion list
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Fig. 7.1 Example of query auto-completion

after the user types each character until user clicks the suggestion q from the list
or presses return, ending the interaction with the QAC engine. Figure 7.1 shows an
example of the QAC service from the Yahoo search engine.

In the following, we give a formal introduction of the query auto-completion
(QAC) problem. Let p denote the prefix entered by a user u, and C(p) denote the
set of query completions that start with the prefix p, the output of a QAC method
is R(p), a ranking of a subset of queries from C(p). Provided that the actual search
intent of user u is query q , and a loss function L(q,R(p)) to measure how likely
user u will click query q from the selected order query set R(p). (Obviously, if
q /∈ R(p), there is no click chance.) The target of a QAC method is to optimize the
loss function L(q,R(p)) as:

R̂(p) = min
R(p)⊂C(p)

L(q,R(p)) (7.1)

Notice that R(p) is an ordered set, different R(p) can have the exact same set of
queries with different rankings.

Typical loss functions prefer the q to be ranked as top position as possible in the
ranking list R(p), since normally a user prefers his/her intent query to be ranked as
higher position as possible.
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7.2 Evaluation Metrics for QAC

To evaluate the effectiveness of QAC methods, two main categories of metrics have
been developed and explored: (1) metrics that focus on the quality of ranking and
(2) metrics that focus on how user’s effort in using QAC is saved.

7.2.1 Ranking Metrics

Since the output of a QAC method is a ranking of limited number of selected query
candidates given the current prefix to best satisfy user’s search intent, a good QAC
method is supposed to rank the query that better satisfies user’s intent in higher
positions. As for the search intent judgment, different strategies were used in the
literature:

• Using user’s final submitted query in a QAC session. For instance, if a user clicks
“facebook” among the queries in the suggestion list, “facebook” is regarded as
the query that satisfies the user’s real search intent. This is the most popular
evidence used for the relevance judgment.

• Using user’s submitted query’s frequency within the most recent time slot. Such
relevance judgment prefers query ranking suggestions that represent the search
trend of general users instead of the unique search intent of individual users.

• Using manual judgments for each suggestion [3]. The major drawbacks of this
strategy are that: (1) it requires a large amount of human resources for conducting
the judgment, while the size of the data is usually limited to thousands of
examples only; (2) the correctness of the judgment is usually not guaranteed,
which can result in strong noise to the model training considering the limited
data size of the editorial data.

• Using the quality of the search results retrieved by each suggested query [21].
Such relevance judgments benefit a search engine user who does not have a clear
search intent before starting a QAC session, by suggesting him/her the most
promising queries (with the best quality search results). However, the quality
of search results is out of the control of a QAC engine, and a suggestion with
better search results does not necessarily meet user’s real search intent. Such a
measurement tends to recommend user popular queries, thus fails to satisfy users
who are searching tail queries which have a limited number of high quality search
results, or the search engine itself performs poorly in indexing the high quality
search results for them.

With the search intent judgment, traditional ranking metrics in information
retrieval(IR) have been widely employed to measure the performance of QAC
methods. Below, we list some popularly used measures.

• Mean reciprocal rank (MRR): This is a statistical measure that evaluates
processes predicting a list of possible responses to a sample of queries. MRR
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is the most popular evaluation metric in measuring QAC performance [1, 19, 26],

MRR = 1

|Q|
∑

q∈Q

1

rankq
, (7.2)

where Q is the set of correct corresponds which, in our case, the query q a user
finally submitted, and rankq denotes the rank of the query q in the suggested
query list. This evaluation setup assumes that items placed towards the top of
a ranked list receive more attention and are therefore more useful to a search
engine user.

Since most existing QAC works conducted experiments on normal QAC logs,
which contained the query suggestion list under the last prefix of a QAC session
only, MRR is calculated as the average reciprocal rank (RR) score of the last
keystroke of each QAC session. Variations of MRR include:

– MRR@All: As introduced above, the normal MRR score only pays attention
to the ranking of query suggestions under the last keystroke of a QAC session.
However, in a real QAC scenario, a user is very likely to make the click at a
shorter keystroke if his/her intended query is already shown at a reasonable
position under that keystroke. Thus QAC methods that target to optimize the
normal MRR score may fail to improve the query suggestion ranking at shorter
keystrokes as well, while such an improvement can significantly save user’s
QAC action effort.

Recently, the availability of high-resolution QAC data enabled the mea-
surement of the quality of query suggestions at shorter keystrokes. A variation
of the normal MRR score is proposed, named MRR@All, to calculate the
average reciprocal rank (RR) score of all keystrokes, instead of the last
keystroke only. Compared with the normal MRR score, such a variation
prefers QAC methods that are able to infer user’s real search intent as early
as possible in a QAC session. To differentiate this variation from the normal
MRR score, the normal score is named MRR@Last in those QAC works.

– Weighted mean reciprocal rank (wMRR): The normal MRR score assigns an
equal weight to the last keystroke of each QAC session. However, one thing
that is worth attention is that the effort of typing a specific prefix can also
be different. For instance, if the user input is the letter “z,” since there is
only limited number of words that start with “z,” the number of candidates
to suggesting and ranking is also limited, which makes it a relatively easier
task for a QAC model than the letter with larger number of candidates, such
as “d.” Thus, a weighted version of MRR, named weighted mean reciprocal
rank (wMRR) [1] is proposed to each prefix based on the number of query
suggestions available.

• Success Rate at top K (SR@K): This metric calculates the average ratio of the
query that satisfied user’s search intent can be found within the top K positions
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of the predicted query suggestion list. It is widely used for tasks that have only
one ground truth among all candidates[10].

The major difference between ranking metrics in web document ranking and
QAC problems is that, the judgment of the query that satisfies user’s real search
intent is relatively easier than the relevance judgment of web documents given the
search query. A user’s search intent in one QAC session is most likely the query
that he/she finally submitted, while the relevance of web documents can hardly be
determined by a user’s click or dwell time on them. In learning to ranking tasks,
editorial judgments of query-document relevance are very critical in measuring
the performance, while QAC metrics rarely rely on the editorial effort. Such an
advantage enables the collection of a large-scale golden evaluation dataset for the
QAC tasks.

7.2.2 User Assist Metrics

Since the intuition of QAC is to assist search engine users’ query formulation and
save their interaction efforts, a good QAC method is supposed to reduce the cost
of users’ interaction with the search engine. Below we list some popularly used
measures.

• Minimum Keystroke Length (MKS) [9]: It measures the number of actions a user
has to take to submit a target query. This metric can be understood as a simulation
of a search engine user’s behavior during a QAC session. The user action taken
into consideration includes both the letter typing and Down Arrow key pressing
to reach the position of the target query. For instance, for the target query of a user
that is located at the i-th position at the j -th keystroke, the number of actions will
be calculated as i+j . Among all the potential positions in which the target query
appears, the minimal number of actions needed will be counted as the value of
MKS.

A variation of the MKS metric is penalized Minimum Keystroke Length
(PMKS), which considers an additional action, user’s view of each suggestion
for correctness. A penalty value of 0.1 is added for showing each suggestion, i.e.,
the latter keystroke a target query locates at, the larger penalty value is added.
Such a variation can be view as an encouragement of users to make selections at
shorter keystrokes.

• e-Saved and p-Saved [15]: p-Saved is proposed to compute the expected QAC
usage as:

pSaved(q) =
|q|∑

i=1

∑

j

I (Sij )P (Sij = 1) =
|q|∑

i=1

∑

j

P (Sij = 1) (7.3)
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where P(Sij = 1) measures the probability that a user ends the current QAC
session at the j -th position under the i-th keystroke. And I (Sij ) = 1 when
user actually used the corresponding query suggestion (at the j -th position under
the i-th keystroke). This metric can be understood as the probability that a user
actually uses the QAC engine rather than typing the target query on his/her own.

Conversely, e-Saved is proposed to measure the amount of effort saved in
terms of keystrokes as:

eSaved(q) =
|q|∑

i=1

(1 − i

|q|)
∑

j

P (Sij = 1) (7.4)

This metric is actually calculating the expected ratio of characters a user can
skip inputting until his/her query is submitted. It prefers the improvements in the
query suggestions for longer queries in particular, since a user usually prefers the
effort saving benefit from a QAC engine when submitting long queries than the
benefit when submitting short queries.

7.3 QAC Logs

Most of the research works on QAC built models based on the normal search query
log. Traditionally, the search query log only includes the user ID, the timestamp, the
submitted query and its associated search results. While the content of submitted
queries in the log lays the foundation of search intent prediction for in general
during the QAC process, other information like the timestamp, the submitted query
and its associated search results provid more precise evidence for the search intent
prediction given a certain user under a certain scenario. Typical public query log
that is widely used in existing QAC works includes: the AOL dataset [24], the MSN
dataset [8], and the SogouQ dataset.1

Those normal search query logs do not contain the sequential keystrokes
(prefixes) users typed in the search box, as well as their corresponding QAC
suggestions. In order to better analyze and understand real users’ behaviors, a
high-resolution QAC log is introduced and analyzed in [19], which records users’
interactions with a QAC engine at each keystroke and associated system respond
in an entire QAC process. For each submitted query, there is only one record
in a traditional search query log. However, in the high-resolution QAC log, each
submitted query is associated with a QAC session, which is defined to begin with
the first keystroke a user typed in the search box towards the final submitted query.
The recorded information in each QAC session includes each keystroke a user has

1http://www.sogou.com/labs/dl/q.html.

http://www.sogou.com/labs/dl/q.html
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Fig. 7.2 High-resolution QAC log

entered, the timestamp of a keystroke, the corresponding top 10 suggested queries
to a prefix, the anonymous user ID, and the final clicked query.

Formally, a QAC session contains S keystrokes and each keystroke has a
suggested query list of length D as shown in Fig. 7.2.2 A QAC session ends at
the keystroke where the user clicks a query in the suggested query list, or when the
prefix at that keystroke is exactly the query the user enters into the search engine.
Among the S × D slots in each QAC session, where each slot qij is indexed by the
i-th position at the j -th keystroke, a user clicks at most one of them, although the
user’s intended query may appear in many slots.

7.4 QAC Methods

The basic idea to solve the QAC problem is taking the general interest and all
users in a search engine and recommend users the most popular queries in search
history. A normal query auto-completion engine usually makes an assumption that
what a user searched in history is most likely to imply his/her current search intent
and maintain a list of all candidate queries with their frequencies. However, such
prediction only works under very limited scenario and fails to consider the variations
across different users, time slots, etc. In the following, we discuss how different
types of information are utilized by existing QAC works. Those information can be
generally categorized into: temporal information, contextual information, personal
information, user’s interaction in QAC, and user’s interaction besides QAC.

2In real-world search engines, D = 4 4 for Baidu and Google, D = 8 for Bing, D = 10 for Yahoo.
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7.4.1 Time-Sensitive QAC

Temporal information plays an important role in QAC, since search engine user’s
interest changes from time to time. Significant temporal factors that can result in
user’s search intent change include:

• User’s own interest change along the daily time. Both “star wars” and “star trek”
are famous movie/drama series started from many years ago. A user can be very
devoted to “star trek” last year and divert his/her attention to “star wars” this year.
Since both queries are high-frequency queries existed in the query log for many
years, it is hard to decide which query should be ranked in a higher position under
the prefix “star.” QAC methods need to learn such knowledge from user’s most
recent query log and provide the appropriate recommendation.

• Periodic events that users participate in regularly. Search engine users can have
some periodic interest in certain types of queries (like travel, shopping) that are
closely related to seasonal events, such as weekend, yearend, holiday, anniver-
sary, etc. Those queries are usually very different from user’s submitted queries
in regular days and unable to be predicted from user’s recent history. Under this
scenario, QAC methods need to utilize user’s history at the same/similar seasonal
events occurred previously to make the prediction.

• Breaking news that catch up users’ attention. User’s search intent may also
follow the breaking news that happen from time to time. Queries related to those
breaking news are likely never recorded in the query log before. QAC methods
need to detect the trending queries in the most recent time period and promote
those queries in query suggestion lists.

Most popular completion (MPC) is proposed by [1] to rank candidate queries
based on their frequencies in the historical query log. This method is a quite
straightforward utilization of some basic temporal features and can be regarded as
an approximate maximum likelihood estimator as:

MPC = argmaxq∈C(p)ω(q), where ω(q) = f (q)∑
qi∈Q f (qi)

(7.5)

where C(p) denotes the set of query completions that start with the prefix p, and
f (q) denotes the frequency of query q in the query log Q.

The main drawback of MPC is that it assumed user’s interest is stable within the
range of the collected historical query logs. However, as pointed out in previous
paragraphs, user’s interest changes from time to time and can be influenced by
various types of temporal signals. Thus it makes us difficult to find a certain time
window which can be used to predict user’s current search intent.

Based on MPC, Shokouhi and Radinsky [27] proposed a time-sensitive QAC
ranking model (TS), which replaced the real frequency of candidate queries utilized
in MPC with forecasted scores computed by time-series modeling of historical
query logs. The score of each candidate at time t is calculated based on its predicted
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frequency through time-series models that designed to detect the trending queries.
This time-sensitive QAC ranking model is formalized as:

TS(p, t) = argmaxq∈C(p)ω(q|t), where ω(q|t) = f̂t (q)
∑

qi∈Q f̂t (qi)
(7.6)

where p is the input prefix, C(p) denotes the set of query completions that start
with the prefix p, and f̂t (q) denotes the estimated frequency of query q at time t in
the query log Q.

In practice, TS utilized the single exponential smoothing method [11] to predict
the frequency of query q at time t based on the real frequency at the last time slot
t − 1, and a smoothed frequency at the time slot t − 2.

f̂t = f̄t−1 = λ ∗ ft + (1 − λ) ∗ ȳt−2 (7.7)

where ft−1 and f̄t−1 denote the real observed and smoothed values for the query
frequency at time slot t − 1, f̂t is the estimated frequency of the query at the current
time slot t , and λ is a trade-off parameter in the range of [0, 1]. Notice that the
smoothed value f̄t−1 at the last time slot t − 1 is used as the predicted value f̂t at
the current time slot t .

Although this single exponential smoothing can produce reasonable forecasts
for stationary time-series, it is proved to perform poorly in capturing the trending
queries. Double exponential smoothing methods [11] are proposed to address this
issue by extending the previous model with a trend variable involved.

f̂t = f̄t−1 + Ft−1 (7.8)

f̄t−1 = λ1 ∗ ft−1 + (1 − λ1) ∗ (f̄t−2 + Ft−2) (7.9)

Ft−1 = λ2 ∗ (f̄t−1 − f̄t−2) + (1 − λ2) ∗ Ft−2 (7.10)

Here, parameter Ft−1 models the linear trend of time-series at time t − 1, ft and
f̄t represent the real and smoothed frequency at time t . λ1 and λ2 are smoothing
parameters.

In addition to the double exponential smoothing, triple exponential smoothing (or
HoltWinters smoothing) [11] goes one step further to model the periodical queries
as:

f̂t = (f̄t−1 + Ft−1) ∗ St−T (7.11)

ȳt−1 = λ1 ∗ (ft−1 − St−1−T ) + (1 − λ1) ∗ (f̄t−2 + Ft−2) (7.12)

Ft−1 = λ2 ∗ (f̄t−1 − f̄t−2) + (1 − λ2) ∗ Ft−2 (7.13)

St−1 = λ3 ∗ (ft−1 − f̄t−1) + (1 − λ3) ∗ St−1−T (7.14)

λ1 + λ2 + λ3 = 1 (7.15)



154 L. Li et al.

where λ1, λ2, and λ3 are free smoothing parameters in [0, 1], St−1 captures the
periodicity of query at time t − 1, and T denotes the length of periodic cycle.

Another solution based on time-series analysis is a time-sensitive QAC method
proposed by Cai et al. [7], which attempted to detect both cyclically and instantly
frequent queries. This method estimated the current query frequency as a linear
combination of its periodicity score and trending score. It not only inherited the
merits of time-series analysis for long-term observations of query popularity, but
also considered recent variations in query frequency. In specific, it predicted the
frequency of a query q at time slot t through:

f̂t (q, λ) = λ ∗ f̂t (q)trend + (1 − λ) ∗ f̂t (q)peri (7.16)

where f̂t (q)trend tries to capture the trending of query q , and f̂t (q)peri tries to
capture the periodicity of query q . This method sets λ = 1 for aperiodic queries and
0 ≤ λ < 1 for periodic queries.

The term f̂t (q)trend is formulated as a linear combination of the trending queries
during the most recent N days:

f̂t (q)trend =
N∑

i=1

ωi ∗ f̂t (q, i)trend (7.17)

Here ωi is a time decay weight while constrained by the condition that
∑

i ωi = 1.
The trending prediction for each day i is calculated based on the first order

derivative of the frequency of query q within time slot t:

f̂t (q, i)trend = ft−1−TD(i)(q) +
∫ t

t−1−TD(i)

∂C(q, t)

∂t
dt (7.18)

Here ft−TD(i)(q) is actual the frequency of query q at day i, while C(q, t) denotes
the frequency of query q within time slot t .

The term f̂t (q)peri is formulated as the smoothing term that averages the query
frequency of the most recent M preceding time slots tp = t −1∗Tq, . . . , t −M ∗Tq

in the query log as:

f̂t (q)peri = 1

M

M∑

m=1

ft−m∗Tq (q) (7.19)

Here Tq is the length of periodic cycle of query q .
The temporal information recorded in the QAC log is not limited to be utilized in

the query frequency estimation. Recent works [17] also made use of this information
to reveal the relationship between user’s click behaviors in QAC logs, such as
the click position. Different search engine users can have different preferences in
the positions to click during the QAC process. For instance, some users prefer to
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make clicks at lower positions under shorter prefixes, while others prefer higher
positions under longer prefixes. For the same user, such kind of preference may also
change with respect to time. Thus in learning a user’s preference of click position,
it is reasonable to assign higher weights to the recent historical click positions. To
quantify the degree of the influence between click events from the temporal aspect,
this method employed the following formula:

κ(tl − t) (7.20)

where t is the timestamp when a user makes the current click, tl is the timestamp
when the l-th historical click event occurs, and κ(tl − t) represents a time decay
effect.

7.4.2 Context-Sensitive QAC

Context-sensitive QAC methods take the context which a search engine user has
input into consideration in user search intent prediction. Different from the normal
query frequency based QAC methods, which predict the probability that whether a
candidate queries will be issued by a user based on the exact same query recorded
in historical query logs, context-aware QAC methods make the prediction based on
the submission of other queries that share a certain relationship with the predicted
candidate query. Such relationship can be:

• With similar content. Queries that shared similar content are very likely to reflect
the same or similar user search intent. Thus besides the original query, other
queries with similar content can provide additional evidence in the search intent
prediction. For instance, “star wars” and “star wars the old republic” can both tell
a user’s interest in the movie/drama “star wars,” and the frequency of both queries
can be very high. Such kind of information is especially useful in predicting
user’s search intent under short keystrokes, such as “st” in this case, since the
frequency of the single query “star wars” is not able to represent user’s real
relative degree of interest in this movie/drama, when compared with other queries
which also started with “st” but do not have so many high-frequency queries with
similar content.

• Belong to the same category. Such information can be helpful in revealing a
user’s interest when little information is given, for instance, only one keystroke
is entered. One typical example is that, if most queries submitted by a user are
shopping queries, it is very likely that he/she will click “amazon” rather than
“aol” under the keystroke ‘a’.

• Co-occurred frequently in the query log. If two consecutive queries “hollywood”
and “beverly hills” are issued by the same user, then the previous query “hol-
lywood” can also be viewed as the context of query “beverly hills.” Generally,
two consecutive queries issued many times by different users are more likely
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to have a strong correlation between each other. It makes more sense to take
into account the explicit temporal information of query sequences exhibited by
many different users in the whole-query logs. The basic intuition is that if two
consecutive or temporally close queries are issued many times by the same user
or many other users, it is more likely that these two queries are semantically
related to each other. Those queries are very likely to form a search task, which
target to accomplish a single search intent goal (travel in western los angeles
in the previous example). Thus the co-occurrence of those queries can happen
frequently in the future across different users that conduct the same search task.

The NearestCompletion method [1] utilized users’ recent queries as the context
of the user input. This method did a good job in predicting user’s search intent when
matching the context of the user.

NearestCompletion described a context-sensitive extension of the Maximum
Likelihood Estimator, which tried to predict the candidate query q that started with
prefix x whose presentation vector vq has the highest cosine similarity to the search
context representation vC :

NearestCompletion(p,C) = argmaxq∈C(p)

< vq, vC >

‖vq‖ · ‖vC‖ . (7.21)

Here C(p) is the set of candidate queries starting with prefix p.
The context representations in NearestCompletion are based on the query

representations. Given vq1, . . . , vqt as the corresponding vectors of context C =
q1, . . . , qt . The context vector vC is formulated as a linear combination of the
query vectors vC = ∑t

i=1 ωivqi , with weights ω1, . . . , ωt ≥ 0. Those weights
described the degree of the influence from the historical query as context to the
current search intent of a user. They are required to be time decayed, since the
more recent submitted queries are more likely to be relevant to the current query.
Popular weight functions that satisfy this condition include: recent-query-only (wt

= 1 and wi = 0 for all i < t), linear decay (wi = 1/(t − i + 1)), logarithmic decay
(wi = 1/(1 + log(t − i + 1))), and exponential decay (wi = 1/et−i).

Notice that using the output of NearestCompletion alone for a QAC task is
not working well for when a new user joins or a user’s current search intent is
not relevant to the context collected for the user. In practice, this work used a
linear combination of the score from the NearestCompletion function and the MPC
function introduced above as the final score for the query candidates ranking in
QAC.

Cai et al. [7] utilized two different types of context for search intent prediction.
One is the set of queries in the current search session, denoted as Qs , the other is
the set of historical queries issued by user u, denoted as Qu. This method calculated
the scores of the candidates qc ∈ S(p) through a linear combination of similarity
scores Score(Qs, qc) and Score(Qu, qc) as follows:

Pscore(qc) = ω ∗ Score(Qs, qc) + (1 − ω) ∗ Score(Qu, qc) (7.22)
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here ω weights the above two components.
To compute the similarity scores, this method used n-gram to represent each

query, thus enabling the proposed similarity score to capture syntactic reformula-
tions. Moreover, to overcome the problem that the query vocabulary is too sparse
to capture semantic relationships, it treated a user’s preceding queries Qs in the
current session and Qu in the historical log as context to personalize QAC where
the similarity is measured at the character level.

Jiang et al. [13] studied user’s reformulation behaviors in QAC based on the
context information. Three types of context based features are designed to describe
the reformulation behaviors of search engine users by capturing how users modify
their preceding queries in a query session, including:

• Term-level features: for instance, term keeping—|S(qt−1) ∩ S(qt )|, which
describes the number of shared terms by the query issued at time slot t and
the previous query at time slot t − 1.

• Query-level features: for instance, average cosine similarity—
1

t−1

∑t−1
i=1 simcos(qi, qt ), which calculates the content similarity between the

queries issued at time slot t and all previous historical queries issued within the
same query session.

• Session-level features: for instance, ratio of effective terms |Ceff(qt )|/|S(qt )|,
which is the ratio of the number of clicks on the search results of query qt divided
by the number of terms in query qt .

Such contextual features that capture user’s reformulation behaviors are proved to
be an effective additional signal to the regular context features introduced above.

Li et al. [17] designed a set of contextual features that describe the relationship
between the content of a historical query q ′ and the current suggested query q , to
quantify the degree of the influence between click events from the context aspect.
These features count the number of appearances of a certain pattern involving
both the historical query q ′ and the current suggestion q in a certain time range
formulated as:

x(p)(t,�t) = #{p ∈ [t − �t, t)} (7.23)

where p represents a certain defined pattern, [t − �t, t) is the time interval from
some ancient timestamp to the current timestamp. Table 7.1 shows several patterns
adopted in this work, which is inspired by the features proposed in [25].

As shown in Table 7.1, those contextual features generally originate from the co-
occurrence of two queries in the query sequence submitted by search engine users
and reflect pairwise relationship. A feature vector xq ′,q(t) is formed for each query-
pair (q ′, q) at any given timestamp t as

xq ′,q(t) = {x(p)(t,�t)|p ∈ Pq ′,q ,�t > 0} (7.24)

where Pq ′,q refers to the set of patterns involving the pair of queries {q ′, q}. Thus for
each timestamp t , a unique set of feature vectors {xq ′,q(t)} imply how a historical
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Table 7.1 Patterns in constructing contextual features

Pattern p Description

q ′ → q Query q is submitted just after the submission of query q ′

q ←→ q ′ Query q and q ′ are submitted in adjacent

q ′ (v)−→ q Query q is submitted after the submission of query q ′, and v queries have
been submitted in between

q
(v)←→ q ′ v queries are submitted between the submission of query q and q ′

click event (on query q ′) influences the current click event (on query q) from the
contextual aspect.

7.4.3 Personalized QAC

Another type of useful signal in QAC is the user’s personal information. Unlike
the context information that can vary with respect to time, personal information
described user’s inherit characteristics that are mainly to differentiate one user from
other users, or a group of users from other groups. Such personal information
generally includes:

• bcookie. In query logs, bcookie is unusually used as the identifier of a single
search engine user, although in real-world scenario one actual user can have
multiple bcookies (such as owning multiple computers), and a bcookie can
be shared by multiple users (family members shared computers or public
computers). Learning distinct models based on the query log under different
bcookies can increase the accuracy in user’s search intent prediction, since the
interest and search habit of users can be very different from each other. The major
drawback of bcookie based model is that the number of QAC sessions completed
by a single user is very limited. Obviously, it will fail when facing new bcookies.
Moreover, for most normal search engine users who regularly submit tens of
queries per day, the available QAC sessions for model learning are very limited.
Thus, more general categorical personal information is also important, which
can jointly utilize the query logs of users within the same category to benefit the
model learning.

• gender. The gender of a search engine user can be a strong signal in predicting
his/her interest. A male user is more likely to submit sports queries than shopping
queries, and vice versa for a female user.

• age. The age of a search engine user is another strong signal. Teenagers usually
prefer gaming, while older individuals care more about health.

• location. The location information is very useful in query suggestion, since a
large percentage of queries submitted by search engine users are with local intent.
For instance, under the prefix “amc,” a user lived in sunnyvale is more likely to
search for “amc cupertino” instead of “amc san Francisco.” Notice that location



7 Query Auto-Completion 159

is not a typical type of personal information, since a user can move across cites,
states, or even countries, especially for users who spend a great amount of time
in traveling. However, for regular search engine users, their locations are usually
stable.

In the Personalized QAC model proposed in [26], a number of demographic
features are utilized, including users’ age, gender, and zip-code information from
their Microsoft Live profiles. This method divides users into five groups based on
age: {<20, 21−30, 31−40, 41−50,>50}. For each user, the model made use of the
frequency of query candidates that submitted by all other users fall into the same age
groups as a feature. Similar features are also generated based on gender and zip-code
information. Notice that the zip-codes are also collapsed into 10 regions according to
the corresponding first digits, so as to reduce sparsity. Those demographic features
are incorporated into a supervised learning framework for personalized ranking of
query auto-completion.

Cai et al. [6] also conducted experiments to test the effectiveness of the
demographic features in learning to rank algorithms such as Burges et al. [5], results
showed that demographic features such as location are more effective than others in
the QAC task. The SQA algorithm proposed in [20] studied how to utilize location
information to solve the QAC task based on a native index structure combined with
a spatial index. This method utilized the longitude/latitude information to describe
a certain location and ranked candidate suggestions q given a certain prefix p based
on the ranking score function as:

RankScore(q, p) = α ∗ Dis(qloc, ploc)

DisMax
+ (1 − α) ∗ RelScore(q, p) (7.25)

where α ∈ (0, 1) is a parameter that balances the spatial proximity and the normal
relevancy between the candidate suggestion q and prefix p. Dis(qloc, ploc) is the
Euclidean distance between qloc, the location descriptor of query q , and ploc, the
location when user typing the prefix p. DisMax is the potential max distance value
used for normalization. RelScore(q, p) is the normal relevance score for the query-
prefix pair (q, p) calculated based on regular QAC features.

7.4.4 User Interactions in QAC

Rich user interactions can be observed along with each keystroke until a user clicks a
suggestion or types the entire query manually. It becomes increasingly important to
analyze and understand users’ interactions with the QAC engine, so as to improve
its performance. Figure 7.3 presents the general process that a search engine user
interacts with the QAC engine in a QAC session.
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Fig. 7.3 How a search engine user interacts with the QAC engine in a QAC session

In the following, we list several typical user behaviors that can facilitate the
understanding of the QAC process:

• Click behavior. User’s click behavior is one of the key signals in understanding
user’s search intent, since the target of a QAC method is to increase user’s click
chance during a QAC session (as early as possible). There are mainly two types
of information in user’s click behaviors:

– Position bias. One important type of click information is the click bias on
vertical positions in QAC. Using the same set of QAC sessions, we have
computed the distribution of clicks according to their positions in the final
suggestion list and the final prefix length. Similar to the findings in the
traditional click models, most of the clicks concentrate on top positions. Such
vertical positional bias suggests that the relevance estimation of queries should
be boosted if they are clicked on lower ranks. Compared to user’s QAC
behavior on PC, their clicks on mobile distribute more evenly within positions
from 1 to 3. In addition, most of the clicks are located in long prefix, the click
probability at short prefix length (1 and 2) is very low, suggesting that users
tend to skip the suggested queries at the beginning.

– Click choice. The click choice of a user can provide rich information in
predicting user’s search intent. The query candidates that have been suggested
by the QAC engine but not clicked by a user during a QAC session have a
small chance to meet user’s search intent. A user is unlikely to look for the
query “facebook” if he/she does not select it under prefix “f,” since “facebook”
is the top query suggestion.
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• Skipping and viewing behavior. Search engine users frequently skip several
intermediate lists of candidates even though these lists contain their final
submitted queries. A plausible explanation for the skipping behavior is that the
user did not examine it due to some reasons, such as fast typing speed, too
deep to look up the query, etc. The inference of whether a user has skipped to
view a certain keystroke or a certain suggested query under that keystroke can
be very helpful in predicting user’s real search intent, since a query that a user
does not click may also satisfy his/her intent if he/she skips that query or the
corresponding keystroke due to the reasons mentioned as above.

• Typing behavior. Typing speed is an important signal that characterizes a search
engine user. A user with fast typing speed is probably an expert user who has
rich experience in using search engines, usually has a clear search intent, and is
aware of what exact query to enter before starting a QAC session. Thus an expert
user is less likely to use the assist from the QAC engine than a new search engine
user.

Jiang et al. [13] employed user’s click behaviors to model user’s refor-
mulation habit. This work designed session-level features based on both the
timestamps of user’s clicks in QAC. It calculated the average time duration
between clicks as 1

T −1

∑T −1
i=1 (ti+1 − ti ), and the trends of time duration as

(tT − tT −1)/
1

T −2

∑T −2
i=1 (ti+1 − ti), where ti is the timestamp of the click that

occurs in the i-th QAC session.
Li et al. [17] explored to learn the position bias in a user’s click preference based

on the positional information of historical QAC sessions from the same user. This
work quantified the degree of the influence between the click events from the special
slot aspect using the following formula:

κ(|pl − p|) (7.26)

where p is the slot where a user makes the current click, and pl is the slot where
the user makes the l-th historical click event, i.e., the click occurs at the l-th QAC
session, and κ(|pl − p|) represents a decay effect from the slot discrepancy. Notice
that p = (i, j) is a vector of length 2, its entries i and j denote the position and the
keystroke, respectively.

TDCM [19] tried to utilize user’s skipping behaviors and clicking position bias
information to understand user’s click choice during the QAC process. It defined a
basic assumption for each type of user behaviors separately as below:

• SKIPPING BIAS ASSUMPTION: A query will not receive a click if the user did
not stop and examine the suggested list of queries, regardless of the relevance of
the query. This assumption explains why there are no clicks to intermediate prefix
even though a relevant query is ranked at the top of the list, and all of the clicks
are concentrated on the final prefix.

• VERTICAL POSITION BIAS ASSUMPTION: A query on higher rank tends to
attract more clicks regardless of its relevance to the prefix.
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Based on the above assumptions, TDCM proposed a Two-Dimensional Click
Model to explain the observed clicks. This click model consists of a horizontal
model (H Model) that explains the skipping behavior, a vertical model (D Model)
that depicts the vertical examination behavior, and a relevance model (R Model) that
measures the intrinsic relevance between the prefix and a suggested query.

In specific, TDCM formulated the probability of observing a click C in a session
as:

P(C) =
∑

H,D

P(C,H,D) (7.27)

where H = {H1, . . . , Hn}, D = {D1, . . . ,Dn} is a set of hidden variables,
respectively. Here, Hi denotes whether the user stops to examine the column i,
and Di denotes the depth of examination at column i. C = {C1, . . . , Cn} is the
click observation matrix in which only one click is observed: Cn,J = 1, n is the
number of columns in the QAC session. This model followed the Cascade Model
assumption as:

P(Cn,J = 1) = P(C1 = 0, . . . , Cn1 = 0, Cn,J = 1, Cn,j = 0, j 
= J ) (7.28)

as well as the set of conditional probabilities as:

P(Cij = 1|Hi = 0) = 0 (7.29)

P(Cij = 1|Hi = 1,Di < j) = 0 (7.30)

P(Cij = 0|Hi,Di) = 1 − P(Cij = 1|Hi,Di) (7.31)

P(Di > d|qd : Cn,d = 1) = 0 (7.32)

Among the above conditional probabilities, Eqs. (7.30) and (7.32) modeled the
SKIPPING BIAS ASSUMPTION, and Eqs. (7.31) and (7.32) modeled the VER-
TICAL POSITION BIAS ASSUMPTION. Equation (7.32) stated that if a relevant
query is ranked in depth d , the examination depth at the i-th column must not exceed
d .

In the H model, TDCM attempted to capture user’s skipping behavior via the
following features: TypingSpeed: an expert user is less likely to use QAC than a
slow user. CurrPosition: a user tends to examine the queries at the end of typing.
IsWordBoundary: a user is more likely to look up queries at word boundaries.
NbSuggQueries: it is more likely to be examined if the list of queries is short.
ContentSim: a user may be more likely to examine the list if all queries are coherent
in content. QueryIntent: a user tends to skip the list more when searching for
navigational queries. Also, in the D model, TDCM utilized the positions a query
candidate is ranked to measure the pure vertical position bias.

Zhang et al. [32] studied how user’s click behavior can be utilized as the implicit
negative feedback during user-QAC interactions. The key challenge is that this kind
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of implicit negative feedback can be strong or weak, and its strength cannot be
directly observed. It utilized additional information such as dwell time and position
to capture the confidence in using an unclicked suggestion as implicit negative
feedback in search intent prediction.

If a user dwells on a suggestion list for a longer time, the user may have more time
to carefully examine the suggested queries. Conversely, if a user dwells for a shorter
time, the suggested queries will more likely be ignored; thus, even if these queries
are unselected, whether the user favors them or not is unknown. Since different
users may have different typing speeds, the inference of implicit negative feedback
strength by dwell time should be personalized. This method represented implicit
negative feedback from the user u to the query q at the k-th keystroke during the
c-th QAC session in the QAC log by a feature vector x(k)(u, q, c). The features
utilized include: DwellT-M, the maximum dwell time when query q is suggested;
DwellT, total dwell time where query q is suggested; WordBound, the number
of the keystrokes at word boundaries when query q is suggested; SpaceChar, the
number of the keystrokes at space characters when query q is suggested; OtherChar,
the number of the keystrokes at non-alphanum char when query q is suggested;
IsPrevQuery, 1 if query q is the immediately previous query; 0 otherwise; and
Pos@i, the number of the keystrokes when query q is at position i(i = 1, 2, . . . , 10)

of a suggestion list.
Then a generalized additive model, named AdaQAC, is proposed to predict the

preference p(k)(u, q, c) for a query q of a user u at a keystroke k in the c-th QAC
session:

p(k)(u, q, c) = r(k)(u, q, c) + φ�(u)x(k)(u, q, c) (7.33)

Here, the preference model p(k)(u, q, c) is able to reflect a user u’s preference for
a query q after the implicit negative feedback x(k)(u, q, c) is expressed to q before
the k-th keystroke in the c-th QAC session. With the associated feature weights
φ(u) personalized for u, φ�(u)x(k)(u, q, c) encodes the strength of implicit negative
feedback to q from u with personalization.

In addition to the above introduced QAC methods which modeled user’s
interaction at each keystroke independently, RBCM [16] made a further step to study
the relationship between users’ behaviors at different keystrokes, which includes:

1. State transitions between skipping and viewing. The study on high-resolution
query log data revealed that a user may choose to either view or skip the
suggestion list at each keystroke in a QAC session. Besides the above introduced
factors that influence users’ decisions on skipping or viewing, such as typing
speed and whether the end of current prefix is at word boundary. This work
believed that such decisions should also be influenced by their decisions on
skipping or viewing at the previous keystroke. For instance, imagining a user
u has 5 sequential skipping moves in one QAC session and 2 sequential skipping
moves in another QAC session, the chance becomes higher for the same user
to stop and view the suggestion list at the current keystroke after 5 sequential
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skipping moves. Conversely, if the same user has already viewed too many
keystrokes continuously but found no intended query, it becomes more likely
that he/she may skip the next one;

2. Users’ real preference of suggestions. This work claimed that, for each
keystroke, the associated users’ real preference is hard to be detected from the
current suggested query list alone. The rankings of suggested query lists of latter
keystrokes together with users’ final click choices should also be utilized to
re-rank the suggested queries in the list of the current keystroke. Intuitively, a
clicked query, i.e., the user’s intended query, should get a higher rank not only at
the keystroke he/she makes the click, but also at previous keystrokes where this
query appears, despite that it is not clicked at that time;

3. User-specific cost between position clicking and typing. Some users prefer
typing than viewing and clicking, while others do not. Consequently, users’ click
choices are not only affected by their intent, but also by the position where
the intended query is shown and their preference of clicking that position over
typing the remaining keystrokes. For instance, a user that prefers clicking will
probably click an intended query the first time it is shown to him/her, despite that
it may be shown in a low position; while another user focuses on typing his/her
intended query despite that the query already appears in the suggestion list, until
it is ranked at the top position, or even worse, he/she will type the entire query
manually without any intent to click the suggestions.

7.4.5 User Interactions Besides QAC

Besides the information recorded in the QAC log, user’s behavior on other types of
search logs can also be very useful in predicting user’s search intent. One typical
example is user’s click log, which recorded user’s click behavior on the returned
web results after submitting a query.

Figure 7.4 shows a toy example of QAC and click logs that align in the timeline.
We can observe that the QAC session of a query is followed by the click session of
that query, and that click session is followed by another QAC session of the next
query. Such sequential behaviors indicate the promising opportunity of exploring
appropriate relationship between QAC and click logs. Although the user’s behaviors
on QAC and click logs are of different types, they imply the same underlying
relationship between the user and his/her issued query, such as whether the issued
query satisfies the user’s intent, and how familiar the user is with the issued query or
the domain that query belongs to. For instance, if a user is familiar with the issued
query in QAC log, he/she may type the query very fast. Then in click log, if the
SERP page provides many relevant results, the user may take a long time to click
and check some relevant results in more details; however, if the SERP page does not
provide relevant results, the user may reformulate a new query shortly which will
start a new QAC session similar to previous query.
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Moreover, user’s search behaviors on one type of log can be used as the
contextual data for the other type of log across different query sessions, since users
generally behave consistently in adjacent time slots. For instance, according to the
click log, if a user’s behaviors indicate he is very familiar with the current query,
then similar behaviors will be likely observed in the QAC session of the next query;
if the issued query is under the same topic, the user will probably type the following
query fast as well.

Li et al. [18] studied and designed various QAC and click features in quantita-
tively capturing user behaviors on QAC and click logs, Among features of QAC
behaviors, “Type Speed Standard Deviation” is designed to reflect the stability
of a user’s typing speed. A user who examines his/her intended queries from the
suggestion list from time to time may hardly maintain a stable typing speed, even if
the user has good typing skills. On the contrary, a user who plans to type the entire
query without clicking a suggestion may illustrate a stable typing speed. “Typing
Completion” is designed to show whether a user prefers typing than clicking
suggestions. Among the features of click behaviors, “Search Time” is defined to be
how fast a user can find his/her intended web documents after submitting a query.
Notice that users’ behaviors on different types of logs are not independent. On the
QAC log, an experienced user usually spends less time to complete a QAC session
than an unexperienced user, i.e., has a small “Time Duration.” While on the click
log, he/she is very likely to make his/her first click after only a short while, i.e., a
small feature value for “Search Time.” A user who tends to trust the results of search
engines may miss the QAC behavior feature “Typing Completion” and own a higher
value of the click behavior feature “Click Number.” Thus the above designed QAC
and click behavior features are somehow related.

To detect user behavior patterns from logs, this work proposed a graphical
model based on latent Dirichlet allocation (LDA) [4], which has been proven
to be effective in topic discovery by clustering words that co-occur in the same
document into topics. It treats each user’s query sequence as a document, and
clustered user behaviors that co-occur frequently in the same query sequence into
topics, since each user maintains certain behavior patterns in query submission, and
different groups of users prefer different behavior patterns. The model assumed K

behavior patterns lie in the given query sequences, and each user m is associated
with a randomly drawn vector πm, where πm,k denotes the probability that the
user behavior in a query session of user m belongs to behavior pattern k. For
the n-th query in the query sequence of user m, a K-dimensional binary vector
Ym,n = [ym,n,1, . . . , ym,n,K ]T is used to denote the pattern membership of the user
behavior in that query session.

To model the influence of the context on user’s choice of the behavior pattern
in the current query session, the proposed model assumed user’s preference of
behavior patterns depends on the context, rather than the user alone. That is to
say, a “document” in the LDA model does not contain the user behaviors in all
query sessions of a user, but only the behaviors in those query sessions that the user
conducts under the same status, for instance, in the same mood, or sharing the same
topic.
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7.5 Historical Notes

Query auto-completion (QAC) has been attracting people’s attention for quite a long
time. The main objective of QAC is to predict users’ intended queries and assist
them to formulate a query while typing. The most popular QAC algorithm is to
suggest completions according to their past popularity. Generally, a popularity score
is assigned to each query based on the frequency of the query in the query log from
where the query database was built. This simple QAC algorithm is called Most
Popular Completion (MPC), which can be regarded as an approximate maximum
likelihood estimator [1].

Several QAC methods [1, 26, 27, 31] were proposed to extend MPC from various
aspects. Bar-Yossef and Kraus [1] introduced the context-sensitive QAC method by
treating users’ recent queries as context and taking into account the similarity of
QAC candidates with this context for ranking. But there is no consensus of how
to optimally train the relevance model. Shokouhi [26] employed a learning-based
strategy to incorporate several global and personal features into the QAC model.
However, these methods only exploit the final submitted query or simulate the
prefixes of the clicked query, which do not investigate the users’ interactions with
the QAC engine.

In addition to the above models, there are several studies addressing different
aspects of QAC. For example, [27, 31] focused on the time-sensitive aspect of QAC.
Other methods studied the space efficiency of index for QAC [2, 12]. Duan and
Hsu [9] addressed the problem of suggesting query completions when the prefix
is misspelled. Kharitonov et al. [15] proposed two new metrics for offline QAC
evaluation and [14] investigated user reformation behavior for QAC.

The QAC is a complex process where a user goes through a series of interactions
with the QAC engine before clicking on a suggestion. Smith et al. [28] presented
an exploratory study of QAC usage during complete search sessions based on the
lab study of tens of search engine users, the result implicated the effectiveness
of the knowledge from prior queries within the same search session in improving
the suggestions over successive queries in query auto-completion. As can be seen
from the related work, little attention has been paid to understand the interactions
with the QAC engine. Until recently, Li et al. [19] created a two-dimensional
click model to combine users’ behaviors with the existing learning-based QAC
models. This study assumed users’ behaviors at different keystrokes, even for
the consecutive two keystrokes, are independent in order to simplify the model
estimation, which results in information loss. In advance, Li et al. [16] attempted
to directly model and leverage the relationship between users’ behaviors, so as to
improve the performance of QAC. Furthermore, users’ behaviors besides the QAC
process, such as the behaviors in click logs, have also be explored in benefiting the
QAC task in [18].

In recent years, more and more special scenarios under the QAC problem have
been explored. Wang et al. [30] formulated the QAC task as a ranked Multi-Armed
Bandits (MAB) problem to timely and adaptively suggest queries and expected
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to reflect time-sensitive changes in an online fashion. Vargas et al. [29] claimed
that the traditional whole-query completion mechanism is not the optimal solution
for mobile search scenarios. Inspired by predictive keyboards that suggests to the
user one term at a time, they proposed the idea of term-by-term QAC. Liu et al.
[22] investigated into the promotion campaign issue in QAC engines, where some
malicious users provided a new malicious advertising service by attacking the search
engines through using manipulated contents to replace legitimate auto-completion
candidate suggestions, so as to promote their customers’ products in QAC. Modern
techniques have also been utilized in solving the QAC problem. Recurrent neural
network (RNN) models have been employed to address the QAC task in [23], in
order to improve the quality of suggested queries when facing previously unseen
text.

7.6 Summary

Last, we briefly summarize the main content introduced in this chapter and discuss
potential future research directions.

In this chapter, we have presented the main contributions in the field of query
auto-completion in information retrieval. In specific, in Sect. 7.1, we gave a general
introduction of query auto-completion and provided a formal definition of the QAC
problem. In Sect. 7.2, we introduced existing metrics utilized in measuring the
QAC performance, including both ranking quality and assist efficiency. In Sect. 7.3,
different types of QAC logs utilized in existing QAC works are studied. In Sect. 7.4,
we have introduced the most prominent QAC approaches in the literature, and how
the usage of different types of information can benefit the prediction of user intent.
Those information includes temporal, contextual, personal information, and user’s
interaction inside and outside the QAC process.
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Chapter 8
Query Suggestion

Zhen Liao, Yang Song, and Dengyong Zhou

Abstract Query suggestion is one of the few fundamental problems in Web
search. It assists users to refine queries in order to satisfy their information needs.
Many query suggestion techniques have been proposed in the past decades. The
mainstream idea is to leverage query logs which contain the search behaviors of
users to generate useful query suggestions. In this chapter, we introduce several
log-based query suggestion techniques. These methods fall into four categories: (1)
query co-occurrence; (2) query-URL bipartite graph; (3) query transition graph; and
(4) short-term search context. We also briefly discuss other related work in this field
and point out several future directions.

8.1 Introduction

8.1.1 An Overview of Query Suggestion Approaches

How effectively users are able to retrieve information from the Web largely depends
on whether they can formulate input queries properly to express their information
needs. However, formulating effective queries is never meant to be an easy task. On
the one hand, given the same query, different search engines may return different
results. This means that it is unlikely to define a single standard to guide query
formulation across different search engines. On the other hand, queries are typically
expressed in just a few words [11, 20, 22], which potentially increases the difficulty
for search engines to understand query intents.
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Most commercial search engines, including Google,1 Yahoo!2, and Bing3 pro-
vide query suggestions on their search result pages to help user formulating queries.
A recent study [28] shows that query suggestions are particularly useful in the
following scenarios: (1) the original query is a rare query; (2) the original query
consists of only one word; (3) the suggested queries are unambiguous; and (4)
the suggested queries are generalizations or error corrections of the original query.
Based on the study in [15], around 30% of searches in commercial search engines
are generated from query suggestions.

Studies on query suggestions can be traced back to the early years of this
century [4, 20, 46]. Since then, many techniques [2, 3, 8, 10, 18, 21, 23, 26, 29–
32, 36, 40–42, 47] have been proposed to improve the quality of query suggestions.
Roughly speaking, query suggestions have the following major objectives [35]:
(1) when a user’s information need is not satisfied, the search results from the
suggestions should provide more relevant results or (2) when a user’s information
need is satisfied but the user wants to explore more, the suggestions can provide
useful guideline to obtain related information.

Search engine logs contain information on how users refine their queries as
well as how users click on suggested queries, which can help address both of the
aforementioned objectives. As a result, most query suggestion techniques leverage
search logs as a useful source of information.

Formally, given a query q , query suggestion aims at optimizing a scoring function
f (q, q ′) ∈ IR that can be used to rank suggestion candidates q ′. To include short-
term search context in query suggestion, the relevance function f (q, q ′) can also
be extended as f (q1,...,i , q

′), where q1,...,i = {q1, . . . , qi} (i ≥ 1) represents the
previous search sequence.

8.1.2 Examples of Query Suggestion Approaches

As we mentioned above, one of the most important and effective query suggestion
techniques leverages query logs [3, 8, 10, 18, 21, 29–32, 36, 40–42, 46]. Query logs
record user interactions with search engines. A typical query log entry contains
timestamp, query, clicked URL as well as other information (e.g., anonymous user
ID, search platform, etc.). In contrast, suggestion methods that do not use query
logs [5] often generate candidates from external data sources. Those approaches
do not consider the fact that the text used in formulating search queries is usually
quite different from text in external sources (e.g., typos, acronym, no grammar, etc.).
Thus, they are less effective in practice.

1http://www.google.com.
2http://www.yahoo.com.
3http://www.bing.com.

http://www.google.com
http://www.yahoo.com
http://www.bing.com
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From the perspective of modeling and organizing search logs, query suggestion
techniques can be categorized into four classes: (1) query co-occurrence; (2) query-
URL bipartite graph; (3) query transition graph; and (4) short-term search context
methods.

Query co-occurrence methods utilize the query co-occurrence information to
provide suggestions. Co-occurrence is often computed from search sessions [20] or
tasks [30], where the relevance functions range from simple raw counts to statistical
methods like log likelihood ratio (LLR) [25].

Query-URL bipartite graph methods leverage clicks on URLs. These methods
often represent queries and URLs into bipartite graphs with the edges indicating the
click information. Graph traversal methods like random walks are often employed
to estimate the similarities between queries. Examples include random walk with
restart [40, 44], forward and backward random walks [4, 10], hitting time [36], etc.

Query transition graph methods model the query refinement process in the search
sequence by constructing query transition graphs where edges on the graph indicate
the reformulation relationships between queries. Examples in this category include
query flow graph (QFG) [7], term transition graph (TTG) [42], etc.

Short-term search context methods focus on leveraging immediate previous
queries as contextual information to model and disambiguate the current input
query. Typical methods in this category are based on decay factors [7, 20], query
clustering [8, 29], Markov models [9, 18, 31], etc.

Besides the classical query suggestion methods which mainly rely on a single
data source, other studies proposed to combine different data sources for generating
suggestion candidates through various strategies (e.g., machine learning for query
suggestion candidates ranking [38, 42], query suggestion diversification [34, 41],
query suggestions personalization [24], etc.). There are also approaches to build
better visualization [48] or user interface [27] for query suggestions.

8.1.3 Evaluation Metrics for Query Suggestion

The evaluation metrics for query suggestions can be categorized into offline (e.g.,
precision, recall) and online (e.g., click-through rate) approaches.

For offline evaluation, previous work often leverage a small number of case
studies [4, 46], while recent methods focus more on leveraging human asses-
sors [8, 29, 40, 42]. Examples of metrics in this category include Precision [8],
Mean Average Precision (MAP) [40], Normalized Discounted Cumulative Gain
(NDCG) [42], and Mean Reciprocal Rank (MRR) [1].

Formally, given a binary label r(i) ∈ {0, 1} indicating whether a suggestion
ranked at position-i is relevant (1) or not (0), precision at position K is defined
as:

Precision@K =
∑K

i=1 r(i)

K
. (8.1)
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Similarly, we can also define the recall at position K as:

Recall@K =
∑K

i=1 r(i)

M
, (8.2)

where M is the total number of relevant suggestions. Comparing to precision, recall
is rarely used since it is nearly impossible to get all relevant suggestions for a query.

Instead of computing recall, coverage is often used as an alternative [29]:

Coverage = # of testing queries with suggestions

# of testing queries
. (8.3)

MAP is defined as the mean of the average precision (AP) of all suggested
queries:

AP = 1

M
·
∑

i=1

Precision@i · r(i)
i

. (8.4)

NDCG at position K is defined based on DCG@K = ∑K
i=1

2r(i)−1
log2(i+1)

:

NDCG@K = 1

ZK

K∑

i=1

DCG@K, (8.5)

where ZK is the normalized factor of DCG@K which corresponds to the ideal
ranking results.

MRR is defined as:

MRR = 1

Q

Q∑

q=1

1

rankq
, (8.6)

where Q is the number of testing queries in the evaluation dataset and rankq is the
rank of first relevant query in the suggestion list for a testing query q .

For online evaluation, click-through rate (CTR) is widely used, which is defined
as [38]:

CT R@K = # of clicks at top-K suggestions

# of impression with at least K suggestions
. (8.7)

Due to the difficulty of reproducing all methods on a standard evaluation dataset
for comparable results, in this chapter we do not emphasize on the evaluation metrics
comparison among different methods. In addition, it is hard to compare different
query suggestion techniques while they are proposed in different scenarios (e.g., for
Web documents search, image search, or sponsored search) or optimizing different



8 Query Suggestion 175

metrics (e.g., coverage, diversity, etc.). Therefore, we focus on the motivation
and mathematical formulation of these methods. For effectiveness comparison, we
provide illustrative examples to show the differences. Readers can refer to the
original publications if they are interested in the detailed comparison of metrics.

8.1.4 Notation Used in This Chapter

Table 8.1 lists notations with detailed meanings in this chapter.

8.1.5 Structure of This Chapter

In the rest of this chapter, we introduce several query suggestion techniques
in Sects. 8.2–8.5 which correspond to co-occurrence, query-URL bipartite graph,

Table 8.1 Notations used in this chapter

Meaning Notation

Query q, qi , qj

Search sequence with last query as qi q1,....,i

Query suggestion candidate q ′

URL u, uj , ux

Set of queries, URLs Q, U

Number of queries, URLs |Q| or Nq , |U | or Nu,

Count/frequency Cnt(·)
Frequency of query in sessions fi , fj

Query co-occurrence matrix C
Co-occurrence between qi and qj Cij

Query-URL click matrix B
Click frequency of qi on uj Bij

Query transition probability matrix A
Transition probability from qi to qj Aij

One-hot vector of query qi v0
i

Final optimized suggestion results v∗, v∗
i , h∗

i (with *)

Number of iterations t

Re-start probability for forward random walk α

Self-transition probability for backward random walk s

Terms in query w, wi

Search topic of a query T

Decay factor for short-term search context β

Hidden search state for a search sequence z, zi+1
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query transition graph, and short-term search context methods, respectively. After
that, we summarize other related suggestion techniques as well as evaluation studies
in Sect. 8.6. In Sect. 8.7 we conclude this chapter with discussions and future
directions.

8.2 Query Co-occurrence Methods

In this section, we introduce several widely used methods that compute the sim-
ilarity between queries by leveraging their co-occurrence information from search
logs. Given a sequence of queries {q1, . . . , qn}, traditional approaches [8, 18, 29, 39]
defined search sessions to segment search logs. Specifically, consecutive events are
segmented into different sessions if the time interval between them exceeds a certain
threshold (e.g., 30 min). Within each session, different similarity functions can be
defined to find similar queries [25, 30, 33].

8.2.1 Similarity Functions

Let C denote a co-occurrence matrix where Cij indicates the co-occurrence count
between query qi and qj . Let fi = ∑

j Cij denote the total number of sessions that
contain query qi . Depending on the scenarios, C can be either symmetric [30] or
asymmetric [16, 18], where the symmetric way ignores the issuing order of queries,
while the asymmetric way considers the issuing order of queries. Specifically,
asymmetric C defines Cij = Cnt(qi → qj ) and qi → qj denotes qj occurring
after qi .

Below are some examples of co-occurrence methods proposed in [20]:

Jaccard(qi, qj ) = Cij

fi + fj − Cij

(8.8)

Dependence(qi, qj ) = Cij

min(fi , fj )
(8.9)

Cosine(qi, qj ) =
∑

k Cik · Cjk√∑
k C

2
ik ·

√∑
k C

2
jk

. (8.10)

Both Jaccard and Dependence functions define the relative co-occurrence
between qi and qj , which tends to favor popular queries. The Cosine function
tries to address this bias by adding an L2 normalization on query frequencies.
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From probabilistic perspective, we can define the probability of issuing qj after
qi as:

P(qj |qi) = Cij

fi

∝ Cij . (8.11)

Since the denominator fi is independent of qj , P(qj |qi) is in favor of popular
queries. To address this issue, we can leverage the pointwise mutual information
(PMI) and mutual information (MI) [23, 38]:

PMI(qi, qj ) = log
P(qi, qj )

P (qi) · P(qj )
∝ Cij

fi · fj

, (8.12)

MI(qi, qj ) = P(qi, qj ) · PMI(qi, qj ) + P(qi, qj ) · PMI(qi , qj )

+P(qi, qj ) · PMI(qi, qj ) + P(qi, qj ) · PMI(qi, qj ). (8.13)

Here qi denotes all queries in the search logs except qi , and P(qi, qj ) = Cij∑
ij Cij

.

Jones et al. [26] leveraged LLR [13] to measure the degree of correlation between
queries qi and qj . Their method makes the null hypothesis that H1 : P(qj |qi) =
P(qj |qi) and the alternative hypothesis that H2 : P(qj |qi) 
= P(qj |qi). The LLR
function is defined as the log ratio of the likelihood between H1 and H2:

LLR(qi, qj ) = −2 · log λ = −2 · log
L(H1)

L(H2)
, (8.14)

where a higher LLR score indicates a stronger correlation between qi and qj . Using
the notation above, LLR(qi, qj ) is defined as:

LLR(qi, qj ) = −2 · {Lh1(k1, n1) + Lh1(k2, n2) − Lh2(k1, n1) − Lh2(k2, n2)},
(8.15)

where Lh1(k, n) = log{k · log k1+k2
n1+n2

+ (n − k) · log(1 − k1+k2
n1+n2

)}, Lh2(k, n) =
log{k · log k

n
+ (n − k) · log(1 − k

n
)}, and k1 = Cij , k2 = Ci,j , n1 = ∑

j Cij , n2 =∑
j Cij .
In [38], the authors have shown that MI and LLR are mathematically similar in

evaluating query correlations.

8.2.2 Extracting Tasks from Sessions

Using the co-occurrence information to define the query similarity function highly
relies on the segmentation of query sequences. As we described before, session has
been widely used to extract co-occurrence in existing work. However, time-based
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segmentation can possibly lose the inner correlation among queries that span longer
period of time than a single session. Therefore, a concept of task is proposed [25,
30, 33, 45] to address this issue. Below we introduce the approach in [30] to extract
tasks from sessions. In the common definition, task is defined as an atomic user
information need [25, 30, 33].

The motivation of task extraction can be illustrated from the example shown
in Table 8.2, which is a real user search session from search engine Bing. The
user began this session with query “facebook” and finished the session with several
attempts to search for lyrics of a song. From the table, we can see that one session
may contain multiple or interleaved tasks. The reasons behind that are: (1) web
search logs are ordered chronologically; (2) users often perform multiple tasks at
the same time. On the one hand, treating the entire session as an atomic unit may
not accurately capture the multi-tasking behavior. As shown in Table 8.2, query
“gmail log in” seems to have no correlation with its adjacent queries. Besides, failing
in searching for lyrics of a song does not mean that the user did not find useful
information for query “facebook.” On the other hand, dividing sessions at query
level may lose information of reformulation by users. For example, in Table 8.2,
even if the user had no click on query “amazon”, he still managed to find relevant
information by reformulating “amazon” into “amazon kindle books” and made a
click. From the study of [30], about 30% of sessions contain multiple tasks and
about 5% of sessions contain interleaved tasks.

To extract tasks from sessions, Liao et al. [30] proposed the following approach.
First, the similarity between queries is learnt from a binary classifier; Second,
queries within a session are grouped into tasks using a clustering algorithm. This
approach is motivated by [25, 33], where Jones and Klinkner [25] proposed to
classify queries into tasks using a binary classification approach, and Lucchese et

Table 8.2 An example of session in web search logs from [30]

Time Event type Detailed entry information User ID Session ID Task ID

09:03:26 AM Query Facebook U1 S1 T1

09:03:39 AM Click www.facebook.com U1 S1 T1

09:06:34 AM Query Amazon U1 S1 T2

09:07:48 AM Query faecbook.com U1 S1 T1

09:08:02 AM Click facebook.com/login.php U1 S1 T1

09:10:23 AM Query Amazon kindle U1 S1 T2

09:10:31 AM Click kindle.amazon.com U1 S1 T2

09:13:13 AM Query Gmail log in U1 S1 T3

09:13:19 AM Click mail.google.com/mail U1 S1 T3

09:15:39 AM Query Amazon kindle books U1 S1 T2

09:15:47 AM Click amazon.com/Kindle-eBooks?b=. . . . . . U1 S1 T2

09:17:51 AM Query i’m picking up stones U1 S1 T4

09:18:54 AM Query i’m picking up stones lyrics U1 S1 T4

09:19:28 AM Query pickin’ up stones lyrics U1 S1 T4

www.facebook.com
faecbook.com
facebook.com
login.php
kindle.amazon.com
mail.google.com/mail
amazon.com/Kindle-eBooks?b=
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Table 8.3 Basic statistics of
browse and search logs
reported in [30]

Statistics Browse logs Search logs

Avg. # of queries in sessions 5.81 2.54

Avg. # of queries in tasks 2.06 1.60

Avg. # of tasks in sessions 2.82 1.58

% of single-task sessions 53.29 70.72

% of multi-task sessions 46.71 29.28

% of interleaved task sessions 15.25 4.78

% of single-query tasks 48.75 71.86

% of multi-query tasks 51.24 28.13

Table 8.4 Query refinement
pattern within tasks from
browse and search logs
in [30]

Reformulation patterns Browse logs Search logs

% of identical 66.37 50.45

% of shorter 12.48 16.77

% of longer 21.45 32.76

al. [33] proposed to cluster queries into tasks based on empirically designed distance
functions.

Specifically, a similarity function between queries sim(q, q ′) can be learnt
through features from submitting time, textual similarity (e.g., edit distance, word
similarity), result set (e.g., similarity between search engine result pages (SERPs) of
q and q ′), etc. Next, a graph can be constructed with queries as nodes and sim(q, q ′)
as the weight of an edge. With the constructed graph, graph cutting methods can be
used to group queries into tasks. In [30], the authors applied an SVM classifier
to learn sim(q, q ′) and proposed a heuristic based query task clustering (QTC)
algorithm to group queries into tasks.

Table 8.3 shows the statistics regarding query distribution as in tasks and sessions
reported in [30]. From the table we can observe that multi-tasking behavior is
quite common in users’ searches. For consecutive queries within a task, Table 8.4
presents their length distribution from the previous query to its next query. More
than half adjacent query pairs are identical, where about 90% of identical pairs are
from refreshing search result pages or clicking the back button, and about 10% of
identical patterns are from pagination. Besides, we can see that longer reformulation
pattern occurs twice more often than shorter reformulation pattern. These statistics
indicate that it is more effective to recommend longer and more specific queries than
queries that are more general and have fewer words.

8.2.3 Method Analysis and Comparison

To better understand the difference between co-occurrence and LLR methods, a
few examples are shown in Table 8.5. As we can see, using purely frequency-based
method (e.g., Jaccard in Eq. (8.8) and P(qj |qi) in Eq. (8.11)), those most popular
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Table 8.5 Suggestions of
session-based models

Methods

Test cases Session co-occur Session LLR

Amazon Facebook eBay

eBay Walmart

Google Target

Youtube Best buy

Yahoo Barnes and nobel

Cell phone Facebook Cheap cell phones

Verizon wireless Phone

Sprint All cell phone companies

Verizon Verizon cell phones

Google Sprint

queries like “facebook” and “google” are always recommended. As a comparison,
LLR addresses the bias systematically.

Table 8.6 presents several queries from high, medium, and low frequency
categories with their suggestions. From suggestions generated by different methods,
we have the following observations. (1) Session-based models often generate related
queries in a broad range such as providing “verizon” as a suggestion to query
“att.” (2) For low-frequency queries, task-based and session-based methods generate
nearly same suggestions. (3) Task-based methods often generate more specific
queries for further narrowing down user information need, which are different from
session-based approach. As a result, suggestions provided by task-based methods
can be treated as complementary to results from session-based approaches.

8.2.4 Summary

In this section, we described co-occurrence based query suggestion methods. Simple
co-occurrence based approaches have a frequency bias towards popular queries.
We saw that methods like MI or LLR can help address the issue systematically.
In general, the quality of query suggestions based on LLR tends to be better than
other co-occurrence based approaches.

The essential point of co-occurrence based method is to define query similarity
based on co-occurrence. Most existing works are session-based, where sessions are
segmented based on the timestamp between consecutive queries. Due to the nature
of multi-tasking searching behavior by search engine users, extracting tasks from
session is useful to generate related queries from the same search task. As illustrated
in Table 8.6, task-based methods tend to be complementary to session-based
methods. Feild and Allan [14] also studied the task-aware query recommendation
problem and show that queries from the same search task are useful as context for



8 Query Suggestion 181

Table 8.6 Example of query suggestions provided by different methods [30]. Superscripts h, m,
l are notations for high, medium, and low frequency queries

Methods

Test case Session LLR Task LLR

Amazonh eBay Amazon books

Walmart Amazon kindle

Target Amazon electronics

Best buy Amazon music

Barnes and nobel Amazon DVD movies

ATTh AT&T my account AT&T my account

Verizon ATT wireless

Sprint AT&T email

Tmobile AT&T bill pay

ATT wireless AT&T customer service

Exchangem Military exchange Military exchange

Exchange rate Exchange rates

Easyfreexbox360 Navy exchange

Tennis Microsoft exchange

Aafes Base exchange

Harry Trumanm Winston Churchill Harry Truman quotes

Robert Byrd Bess Truman

Nelson Mandela Harry Truman facts

Neil Armstrong Harry S Truman

Teddy Roosevelt

“Popular Irish baby names”l Top Irish baby names Unique Irish baby names

Unique Irish baby names Irish baby names

Irish baby boy names Irish baby boy names

Irish baby names Top Irish baby names

“Traditional Irish Top 100 baby names

baby names”

query suggestion. There is also task extraction across multi-sessions [45], which can
be used to generate cross session query suggestions.

The co-occurrence based approaches usually work well for high and medium
frequency queries and perform poorly in low-frequency queries. To help generating
good suggestion for low-frequency queries, graph-based approaches are preferred.
The idea of graph-based methods is to construct a graph with nodes as queries and
edges as similarities between queries and leverage the entire graph to help finding
relevant queries. Sections 8.3 and 8.4 describe graph-based methods using query-
URL bipartite graph and query transition graph, respectively.
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8.3 Query-URL Bipartite Graph Methods

Although the click information on SERP URLs are often noisy, aggregating clicks
from a large number of users tends to reflect the relevance between queries and
URLs. Such rich query-URL relevance information can be used for generating high
quality query suggestions. As an example, the co-occurrence based method may
fail to generate suggestion for a tail (typo) query “faecboek.” If we can leverage
the top clicked URLs on the SERP of the query, it is likely to generate relevant
suggestions. In practice, such approach can help address the issues on tail queries
that lack enough co-occurrence information.

Typically, query-URL bipartite graph-based methods use clicks from queries
on URLs as signals. They usually work as follows. First, a probabilistic matrix is
constructed using click counts. Next, a starting node (i.e., a test query) is chosen.
Third, a random walk (RW) is performed on the graph using the probabilistic matrix.
Forth, final suggestion is generated using RW results.

Let B denote the matrix derived from the query-URL click-through bipartite
graph, where

Bij = Cnt(qi, uj ). (8.16)

Here Cnt(qi, uj ) represents the click count of query qi on URL uj . An alterna-
tive method using inverse query frequency (IQF) to initialize Bij was proposed by
Deng et al. [12]:

Bij = Cnt(qi, uj ) · IQF(uj ), (8.17)

where IQF(uj ) = log |Q|
n(uj )

and n(uj ) is the number of distinct queries clicking
on uj . It is suggested in [12] to apply the IQF to re-weight click counts, which
decreases the weight of frequently clicked URLs and increases the weight of less
frequent but more relevant URLs.

By normalizing the rows of B, we can get the transition probability from query

qi into url uj using P(uj |qi) = Bij∑
k Bik

. Similarly, we can derive the transition

probability from url uj to query qi using P(qi |uj ) = Bij∑
k Bkj

. Based on these

probabilities, we can derive the transition probability from query qi to qj as:

Pu(qj |qi) =
∑

u

P (qj |u) · P(u|qi). (8.18)
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8.3.1 Forward and Backward Random Walks

Let matrix A represent the transition matrix derived from the Query-URL click
graph, where Aij = Pu(qj |qi). The forward random walk with restart approach
(RWR) is formulated as [30, 40]:

vt+1
i = (1 − α) · (vt )T · A + α · v0

i , (8.19)

where α is the restarting probability. v0
i is the initialized one-hot vector for query at

index-i. t is the number of iteration.
If we set p to be 0, the process of iteration can be viewed as a Markov

chain through the probabilistic matrix A. According the Markov chain theory [37],
if a Markov chain is irreducible and aperiodic, there exists a unique stationary
distribution π . Additionally, in this case Ak converges to a rank-one matrix in which
each row is the stationary distribution π , that is:

lim
k→∞Ak = 1 · π , (8.20)

which produces vector π , where π i can be interpreted as the popularity of query qi .
Compared to forward propagation defined in Eq. (8.19), Craswell et al. [10]

proposed a back propagation method, which leverages a back propagation matrix
Ab defined as:

Ab
ij =

{
(1 − s) · Aij , if i 
= j

s, if i = j.
(8.21)

Here s is a self-transition probability to keep the propagation stay on the current
query.

Based on the matrix Ab, the backward RW is computed by multiplying Ab with
vi (t), which is formulated as:

vt+1
i = norm(Ab · vt

i ). (8.22)

Here norm(·) denotes the normalization to make
∑

k vi[k] = 1.The basic idea
of backward propagation is that given a query qi at time t , we aim at finding the
probability of starting from qj at step 0 by using P0|t (qj |qi) = [(Ab)t · Z−1]ij .
Here Z is a diagonal matrix and Zjj = ∑

i [(Ab)t ]ij is used for a row normalization
purpose. To set up the parameters of s and t , from the experiment results shown
in [10], a self-transition s=0.9 with step t=101 can result in a good performance in
the application of image retrieval.

Equations (8.19) and (8.22) look similar but are different in nature. For example,
let v2(0)=[0, 1]T denote the starting vector and A = Ab denote the transition matrix
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between q1 and q2,

A = Ab =
[

0.7 0.3
0.6 0.4

]
. (8.23)

Then one step backward propagation gets A · v2(0)=[0.3, 0.4]T , and one step
forward propagation gets v2(0)T · A=[0.6, 0.4]T .

8.3.2 Hitting Time Approach

Both forward and backward propagations need to tune the parameters (e.g., restart
probability α or self-transition probability s). Mei et al. [36] proposed a parameter-
free method using hitting time. The hitting time hi[qj ] is defined as the expectation
of arriving at qj while starting at qi . To compute the hitting time, Mei et al. [36]
proposed an iterative process:

ht+1
i =

∑

j 
=s

P u(qj |qi) · ht
j + 1, (8.24)

where s denotes the index of a test query and hi(0)=0. Here Pu(qj |qi) is the
same as in Eq. (8.18). After certain steps of iterations, the final ht+1

i is used for
the suggestion. Note that hitting time represents the expected arriving steps from
a suggested query to the test query; therefore, a smaller value indicates a higher
relevance. The iteration can stop with a given maximum number of step (e.g., 1000),
or when the difference of ht+1

i − ht
i becomes insignificant (e.g., less than 10−3).

8.3.3 Combining Click and Skip Graphs

It has been shown that click graph can benefit popular queries which have enough
user click feedbacks. However, using only click graph tends to ignore the relevant
information presented on SERP which causes potential issues particularly for tail
queries. For rare queries with very few clicks, click graph is unable to capture
the underlying relationship among queries. Comparing with click graph, a skip
graph which contains information of (query, skipped URL) pairs can enrich the
information for tail queries with fewer clicks. Here a URL is skipped if it was
viewed by the user without being clicked. For instance, if a user only clicked the
3rd-ranked URL after issuing the query, the 1st and 2nd ranked URLs are skipped.

Figure 8.1 presents an example which shows the motivation of the combination
of click and skip graphs approach. The left figure (a) shows the click graph for
three queries and five URLs that returned as top SERP results. Ideally, audi parts
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audi

q1

u1

u2

u3

u4

u5q3

q2

q3

q2

audipartstore.com

audiusa.com

audirepair.autorepairlocal.com

NWaAudidealers.com

en.wikipedia.org/wiki/Audi

Queries Urls

q1

u1

u2

u3

u4

u5audi

audi parts

(a) (b)

audipartstore.com

audiusa.com

audirepair.autorepairlocal.com

NWaAudidealers.com

en.wikipedia.org/wiki/Audi

UrlsQueries

audi bodywork

audi parts

audi bodywork

Fig. 8.1 An illustrative example of query-URL click graph (a) and skip graph (b). Query audi
parts and audi bodywork are not correlated if only performs random walk on the click graph, but
will be highly correlation if random walk is performed on the skip graph. More details on the text

should be a good suggested query for audi bodywork (and vice versa). However,
after performing a random walk on the click graph, only the query audi can be
suggested to audi parts because there is no commonly clicked URLs between audi
parts and audi bodywork so that their correlation is zero. However, if we leverage
the top-skipped URLs for audi parts and audi bodywork as shown in Fig. 8.1b, it
can be clearly observed that both queries skipped their top-returned two URLs:
NwaAudidealers.com and en.wikipedia.org/wiki/Audi. As a result, a random walk
on the skip graph assigns a high correlation score to these two queries.

To show that skip graph contains rich information for tail queries, Fig. 8.2 shows
user session statistics from a dataset with 40 million unique queries. The figure
compares the query frequency (x-axis) against the number of clicked and skipped
URLs (y-axis). It can be observed that when the query frequency is low, more URLs
are skipped than clicked during the same user session. However, with the increase
of query popularity, the click patterns become more stable. Generally, users tend to
click more often on top-returned results for popular queries. While for rare queries,
click distribution is more random.

For the quality of skipped URLs for rare queries, Song et al. [40] selected 6000
queries which have been issued less than 20 times within a week. They asked human
raters to judge the relevance of clicked and skipped URLs on a 1–5 scale (5 means
the best). Figure 8.3 demonstrates the comparative ratings. Overall, skipped URLs
indicate slightly less relevance than clicked URLs. On average, clicked URLs have
a rating of 3.78, while skipped URLs have 3.65. This observation further supports
our claim that skipped URLs should be leveraged for rare queries in the context of
relevance measurement.

Following the same notation as used previously, we define the query-to-query
click transition matrix A+ using Eq. (8.16) or (8.17). Similarly, we can also define
a query-to-query skip transition matrix A− by replacing the click count as the skip
count. Hence, we can conduct the random walk on both click graph with A+ and
skip graph with A− using Eq. (8.19) and generate the final suggestion vectors v+

i

and v−
i for each graph. After that, we can combine both vector for final suggestions

as:

ṽ∗
i = α′ · v+

i + (1 − α′) · v−
i . (8.25)
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Fig. 8.2 Number of URLs clicked vs. number of URLs skipped in the same user sessions from 1
week search log. There are more URLs skipped than clicked for queries with lower frequencies

Together with restarting probability α, this approach has two parameters: α and
α′. Cross validation can be used to tune the parameters to achieve the best results on
held-out datasets.

We can construct a matrix Q∗ = [v∗
1, . . . ., v

∗|Q|] as query similarity matrix where
|Q| is the total number of queries. A similar approach (e.g., compute URL transition
probability P(uj |ui) = ∑

q P (uj |q) · P(q|ui) and conduct random walk on URL
nodes) can be performed to get a URL similarity matrix U∗ = [v∗

1, . . . ., v
∗|U |], where

|U | is the total number of URLs. Due to the difficulty of obtaining ground-truth for
Q∗ and U∗, Song et al. [40] proposed to tune the parameters by minimizing the
difference between URL correlation matrix U and U∗ and apply same parameters
for query suggestion.
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Fig. 8.3 Human judger ratings [40] in terms of relevance for clicked and skipped URLs in query
logs. Break down accordingly to query frequency. Clicked URLs and skipped URLs have almost
the same ratings for rare queries (queries with frequency less than 20)

8.3.4 Method Analysis and Comparison

To illustrate the differences among query-URL graph approaches, we show a few
examples from [40]. The compared methods are defined as follows:

• RW-F The basic random walk on click graph using Eq. (8.19).
• RW-B The random walk approach with backward propagation using Eq. (8.22).
• RW-P Random walk based on pseudo relevance feedback where top-10 URLs

of the testing queries are used to conduct random walk propagation on the click
graph instead of the clicked URLs.

• RW-C This is to combine the random walk of click and skip graph using
Eq. (8.25).

Table 8.7 illustrates the results with a few queries. From the table we can observe
some interesting results: (1) RW-F and RW-B provide slightly different results. RW-
F is more likely to suggest popular queries than RW-B since the propagation assigns
larger probabilities to queries with more clicks. For example, for the query “nfl
teams with 5 super bowl wins,” RW-F recommends “super bowl champions” as
the top suggestion and RW-B suggests “super bowl champs” on the 4th position.
(2) RW-P has better suggestion quality than RW-F and RW-B, especially for tail and
ambiguous queries. For example, for query “single ladies” the relevant query “single
ladies by beyonce” is recommended as top candidate by RW-P. For tail queries with
less clicks, non-clicked URLs on SERP becomes important for query suggestions.
Therefore, RW-P performs better on tail queries than RW-F and RW-B. (3) RW-C
works better than RW-P with more labeled relevant queries. The reason is that RW-
P treats both clicked and skipped URLs equally, while RW-C utilizes the click and
skip counts.
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8.3.5 Summary and Discussion

In this section we introduced several well-known query suggestion approaches using
query-URL bipartite graph, namely forward random walk with restart, backward
random walk, hitting time, and combining click and skip graphs. Existing study
in [40] showed that random walk tends to get into data sparsity issue for tail queries
with few clicks. Utilizing search result information (e.g., skipped URLs) can help
improving both coverage and quality. Basically, the more relevant URLs we can
obtain for a given query, the better suggestion results we are able to provide.

8.4 Query Transition Graph Methods

In this section, we introduce the query transition graph methods. Particularly, QFG
and TTG approaches are described.

8.4.1 Query Flow Graph (QFG)

One typical approach to model the query refinement process is the QFG proposed
by Boldi et al. [7]. The idea of QFG is to consider the whole search sequence as a
flow of queries and model it in a probabilistic way.

Specifically, a transition probability between query qi to qj is defined as:

P s(qj |qi) = Cnt(qi → qj )

Cnt (qi)
, (8.26)

which leverages the adjacent information between queries in the search sequence.
Let matrix A denote the transition on the whole graph with Aij = P s(qj |qi). One
can use either session or task described in Sect. 8.2 to organize the query sequence.
The authors in [7] defined query chains to help identifying queries for the same
information need, which is very similar to task defined in Sect. 8.2.2.

Second, similar to RWR in Eq. (8.19), an iteration process on QFG is defined as:

vt+1
i = α · (vt )T · A + (1 − α)v0

i . (8.27)

Here α is restart probability of query node to itself.
The QFG approach was generalized as the query template flow graph (QTFG)

in [43], where the phrases in a query were generalized by WordNet hierarchy. For
example, “chocolate cookie recipe” can be generalized as “<food> cookie recipe.”

For a test query q and a suggesting candidate q ′, suppose they can be generalized
into templates x and x ′, respectively. A template-based similarity between q and q ′
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can be defined as:

f (q, q ′) = (1 − τ ) · P(q ′|q) + τ ·
∑

x,x ′
P(q|x ′) · P(x ′|x) · P(x|q), (8.28)

where τ is a parameter to combine query transition probability on QFG and the
query transition probability on QTFG. One can define different types of template
generalization for a query. In [43] the authors proposed to utilize the WordNet
hierarchy to generalize each possible phrase in query as a template and compute
all transition probabilities using the query co-occurrences in sessions. For example,
following the definition in [43]: τ is set as 0.5, the term P(q ′|q) is the v∗

q [q ′] from
Eq. (8.27) above, P(q|x ′) is set as 1 if q can be generalized as x ′ and 0 otherwise,
P(x|q) is defined based on the WordNet hierarch distance of q to x. The term
P(x ′|x) is defined as transition probability between all queries q to q ′ falling into
template x and x ′, respectively.

8.4.2 Term Transition Graph (TTG)

Based on the observations that most of the time only the last term of the query is
modified when users refine their queries for the same search tasks, Song et al. [42]
proposed a TFG approach for query suggestion. Three types of actions, namely
Modification,Expansion, and Deletion were proposed for a query refinement, where
some examples are shown in Table 8.8.

Given a word vocabulary W = {ε,w1, . . . wn} where ε is used to denote the
empty string, three cases of user query refinements are formulated as [42]:

• Modification: user modifies the last term of the query, e.g., “single ladies song”
→ “single ladies lyrics.” Denote as: {w1, . . . , wm} → {w1, . . . , w

′
m}.

• Expansion: user adds one term to the end of the query, e.g., “sports illustrated”
→ “sports illustrated 2010.” Denote as: {w1, . . . , wm} → {w1, . . . , wm,wm+1}.

Table 8.8 Three types of
user refinement examples

Type User activity Pattern

Modification 1. q:{single ladies song} song→lyrics

2. q:{single ladies lyrics}

3. URL click

Expansion 1. q:{sports illustrated} ε →2010

2. q:{sports illustrated 2010}

3. URL click

Deletion 1. q:{eBay auction} auction → ε

2. q:{eBay}

3. URL click
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• Deletion: user removes the last term of the query, e.g., “eBay auction” → “eBay.”
Denote as: {w1, . . . , wm−1, wm} → {w1, . . . , wm−1, ε}.
Here the original query q = {w1, . . . , wm} and the refined query can be noted as

q ′.
A nature way to estimate the probability for Modification and Deletion can be

formulated as:

Pmodify(q
′|q) = P(w1, . . . , wm−1, w

′
m|w1, . . . , wm), (8.29)

where w′
m can be the empty string ε or other words in W .

Similarly, Expansion can be formulated as:

Pexpan(q
′|q) = P(w1, . . . , wm,wm+1|w1, . . . , wm). (8.30)

However, this simple approach tends to fall back into the co-occurrence (or
adjacency) based approach, where most frequent queries followed q are selected
as suggestions. Hence it has issue to provide good quality suggestions for low-
frequency queries. To address the issue, Song et al. [42] introduced a topic based
method to generalize the words.

With topic T , the Modification and Deletion can be formulated as:

Pmodify(q
′|q) =

∑

T

P (wm → w′
m|T ) · P(T |w1, . . . ., wm), (8.31)

while Expansion can be formulated as:

Pexpan(q
′|q) =

∑

T

P (wm+1|T ) · P(T |w1, . . . , wm). (8.32)

Here P(wm → w′
m|T ) = P(w′

m|wm, T ) is the term transition probability under
topic T , and P(wm+1|T ) can be viewed as a popularity of wm+1 under topic T . The
term P(T |w1, . . . , wm) is the probability of topic T for the given query. Note that
Eq. (8.31) can be applied to any q ′ which has one word modified from q .

The topic T can be a predefined taxonomy (e.g., ODP as used in [42]), or
an automatically learned topic distribution through approaches like LDA [6],
pLSI [19], etc. Since the probability of P(wm → w′

m|T ) and P(wm+1|T ) is not
on the same magnitude, in [42] the authors proposed to multiply a P(wm) on
Pmodify(q

′|q) to make the final score comparable, based on the assumption that
P(wm+1|T ) ≈ P(wm+1|wm, T ) · P(wm).

Therefore, the final suggestion model can be formulated as:

Pf inal(q
′|q) =

{
Pmodify(q

′|q) · P(wm), using Eq. (8.31)

Pexpan(q
′|q), using Eq. (8.32) .

(8.33)
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Table 8.9 Examples of query suggestions reported from [7, 42] (Q: test query, S: suggestion)

Query flow graph Term transition graph

Q Music Evening dress Battlefield bad
company 2

Dante’s inferno xbox
360

S Music Evening dress Battlefield bad
company 1

Dente’s inferno xbox
260 wiki

Yahoo music Formal evening dress Battlefield bad
company 2
Ringtones

Dante’s inferno ps3

Music video Red evening dress Battlefield bad
company 2 slots

Dante’s inferno xbox
360 cheats

Music download Myevening dress Battlefield bad
company 2 realms

Dante’s inferno xbox
360 walkthrough

Free music Prom 008 dress Battlefield bad
company 2 games

Dante’s inferno

8.4.3 Analysis of Query Transition Methods

Table 8.9 shows query suggestions by QFG and TTG, respectively. From the table,
we can observe that: (1) Suggestions from QFG for frequent queries are usually
more specialized, which is in accordance to the query reformulation pattern statistics
in Table 8.4. (2) TFG can provide relevant suggestions for long queries which are
more likely tail queries. This is in accordance with the QTFG approach [43] which
leverages term/phrase information in queries.

8.4.4 Summary

In this section, we introduced methods using query transition graph information.
Both QFG and TTF approaches are introduced with a few examples to show their
effectiveness. Query transition graph may have issue for low-frequency queries
with less follow-up queries. To address the problem, we can either generalize the
query into template or utilize the term transition information extracted from query
refinements.

8.5 Short-Term Search Context Methods

In this section, we introduce the short-term search context methods. Short-term
search context usually refers to queries and clicks issued shortly before the current
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one. One straightforward way of getting context-aware suggestions is to leverage the
search history sequence q1,...,i = {q1, . . . , qi} and predict the next query qi+1 based
on the frequency of (q1,...,i,i+1) in search logs. However, such approach suffers from
the data sparsity problem due to the exponential growth of space of query sequences.
Next, we introduce different types of methods to ease the data sparsity problem.

8.5.1 Decay Factor Based Approaches

Huang et al. [20] proposed a cosine based context-aware method, which is formu-
lated as:

f (q1,...,i , q
′) =

i∑

k=1

βi−k · Cosine(qk, q
′). (8.34)

Here β ∈ [0, 1] is a decay factor to control the quality of suggestion.
Following [7, 36], we can initialize vectors vk(0) = βi−k for k = 1, . . . , i and

conduct random walks. To assign higher weights to more recent queries, βi−k is
used as a decay factor. Specifically, we can formulate the suggestion method as:

v∗
context =

i∑

k=1

v∗
k, and vt+1

k = (1 − α) · (vt
k)

T · A + α · v0
k, (8.35)

where v∗
k is the final result of vt+1

k and A is the query transition probability matrix.

8.5.2 Sequence Mining Approaches

Next, we introduce sequence mining approaches: concept mining [8, 29], mixture
variable Markov Model [18], and variable length Hidden Markov Model [8, 31].

Cao et al. [8, 29] proposed to mine the concept sequence instead of query
sequence for suggestion. The idea is straightforward, i.e., instead of matching query
sequence q1, q2, . . . , qi with search history for query suggestions, we can first
map each query into a concept (e.g., a cluster of queries) and utilize the concept
sequence c1, c2, . . . , ci for query suggestions. The suggestion method based on
concept sequence proposed in [8, 29] can be formulated as:

f (q1,...,i , q
′) = Cnt(Back_Off(c1,...,i ), c

′). (8.36)

Here c1,...i represents the concept sequence for q1,....,i , and c′ is the concept of q ′.
Back_Off(·) is a function to get the longest pattern (ca,...,i , c

′) (1 < a <= i) which
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exists in the model. For example, if we have an input concept sequence (c1, c2, c3)

but our model mined from search logs can provide suggestion for (c2), (c3), and
(c2, c3), the Back_Off function returns longest found sequence (c2, c3) and ignores
(c1, c2, c3) since it is not found in the model.

Similarly, He et al. [18] proposed a mixture Variable Markov Model (MVMM)
to model the search sequence for query suggestions. Using MVMM, the query
suggestion of a given query sequence q1,...i can be formulated as:

f (q1,...,i , q
′) =

i∑

k=1

w(qk,...i , q
′) · Cnt(qk,...,i , q

′), (8.37)

where w(qk,...,i , q
′) is the weight for the sequence. The weight function is dynam-

ically changing for different query sequences. If we set all w(·) to be 1, the
model falls back as a combination of suggestions from different length matching
of query sequences. In [18], the optimal weight parameters are learnt to maximize
the generalization probability for next queries in the search logs. An alternative way
of learning the weight is to build two separate datasets, where the first one is to
estimate the frequency of search sequences, and the second one is used to optimize
the weights of the sequences for better generalization ability.

A more generic extension of the search context modeling is proposed in [9, 31],
namely the variable length Hidden Markov Model (vlHMM), where each hidden
state in the model represents a hidden concept for each query. Using vlHMM, the
query suggestion function can be formulated as:

f (q1,...,i , q
′) = P(q ′|zi+1) · P(zi+1|q1,....,i ), (8.38)

where zi+1 is the predicted hidden state at time i + 1, P(q ′|zi+1) is the probability
of generating q ′ from state zi+1, and P(zi+1|q1,....,i ) is the probability of generating
the next search state zi+1 given the sequence q1,....,i . Similar to optimizing hidden
Markov models, the parameters of P(zi+1|q1,...,i ) and P(q ′|zi+1) are learned to
maximize the probability of predicting the next query. By initializing the state
of concept using clustering methods [8, 29], the EM (Expectation–Maximization)
learning process can be greatly accelerated to converge within 10 iterations, which
makes this approach scalable to large-scale datasets.

8.5.2.1 Concept Mining Using Clustering Algorithm

Concept mining has been shown to be useful for query suggestion, which is capable
of alleviating the data sparsity problem by grouping queries into concepts. In this
section, we introduce a fast clustering algorithm, namely Query Stream Clustering
(QSC) for concept mining proposed in [8, 29].

Generally, the process of the QSC algorithm can be summarized into the
following steps. First, each query q is represented as a feature vector using its
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clicked URLs. Second, q is compared to existing clusters to find a closest match,
where the distance between q and a cluster is given by their URL feature vectors.
Finally, if the diameter of a cluster after adding q is smaller than a predefined
threshold, q is added into the cluster. Otherwise, a new cluster with only q is created.

Due to the fact that the average number of clicked URLs of a query is small, QSC
algorithm can be very efficient in practice since it scans the dataset only once. For
each query q , the number of clusters to be accessed is at most number of queries
shared at least one clicked URL with q . Therefore, the computation cost for each
query is near constant, which leads to the complexity of the whole algorithm to be
O(|Q|), where |Q| is the number of queries in the dataset.

The QSC algorithm is memory-intensive since it needs to hold all data structure
in the memory to conduct fast clustering. Therefore, once the data becomes large
and cannot be stored on a single machine, the algorithm fails. To address such
limitation, Liao et al. [29] proposed two extensions of QSC: (1) for datasets with
small size, an efficient iterative clustering method is proposed and (2) for large
datasets, a distributed master–slave framework is proposed for clustering. Interested
readers can find more details in [29].

8.5.3 Method Analysis and Comparison

We presented experiment results from [29] to illustrate the difference of query
suggestion methods, where the input is a query sequence q1,...,i = q1, . . . , qi :

• Adjacency. It ranks queries by their frequencies immediately following the last
query qi in the training sessions and output top queries as suggestions.

• N-Gram. It ranks queries by their frequencies of immediately following the
entire query sequence in training sessions and output top queries as suggestions.

• Cosine. It ranks queries by their cosine similarities with every query in the
sequence q1,...,i as in Eq. (8.34).

• CACB. Short for context-aware concept-based method which uses the concept
sequence to provide suggestions as formulated in Eq. (8.36).

Table 8.10 shows a few queries with suggestions from above methods. We can
find that N-Gram method fails when the input query sequence is not frequently
occurring in the search logs (e.g., providing no suggestion for query sequence“www.
chevrolet.com ⇒ www.gmc.com”). Similarly, the results from Adjacency indi-
cates that the method ignores the context information (e.g., suggesting repeated
query “www.chevrolet.com” for query sequence“www.chevrolet.com⇒ www.gmc.
com”). Conversely, CACB provides better suggestions and avoids the duplications
by other methods (e.g., “msnnews” provided by Cosine to query “msn news”).

Table 8.11 shows a few ambiguous queries with or without context information,
where the suggestions are provided by CACB. We can see that utilizing the context
can help disambiguate the query intent and yield more relevant suggestions.

www.chevrolet.com
www.chevrolet.com
www.gmc.com
www.chevrolet.com
www.chevrolet.com
www.gmc.com
www.gmc.com
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Table 8.10 Examples of query suggestions provided by different methods [29]

Methods

Test case Adjacency N-Gram Cosine CACB

www.at&t.com AT&T AT&T ATT wireless ATT wireless

www.att.com www.att.com Cingular Cingular

Cingular Cingular ATT net Bellsouth

www.cingular.com www.cingular.com Bellsouth Verizon

ATT net ATT net AT&T Tilt phone

msn news CNN news CNN news CNN news CNN news

Fox news Fox news msnnews Fox news

CNN CNN MSNBC news ABC news

msn msn KSL news CBS news

Yahoo news BBC news

www.chevrolet.com www.chevy.com <null> www.chevy.com Ford

⇒ www.gmc.com www.chevrolet.com www.dodge.com Toyota

www.dodge.com www.pontiac.com Dodge

www.pontiac.com Pontiac

Circuit city Circuit city Walmart Walmart Radio shack

⇒ best buy Walmart Target Staples Walmart

Target Sears Office depot Target

Best buy stores Office depot Dell Sears

Sears Amazon Staples

8.5.4 Summary

In this section we introduced query suggestion methods based on short-term
search context. We have shown that utilizing queries in the short-term search
context can effectively improve query suggestion. Directly mining frequent query
sequences from search logs suffered from the data sparsity problem, and decay
factor and sequence mining based approach can alleviate this issue. A general way to
address the data sparsity problem is to group queries into concepts using clustering
approaches [8, 29], which can provide suggestions with both good precision and
high coverage.

8.6 Other Query Suggestion Related Work

In this section, we briefly discuss other related work of query suggestion that are
relevant but did not cover in this chapter.

Some early studies of query suggestion proposed to group queries into clusters
and provide queries within same cluster as suggestions. Some examples are:

www.at&t.com
www.att.com
www.att.com
www.cingular.com
www.cingular.com
www.chevrolet.com
www.chevy.com
www.chevy.com
www.gmc.com
www.chevrolet.com
www.dodge.com
www.dodge.com
www.pontiac.com
www.pontiac.com
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Table 8.11 Examples of query suggestions for ambiguous or multi-intent queries when context
information is available and absent [29]

No context available Context available

Comcast eBay ⇒ Comcast Cable ⇒ Comcast

Myspace Myspace Verizon

eBay AOL AT&T

AOL Comcast email login Dish network

Comcast email login Craiglist Quest

Craigslit T-mobile

MQ Games ⇒ MQ Websphere ⇒ MQ

Games Dragonfable MQ client

Dragonfable Adventure quest MQ document

Miniclip Runescape MQ training

Runescape Miniclip

Adventure quest Tribal wars

Webster Online dictionary ⇒ Webster Citibank ⇒ Webster

Dictionary Encarta Bank of America

Encarta Thesaurus American Express

Thesaurus Free dictionary Peoples Bank

Free dictionary Oxford dictionary Citizens

Bank of America Spanish dictionary Chase

CTC Tenax ⇒ CTC Child tax ⇒ CTC

Central Texas College Transcript Central Texas College Transcript Child tax benefit

Child tax benefit GoArmyEd Tax rebate

Tarleton State University Tarleton State University Working tax credit

GoArmyEd University of Maryland Tax credits

Tax rebate Temple college IRS

• Agglomerative Beeferman and Berfer [4] proposed an agglomerative clustering
method to iteratively group queries and URLs into clusters.

• DBScan Wen et al. [46] used DBScan clustering algorithm to cluster queries
based on both textual and click information.

• K-means Yates et al. [3] proposed to cluster queries using K-means algorithm
and compute query similarity using the click-through information.

As pointed out by [8, 29], the aforementioned clustering algorithms have high
time complexity (e.g., O(N2

q ) for Nq queries). Therefore, the QSC algorithm [8, 29]
was proposed as an alternative to efficiently generate the clusters in O(Nq) time.

Different from traditional work which utilize query-URL click-through infor-
mation to compute query similarities, some recent work [5, 15, 26] proposed to
model query as bag-of-words or phrases and generate suggestions by considering
the phrase similarity.

• Phrase substitution method Jones et al. [26] proposed to segment queries into
phrases using pointwise mutual information and find related phrase substitution
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through Log Likelihood Ratio (LLR). To rank suggestion candidates, they further
applied a machine learning framework to classify whether a suggestion is more
generic, specific, or irrelevant based on textual and LLR features.

• SERP-based method Feuer et al. [15] proposed a generalization/specification
approach for suggesting phrases from the top ranked search results. They pro-
posed to generate query suggestions using proximal sub-phrases and unordered
super phrase based on the phrase frequency in top search documents.

• External corpus based method Bhatia et al. [5] proposed to mine a phrase set
from documents in external corpus (e.g., news article dataset used in TREC).
Their approach splits an input query q into the completed phrase Qc and typing
phrase Qt and finds a suggesting candidate pi which can both optimize the
probability of P(Qc|pi) and P(pi |Qt). Here P(Qc|pi) is estimated by the
probability of document containing phrase Qc while pi presents, and P(pi |Qt)

is computed using normalized frequency of pi containing a complete word c

starting with Qt .

Besides improving the quality and coverage of suggestions, the diversity of the
suggestion results was studied in [24, 34, 41].

• Diversifying Suggestion Ma et al. [34] proposed a hitting time based iterative
algorithm to add diversified suggestion candidates one by one. To generate all
suggestions, they conducted the following steps: (1) given a test query q , get a
top-1 query suggestion q ′ and add it into a set HS; (2) perform a hitting time
algorithm to get next query q ′, add q ′ to HS; (3) repeat step 2 until obtaining
enough suggestion results. The essential idea in [34] is that in step (2), the hitting
time approach computes the hitting time of q starting from q ′ without visiting any
nodes in HS. Therefore, all nodes already in HS are skipped for a diversification
purpose.

• Diversifying Search Results Song et al. [41] proposed a machine learning
framework to systematically optimize the relevance and diversity for query
suggestion. The proposed learning framework utilized result set features to
compute the similarity between queries. Note that diversification in [41] is to
provide different SERP comparing with testing query q , where diversity in [34]
is to diversify the queries in the suggestion results.

• Diversifying and Personalization Jiang et al. [24] proposed to address the
diversity and personalization problem together through combining multiple
bipartite graphs (e.g., query-URL graph, query-session graph, query-term graph)
for query representation and diversification and utilizing offline user profile
for personalization. Their diversification algorithm is similar to method in [34]
described above. After getting all suggestions, they personalized the results by
computing a similarity between suggesting queries and user profiles.

Several studies are proposed to improve the user interface for better utility and
experience [27, 48]:

• Text+ Images Zha et al. [48] proposed a suggestion UI where a picture along
with the suggesting query is presented to users in the scenario of image search.
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Such UI design is integrated into the commercial search engine nowadays where
some suggestions show both textual and image information.

• Structured UI Kato et al. [27] studied structured suggestion style with special-
ization and parallel movements where suggesting queries are grouped as clusters
with text labels. Based on the success rate on predefined search tasks, the new UI
with grouping and tags outperforms the traditional UI with a plain list of results.

Machine learning approaches were applied to query suggestion to better combine
different features. Jain et al. [21] proposed to synthesize query suggestion based
on a CRF model to drop less important terms and combine click-through and
session information to get good suggestions within a learning framework. Similarly,
Ozerterm et al. [38] proposed to learn the suggestion function through both lexicon
and result set features using Gradient Boosting Decision Tree (GBDT) method.
They validated the importance of aboutness feature which measures the similarity
between SERP of a suggesting query and the test query, which is accordance with
findings in [41].

To evaluate the suggestion quality, several metrics were proposed in [1, 8, 27]:

• Human Label This is the most common evaluation strategy [8, 29–31, 40–42].
Given a test query q with a suggesting q ′, the annotator is presented with both
queries with some necessary information (e.g., the search context of the query,
the search results of q and q ′) to label whether q ′ is relevant or not.

• Task Accomplishment Kato et al. [27] proposed to evaluate the effectiveness of
different query suggestion UI by the success rate of predefined search tasks.

• SERP Annotation Ma et al. [35] proposed to annotate the relevance of the
suggestion by considering the result set information of whether a suggestion q ′
provides a better results or not comparing with testing query q .

• User Behavior Prediction He et al. [18] utilized search logs for automatic
evaluation of their query suggestion methods. Part of users’ search sequences
were given to query suggestion methods to predict the next submitted queries.
Albakour et al. [1] used daily search logs to measure the suggestion results in a
similar manner. They leveraged MRR (Mean Reciprocal Rank) as the evaluation
metric.

It has been shown that query suggestion techniques are useful for other appli-
cations as well. For example, Jones et al. [26] applied query suggestion techniques
(e.g., LLR) for sponsored search and illustrated improvement of sponsored sug-
gestion. Hasan et al. [17] proposed to leverage query suggestion techniques for
e-commerce websites (e.g., eBay) and evaluate the effectiveness (e.g., CTR) for
product search.
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8.7 Discussions and Future Directions

In this chapter, we summarized several types of query suggestion methods: (1) Co-
occurrence; (2) Query-URL bipartite graph; (3) Query transition graph; and (4)
Short-term search context.

Co-occurrence methods [16, 20, 26, 30] use co-occurrence of query pairs in
sessions or tasks. This type of method is usually straight-forward to understand
and compute. One problem of such approach is that it usually can provide good
suggestions for high-frequency queries and may not be able to provide suggestion
to tail queries with few or no co-occurred queries.

Query-URL bipartite graph methods [10, 36, 40] use clicked URLs of a query
to find similar queries. This type of method usually conducts random walk on the
click graph to propagate the similarities. For tail queries with less or no clicks, one
can leverage the post-web information (e.g., skipped URLs on the SERP [40]) to
enrich the pseudo relevant URLs of a query. If the search engine performs bad on a
query, it is hard to provide good query suggestions by using the click or post-web
information.

Query transition graph methods [7, 42, 43] use the query refinement informa-
tion in search logs to find next possible queries in the search process. This type of
method usually constructs a query transition graph and performs random walk on
the graph starting from testing queries. For tail query with less or no refinement
information, one can leverage the query string information to generate the query
as template [43] or construct term-level transition graph [42]. At the meantime,
one needs to carefully design the approach for generalizing queries as templates or
constructing term-level transition graph to achieve a good relevance.

Short-term search context methods [8, 18, 20, 29, 31] use search sequence
information (e.g., queries within current session) to improve the relevance of
suggestions. Sequence mining approaches [8, 18, 29] are usually applied to predict
next possible queries given current search sequence. To address the data sparsity
problem of search sequence, clustering algorithms are proposed in [8, 29] to group
similar queries as clusters and mine cluster level search sequences.

Moving forward, tail queries with few click information or irrelevant search
results need to draw more attention for better suggestion algorithms. Although
graph and SERP based approaches are able to help certain types of tail queries,
the coverage remains as a critical issue for most of the existing works.
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Chapter 9
Future Directions of Query
Understanding

David Carmel, Yi Chang, Hongbo Deng, and Jian-Yun Nie

Abstract Query understanding bridges the gap and establishes a communication
channel between the searcher and the search engine. An important challenge in
question understanding is the enhancement of user interaction with the search
engine in a more natural way, including spoken language querying, multi-turn
search sessions and conversational question answering. This demands additional
information sources, such as knowledge graphs, and advances in research areas,
such as cross-language IR. Moreover, there are many open questions and settings
in query understanding that have not yet been fully explored. We will review
some of these directions in this chapter, and we hope that researchers interested
in query understanding will find them challenging and inspiring for future research
directions.

9.1 Personalized Query Understanding

Query understanding is essentially limited if the user’s personal perspective is not
taken into consideration. Different people specify the same information need in
different manners, and the relevance of an item to the query is varied according
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to the user’s private interests, prior knowledge, and the current context of the search
session.

Personalized query understanding (PQU) is the initial process of personalized
search, which analyzes the user query according to the user’s specific needs,
personal knowledge, and the context he or she is currently involved with. Search
personalization has been extensively studied by the IR community (e.g., [34, 62])
and was invoked, to some extent, by all commercial search engines.1 In this section
we briefly discuss our own anticipation how PQU is expected to emerge in the
coming future.

Search personalization can be done at certain levels of granularity. The most
basic one is session analysis, where the user’s query is analyzed with respect to
the previous queries submitted during the user’s current search session, and the
responses as reflected by the user feedback on the search results [18]. For example,
a user searching for “parking” while his or her previous query was “Golden Bridge,
SF,” should only be exposed to parking lots in the Golden bridge area. Other parking
lots are unlikely to be relevant in this specific session. Similarly, previous search
results and the corresponding user feedback should also be taken into account while
analyzing the current query, e.g., by downgrading results that have already been
clicked (or ignored) previously during the current search session [71].

While current instrumentation tools for session analysis are mostly based on the
user online feedback, as reflected through his or her clicks, mouse tracking, and his
or her abandonment rate [15], much better instrumentation tools for measuring user
engagement are expected to emerge, such as eye tracking, face expression analysis,
sentiment analysis, and many more. Such tools would let us better analyze the user
satisfaction (or dissatisfaction) with the search results, thus letting us tuning our
search engine for better understanding and serving our users.

The long history of the user interaction with the search engine also provides
important clues about the user general interests [6]. Analyzing the current query
in the context of the user’s search history, e.g., by topic modeling, can assist
in understanding the user general topics of interests, thus assisting us in query
disambiguation and classification [29]. Current search personalization approaches
are mostly based on analyzing previous queries and previously visited Web pages.
It is very likely that in the near future many other types of user feedback, on any
digital device, could be tracked, aggregated, and be used for better modeling the user
interests [79]. For example, the list of applications that we use on our smartphones
on a daily basis is extremely effective in identifying our interests and goals [4].
Another example is the user activity on social media sites where the user posts,
comments, and shares provide valuable data about his or her areas of interest. The
user’s own social network can be further analyzed for better understanding of the
topics and issues that are relevant to the user in the context of his or her community
[12]. Analyzing such rich types of data sources will enrich our understanding of the
users’ goals and preferences and will let us to better serve their information needs.

1For example, https://googleblog.blogspot.co.il/2009/12/personalized-search-for-everyone.html.

https://googleblog.blogspot.co.il/2009/12/personalized-search-for-everyone.html
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While PQU is going to emerge significantly in typical search scenario, it is also
critical and essential for personal digital assistants like Siri,2 Cortana,3, and Alexa.4

These agents are expected to answer our questions, make orders for us in online
shopping sites, recommend relevant content, assist us in organizing our travels, etc.
Such assistants require advanced personalization capabilities in order to keep track
of our knowledge, preferences, and the context we are currently involved with, in
order to serve us optimally. For example, when ordering coffee from our favorite
coffee shop, my personal assistance is expected to be aware of that I drink my
coffee with cream, no sugar, and very hot, while my wife drinks it black and weak.
When asking for recommendations for a birthday present for Jenny, my assistant
should know that Jenny is my five-year-old daughter. When asking our agent to
order shampoo for our family, it should be aware of the types of shampoo favored
by all family members, our favorite suppliers, as well as all other relevant details.

The main tool for capturing personalized data is a personalized knowledge
graph (PKG), which will encapsulate all related entities of the user such as family
members, friends, neighbors, contacts, as well as preferences, biases, and interests.
The PKG will complement the general knowledge graph (KG) that is already
being widely used by search engines for providing up-to-date information about
popular entities such as politicians, celebrities, organizations, products, locations,
etc. The PKG will be focused on entities strongly relevant to the user. Our personal
social network, locations (home, work, frequently visited sites), medicines, dietary
ingredients, and media preferred entities should all be represented in our PKG. The
PKG will be used by the assistant agents to personalize the interaction with the user.
Each query will be analyzed by considering the personal entities in this graph, in
addition to the entities extracted from the general KG, and their relationships with
the user.

To summarize, we can safely anticipate that query understanding will become
much more personalized in the coming future for supporting deep personalized
search experience, provided through general-purpose search engines as well as
through personal digital assistants.

9.2 Natural Language Question Understanding

Another popular trend in the IR domain is moving from keyword queries to natural
language questions. Current mobile devices enable users to input spoken language
queries into their search applications, taking advantage of recent developments in
speech recognition technology that exceeds human performance in spoken language
understanding [65]. Spoken queries are typically much longer and are usually

2https://www.apple.com/ios/siri/.
3https://www.microsoft.com/en-us/windows/cortana.
4https://www.alexa.com/.

https://www.apple.com/ios/siri/
https://www.microsoft.com/en-us/windows/cortana
https://www.alexa.com/


208 D. Carmel et al.

pronounced as natural language questions, rather the standard keyword queries that
we are used to issue in the current Web search services [28].

In contrast to short keyword queries, long queries can benefit from Natural Lan-
guage Processing (NLP) methods. While NLP analysis for short queries typically
fails to bring significant improvement over shallow statistical-based methods, they
were found useful for long queries where syntactic analysis such as part-of-speech
tagging and dependency parsing complement standard statistical term weighting
methods [14].

Serving natural language questions strongly corresponds with the traditional
question answering task, which has been mostly focused on answering factoid
questions [40]. The standard flow of question answering process begins with
question analysis for identifying the lexical answer type, i.e., the category type of
the answer expected for that question (e.g., country, capital city, date, distance).
Then, passages are identified in a given knowledge base, which are likely to
contain an answer to the question. Candidate answers are then extracted from the
top retrieved passages and are judged and scored according to many criteria. The
top scored candidate is then selected for the final answer. A typical judge, for
example, will filter out candidates not belonging to the question’s lexical category
type identified during the question analysis phase. This paradigm was successfully
demonstrated by IBM Watson, which was able to outperform human trivia experts
in the game of Jeopardy [24]. However, even the extremely complicated Jeopardy
questions are limited to factoid questions only. More complex needs such as why
questions, opinion and advice seeking questions, puzzles, and many other types are
still an open challenge and deserve further research for understanding the actual
information need behind them.

Another emerging direction for question understanding is the identification of
Web queries having a question intent, which constitute about 10% of the issued
queries [80]. Such queries, even formulated as keyword queries, seek for a direct
and detailed answer rather than a list of search results. Current Web search engines
usually handle such queries by developing a specific tool for any specific question
type. Weather-based queries are served by the Weather agent, while stock-based
queries are handled by the Finance agent. The same approach is taken for handling
named-entity queries where the entity’s relevant information, extracted from the
general-purpose knowledge graph, is directly displayed on the SERP enriching the
standard Web search results.

Furthermore, a new trend emerges recently of handling factoid questions by
existing question answering techniques. This approach is immature yet and in its
infant stages, but we can expect significant progress in the future. Complementary,
any question-intent queries can be served by searching over an archive of commu-
nity question answering sites, looking for similar questions that have already been
manually answered by humans. This approach was dominant among participants in
the TREC’s Live-QA track [1] where participants were challenged to answer real
human questions in real time (in less than 1 min). Real human questions submitted
on the Yahoo Answers site were submitted to participant systems during the contest
and were answered automatically and immediately by the participant systems. Most
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participants searched for the answer over a given archive of question–answer pairs to
provide the most appropriate human answer for similar questions. Many approaches
were examined for measuring the relevance of question–answer pairs to the given
question. One interesting technology presented in the track was a combination of
automatic search with human judgment; a list of candidate answers was retrieved
by the search component and then was judged in real time by crowd-sourcing
humans [66]. One of the conclusions of the Live-QA challenge was that while
previously answered questions can be useful to answer popular questions, advanced
answer generation techniques should be considered in order to answer, with high
quality, long-tailed questions.

To conclude, the trend of moving from keyword queries to natural language
questions enables users to better express their needs and to easily provide their
questions through much more diverse and highly accessible input devices. However,
these complicated questions open many new challenges in question analysis and
question understanding and require the development of advanced techniques that
should be further explored.

9.3 Dialog Query Conversational Query Understanding

The current search engines mainly focus on one-shot search: the search results are
basically determined by the current query the user has formulated. Few attempts
have been made to engage a conversation with the user to better understand the
search intent of the user. The burden is on the user who has to learn to adapt to the
search systems: when a query was not successful, the user has to modify it based
on an analysis of the previous search results. Such modifications can be repeated
several times before the user can find the desired documents. Even though, it is not
rare to see frustrated users who fail to retrieve desired documents and to understand
why their queries have not been successful. The interface of search engines is not
user friendly and does not provide much help to the user to formulate better queries

Looking back into the history, IR was imagined as an intermediary between the
library system and the user—a role that was played typically by a librarian. To
understand what the user was looking for, the librarian usually held a conversation
(negotiation) with the user to understand the information need of the user and to
generate a good search query to be submitted to a library system [78]. Even though
we do not think about using a human intermediary for search nowadays or have
the luxury to do it, the existence of a human intermediary provided at least several
advantages compared to the current interface:

• She/he knows better the useful search terms to use than most users, being familiar
with the data collections;

• She/he knows better databases to search (when there are multiple search sys-
tems);

• She/he understands the search intent of the user.
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These advantages are precious for users who are not familiar with the search
engine, the documents indexed, or the searched topics. A conversational intermedi-
ary can play a similar role as human librarian to help the user. Some typical cases
where the conversational assistance can be helpful are as follows:

• The user’s initial query is ambiguous: either ambiguous terms are used or the
whole query may lead to very different types of documents. If ambiguity is
detected, a clarification question can be asked to the user [2].

• The query is underspecified: The query may be too general or too vague, leading
to too many search results. It may be useful to ask the user to provide more details
about the searched topics. For example, some choices can be offered to the user
based on the distribution of the corresponding topics [72].

• The formulated query does not contain the best search terms. When formulating
a query, a user may not have the experience to choose the best search terms.
In this case, the conversational assistance can suggest better terms or a better
formulation of the query.

• A search topic may be strongly related to other topics, which could be of interest
to the user. For example, it may be useful to the user to also learn about the
background information when searching about an event or to learn about its next
evolution [8]. The conversational assistance can take a proactive role to suggest
related topics to users.

While conceptually the above assistance can be useful, it has to be implemented
correctly. A bad assistance tool can easily become annoying. To implement effective
conversational assistance to understand search intents, we are faced with the
following technical challenges:

• How to detect if a conversational assistance is needed?
• How to determine the best action? Should the system ask a clarification question?

Provide some results and see how the user interacts with them? or Suggest
alternative queries/topics?

• How to generate a natural and relevant reply or question? This aspect is
particularly challenging for the current conversation technology, which is able to
generate replies in task-oriented conversation in limited domains with predefined
knowledge structure but has difficulty to do it in open-domain conversation [2].
A key issue to investigate is whether it is possible to develop some general
conversation patterns for general search tasks. For example, when a query
ambiguity is detected, a clarification question such as “do you mean X or Y by
[original query]?” can be generated. To suggest alternative queries, the system
can suggest “try the query [suggested query] that has been successful for other
users,” or “your search topic is related to [suggested query].”

• How to judge the success of a conversational query understanding process? The
goal of new interaction methods, including conversational query understanding,
is to help the users to do more effective search. When the user is involved in the
loop, the current evaluation methodology becomes insufficient. Some attempts
have been made to evaluate the search process in which the user participates [37],
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but there is still no general consensus on the appropriate methodology for
conversational IR.

• Finally, we also have to think about the possible forms of a conversational
assistance. Dialog in natural language (either in speech or in text) is the first form
of conversation we can think about. Should we limit conversational assistance to
this narrow form, or should we give conversation a wider meaning, to include
other forms of interactions such as providing choices to the user, let the user
click on some results? [49]

In summary, conversational query understanding and assistance will likely
change the face of search engines in the future, but many underlying problems
remain to be explored and solved to make it effective in practice.

9.4 Medical Query Understanding

Medical IR is an important application area. People often use search engine to locate
relevant information in addition to consulting physicians. However, the current
search engines are limited in providing appropriate search tools in this specific
area. In most cases, users are left with a search engine constructed with the general
technology, even though the documents in the database may be in the medical
domain. A good understanding of medical queries is particularly important because
most users are not familiar with the specialized concepts used in the medical
documents. This situation also makes the understanding very challenging. Some
of the main difficulties are as follows:

• Vocabulary mismatch: End users may not know the exact specialized term of
a medical concept. Even though some lexical resources have been constructed,
trying to bridge the vocabulary gap between specialized documents and non-
specialized end users [91], they are far from enough to solve the problem. The
problem of vocabulary mismatch is not limited to the level of words or terms, it
can be at a more global level. For example, a user may use several sentences to
explain a health condition, which could be described by a specialized term.

• Concept mapping: A strongly related problem is to recognize correctly the
concepts described in a text (a document or a query). This is a key step for correct
query understanding. Concept mapping in medical domain has attracted a large
amount of research work. Most approaches leverage the existing lexical resources
(e.g., UMLS Metathesaurus5) and make use of syntactic rules, variations on
word forms, and statistics to determine which concepts a sequence of words
can correspond to. MetaMap6 [3] is considered to be one of the best tools in

5https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/.
6https://metamap.nlm.nih.gov/.

https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/
https://metamap.nlm.nih.gov/
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this area. However, its accuracy on query analysis was estimated at only about
70% [21, 67], making it difficult to rely on for document matching.

• Exploring more resources to learn concept mapping: The existing research on
concept mapping has been limited to lexical mapping an observed sequence
of words to the possible expressions of a concept in a lexical resource. The
recent development on deep learning offers us a great opportunity to match a
piece of text with a concept in a latent representation space: Both concepts and
words/sentences could be mapped into the same representation space, allowing
them to be directly compared. While some preliminary studies in this direction
have been done [47, 48] showing promising results, more investigations are
required to fully explore the potential of this approach.

• In addition to search queries, users tend to ask more complex questions. In
forums of discussions where users can ask questions to physicians or other peer
users, it is common to see long questions with a description about the patient
and the problem and asking for advice. While we do not see, in the current
stage, that human replies can be completely replaced by automatic replies, it is
useful to process such long and complex questions to help users locate the most
useful documents or pieces of information. We are then faced with the problem
of understanding complex medical questions, which is not limited to merely
identifying the key concepts involved but also relate them so as to construct a
complete picture (graph) about the question. For example, we should not only
recognize that the user’s question involves the concept “pneumonia” but also
that “pneumonia” happened to the patient 1 month ago rather than now, and the
patient is a 50-year-old adult. This fine-grained analysis is crucial in this area.

In addition to query understanding, documents should also be understood in a
similar way. Finally, new matching processes are required to compare complex
query and document representations. All these problems require more research
work.

9.5 Cross-Language Query Understanding and Translation

In the majority of cases, users are interested in searching documents in the same
language as the query. However, this situation does not mean that there is no need
for searching documents in other languages. Cross-language and multilingual search
is needed in several typical cases [25]. For example, the topic may not be well
covered in the language of the query but is well covered in another language; or
the search needs to be completed (recall-oriented search such as patent retrieval) in
all languages. In these typical cases, a search query has to be translated into one or
several other languages. Query translation is a challenging task.

A general machine translation can do a good job for translating most queries:
when there is no ambiguity and when terms in a query have a clear translation
in another language. However, we are often faced with the translation ambiguity
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problem, especially for short queries that provide limited contextual information.
The existing approaches have explored the utilization of the following information
to select good translation terms:

• Translation probability
• How common a term is used in the target language

In addition to the problem of translation, query translation also plays the role of
selection of good search terms: When several translation alternatives exist, it may
be better to select the one that is more discriminative or to combine all of them. The
inclusion of multiple translation terms in query translation has naturally produced a
desired effect of query expansion [25, 82].

Cross-language query understanding is not limited to translation only. The search
behaviors in different language communities could be different. For example, while
people in North America are more concerned with water and soil pollution, people
in China can be more concerned with air pollution. So a search on “pollution” in
different language communities may lead to different results. Cross-language query
understanding could be extended to the understanding of search intents in different
language communities, and when possible, making the required adaptation. This has
been found very useful in some existing work [25].

The further development on cross-language query understanding will certainly
benefit from the development of deep learning approaches. Indeed, if both the query
and the document can be mapped into a common representation space, whatever
their language is, then the translation problem does not exist anymore. Such
interlingua representation has been investigated in recent MT studies [23], which
assumes that different languages share a common representation space, in addition
to a private space specific to each language. However, much more investigations are
required to make the approach effective in practice.

9.6 Temporal Dynamics of Queries

The World Wide Web is highly dynamic and is constantly evolving: as a large
number of new Web pages are created or updated every second, information on
those old Web pages are outdated quickly. At the same time, Web search is strongly
influenced by time: some queries occasionally spike in popularity, some queries
periodically spike, and others remain relatively constant. In order to help search
engine users to find the latest updated information, it is foremost to detect those
time-sensitive queries and understand their temporal dynamics, which benefits not
only search ranking [22] but also query autocompletion [11, 70].

Given a query, we count its frequency during a predefined time interval and
generate a time series about this query. In order to model the temporal shapes,
power Law distribution is proposed as the function to model burst time series [17],
and recently Hawkes process is leveraged to model temporal bursts with multiple
spikes [64]. Another useful approach is to model occurrence of spikes using infinite-
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state automation approach [39]. Yet, the method uses spike locations as input, and
thus it is not possible to directly apply the infinite-state automation approach for raw
time-series data.

In addition, temporal information helps us to group topics together. Once a
sudden spike appears on the extracted time series, most likely, many of the users are
searching the same topic or the same event, which indicates a strong relationship
between content information and temporal information. Therefore, it is necessary
for us to combine temporal information with content information into the same
framework, yet it is a very challenging and difficult task, as temporal shapes and
textual content are heterogeneous. To combine temporal modeling with content
analysis is not brand new, and there are a few excellent works [35, 42]. However,
these existing works either assume topical distribution changes smoothly or just
model temporal information as a sequence of bursts, which could not explicitly
model the temporal shapes with the sudden spikes.

Furthermore, temporal dynamics of queries can be leveraged for prediction.
Since whether a query is triggered by an event can be successfully predicted [64],
it is possible to improve query autocompletion by leveraging terms related to the
triggered event or to enhance search result ranking via boosting documents related
to the triggered event, which are promising research ideas. Yet, how to handle
prediction with intent shifting or triggered by multiple events are still unsolved open
challenges.

9.7 Deep Learning for Query Understanding

With the success of deep learning in many research areas, Information Retrieval (IR)
community has started to explore deep learning-based techniques to various query
understanding problems. The key features of deep learning are representation learn-
ing and end-to-end training. We begin by introducing different neural approaches
to learn vector representations of queries. We then review some shallow and deep
neural methods that employ pretrained word embeddings as well as learn the end-to-
end query understanding tasks such as query expansion, spelling correction, query
classification, and so on.

Vector representations are fundamental to both information retrieval and deep
learning. Different vector representations exhibit different levels of generalization
and could derive different levels of similarity. In traditional IR, query and document
are represented as bag of words, and many approaches rely on exact term matching
between the query and the document text. To be able to perform soft term matching
between semantically similar words, a number of studies have focused in particular
on the use of word embeddings generated using shallow or deep NNs. For example,
the terms “hotel” and “motel” are two separate words that cannot match each other
with bag of words, while ideally they could share a large similarity using word
embeddings. Word embedding, also known as distributed representation of words,
refers to a set of machine learning algorithms that learn high-dimensional real-
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valued dense vector representation w ∈ Rd for each vocabulary term w, where d

denotes the embedding dimensionality. Word2vec [52] and GloVe [60] are two well-
known word embedding algorithms that learn embedding vectors in an unsupervised
learning. The underlying idea is that the words that often appear in surrounding
contexts are similar to each other. Such word embeddings can be used to capture
a certain type of topical similarity, such as “hotel” to be similar to “motel,” and
“wife” to be similar to “husband.” It is worth noting that learning different word
embeddings can capture different types of similarities, which may not be appropriate
for a certain retrieval scenario.

A better alternative is to learn embeddings as a set of parameters in an end-to-end
neural network model for a specific IR task [19, 85, 90]. The word embeddings can
be aggregated in different ways for estimating query embedding vectors, and using
the average word embeddings is quite popular [44, 56, 81]. In [88], a theoretical
framework has been proposed with different implementations for estimating query
embedding vectors based on individual word embeddings, which shows that average
word embeddings is a special case. In addition, Dehghani et al. [19] proposed to
represent query as a weighted sum of word embeddings by learning the global
weight for each term in the vocabulary set. Training word embedding vectors
based on additional data, like query logs and click-through data, was also studied
in [26, 32, 73]. Recently, Grbovic et al. [27] used query embeddings to include
session-based information for sponsor search. Estimating accurate query embedding
vectors can improve the performance of many of the embedding-based methods that
need to compute query vectors. It should be noted that in a realistic case, many tail
and rare queries are not available during the training time of embedding vectors,
which makes direct training of query embedding vectors problematic. How to learn
the embeddings for tail and rare queries is still a very challenge task.

There are many existing works [5, 20, 43, 73, 89] that attempt to leverage word
embeddings for query expansion. One straightforward method [5, 43, 89] is to
employ the pretrained term embeddings to select terms that are similar to the
query as a whole or its constituent terms, and then the selected terms are used to
expand the query in a unigram language model framework. For example, Zamani
and Croft [89] presented a set of embedding-based query language models using
the query expansion and pseudo-relevance feedback techniques that benefit from
the word embedding vectors. Diaz et al. [20] proposed to train word embeddings
on topically constrained corpora, instead of large topically unconstrained corpora.
These locally trained embedding vectors were shown to perform well for the query
expansion task. Zheng and Callan [94] proposed a supervised embedding-based
term reweighting technique applied to the language modeling and BM25 retrieval
models.

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs)
are two most common architectures, where CNNs were originally developed for
image classification [33, 41] and RNNs have been successfully used in natural
language processing [31, 51]. Recently, a number of deep neural networks with deep
architectures have been applied to some specific query understanding approaches.
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For example, CNNs and RNNs have emerged as top performing architectures
in query classification and query intent detection [30, 36, 38, 69, 92]. Park and
Chiba [59] proposed a neural language model with recurrent layers for query
autocompletion task. Another special type of neural network architecture is Siamese
networks. A Siamese network consists of two identical neural networks, each taking
one of the two inputs, such as the query and the document. The last layers of the two
networks are then fed to a contrastive loss function, which calculates the similarity
between the two inputs. The Deep Semantic Similarity Model (DSSM) [32] is
one such architecture that trains on query and document title pairs and learns
the similarity between them. Convolutional DSSM (CDSSM) [68] employs more
sophisticated architectures involving convolutional layers. Mitra and Craswell [54]
trained the same CDSSM architecture using query prefix–suffix pairs and leveraged
the model to suggest query completions for rare query prefixes. Obviously, an
appropriate network architecture makes big difference for end-to-end training, but
it can be difficult to determine when to use which kind of network architectures.
For a given query understanding task, predicting in advance which will work best is
usually impossible, and how to design an appropriate network architecture remains
an open question.

Some deep learning methods operate at the character-level or character n-
gram [32, 55, 68]. For instance, the deep learning method for spelling correction is
usually sequence-to-sequence models. A sequence-to-sequence model [76] consists
of an encoder and decoder. The encoder converts a sequence of characters or
tokens into a single vector, while the decoder begins with this vector, and it keeps
generating characters or tokens until it generates a special stop symbol. Note that
the lengths of the source and target sequences do not need to be the same. Both
the encoding and decoding are done using RNNs. Xie et al. [84] presented an
encoder–decoder RNN with an attention mechanism by operating at the character
level. Sordoni et al. [74] formulated a hierarchical recurrent encoder–decoder
architecture and used it to produce query suggestions, which takes account for
sequences of previous queries of arbitrary lengths as context. Another advanced
query reformulation system proposed by Nogueira and Cho [57] is to train neural
network with reinforcement learning. The actions correspond to selecting terms to
build a reformulated query, and the reward is the document recall.

9.8 Semantic Understanding and Matching for Search
Queries

Semantic matching is one of the most difficult challenges especially for tail
queries [45]: query document mismatch occurs when the queries and documents use
different terms to describe the same concept. For instance, for the query “how much
is tesla,” relevant documents may contain the term “price” rather than “how much,”
so the widely used bag-of-words approach is insufficient to solve this challenge [87].
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The basic idea of semantic matching is to project a query or a document directly
or indirectly onto its semantic space separately and then match the query and the
document on their semantic spaces. The traditional semantic matching approach
can be grouped into the following categories:

Semantic Matching with Machine Translation Model Its basic idea is to leverage
machine translation models to deal with query and document mismatching, which
is a supervised learning method. In particular, queries are considered as the
source language, while the clicked documents derived from click-through data are
considered as the target language, then search can be formulated as a statistical
machine translation problem [7], in which query q is translated into document d
with the largest conditional probability P(d|q).

Semantic Matching with Topic Model It is well known that queries and documents
with the same topic are more likely to be considered as relevant, as their semantic are
consistent at the topic level. The basic idea of this approach is to use topic models,
such as LDA or PLSI, to obtain the topics of each query or each document and
then leverage topic matching techniques to deal with query document mismatching,
which could successfully improve search relevance [86]. Generally speaking, this
approach belongs to unsupervised learning.

Semantic Matching with Latent Space Model In this approach, queries and doc-
uments are trained to map into the same latent space, and the semantic matching
function is defined as the inner product between the projection of the query and the
projection of the document in the latent space, while each dimension of the latent
space does not necessarily have its corresponding semantic meaning [32]. Generally
speaking, this approach is a supervised learning approach.

Semantic Matching with Deep Learning Model Recent work on semantic matching
is mainly based on deep learning algorithms [58], which can automatically learn
relations among words from vast amount of search log data and fully make use of
information from phrase patterns and text hierarchical structures, and experimental
results usually show a better performance.

In fact, these different approaches of semantic matching are complementary, and
how to effectively combine them into one generic framework is an open question. In
addition, how to handle the semantic matching when queries are too short is still a
challenging problem, since deep learning-based text matching approach works well
when the queries are relatively lengthy. Furthermore, how to handle multimodal
semantic matching is another challenging problem, such as the semantic matching
between a text query and an image, or between an image query and a text document,
which is critical for image search and video search in commercial search engines.
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9.9 Query Understanding with Knowledge Graph

Knowledge bases, better known as knowledge graphs, such as Wikipedia, DBpedia,
Freebase [10], and Yago [75], have emerged in recent years. Most of them
are encyclopedic knowledge bases, containing entities and facts such as Barack
Obama’s birthday and birthplace. The knowledge graphs have been utilized for
enhancing query understanding in an entity-aware way for the rich facts organized
around entities. For example, Google took the first step in understanding and
answering queries with the knowledge graph in 2012, and they started by providing
information on individual entities like “Barack Obama” or “Brad Pitt.” Recently,
search engines become a little bit smarter and could answer simple questions about
those entities, such as “How old is Barack Obama?” or “Who are the authors of
Harry Potter?”. All of these works rely on query understanding with knowledge
graph. There are a few challenges as listed below:

First, a widely accepted way to use knowledge graph is to annotate the entities
in the query and link them to a knowledge base, also known as entity linking.
TagME [61] is a very early work on entity linking in queries. It generates candidates
by searching Wikipedia page titles, anchors, and redirects then exploits the structure
of the Wikipedia graph for disambiguation. Entity linking in queries is also viewed
as the problem of finding multiple query interpretations [13], usually with three
phrases: fetching, candidate-entity generation, and pruning. One challenge is that
the queries are usually very short and contain insufficient information, thus it
becomes very important to leverage additional information, such as Wikipedia [16,
77], query log, and search results [9].

Second, quite a few nonentity words are barely included in knowledge graph,
and knowledge about how words interact with each other in a language (instead
of encyclopedia knowledge) plays an important role in query understanding. As
we discussed above, the encyclopedia knowledge base contains entities and facts,
while the other type of knowledge base is mainly about common sense or linguistic
knowledge among terms, such as KnowItAll [50], NELL [53], and Probase [46].
For nonentity words, recently there appears a tendency to mine a variety of relations
among terms and map them to related concepts [83] or intent topics [93] and then
propagate the enriched features in a graph consisting of concepts or intent topics
using an unsupervised algorithm. How to effectively extract knowledge of nonentity
words and represent them in a unified knowledge graph remains a challenging task
for query understanding.

Third, with the extensive knowledge graph, structured query understanding is
a critical component to improve the relevance of search engines. For example,
identifying attributes in a query for e-commerce platforms could significantly
improve the performance in connecting users to relevant items. In many cases, the
queries might have multiple attributes, and some of them will be in conflict with
each other. Leveraging the e-commerce catalog [63] as an additional knowledge
base to supplement the textual information can help to resolve conflicting query
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attributes. Similarly, additional domain-specific knowledge graph will be very
valuable for structured query understanding in other domains, such as healthcare.

As discussed above, the knowledge graph makes it possible to break down a
query to understand the semantics of each piece and get the intent behind the entire
query. Moreover, that makes it reliable to traverse the knowledge graph to find the
right facts and compose a useful answer for a given query.
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