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A Broader Picture on Innovation from Case
Studies

Over many years innovation has been an integral part of company strategies and
increasingly entered public debates over the last decade. While it has been discussed
on several occasions, used as an argument for marketing, and discovered as a theme
for politicians in elections campaigns everywhere in the world, there is still little
literature describing how companies handle innovation in case study format. The
book contributes to the debate about innovation and provides a collection of case
studies which help to understand the many different practical approaches to inno-
vation by companies.

This book is a result of a collaboration across oceans and continents. The initial
content was created in classes taught by Professor Daim at Portland State
University’s (PSU) Department of Engineering and Technology Management
(ETM). PSU is located in what is called Silicon Forest where a high concentration
of technology companies exists. ETM attracts professionals from these companies.
Classes require students to team up and work on team projects. As a result, projects
analyzing data from the Silicon Forest reveals new knowledge about managing
technological innovation. Professor Meissner converted these project reports into
chapters revealing critical lessons for professionals, researchers, and students.

The book is structured into three parts. The first part focuses on R&D portfolio
management, partnerships, and R&D governance models in seven cases including
Apple, Google, Intel, Nike, and Amazon. The second part introduces six cases on
new product development in NASA, Daimler Trucks North America, Biotronik, and
Thermo Fisher. The third part presents leadership strategies and roadmaps in six
cases including TESLA and Hyperloop.

The first part on R&D portfolio management and governance models begins with
a case devoted to strategies developed for determining product design. Apple pro-
vides an interesting case with its now established product range which is clearly
aimed at user satisfaction with the product and consistency and coherence of all
products in Apple’s portfolio. This requires a dedicated approach toward product
portfolio management and respective governance models. The next case highlights
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viii A Broader Picture on Innovation from Case Studies

several aspects of Intel’s new product development with emphasis on customer
integrated design, accelerated innovation, product development strategies, tooling
supplier integration, and understanding the technology life cycle of its products. This
is further described in the third case which shows the impact of Intel’s technology in
the future of sports. The case highlights the use of Intel’s technologies in Nike’s
products in the sports industry. The fourth case extends this view and analyzes the
internationalization of research and development in the case of Google Al Research
namely in light of research mission definition including research partnerships and
R&D portfolio management. Next the Amazon case describes the Amazon internal
technology development and the global organization of research and development
centers. It presents the main drivers behind Amazon’s international and industrial
cooperation with partners from different sectors, different types of cooperation, and
related strategic technology investments. The cases all shed light on the meaning and
role of digital technologies for current and next-generation products which is why
the concluding two cases take a conceptual approach toward ethical issues of data
tracking and analytics (Chap. 6) and implications for regional development in the
case of Silicon Forest (Chap. 7). The ethical dimension includes data collection,
storage, analysis, and commercial exploitation which are subject to regulation. Until
recently, many frameworks surrounding data ethics are in place in different regions
of the world, but only limited regulation is established assuring that companies
respect consumers rights. The seventh chapter deals with Silicon Forest which is
located in Oregon and was understood to become an IT technology hub. This,
however, has not been achieved yet. The case illustrates an analysis of past events
and developments which provide an understanding why Oregon and Silicon Forest
is not fostering as an IT technological hub.

The second part begins with a description of innovation at Nike in Chap. 8. It
shows how innovation thinking was cultivated and incorporated in the company’s
culture and outlines the product planning, development, and technology integration
strategies. Chapter 9 presents research and development portfolio management at
NASA. It provides an understanding of the fundamentals of how NASA manages
R&D roadmap strategy/project selection methodology, measures performance and
risk, as well as human resources and capital. Chapter 10 is devoted to knowledge
management and technology forecasting at Daimler Trucks North America namely
by describing inside the company and across company borders sharing knowledge
for different purposes. These knowledge management approaches are important
ingredients for product development processes which are described in Chap. 11 in
case of medical device development at BIOTRONIK and Micro Systems Engineer-
ing. The case describes a methodology for new product development by using
fundamental tools and concepts in fulfilling the development process. The
succeeding case in Chap. 12 extends the product development process toward
manufacturing introducing an approach toward assessing suppliers in manufactur-
ing, namely proposing qualitative and quantitative methods for the evaluation and
selection of suppliers. Part 2 concludes with Chap. 13 which presents Thermo Fisher
Scientific’s innovation management framework including strategic planning and a
strong focus on project management.
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In Part 3, leadership strategies and roadmaps are presented. Chapter 14 presents
leadership strategies together with innovation and portfolio management as applied
in Elon Musk transportation projects. The succeeding case is also related to one of
Elon Musk’s endeavors—energy, e.g., Tesla Energy. The case describes the busi-
ness model innovation which is behind the product innovation in smart grids.
Hyperloop as a new means of transport is described in Chap. 16. The case focuses
on the Hyperloop development roadmap namely on the vast range of determinants to
consider in such a roadmapping undertaking. Another example for R&D manage-
ment in highly specialized companies is the case of R&D in rare disease focused
biotechnology companies in Chap. 17. It introduces related approaches and instru-
ments for use in highly specialized conditions currently underserved by mainstream
research and development. Chapters 18 and 19 have a special focus on barriers and
obstacle for technology diffusion. The first of the two cases (Chap. 18) analyzes
barriers which are preventing the implementation of an emerging energy sustainable
source in the Pacific Northwest. Following this, Chap. 19 assesses barriers to electric
assist cargo delivery technology and its implications in last mile logistics. It shows
that strategic partnerships are one important element of the overall logistics business
model.

The book is aimed for teachers looking for case study material which can be used
in innovation management teaching, practitioners looking for inspiration for their
daily work, and the general public interested in learning what is behind successful
innovators. The cases provide a rich reservoir of material on all facets of innovation
management.

The editors are grateful to all the contributors who made this book possible.
Special thanks go to ETM students at PSU. We also acknowledge the help of John
Tacco Melendez in the preparation of this manuscript.
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Chapter 1 ®)
An Investigation of the Motivations A
and Strategies Behind Apple’s Product

Design

Brian Barley, Ande Kitamura, Thomas Loar, Edwin Ramon-Samayoa,
John Yuzon, and Tugrul U. Daim

1.1 Resourced-Based Theory

1.1.1 Resource-Based View

“Strategy has been defined as the match between an organization’s internal resources
and skills and the opportunities and risks that its external environment creates. The
major advances in strategic analysis during the 1980s centered on the link between
policy and the external environment (Grant 1991).” Around the same time of this
strategy development a new company was about to be founded, Apple, Inc. We are
all familiar with Apple, Inc., “Apple Computers, Inc. was founded on April 1, 1976
by college dropouts Steve Jobs and Steve Wozniak who brought a vision of
changing people’s view of computers to the new company. Jobs and Wozniak
wanted to make computers small enough to have people in their homes or in their
offices. In short, they needed a user-friendly machine (Brashares 2001).” How did
Apple go from two people in a garage to what it is today?

According to Apple, “The Company develops, produces, markets mobile com-
munication devices, media and personal computers, and sells a range of related
software, services, products, and digital content and applications from third parties.
The Company’s products and services include iPhone ®, iPad ®, Mac ®, Apple
Watch ®, AirPods ®, Apple TV ®, HomePodTM, a portfolio of consumer and
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professional software applications, i0S, macOS ®, watchOS ® and tvOSTM oper-
ating systems, iCloud ®, Apple Pay ® and a variety of other accessories, services,
and support offerings. The Company sells and delivers digital content and applica-
tions through the iTunes Store ®, App Store ®, Mac App Store, TV App Store, Book
Store, and Apple Music ® (“Digital Content and Services” collectively). The
Company sells its products worldwide through its retail stores, online stores, and
direct sales force, as well as through cellular network third-party carriers, whole-
salers, retailers, and resellers. Additionally, the Company sells through its retail and
online stores a range of third-party Apple-compatible products, including application
software and various accessories. The Company sells to consumers, small and
medium-sized enterprises, and customers of education, enterprise, and government.
The Company’s fiscal year is the 52- or 53-week period that ends in September’s last
Saturday. The Corporation is a California company founded in 1977 (Apple 10K
2018).

This diverse product portfolio, heavy investment in Research and Development,
and key competitive advantage resulted in 2018 net income of $59.5 billion. As of
September 29, 2018, the Company had approximately 132,000 full-time equivalent
employees (Apple 10K 2018). Apple Inc. operated 506 retail stores in 25 different
countries around the world as of 2018, including the USA, where it has retail stores
in 44 of the 50 states, including the Columbia District. More than half of them (272)
are in the USA (Farfan 2019). What strategy did Apple, Inc. employ to achieve this
level of success?

The Resource-Based (RB) Theory can be seen as a method of formulating a plan
inside out. We begin by looking at what the firm has the capital. Next, we evaluate
their value-generating potential and end up defining a strategy that will allow us to
capture the maximum value in a sustainable way. The process is the following:

1. Identify the resources of that company. Appraise rivals strengths and weaknesses.
Identify opportunities for better resource utilization.

Identify the capabilities of the firm.
What can the company do more efficiently than its opponents.

2. Identify the inputs of capital for each capacity, and the complexity of each
capacity.
3. Appraise rent generating resource and capacity potential in terms of

a) Their competitive advantage potential for sustainability.
b) Their returns are sufficient.

4. Choose a plan that better harnesses the strengths and skills of the company in
relation to external opportunities.

5. Identify resource gaps that need filling. Invest in replenishing, expanding, and
improving the company’s resource base Competitive Advantage Capabilities
Capital Strategy.

In result, a Resource-based Strategy Analysis is conducted which is described in
the succeeding sections.
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1.1.2 Resources

Just as the name of strategy formulation suggests, Resources need to be evaluated
and analyzed. Resources are all assets (tangible and intangible), firm attributes
(reputation and innovation), information, know-how controlled by a firm that
enables to implement strategies that improve its effectiveness and efficiency (Barney
1991). Accordingly, the question needs to be answered which assets Apple possess
or require to create Value Proposition for its customers?

1.1.2.1 Tangible Resources

According to Harness, “Tangible resources are physical items including cash,
inventory, machinery, land or buildings. These items can be easily liquidated and
have a set value. They are critical in accounting as they help a company understand
it’s financial standing when entered on balance sheets and financial statements.
There are two types of tangible resources; fixed and current. These assets differ in
how easily they can be converted to cash and how they are treated during the
accounting process (Harness 2019).”

Apple possessed $131 billion in total current assets as of September 29, 2018.
This total was comprise $25.9 billion in cash and cash equivalents, $40 billion in
market securities, $23 billion in accounts receivables, $3.95 billion in inventories,
$25.8 billion in vendor non-trade receivables, and $12 billion in other current assets.
Apple possessed $234 billion in total non-current assets as of September 29, 2018.
This was comprise $170.8 billion in marketable securities, $41 billion in property,
plant and equipment, and $22 billion in other non-current assets.

1.1.2.2 Intangible Resources

Intangible resources are defined as, “Reputation, appreciation of the name, and
intellectual property including knowledge and know-how. Intangible assets are an
entity’s long-term capital, which lack physical existence. We derive their value from
intellectual or legal rights, and the value of the other properties we add.
Intangible assets are generally classified into two broad categories: (1) Limited-life
intangible assets, such as patents, copyrights and goodwill; and (2) Unlimited-life
intangible assets, such as trademarks. Like tangible assets, fire, earthquake, or other
events or disasters can not destroy intangible assets and can help build back lost
tangible assets. These will usually not, however, be used as collateral to collect
loans, and some intangible assets (for example, goodwill) can be lost by careless-
ness, or as a side effect of business failure. Assuming that tangible assets add to the
current market value of a company, intangible assets add to its future value. The
estimate of the monetary value of the intangible assets of a company is determined
by deducting from its market value the net value of its tangible assets. In some
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situations (such as the Coca Cola mark), the value of the intangible assets of a
business is far greater than the value of its tangible assets (Definition of Intangible
Resources).”

The definition of intangible assets raises an interesting question; what is Apple’s
market value? According to Furhmann, “Brandz recently released their 2018 ranking
of the most valuable brands in the U.S. Apple (AAPL) claims second place, with an
estimated brand value of $278.9 billion. Apple’s logo helps consumers identify its
computers, tablets, and mobile. It’s interesting to examine the brand—it’s power in
reach, utility and indeed necessity in today’s landscape (Furhmann 2018).” Besides
market value, what other intangible assets does Apple possess?

According to Walker, “Apple has more than 75,000 patents and filed for over
2200 more since the beginning of 2017 (Stokel-Walker 2018).” In addition to the
lengthy number of patents, Apple possesses 192 registered trademarks (Apple
Trademark List). Strategic partnerships with respect to Apple’s supply chain is one
of the company’s most valuable intangible assets. According to Seth, “Apple’s
Efficient Supply Chain around two-thirds of its revenue comes from sales of
iPhones.” That massive size is because the tech giant is currently operating one of
the most efficient supply chain management systems on the market. Analog Devices
(ADI) provides the iPhones and Apple to watch capacitive touchscreen controllers.
These components are supplied by the company from facilities based in Ireland, the
Philippines, and the USA. ADI stock soared back in March 2015, after Barclays
reported that Apple was considering using ADI as a source for its anticipated 3-D
touch feature. Glu Mobile (GLUU) does not provide hardware to Apple but is a
major provider of iOS apps and mobile games. Jabil Circuit (JBL) manufacturing
plants are located in China and are listed on the NYSE. This allows for Apple phone
casings. Jabil also produces a wide variety of electronic and manufacturing equip-
ment such as numerical computer control tools and miniaturization of medical
devices, and also provides services such as product design, design, development,
and production. Micron Technology (MU) and its affiliates, such as Elpida Memory,
are located in multiple locations across the USA, Taiwan, Singapore, China, and
Japan. These provide for Apple devices with different memory modules such as
DRAM, LPDDR3, and LPDDR2. Smartphones and electronic devices utilize these
modules to effectively multi-task and run various applications. The recent iPhone
6 is using LPDDR3, whereas the company is currently testing the next version of
LPDDR4, which is expected to be up to 60 percent faster and low on power. Murata
Manufacturing Ltd. is based in Kyoto, Japan, and supplies to Apple from factories
spread throughout China, Japan, Vietnam, Singapore, and Indonesia. Apple and
Samsung are the top two customers of Murata, providing the company with ceramic
capacitors. These electronic parts are used for and according to Reuters to control the
flow of electricity in electronic devices. Japan-based Nidec has emerged as the
technology’s primary supplier for the much-awaited Apple Watch which came
with a special device called a tap-tic engine that produces a sensation of being
strapped onto the wrist. Qualcomm (QCOM) is the world leader in products and
services for semiconductors, mobile devices, and telecoms. Multiple electronic
components are known to be supplied to Apple, including Envelope Power Tracker,
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Baseband Processor, Power Management module, and GSM/CDMA Receiver and
Transceiver. These are various instruments that are used in the power management
systems of computers and in mobile signaling. The cellular baseband modem is
however the most important component missing from Apple’s own A-chip proces-
sor. Qualcomm has filled up this important space for Apple devices, providing the
modem technology needed. Samsung Electro-Mechanics Co., with three separate
subsidiaries—Samsung Electronics Co., Ltd. Samsung SDI. Co., and Ltd. are
headquartered in four different countries (South Korea, China, the USA, and the
Philippines). Samsung is one of the major suppliers to Apple who provides multiple
components, including flash memory, which is used for data content storage; Mobile
DRAM, used for multitasking of different device applications and application pro-
cessors responsible for controlling and maintaining the entire device.
STMicroelectronics (STM) is a multinational electronics and semiconductor com-
pany based in Geneva, Switzerland. It supplies Apple with a low-powered, three-
axis gyroscope and accelerometer, used to detect a mobile device’s orientation and
altitude. STM’s top customers, along with Apple, include BlackBerry, Nokia, and
Cisco. Resource of Texas (TXN) serves Apple through its multiple facilities spread
throughout Taiwan, the USA, Malaysia, Japan, Mexico, the Philippines, Germany,
and China. TT is expected to provide the current operational amplification system in
the Apple Watch, which itself contains 30 different components. This includes the
touchscreen controller, the power management chip, and a control panel for iPhones
and iPads (Seth 2019).

1.1.3 VRIO Framework

What attributes do these resources require in order for Apple to acquire and maintain
a competitive advantage? According to Barney, “It has been proposed that in order to
understand the sources of sustained competitive advantage, it is important to create a
theoretical model that starts with the premise that heterogeneous and immobile firm
resources can be. Not all firm resources, of course, hold the potential for continued
competitive advantages. A firm resource must have four qualities to have this
potential:

1. it must be useful, in the sense that it exploits opportunities and/or neutralizes risks
in a company’s environment;

2. It must be rare among the current and potential competition of a firm,

3. it must be imperfectly imitated because of Causal Ambiguity, because of Path
dependency, or because of Social Complexity, and

4. strategically equivalent substitutes for this resource can not be considered valu-
able but neither rare nor imperfectly imitative.

These attributes of firm resources can be seen as empirical indicators of how
heterogeneous and immobile the resources of a company are and how useful they are
to generate sustained competitive advantages (Barney 1991).”



8 B. Barley et al.

Alternatives
Alternative Score (0-100) Overall ~
Trademarks 100
Patents 100
Customer Loyalty 100
Supply Chain 100
First Mover Advantage 100
Brand Reputation 100
Software 74.45
Hardware 74.45

User Friendly Design 74.45

Innovation 74.45

Fig. 1.1 AHP resources (AHP Software)

Using the VRIO system, you can evaluate Apple’s tools and expertise. The first
question here is about meaning. Apple’s resources and capabilities allow the com-
pany to take advantage of multiple opportunities and neutralize external threats. As
previously discussed, Apple Inc. possesses numerous resources and capabilities with
respect to technology, smartphones, computer tablets, and software. Its product
design and brand recognition such as the iPhone and its iOS operating system has
revealed a well-orchestrated marketing department and distribution strategy. Apple
Inc.’s resources and capabilities are rare. Apple was the first company to popularize
the smartphone regardless of the many competitors that existed in the market.
Apple’s products, including its design, consumer ecosystem, and operating systems,
are an internally held resource, due to the many patents the company holds. Apple is
constantly innovating its products and services. The cost of imitating Apple’s
resources and capabilities is high because there are many rivals and a large market
share has been captured. Several rivals copied other features of Apple’s products by
direct copying but were unable to completely replicate it. Apple has developed a
large music, media, and film ecosystem that does not have the ability to mimic its
rivals. Apple iTunes is the result of a strategic partnership with record companies and
music artists that can be easily integrated into many devices on Apple. Apple’s
organization is able to exploit its resources and capabilities to their full competitive
potential. Apple has clear leadership with Tim Cook and has established a positive
brand image with a positive company culture and is highly organized. This gives
Apple the potential to realize a sustained competitive advantage.

The VRIO Analysis was conducted using an Analytical Hierarchical Decision
Process Software. Ten Intangible Resources were evaluated based on their Value,
Rarity, Imitability, and the Organizations exploitation of the resource. Each resource
either possessed the characteristic, or it did not. Following Fig. 1.1 illustrates the Ten
Resources and their overall scores.

Figure 1.2 below illustrates the VRIO scores:

Figure 1.3 below illustrates the radar chart of the ten resources:
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Criteria weights

Weight
# Criterion
Local Global
1 Imitable 16% 16%
2 Organization 10% 10%
3 Rarity 28% 28%
4. Valuable 47% 47%
Fig. 1.2 VRIO scores (AHP Software)
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Fig. 1.3 Radar chart of resources (AHP Software)

Figure 1.4 below illustrates a bar chart of the scores of each Intangible Resource:

The Results of the AHP are summarized below in Fig. 1.5. If a resource scored
100, then the Intangible Resource provided Apple with a Sustained Competitive
Advantage notated with an, S. If a resource scored less than 100, then the Intangible
Resource provided Apple with a Temporary Competitive Advantage notated with
an, T:

1.1.4 Sustainable Competitive Advantage

The key question that needs to be addressed is how Apple is able to sustain its
competitive advantage? According to Markman, “Think about the landscape. In a
world defined by shrinking prices, Apple casually charges more, for everything.
Amazon and Alphabet recently announced lower-priced updates to their smart-
speaker lineups. Apple entered the market with its own not-so-smart speaker, at a
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Software
Hardware
Trademarks
Patents

M Valuable
Customer Loyalty

m Rarity
Supply Chain Imitable

User Friendly Design Organization
First Mover Advantage

Brand Reputation

Innovation
100 120
Fig. 1.4 Resource relative scores (AHP Software)
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User Friendly Design Y Y N T
Supply Chain Y Y Y Y S
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Software Y Y N T

Fig. 1.5 VRIO analysis of Apple, Inc. Where T temporary, S sustained (Vargas-Hernandez and
Garcia 2018)
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premium price of $200. New Macs, iPads and iPhones got a price bump, too.
Because, hey, why not? And then there is the new, sexy iPhone X. It’s the one
causing plenty of buzz. It starts at $999, and that is only half the story. At around
$1000, the iPhone X is Apple’s priciest smartphone. Plus, it costs more to repair and
to insure than any of its predecessors. Forget the pretense of a name that includes a
roman numeral, Apple is jacking up the cost for out-of-warranty repairs and for
insurance packages that cover repairs, like broken screens and glass backs. It’s a
great business plan. Stop making your flagship handset from durable metals. Switch
to fragile glass. Then raise the cost of getting the thing fixed. It’s hard to imagine any
other consumer electronic company doing this. No other company could get away
with it. That’s not a criticism. On the contrary. It’s what has made Apple a great
investment. It is the ability to push price increases without alienating customers
(Markman 2018).”

Based on the analysis discussed thus far, what strategies has Apple employed to
sustain its competitive advantage? According to Meyer, “Apple uses Product Devel-
opment as its main intensive strategy for growth. Product Development requires that
the company develop attractive and profitable technology products to grow its
market share and business performance. Apple implements this intensive growth
strategy through innovation in its research and development processes. Apple Inc.
uses Market Penetration as its second most significant intensive strategy for growth.
Market Penetration involves gaining a larger share of the current market by selling
more of the company’s current products. Apple uses Market Development as a
low-priority intensive strategy for growth. Using the company’s competitive advan-
tages, market development involves selling existing products in new markets (Meyer
2019).”

It is clear that Apple must rely heavily on it Research and Development team to
implement its Product Development strategy. According to Rossignol, “R&D
expenses rose nearly $3 billion: Apple spent $14.2 billion on research and develop-
ment in its 2018 fiscal year, a nearly 23 percent increase over the $11.5 billion it
spent in its 2017 fiscal year (Rossignol 2018).” With respect to product development
being Apple’s main intensive strategy for growth, a recent article states, “reportedly
based on information from sources within Apple. The main news is that the Mac Pro
is to come as a series of stackable modules, each only slightly bigger than the current
Mac mini, letting customers choose the configurations they need (William and
Wouerthele 2019).” This leads to an important crossroads in Apple's history. Will
its Product Development shift to strictly modular in the future?

Does Apple actually manufacture their products, or do they just assemble them?
In other words, does Apple employ a make or buy strategy (Park et al. 2018)?
According to Kabin, “The company signs all its products, ‘Designed by Apple in
California,” but in the U.S., design is as far as Apple is willing to go. The tech giant
outsources hundreds of thousands of manufacturing jobs to countries like Mongolia,
China, Korea and Taiwan. But Apple apparently doesn’t outsource these jobs to save
money. Instead, it does so to save time (Kabin 2019).” It is clear, Apple employs a
strategy of inhouse design with the intention of outsourcing the manufacturing
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process. As previously discussed, Apple relies heavily on its suppliers to deliver
their final product.

1.2 Activity Network Process Models

1.2.1 Buyer-Supplier Network

An important determinate in new product design management is the buyer—supplier
network and the relationships sustained between both parties. It is a mutual under-
standing of organizational aims, commitment, trust, and increased information
sharing that motivate organizations to be highly committed to improve product
performance, rather than pursuing their individual local performance objectives
(Primo and Amundson 2002). Apple’s supply chain has been ranked top five for
sustained leadership over the last decade (Gartner Announces Rankings of the 2019
Supply Chain Top 25 2019) and is regarded as the industry leader for their supply
chain capabilities due to the speed at which they can scale operations to fit market
demands. Apple purchases materials from various suppliers, ships and assembles
them in China and strategically warehouses products for distribution. It is within this
supply chain that Apple can easily adapt to any market fluctuations. All aspects of
the supply chain involve buyer—supplier relationships and ultimately its Supply
Chain Management (SCM) success can be attributed to having built long-term
relationships within the buyer—supplier network and the meticulous secrecy they
employ and demand of their suppliers.

Tim Cook, Apple CEO, is a world-renowned supply chain expert and has Apple’s
supply chain operating as robustly as it has ever been. This is achieved by Apple’s
organizational structure that reflects high centralization in regards to buyer—supplier
relationships. Centralization, in this context, refers to the level at which Apple
controls and makes all the decisions on the product attributes with the purpose of
improving the overall product. Giannoccaro and Nair, 2016 (Giannoccaro and Nair
2016), found that high centralization is generally considered to be superior when
efficiency is desired. This is due to the possibility of the buyer to take into account all
interdependencies existing among the product design decisions. With efficiency
being one of the main strategic objectives of Apple, high centralization will have
to be accepted by Apple suppliers if they want to profit from being associated with
the Apple brand and the innovation of new products that Apple so often delivers.

1.2.2 Apple New Product Process (ANPP)

Apple is a notoriously secretive company and information about Apple’s design
process is limited, but a book was written several years ago, “Inside Apple: How
America’s most Admired and Secretive Company Really Works” authored by Adam
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Lashinsky (2012), provides some insight. At an organizational perspective, Jony
Ive—former Chief Design Officer (CDO) at Apple—and his design team are
separated and do not report to finance, manufacturing, or other business groups.
This break from Apple’s traditional hierarchical structure allows the design team to
set their own budgets and create their own reporting structures that report directly to
the executive team.

Once the design is underway, the Apple New Product Process (ANPP) begins.
The Apple New Product Process is a step-by-step playbook spelling out everything
that needs to get done to make the product (Lashinsky 2012).

When the product is ready to leave the conceptual design phase two key people
take control of the system-level design: an engineering program manager (EPM) and
a global supply manager (GSM). Their teams, the engineering corps, and supply-
chain team are ultimately responsible for the materials sourcing, development,
detailed design, and system integration of the product. Product assembly takes
place in China, but the design process within Apple is not over at production as
Apple runs many product iterations during the manufacturing process. The product
is built, tested, and then reviewed by a cross-functional team of senior executives,
and then the design will be improved upon and built all over again. These iterations
take 4-6 weeks and can occur many times over a products development lifecycle
(Apple’s Product Development Process—Inside the World’s Greatest Design Orga-
nization 2019). The ANPP finally wraps with a launch plan or action plan known as
“the Rules of the Road” which entails all responsibilities and actions needed to be
taken prior to bringing the product to market.

Apple takes a very nontraditional path with product design. Other companies
generally attempt to perfect design and then outsource the manufacturing which in
turn delivers the most cost-effective operation, but Apple iterates new product design
during manufacturing which is often the least cost-effective approach. Apple is not
perfect, but they are extremely successful in what they do and their success can
largely be attributed to their ability to design, innovate, iterate, and bring high
volume products to market.

1.3 DSM Applications and System Readiness Assessment

1.3.1 Design Structure Matrix

A way to look at information flows and other complex systems is through a design
structure matrix—otherwise known as DSM. A DSM is a simple, compact, and
visual representation of a system or project in the form of a square matrix and is used
in systems engineering and project management (Browning 2016). DSMs are used
to model the structure of complex systems or processes in order to perform system
analysis, project planning, and organization design (Browning 2016) (Fig. 1.6).
There are three architectures DSMs can model: product, organization, and pro-
cess (Browning 2016). Product DSMs focus on components and modules and how
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Fig. 1.6 An example of a
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they converge and interact to perform specific functions (Browning 2016). Organi-
zation DSMs focus on networks of people (Browning 2016). Process DSMs focus on
activities and their interactions comprising a project (Browning 2016). DSMs can be
modeled in both a temporal and static model (Browning 2016). Process DSMs
follow a temporal model while product and organization DSMs follow a static
model (Browning 2016). A temporal model shows that the elements are placed in
chronological order (Browning 2016). Static models are not put in chronological
order so it does not matter the order in which the elements are placed.

Apple could utilize a process DSM for its Apple New Product Process (ANPP)
using Microsoft Excel. Due to the extreme secrecy of Apple’s organizational and
process structure around its designing, the example DSM can only be a general
outline of the actual ANPP (Lashinsky 2012). It would be recommended that Apple
implements information regarding items such as pricing, marketing, and research for
market trends, basic R&D, and other steps that may be missing from the ANPP due
to secrecy. Due to process DSMs being temporal, the elements are inherently
dependent on the previous elements so we highlight only the major dependencies
in dark green and red. Light green represents how the elements are inherently
dependent on the success and information of the previous elements in the process.

As previously stated in Sect. 1.2.2, much of the ANPP follows iterations
(Lashinsky 2012). When a product reaches test and review it will go back to the
engineering program manager and global supply manager to bring the product back
to Cupertino for the input of the executives to make decisions as to whether the
product needs to go back to design, production, or test/review (Lashinsky 2012).
These iterations can be seen simply and concisely through a DSM. The DSM also
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Design EPM/GSM Production Test Review Product Launch
Design X
EPM/GSM X
Production X
Test X
Review X
Product Launch X

Fig. 1.7 An example of a process architecture DSM for Apple New Product Process

provides information on dependencies, interfaces, and interactions among elements
(Tompkins 2018). Production is dependent on the information from testing as shown
in the red square. The information that comes from testing is extremely important for
how Apple continues to manufacture its product. Thus, a DSM can expose the
structure of the ANPP architecture in a simple and concise manner that can show
the lifecycle of the ANPP (Fig. 1.7).

1.3.2 System Readiness Assessments

System readiness assessment (SRA) methods offer a foundation for evaluating the
existing maturity of systems under development (Tompkins 2018). SRAs use four
types of measurements: two are assigned using inputs from subject matter experts
(Tompkins 2018). These are the technology readiness level (TRL) and integration
readiness level (IRL) (Tompkins 2018). TRL assesses the maturity of a particular
technology and allows a consistent comparison of maturity between different types
of technologies (Austin and York 2015). IRL measures the integration maturity
between two or more components (Austin and York 2015). The other two measure-
ments are calculated using various methods (Tompkins 2018). These two are
component readiness level and system readiness level (SRL) (Tompkins 2018).
SRL provides a snapshot in time of the readiness of the entire system (Austin and
York 2015). Component Readiness Level is used to identify which system compo-
nents are lagging or may be too far ahead in terms of their readiness and thus require
Program Management and/or engineering attention (Austin and York 2015).

Apple is famously known to be secretive regarding new technology and products,
so their SRA information is not readily available. On the other hand though, by
looking at Apple’s past products we can look at how technology readiness plays a
role in learning from Apple’s past failures.

1.3.3 Technology Readiness

Of the system readiness measurement methods, TRLs are most frequently used by
technology companies to measure technology readiness (Technology Readiness and
the Valley of Death). In general, TRL 6 is given to a technology when the technology



16 B. Barley et al.

is “proven” (Technology Readiness and the Valley of Death). Even when a product
is shown to be “proven” it does not necessarily mean that it is ready for implemen-
tation—TRL 10 (Technology Readiness and the Valley of Death). There is a lot of
cost and risk before a technology can be implemented and one of the risks is whether
a customer is actually ready or not for the technology (Technology Readiness and
the Valley of Death).

TRLs are given to a product based off of expert opinion from the company
developing the new technology/product (Technology Readiness and the Valley of
Death). Technology readiness can also be defined by the consumer by their general
opinion about how technology achieves their goals in their daily and business lives
(Basggoze 2015). An excerpt from the paper “Integration of the Technology Readi-
ness (TR) Into the Technology Acceptance Model (TAM) for M-Shipping” by
Baggoze describes consumer-based technology readiness as follows (Basgoze
2015):

“During the adoption stage of new technologies, consumers develop positive or
negative feelings concerning the technological product, through their either positive
or negative opinions regarding the product. These feelings are examined under four
sub-dimensions as Optimism, Innovativeness, Discomfort, and Insecurity. Although
optimism and innovativeness specify consumers’ positive feelings, discomfort, and
insecurity state negative feelings (Parasuraman 2000). Optimism dimension directs
the consumer’s confidence it feels in its ability to enhance the control, flexibility, and
effectiveness in its life (Parasuraman 2000). Therefore it is defined as “the individ-
ual’s tendency to believe that it will achieve good results throughout its life”
(Walczuch et al. 2007). Innovativeness dimension directs an individual’s lead
about technological products (Parasuraman 2000). In other words, it measures the
consumers’ intention to try new products and services with high technology before
others (Sophonthummapharn and Tesar 2007). Insecurity dimension covers the
cases where the consumer does not trust a technological product and doubts about
product fulfillment through its task (Parasuraman 2000). Doubt causes individuals to
be in the tendency of avoiding computer use due to their innate fears from technol-
ogy and this feeling may arise from their skeptical attitudes of individuals against
new technologies (Walczuch et al. 2007). Consumers who are highly scored in the
discomfort scale believe that their knowledge of technology is not sufficient and
therefore they may feel depressed (Parasuraman 2000). This dimension represents
consumers’ anxieties in technological terms (Sophonthummapharn and Tesar 2007).
For instance, when consumers come across a technological product, they may think
that they will be unable to have sufficient expertise on the product, become worried,
believe that the product is not designed for them, and therefore avoid purchasing the
product (Sophonthummapharn and Tesar 2007).

In 1993, Apple came out with the Apple Newton MessagePad, which was
profitably unsuccessful and was shortly discontinued only 5 years later (Technology
Readiness and the Valley of Death). While the Apple Newton MessagePad paved the
way for other personal digital assistant (a phrase coined by Apple CEO John Sculley
during the introduction of the Apple Newton MessagePad) and touch screen devices,
customers were not ready in the 1990s to pay the hefty $700 for this new technology
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(Remembering the Newton MessagePad, 20 Years Later). While the Apple Newton
MessagePad may have been proven to work in a given environment it did not mean
that it was necessarily ready to go into manufacturing and marketed. In retrospect,
some may argue that the Apple Newton MessagePad was not even TRL 10 since the
writing recognition did not work well at all either (Remembering the Newton
MessagePad, 20 Years Later). Altogether, the market was not ready for the Apple
Newton MessagePad despite it being determined to be TRL 10.

In 2010 though, 17 years later, Apple came out with the iPad which was largely
more successful and extremely popular and profitable—a time when customers were
much more ready for this technology with the help of the iPhone’s and other
smartphone’s huge successes (Technology Readiness and the Valley of Death;
Remembering the Newton MessagePad, 20 Years Later). As some have noted
regarding Apple Newton MessagePad’s poor performance in the market in the
1990s, it “came too early for its own party”—showing that while proving that a
technology can perform in its environment it does not mean that the technology is
necessarily ready to be given TRL 10 (Technology Readiness and the Valley of
Death). The readiness of the market and customer base needs to be accounted for
as well.

Today, Apple has had large success in their final products that would be consid-
ered TRL 10 as seen in Apple’s 2010 release of the iPad. Now Apple is soon to
release what is being called a radical new design for its iPhone 11 on September
10, 2019, so it will be seen whether Apple’s new technology in the iPhone 11 will be
successful (iPhone 11 Release Date: Apple to Launch New iPhones in California on
10 September).

1.4 Assessment of Product Architecture

System architectures are a major consideration relative to product design, as both the
needs of the end user and the values of a firm must be represented in such a way that
a synergistic balance can be achieved. Further, considerations in product architecture
have profound ramifications in development time and supply chain logistics that
affect the overall time to market a particular product. In order to simultaneously
develop a robust product framework as well as optimize the logistical end of the
production line, there exist two primary formats that can be adopted to best fit meet
these objectives: modular and integrated architectures. Each of these formats come
with their own discrete benefits and shortcomings which may be adopted to best
represent the aims and values of a firm and their product lines, and while Apple has
historically favored one, (integrated structures), signs points to adoption or at least
extension to the other.
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1.4.1 A Primer on Modularity

Modular architectures are characterized by assemblies of easily interchangeable
components with one or few functions; products are composed of 1:1 or 1:2
component to function mapped units (Cabigiosu et al. 2017). Modular systems are
optimized by either isolating component function such that components may operate
independently of one another, or by standardizing interfaces such that third-party
vendors can generate modules and easily substitute with little to no integration effort
(Wu et al. 2009).

Through this regimented compartmentalization, product functional aspects can be
specifically tailored, the products as a whole are more adaptive, the development
times and associated process innovation times are shorter, and valuations are made
easy as they are broken down on a per individual functional area basis (https://
images.adsttc.com/media/images/55c7/6al2/e58e/ceSc/7d00/01a3/slideshow/
Screen_Shot_2015-07-08_at_21.39.11.jpg?1439132171). Additionally, modularity
can have benefits with respect to supply-chain management via the mirroring
hypothesis, which states that particular functional areas are addressed by subgroups
within firms that are most optimized/suited to deal with those areas; function and
firm structure are “mirrored” (Wu et al. 2009). In this respect, an internal intra-firm
optimization occurs spontaneously, affording great benefit to the use and application
of modules.

Lastly, modularity affords another benefit through the ability to re-use extant
modules; application of the “re-use/redesign principle.” This entails that per com-
ponent generation, if the technology has not advanced to a level that is not yet
appreciable enough to facilitate the development of a new component, a modular
architecture can simply re-use the existing technology without having to go through
the pains of integration. This affords incredible flexibility and the ability to selec-
tively upgrade particular components within an assembly relative quickly with
respect to new technological advancements, all the while performing precision
cost-benefit analyses on the remaining assembly components.

1.4.2 Integrated Legacy

Despite the advantages of modularity, Apple has historically been a company that
favors integrated frameworks in the design and manufacture of its products, their
components, and hardware elements are often multi-functional and proprietary. With
the benefits of modularity being well-known via ubiquitous build-your-own PC
architectures, it is initially curious that Apple would choose this seemingly lagging
mode of design. However, the statistics regarding performance as well as the weight
of Apple’s business values justify this decision in two regards: integration allows for
higher optimization of a system architecture with respect to system parameters, and
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also adds a layer of intellectual property/brand perception protections that make
Apple more desirable as a unique product.

An integrated system, being designed solely by one design team, has the benefit
of being optimized for the other components on the board; the designers know what
else is going on the board alongside their particular component, as well as the
operation specifications of the system as a whole, allowing a for a design that
exploits and operates within the system parameters to the best of its ability. Modular
products, while advantageous on a component-to-component basis, may not have
the luxury of being tuned for a system, often operating outside of idealized system
parameters and thus degrading the system performance as a whole. In this respect,
with every component being designed in-house, Apple has precision control over its
user experience, a facet that has played into its brand legacy (https://www.zdnet.
com/article/the-modular-mac-pro-is-the-solution-to-a-problem-that-apple-itself-cre
ated/). A rigorous example of this is the ubiquitous MacBook Pro, which features a
fully integrated GPU, RAM, and SSD storage, aspects that are commonly upgrades
in other brands that are essentially locked in Apple’s case.

In addition to having control over user perceptions, integrated systems, and
proprietary components add a layer of security to the integrity of the brand vision;
intellectual property is protected. It is common that most computer-savvy users
ponder upgrading their systems to achieve performance aspects not fully realized
by designers. In this respect, lead users typically swap out components of their
machines in order to beef up performance at the cost warranty voiding or possible
malfunction due to the use of third-party hardware. Apple is notorious for resisting
this, making their machines difficult to upgrade relative to standard PCs. While
seemingly neglecting an entire market of users, this strategy has not actually
impacted Apple in meaningfully negative way, rather, their products have found a
home with many who have no desire to upgrade product performance and are
satisfied with Apple’s intents. As stated, this end user satisfaction with a product
that came straight off the shelf is Apple’s endgame, and it has worked to cult success.

1.4.3 Steps Toward Modularity

While largely an integrated company, it appears that Apple has taken notice of its
modular market counterparts. June 2019 saw the announcement of a new Mac Pro,
touted as being Apple’s first fully modular product set to be released (https://www.
zdnet.com/article/the-modular-mac-pro-is-the-solution-to-a-problem-that-apple-
itself-created/). Boasting a variety of hot-swappable modules that were tuned to
particular consumer needs and an ad campaign that took the pains to stress the new
modularity of this offering, many begged the question: is this truly a modular
product? While customizable to an extent, and modular in the idea that components
could be swapped out readily, the Mac Pro was largely in-house designed, with
proprietary data connections and hardware appearing all over the product; the
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symptoms of integrated architecture still lingered in this new pseudo-modular
design.

While Apple has gone on record as saying that hardware licenses would be
distributed to third parties for the development of modules, this would be an
enormous step away from the legacy of end user perception control established by
its mature product line and company philosophy. Further, the use of proprietary data
connections and hardware appear to go against one of the major tenets of true
modularity: interface standardization, which preaches the use of common connection
points such that easy substitution/integration by external modules is made easy. In
this respect, the adherence to these principles communicate that while steps are being
taken toward modularity, the company seemingly remains a little guarded in incor-
porating more mainstream design elements, an understandable concern relative to
desire to maintain a functional, as well as esthetic standard.

1.4.4 Design Philosophy

Apple has always maintained a brand tradition of artfulness and consideration in
their product design, values reinforced by a set of core tenets parsed from interviews
(https://www .fastcompany.com/1665375/the-6-pillars-of-steve-jobss-design-philos
ophy) strictly adhered to with respect to device architectures. The first is craft: the
stipulation that every product must lay perfectly at the intersection of art and
engineering. While the former may be (relatively) easy to achieve, the latter takes
into consideration process flows with respect to product design; how much of this
can be done in-house? The answer in Apple’s case is, all of it, as they are hesitant to
put an aspect of their product in the hands of a third part lest it is sullied in a way that
degrades the product performance or perception overall. In this way, proprietary
design is facilitated which in turn ups the propensity for Apple engineers to innovate;
creative development is emphasized.

The second major tenet is simplicity. Apple understands that their primary
demographic may not all be “lead users” and that some consumers are more casual,
making purchase decisions on more primal, esthetic decisions with secondary needs
in moderate performance values. In this respect, the decision for an integrated
framework manifests itself: by lacking modularity Apple affords its consumers the
complete removal of the paralysis of choice, a common dilemma plaguing those in
the modification game. In this way, Apple products boast a more empathetic design
relative to non-savvy users, with enough performance power to satisfy those who
need it.

The last major tenet is the maintenance of the brand legacy of excellence. Apple is
aware of its position in the market not necessarily as the performance brand, but
rather the esthetic brand; the tool that “the artist chooses”. In this way, integration
plays a part via the prevention of uncertainty; by using in-house designs, the
variability of sub-Apple standard third-party developers are completely removed,
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and Apple is able to determine its own end user experience through precision
engineering and product testing.

1.4.5 Roots of Modular Apple

Interestingly, it should also be noted that this technically not Apple’s first foray into
modular product design. In 1985, a secret Macintosh prototype codenamed “Jona-
than” was developed and reached late-stage prototyping phases (https://appleinsider.
com/articles/19/02/21/apples-modular-mac-pro-design-may-mean-units-that-con
nect-like-lego-bricks). Rather than fitting its components into a single chassis, the
Jonathan instead had several modules stacked horizontally, giving it a “books on a
shelf” appearance. Unfortunately, this design was killed by Apple’s then-CEO John
Sculley as being “impractical” when compared to other emerging technologies.
Now, in 2019 with modularity finally, on the docket for Apple, one is left to ponder
what Apple would look like today if it had embraced modular design early on.

1.4.6 Ramifications

Apple’s move toward modular architectures signifies a shift in paradigm that pre-
sents an interesting future for a once integration-centric firm. While small in the step,
the departure from historic design principles coupled with the possibility of allowing
third-party support relative to their system architectures spell Apple’s acknowledg-
ment for the need to adapt in the rapidly evolving tech marketplace. In this conces-
sion, we may expect some radical changes within Apple on the horizon; a truly
modular product with actual third-party support. In this event, some customer
perceptions would likely have to be surrendered as Apple would likely be unable
to micromanage third-party sources to perform in an avenue of their standard, but the
possibility certainly exists now that these steps are being taken.

With this adoption of a new modular architecture, we must speculate on potential
changes in the process relative to product design and development. Apple is not
known to make incremental improvements sporadically through a release year as
expected of a product line featuring integrated technologies. Through the use of
modular designs however, the exploitation of ever-evolving hardware choices is now
on the table; the product architectures now being hot-swappable can now experience
incremental improvement over time, necessitating a new approach to product
releases on Apple’s part as well as process procedurals.

This begs the question however, how will this impact Apple’s brand legacy/
product perception? One aspect of the Apple mythos is the cult-like race to attend the
drop of new generations of iPhones and the latter, and while the iPhone is certainly
not modular (yet) if it were to become so in the future the impact of the unveiling on
the ravenous public would almost certainly be dulled, and thus the mystique and
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esthetic of Apple as the “artist’s brand” would be cheapened. While not necessarily a
consideration with respect to product design, for a brand like Apple, this is almost
certainly something that must be attended to.

1.5 Life Cycle Assessment and Product Line Strategy

Environmental friendliness is an aspect important to any modern technology com-
pany. Focus on impacts made to the environment are ever more pressing with
governments enacting regulations such as the Waste Electrical and Electronic
Equipment directive, Restriction of Hazardous Substances directive, and the
European Council’s directive on energy-using products (Chan et al. 2013). These
directives typically “bring ... forward legally binding measures to step up Member
States’ efforts to use energy more efficiently at all stages of the energy chain”
(Directive 2012/27/EU of the European Parliament and of the Council of 25 October
2012 on Energy Efficiency 2012). Another example includes the USA government-
backed voluntary program called ENERGY STAR started in 1992 as a user-friendly
approach to communicate to consumers the energy usage of products throughout its
life (ENERGY STAR). A way to gage the impact on the environment is to use a life
cycle assessment (LCA).

1.5.1 Life Cycle Assessment

There exists an Apple uses a full life cycle assessment when planning for new
product offerings as well as its current product line offerings. This helps it stay as
a leader in its field by applying high levels of environmentally friendly designs in all
of its products. Some of the key aspects of its strategy are shared on its website
(Environment—Answers). Apple relies on these categories when performing
its LCA.

It can be estimated the greenhouse gas data emission from each product. A
combination of Apple-specific and industry-average datasets for material produc-
tion, manufacturing processes, electricity generation, and transportation along with
offsets due to renewable energy usage (from Apple Supplier Clean Energy Program
or suppliers’ own independent program) are used to gage the impact of each Apple
product. Data and modeling are then checked for quality and accuracy by Fraunhofer
Institute in Germany. In any analysis of this type, there is a degree of uncertainty.
Data limitations are overcome by developing detailed process-based environmental
models with Apple-specific parameters and reliance on industry-average data and
assumptions.

More in-depth replication on the exact numbers used in Apple data analysis is
beyond the scope of this study. It can be said, however, that Apple has evolved in its
use of LCA modeling. Based on an abstract from one of its industry conferences in
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2018 it stated the following: “Over the past decade, Apple’s use of lifecycle
assessment (LCA) to measure environmental impact has rapidly evolved. Initially,
LCA models focused on a limited number of representative products, utilized
industry-average data, and were conducted after products had been designed.
Today, LCA models are developed for every product, major components and
materials are modeled using data from Apple’s own supply chains, and modeling
begins early in the design process. These changes have led to an increased role for
LCA in influencing design and manufacturing decisions at the product level. More-
over, this evolution has enabled Apple to make strategic decisions on corporate
environmental initiatives that have led to meaningful reductions in environmental
impact” (Dahmus et al. 2018).

1.5.2 Product Line Strategy—Environmental Friendliness
Approaches

Product line strategy implementation in the current context refers to the development
of “environment friendly products for customers with different willingness-to-pay
for the environmental attributes of a product” (Chen and Zhang 2013). A prime
example would be the miles per gallon (MPG) of a car; generally, the smaller and
lower weight will have a higher MPG in this tradeoff (Chen and Zhang 2013).
However, for Apple, a tradeoff would mean offering an inferior product compared to
itself so it would not offer to go in this direction. In addition, some of its core values
are exemplified as being a responsible company. As such, analyzing Apple’s product
line strategy with respect to environmental friendliness skews in the direction of the
mass-marketing strategy (one product offered to all markets) rather than the market-
segmentation strategy (different products for each market) (Chen and Zhang 2013).
As seen, Apple pushes the efficiency frontier of its products by investing heavily in
R&D so that it offers the best products possible with cutting edge technology (Chen
and Zhang 2013).

e Climate Change—“We take responsibility for the emissions associated with our
own operations, as well as the entire lifecycle of all our products and accessories.”
(Apple 2019)

* Resources—“We believe in conserving Earth’s resources when operating our
facilities and making our products.” (Apple 2019)

* Smarter Chemistry—*“We believe that our products should be safe for anyone
who assembles, uses, or recycles them.” (Apple 2019)

As such, here are some examples of its approach to its business product line
offering with respect to environment-friendliness (Apple 2019).

* Approach

— Low-carbon design via low-carbon alternatives—Carbon footprint calculation
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Corporate facilities

Product Manufacturing
Product Use

Product Transportation
Product end-of-life processing

— Renewable Energy
100% renewable energy

* Offices
» Retail Stores
¢ Data Centers

— Reduce total energy usage at its own facilities and those of its suppliers

Designing—Total consideration of environmental impact along with cost,
durability, form, and functionality

Product

Operating System

Manufacturing process

It is evidently clear that Apple’s strategy to environmental friendliness is to apply
an equal green standard to all its products. It will not market explicitly a same
product with less of an environmental friendliness aspect. The last 10 years have
marked an average of 70 percent decrease in energy usage (Apple 2019). The
11-inch iPad Pro from Fall 2018 is 69 percent more efficient than the ENERGY
STAR standard; iMac Pro uses 40 percent less power during sleep and off mode, and
the MacBook Air uses three times less power in sleep mode than the previous
generation laptop (Apple 2019). Apple also reduces the amount of silicon used in
its chips; the A11 and A12 chips found in iPhone 8, X, XS, XS Max, and XR used
this new design to lower the 2018 Apple footprint by 160,000 metric tons (Apple
2019). Aluminum is another material Apple has worked on reducing. It has partnered
with Alcoa Corporation and Rio Tinto Aluminum on a new technology that elimi-
nates direct greenhouse gas emissions from the traditional smelting (Apple 2019).
Now, Apple utilizes 100 percent recycled aluminum for Macbook Air enclosures to
reduce its carbon footprint in half. Other resource conservation highlights include
updating its disassembly robot, Daisy, to recycle six more phones for a total of 15;
reduced plastic utilization by 48 percent in the last 3 years; material recovery lab
partnerships with industry experts and academia to innovate recycle methods;
11 products now use 100% recycled tin in the solder for logic boards; using recycled
cobalt in batteries of new products; Apple refurbished 7.8 million devices and
recycled 48,000 tons of e-waste in 2018 (Apple 2019). When Apple describes
utilizing smarter chemistry methods it means the following. This includes updating
the Apple Regulated Substances Specification to strengthen supplier requirements
and restrictions on harmful substances, all supplier final assembly sites have adopted
safer cleaners and degreasers, continued to expand Full Material Disclosure (FMD)
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program, and collect comprehensive chemical data for over 75% by mass of new
iPhone, iPad, and Mac products.

From all the evidence presented, it is without a doubt that Apple goes beyond
government regulations to ensure that its current product line offerings do not
compromise on environmental friendliness. It balances its niche market of
so-called high-quality products with high price tags to continue on this line of
thinking (Chen and Zhang 2013).
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Chapter 2 ®)
New Product Development Crechae

Claris Leung, Andy Hsiao, Michael Hobernicht, Kevin Camp,
Vanessa Kung, and Tugrul U. Daim

2.1 New Product Development Introduction

Since the industrial revolution, the global industrial economy continues to expand
rapidly. The automotive industry enabled people to live outside of cities and
commute in. The aerospace industry has linked not only states but entire countries.
Henry Ford’s assembly line revolutionized the way things were manufactured. At
the heart of every successful design and manufacturing company is an efficient new
product development process. This process allows engineers to understand their
customers' desires and make quantitative and qualitative decisions about what
features to design into their product. Companies that can rapidly innovate, deploy
product development strategies, and integrate tooling suppliers are likely to gain and
maintain market share.

The semiconductor industry is at the heart of the expanding digital world. The
world’s demand for silicon is on a steep positive trajectory. Silicon has many
applications within the average consumer’s life. From personal laptops, to data
centers, the demand for more efficient processing and memory is continually grow-
ing. Intel Corporation is a major player in the semiconductor design and manufactur-
ing industry. In order to stay competitive in the semiconductor manufacturing
industry, Intel must focus on customer integrated design, accelerated innovation,
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product development strategies, tooling supplier integration, and understanding the
technology life cycle of its products.

2.2 Intel’s Background

Founded in 1968, Intel changed the world dramatically with its revolutionary
products, from the first microprocessor to miniaturized personal computers (NUC).
Intel remained competitive in the semiconductor industry through clever marketing,
high-quality research and development, superior manufacturing proficiency, an open
corporate culture, and legal proficiency. Its wide range of products power not only
computers, but also data servers, cloud services, memory systems, graphics,
microarchitectures, media interfaces, and more. In addition, Intel has stayed on top
of the changing world of technologies by accumulating acquisitions and partnerships
in multiple industries over the years. One key aspect of Intel’s continuous growth is
its progressive, customer-oriented approach to product development, as discussed in
this paper.

2.3 New Product Development Analysis and Discussion

2.3.1 Accelerated Radical Innovation

Intel has taken the lead in the semiconductor industry since day one. The innovator
invented the world’s first metal oxide semiconductor chip, replacing magnetic-core
memory chips. In 1971, Intel released their first microprocessor, Intel® 4004, which
was also the first general-purpose programmable processor on the market. At the
time, the concept of microprocessors was still new to the general public. The 4004
was mainly for engineers to customize with software to perform different functions
in a wide variety of electronic devices. After just 1 year, Intel released Intel® 8008,
which was 8-bit instead of 4-bit, supporting significantly more random access
memory (RAM). The 8008 was a tremendous success; it became widely used in
hundreds of products in addition to the first microcomputer in the market, including
traffic lights, cash registers, industrial machines, etc.

Starting the 1980s, personal computers (PCs) became common and without much
knowledge of the product, people were focused on the software, specifications, or
recommendations rather than the central processing unit (CPU) inside. Intel’s market
share was also eroding as manufacturers preferred upstart competitors for lower
costs during the recession. This prompted Intel to launch a worldwide brand
marketing campaign to help users identify PCs based on Intel’s valuable processors.
Intel Inside® became a label everyone looked for. One important aspect of radical
innovation is the creation of new knowledge and commercialization of completely
novel products and ideas. Intel no longer wanted to be seen as a highly technical



2 New Product Development 31

company whose work only engineers or scientists could relate to, but also a prevalent
name in every household. Prior to the campaign, Intel had been advertising the next
chips or products or partnering with other companies such as HP, Dell, etc. Using
their chips, Intel started a marketing strategy known as ingredient branding, which
no other company had used. Intel invested in hundreds of millions of dollars in this
incredibly novel approach of rebranding itself over a period of several years, with
sales of only $500 million at the time. Its devoted efforts included half of the
computer manufacturers’ advertising costs, elaborate and immersive exhibits at the
annual CES (International Consumer Electronics Show) and high-profile TV cam-
paigns. Within just a few years following the campaign, Intel became the largest
semiconductor of the world.

From the Intel 8008, the 10 pm process to Intel’s latest released chip codenamed
Coffee Lake, the 10 nm process, the company made amazingly significant progress.
This progress follows the model of its co-founder, Gordon Moore, who predicted
that the number of transistors in a chip double every 2 years. Rather than a force of
nature of any sort of scientific law, this was Intel’s commitment to continual progress
due to their dedication. Moore’s law went on to become the widespread business
model of the semiconductor industry. With radical innovation defined as improve-
ments in known performance features of five times or greater that could take
decades, Intel’s incremental increase of transistors on a chip 1000 times smaller
after merely 40 years was an impressive feat. Its transistor density and chip size
reduction have outperformed its competitors in the market. Intel has truly achieved
what many other companies strive for—accelerated radical innovation. Intel has
accomplished its innovation leadership since its very first processor and has been
consistent throughout the years through meticulous analysis of scientific knowledge
and telecommunication tools to precipitate the diffusion of its products in the market.

Rising to the top of a cutthroat competitive market is not merely about
outperforming competitors, but also the company itself. Consumers must have the
desire to not only stay loyal to the brand but also spend on an upgrade from the
product’s predecessor. A close evaluation of Intel’s last two generations of micro-
processors in the market indicates how the company is still able to be ahead in the
market by attaining accelerated radical innovation. A comparison test amongst a pair
of Acer Swift 3 notebooks, powered by eighth Gen Core i5-8250U CPU and a
seventh Gen Core 15-7200U chip and a pair of Dell XPS 13 s, powered by eighth
Gen Core 17-8550U CPU and a seventh Gen, Core 17-7500U processor, reveals that
eighth Gen is ~80% faster than seventh Gen on average. In sub-areas like excel
spreadsheets, video transcoding, and app load times, the eighth Gen is better than its
predecessor by ~65, ~60, and 56%, respectively. Intel proves its commitment and
propels its innovation forward by significantly boosting product performance with
powerful enhancements from generation to generation.

Intel strived to achieve accelerated radical innovation from its first microproces-
sor with the Intel Inside® household name. Becoming an ingredient in someone
else’s recipe was never appealing to ambitious companies, however, Intel leveraged
this opportunity and quickly established itself as a trusted brand with assured quality.
The company made the endeavor to deviate from its traditional approaches, favor
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long-term benefits over short-term, consider its whole network of suppliers to
manufacturers to consumers, and ultimately rewarded itself with a large, global
consumer base. Intel products are incorporated in not only computers nowadays,
but also in numerous other cutting-edge technologies, spanning from the semicon-
ductor industry to entertainment, business, automotive, software, and more.

2.3.2 Product Development Strategies

Product development at Intel is multifaceted, employing multiple strategies to yield a
plethora of product designs and increase manufacturing capability. These strategies
include leveraging internal development/manufacturing capabilities to optimize
Intel’s product portfolio and acquisition of startups to enhance products in their
portfolio and expand into high-growth markets.

As Intel’s bread-and-butter PC market matured, Intel has been on the hunt for the
next big market and finding related markets to expand into. Intel coined IoT (Internet
of Things), opening doors for the company to grow into novel/high-growth market
segments. [oT products encompass embedded electronic packages for a broad range
of applications. Intel’s decisions have begun to expand past the core silicon-based
product focus, however, product offerings from Intel are still stayed true to the core
integrated electronics focus and established R&D structure cultivated by
manufacturing. The acquisition of companies such as Alterra and Mobileye demon-
strates this divergence from the core silicon business while still staying true to the
mission of selling silicon. The purchase of Altera has justifications in accelerating
the product development process while mutually enhancing both companies’ prod-
uct lines. The acquisition of Mobileye demonstrates the acquisition strategy as a way
of substantially accelerating product development through the purchase of a key
player to gain foothold in a desired market segment.

2.3.2.1 Identifying Core Competency

Intel is an established international company with strong technical strengths. Intel
was founded in 1968 and has been in the microprocessor industry since 1985. The
company currently employs approximately 102,700 employees. Intel has nine major
manufacturing and R&D sites and seven test assembly sites internationally with
presence in 46 countries. Research and development expenditures reached over
$13 billion in 2017. Intel took the fourth position for the number of US patent
assignments over 2016 as well as 2017.

These core competencies integrate together in a model Intel calls “Virtual Cycle
of Growth,” meaning involvement of Intel projects in all parts of a system from data
center devices to end-user devices of all kinds (PC, mobile, and IoT devices) can
impact the company as a whole.
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Intel is organized into five broad groups: Client Computing (CCG), Data Center
(DCQG), Internet of Things (IOTG), Non-volatile Memory Solutions (NSG), and
Programmable Solutions (PSG). Each of these groups specializes in a related
microelectronics related market focus.

The Client Computing Group has been responsible for designing and manufactur-
ing Intel’s Core-branded processor families, supporting Intel’s notebook and desk-
top product lines as well as wireless and wired connectivity products.

Data Center Group specializes in data center platform advancement and
supporting Intel’s Xeon Scalable processor line for enterprise, cloud, and commu-
nication infrastructure market segments.

Internet of Things Group includes all IoT platforms for automotive, industrial,
retail, and other markets with embedded applications.

Non-volatile Memory Solutions Group focuses efforts on developing and
manufacturing memory technologies such as 3D NAND and Optane. These tech-
nologies have been implemented in the memory market in the form of solid-state
drives.

Programmable Solutions Group is focused on programmable semiconductors
such as field programmable grid arrays (FPGA) and related products for markets
such as industrial, military, automotive, and communications.

Moore’s law has been a major reference in semiconductor technology cadence
since Gordon Moore, an Intel co-founder, published the observation in 1965.
Moore’s law states that transistor density should double approximately every
2 years. This is a cadence that Intel has aimed to achieve with every new iteration
of transistor design, vastly changing the way the semiconductor industry has
operated.

A less obvious analysis of Intel’s position in the market is defined by the barrier to
entry in semiconductor manufacturing. While the dense IC market prescribes to
Moore’s law on transistor density doubling, the trend for required resources in
achieving this level of technological advancement in the last decade has been an
opposite trend, requiring more and more R&D, test, and manufacturing cost. This
observation of increasing the capital cost of semiconductor fabrication increasing
over time has been dubbed Moore’s second law or Rock’s law. The rising cost
creates a prohibitive wall around the manufacturing industry, limiting competitors to
a select few: Samsung, Taiwan Semiconductor Manufacturing Company (TSMC),
and GlobalFoundaries (GF); fewer which offer full-stack design-to-manufacturing
capabilities similar to Intel.

2.3.2.2 Leveraging Core Competency

Intel utilizes its technical design and manufacturing capabilities with internally
designed products as well as externally designed product manufacturing. Production
manufacturing facilities are designed with a “copy exactly” method, which enables
smooth technology transfer between manufacturing sites through the creation of a
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virtual fab environment. This design allows for better cost control and production
capacity.

Product manufacturing process R&D on similar product lines are carried out
concurrently. For example, referencing the transistor density, product R&D of
14 and 10 nm process nodes are stagger start but have periods of overlap in
development to facilitate product release at the desired cadence described by
Moore’s law. This enables the company to have a fluid release of products by
initiating technology research early enough to allow the technology to mature before
releasing into retail products.

Leveraging internal resources has led to an expanded product portfolio outside of
microprocessors. Intel has expanded to auxiliary microprocessor products such as
motherboard sockets, thermal solutions, and motherboard reference designs as well
as server products and assemblies, although manufacturing of some of these prod-
ucts is not done internally. Intel employs a multi-source strategy for supply chain to
manufacture certain components such as connectivity, FPGA, networking, and
memory products. These subcontractors help to augment internal production capa-
bility and capacity.

Taking advantage of the decades of technical experience, advanced production
capabilities, and robust validation methodology, Intel offers custom foundry
manufacturing for external design firms (known as Intel Custom Foundry (ICF)).
The foundry business capitalizes on the fabless model employed by many other
electronics design firms. This model is built upon design firms that do not have
manufacturing capabilities to outsource production to an external foundry. The
technology Intel offers to their foundry clientele capitalizes on performance-relevant
matured process technologies. Intel is quiet about the success of ICF, however, ICF
demonstrates a product optimization by leveraging Intel’s technological lead over
competitors with mature technologies and manufacturing resources of the company.

2.3.2.3 Enhancement of Core Competencies

A position Intel has taken to enhance their core competencies is through the
acquisition of companies in target market segments supplemental to current Intel
technologies and companies which are positioned in critical industries destined for
future exponential growth. These companies provide Intel with the ability to foster
growth within existing product lines as well as gain access and a technical foothold
into new industries. Two recent purchases exemplify these different variations of this
strategy: Altera and Mobileye.

Altera specializes in programmable logic devices, with their largest deliverable
being field programmable gate arrays (FPGA). These devices are integrated circuits
that can be configurable by the end user to cater to their product needs. FPGAs find
purpose in integration in IoT devices: an industry that encompasses a broad range of
products and applications such as data center sensor monitoring systems and health
care monitoring systems. FPGAs function as sensor controllers and data acquisition



2 New Product Development 35

tools which enable IoT systems to be developed and integrated into data analysis
systems for connectivity.

Intel’s purchase of Altera is a beneficial one that enhances its core competency
while positioning Intel as a key player in the IoT device market. Intel has had prior
experience with Altera’s main product line, Stratix-10 FPGA, with a fostered
relationship and familiarity through Intel Custom Foundries. Intel’s expertise in
microprocessor design and manufacturing coupled with Altera’s market position
as a major player in the FPGA market and designs enable mutual benefit to both
organizations. Additionally, referencing the client-to-cloud strategy, the success of
Altera would directly impact Intel’s IoT market. As Altera establishes itself further
as the choice for FPGAs by IoT device developers, Intel sees advantages directly
through Altera sales while indirectly seeing demand increase in many related
technologies also supported by Intel (data centers, wireless technologies, etc.).

The acquisition of Mobileye demonstrates a product strategy that diverges from
the traditional silicon-based business Intel has pursued. Mobileye is a company that
focuses on camera recognition software to enable autonomous driving vehicle
abilities along with collaborations with governments and crowdsourcing for road
data collection. The company has had its technologies implemented into over a
million vehicles on the road today, spanning from Audi to Honda. These commercial
technologies currently do not enable fully autonomous driving capabilities, however,
it is the goal of the company.

This market has been identified by Intel to be a substantial growth market. Intel
estimates the market can be worth up to $70 billion by 2030. The benefits, however,
are mutual between the two companies. Mobileye brings to Intel new technologies
and a leading position in the autonomous driving automobile market while Intel is
able to supplement Mobileye’s hardware efforts with their System-on-Chip (SoC)
and FPGA product lines. Indirectly, Intel expects to see farther-reaching impacts into
its data center market through an increase in demand for cloud computing resources.
This purchase stands as staking a claim in a novel growth market that has benefits
that span multiple business units within the organization.

2.3.3 Integrating Tooling Suppliers

The new product development process has many multivariable decisions embedded
within it. When each one of these decisions arises, engineers and managers must
hold design reviews to determine what the best solution is. Typically a decision
matrix is used to decompose a decision. Key variables are assigned weightings, and
the solution with the highest score is selected. This static method of decision support
has its limitations. For one, this method is unable to account for uncertainty within
weighting. Each weighting in reality is a stochastic random variable, taking on a
range of values. Dynamic decision support is needed to understand the variability in
the new product development process.
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Thus managers and engineers can define probability distributions for the
sub-variables and link them to the final variables. Monte Carlo simulation can be
utilized to understand the probability of success of a product proposal. It should be
noted that at Intel, many sub-variables are determined by their tooling suppliers.
Product cost and available resources and affected by the wafer fabrication equipment
used. The window of opportunity is affected by how quickly new manufacturing
equipment can be developed. Product quality and margin rate are directly affected by
the performance and quality of wafer fabrication equipment. Because of the impor-
tance of these sub-variables, it is vital that Intel integrates their tooling suppliers in its
new product development process.

An important aspect of Intel’s new product development strategy is understand-
ing its suppliers of wafer fabrication equipment. Intel’s corporate structure is
designed to develop and manufacture new products. They act as a central integrator
of new products and technologies. The wafer fabrication equipment used for etching
and deposition processes is designed by tooling suppliers such as Lam Research,
Tokyo Electron, ASML, and Applied Materials. Companies hold the majority of the
wafer fabrication equipment market share. This competition between suppliers is
advantageous for Intel because it promotes innovative design, and competition
between companies to keep pace with Intel’s innovation.

Intel and companies like Lam Research must have an ongoing dialog about the
capabilities of the wafer fabrication equipment. For example, when Intel is devel-
oping a new advanced memory chip with copper interconnects, they are more than
likely to purchase a Saber electrochemical deposition machine. The Saber machine
can be used by Intel for “High-throughput, void-free fill with superior defect density
performance for advanced technology nodes” Lam. The exact performance param-
eters of the Saber would need to be understood by Intel design engineers prior to
finalizing their processor design. If an Intel engineer determines that small additional
features are needed, often times they can be quickly added to the wafer fabrication
equipment. However, for larger innovations, Intel will need to integrate their tooling
supplier months, if not years, ahead of production to ensure the design criteria can be
met. If Intel fails to align on a proper timeline with its tooling suppliers, they are
setting up their new product launches for production failure.

2.3.4 Technology Life Cycle
2.3.4.1 Computer Processing Unit (CPU)

Intel’s iconic microprocessor began with the first commercial 4004 processor in
March of 1971. The release for the 33 years would be consistent and provide a prime
life cycle of roughly 2-3 years per CPU. After the release of the next generation,
CPU production of the last CPU will slowly be ramped down and prices will be cut.
Driving the short relevant life cycle is the steadily increasing number of transistors
available on every newer processor. This short life cycle makes the time an
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incredibly valuable asset in the release of microprocessors and establishes a barrier
to entry to the industry. Each generation of microprocessors that reduces critical
dimensions results in faster performance, reduced energy consumption, and a lower
cost per transistor. These three items are the key performance indicators that PC and
data center customers desire in processors. The expectations for the product devel-
opment of the next generation of chips has been predictable for the research and
development team.

This traditionally predictable product life cycle is simple in principle and heavily
dictates every decision made in the industry about product life cycles. It offers the
benefit of giving the industry leader a dominant market share but demands consistent
innovation to retain market share. Intel maintained the improvement at consistent
intervals with a “tick tock” model to vary the focus on each generation of micro-
processor. The Tick model would represent a new manufacturing process resulting
in a smaller critical dimension. The Tock model after would be the same gate size as
the last Tick model but have a different microarchitecture on the chip. The new
microarchitecture would squeeze the gate closer together to fit more transistors on
the chip without shrinking the gates themselves. In the last decade, the thermal
properties of silicon have reduced the gains expected in the clock speed of the chips.
This forced companies to seek creative options in order to improve performance and
resulted in more cores available in many consumer PC microprocessors. By sharing
the workload in parallel across multiple cores the performance of the chips would
increase with compatible software.

2.3.4.2 Internet of Things (IoT)

The IoT market is a new field for Intel where many different smart connected devices
to provide innovation in a variety of fields. This field will require custom-built
processors called Field Programmable Gate Arrays (FPGAs) in the devices and
large data centers to interpret the information received. The data center side of the
business will have predictable new product development expectations just like the
rest of the CPU industry while the IoT devices themselves will vary. Countless
devices will be connected to the internet and together they will solve engineering
problems that currently seem impossible. Intel’s business justification can be broken
down into securely dealing with IoT devices, building an intelligent system, and
providing customers end to end analytics. Developing IoT can provide Intel revenue
directly from the services they provide and indirectly from the cloud analytics that
will require additional server processors to review data.

Some IoT devices will power cheap sensors that monitor temperatures of homes,
the humidity of rooms, and weather fridge doors are open or closed. Many of these
devices will be cheap and have a low importance if they do fail. Certain IoT devices
will be responsible for saving lives and require large amounts of validation and
testing. Security will be a top priority for almost all data as companies and adver-
tisers will view the data as valuable IP that may contain insight on consumers.
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Autonomous driving is an incredibly new technology that will present unique
challenges to product development and life cycles. The technology will continue to
improve drastically over the next decade which will require consistent improvements
in performance to remain competitive. The validation of the hardware will require
external validation to ensure that the products are safe for the consumers. Cars
themselves are driven for a long time after they are purchased with the average
age of a car on the road in the USA being 12 years. Certain consumers will pay for
the latest technology while others will use older technology to reduce the cost of the
devices in their affordable cars.

FPGAs were a $6 billion industry in 2017 and are expected to grow to $10 billion
by the year 2023. They represent a growing need for purpose-built chips that can
efficiently, securely, and cost-effectively to accomplish device-specific tasks. Intel’s
acquisition of Aletra for $16.7 billion on December 28, 2015 help Intel gain the
intellectual property needed to enter portions of the FPGA market. Companies want
FPGAs that have a lower fixed initial design cost and a lower variable cost associated
with manufacturing each. Having extra features on generic FPGAs can cost extra
money per unit and result in poor performance. Generic FPGAs fail to do a very
specific task well that certain devices need resulting in longer computational times
and higher battery usage. Technology life cycles of FPGAs will vary greatly
depending on consumer adoption habits and the demand of the device itself.
Meaningful improvements in battery life, features, and security will drive demand
for the latest model of FPGAs. The usable lifetime of specific devices will likely
dictate how long the FPGAs will be expected to last. Cars may need reliable
performance for 25 years while mobile.

2.3.5 User-Centered Design of Products

Companies’ success is largely dependent upon the user-centered design of products
and Intel is no exception. According to Intel company values, customer-centric work
is based upon three pillars: why they do it, how they do it, and what they do. Intel
believes “Design thinking” is the future of work. These kinds of design innovations
can play an integral role by making human-to-device interactions more intuitive,
individualized, and convenient. Creating superior user experiences can ultimately
translate into a competitive advantage.

2.3.5.1 User-Centered Design Methods

Intel employs several methods in user-centered design of new products which
include research studies, the Intel User Experience Lab, and various business
acquisitions.

Intel was one of the first companies to research consumer acceptance in the self-
driving car industry. In March 2017, Intel announced plans to purchase Mobileye, an
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Israeli developer of autonomous driving systems. General acceptance of autono-
mous vehicles is low. This data is based upon two independent surveys conducted by
Morning Consult in 2018. The polls show that mistrust in autonomous driving
increased following two fatal accidents involving autonomous vehicles in March
of 2018.

Even without technological flaws, acceptance, and adoption of technology are
impossible if people are afraid to use the technology. Intel is an advocate for the
social integration of self-driving cars. Intel conducted acceptance testing, a type of
trial that is becoming more common in the food and software industries that analyzes
consumer feedback on new products. Currently, no product in these industries is
launched without extensive feedback from testers. In turn, developers are able to
make products more user-friendly. Intel conducted this type of study to analyze
consumer trust in self-driving cars. In general, people are wary of safety levels,
surrendering control to a machine, and many must overcome psychological discom-
fort. Intel Autonomous Driving Group investigated whether participants who had
never ridden in a self-driving car would change their mind after experiencing it first-
hand. In the study, passengers were interviewed before, during, and after riding in an
autonomous car in order to track any change in opinion. The cars used were Ford
Fusion sedans that have a minimalist addition of a camera on the top roof of the
vehicle. The following results were found: passengers reported that seeing the
steering wheel moving without a driver contributed to anxiety; voice control
between humans and machines eases feelings of lack of control; and passengers
expressed concerns over the special needs of small children, the elderly, and those
with disabilities. At the time, it was one of the first studies of its kind, but more
research is to be done. Currently, there is no standardized testing model for self-
driving cars, but one may be developed in the future to standardize testing methods.

In the Intel User Experience Lab, Intel products are researched with the consumer
in mind; using technical equipment, the consumer experience is replicated by
stimulating the senses of sight, touch, and hearing. Display testing is conducted
using a variety of tools. A consistent pattern indicates a consistent picture, whereas a
non-uniform pattern indicates an inconsistent picture.

Touch is analyzed using a robotic arm and display testing. The robotic arm lets
researchers conduct tests in a repeated and controlled fashion, with the ability to
simulate fast, slow, and erratic movements. A camera captures a video of the robot
arm’s actions. The footage is fed into a spreadsheet and analyzed to help researchers
understand what needs to be improved to satisfy the user.

Sound is analyzed using a hemi-anechoic chamber, where in-depth testing is
conducted on speech recognition, audio, and voice quality testing. A head-shaped
device can measure pressure on the ear and distance from the mouth to understand
ways that humans react with audio devices. Different voice types are simulated as
well as background sounds such as forest environment, elementary school play-
ground, and train stations among others.

Through numerous business acquisitions, Intel is capable of developing more
user-centric products. In 2013, Intel acquired Omek Interactive, a company that
develops gesture-based technologies; through this acquisition, Intel hoped to
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increase its capability of delivering more immersive perceptual computing experi-
ences. In 2013, Intel acquired Indisys, a Spanish natural language recognition startup
that developed artificial intelligence technology in the form of a human image that
converses fluently in multiple languages across different platforms. In 2015, Intel
purchased a 20% stake in Vuzix, a smart glasses manufacturer. In 2015, Intel
purchased cognitive computing company Saffron Technology. In August 2016,
Intel purchased deep-learning startup Nervana Systems.

2.3.5.2 Intel’s User-Centered Products

In addition to fostering a creative, human-centered culture, Intel develops products
that cater to the needs of consumers and industries alike.

Intel offers a wide range of CPU products suitable for different devices with their
scalable processors. Intel Core processors can be chosen depending on the type of
device and whether the customer prioritizes performance or mobility. Collectively,
Intel Quark, Intel Atom, Intel Core, and Intel Xeon processors each support a wide
range of performance points with a common set of code.

Intel has also worked to improve the user experience of virtual reality
(VR) gaming. Intel designers worked to optimize the user experience and perfor-
mance of Code51—the first worldwide mech arena VR game supporting Oculus
Rift, HTC Vive, PSVR, and Pico VR platforms. The game has been released in over
3000 VR arcades in China and is targeted for release in PlayStation Store, Oculus
Store, and Steam in Q2 of 2018. Intel enhanced visual and audial aspects of the game
through the use of its Intel Core i7 processors and included features such as 3D
audio, object destruction, enhanced CPU particles, and additional background
objects. Intel achieved this improvement by utilizing seven design points of
immersive VR games. First, they determined the choice of immersive motion
tracking system to drive player movements in the virtual world of a game by
comparing the tracking system’s pros and cons with the game’s mechanics. For
instance, for Code51, the virtual cockpit tracking system was chosen for the ability to
move continuously in VR, compatibility with current premium VR helmets, align-
ment with the “sitting down” style of the arena game, and to permit longer gameplay.
Intel designers also worked to alleviate VR motion sickness through UI design, level
design, rendering performance, reducing acceleration and angular velocity, and
dynamically reducing the field of view. Steps were also taken to enhance the
spectator viewing experience for e-sports. Another issue that was mitigated was
the low sharpness of current VR HMDs compared to conventional displays. CPU
performance was also optimized to prevent stalling the VR scene rendering. Lastly,
the user experience of the VR game was improved by utilizing all available com-
putational resources on a hardware platform as much as possible, resulting in a
deeper immersive experience. These features significantly increased the immersion
of Code51 on high-end CPUs without a performance drop, since most of the
computation was offloaded to idle CPU cores.
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Internet of Things (IoT) refers to the network of devices, vehicles, and home
appliances embedded with electronics, software, sensors, and connectivity which
enables these items to connect and exchange data without human interaction,
resulting in many benefits such as improved efficiency, saved time and money,
and reduced human exertion. This network of devices reinforces user-centered
design by catering to the individual need of the user. Intel IoT products are present
in every consumer and industrial application imaginable: retail digital signage
and kiosks; retail analytics and operations; healthcare analytics, infrastructure, and
products; financial services; smart cities, buildings, and homes; automotive and
connected transportation; industrial automation; and energy. IoT devices cannot
operate independently; significant data analysis—using servers—is necessary to
run IoT systems. For instance, a self-driving car generates 4 TB per day and a
plane generates 40 TB. Each of these systems needs to be connected in a feedback
mechanism that can generate actionable intelligence, through Al or high-level data
analytics. These IoT systems cannot run without powerful back end processing
services. Smart homes, autonomous driving, industrial systems, and energy are
utilizing an increasing number of sensors, but they cannot be enabled without a
system to collect and analyze this data to make informed decisions. The recent
restructuring of the Intel IoT group has shifted its focus to higher end and more
compute-intensive applications such as autonomous vehicles, drones, and
healthcare, with Atom, Core, and Xeon chipsets. Though this area is lower volume
than “gadgets,” it has better margins that better fit into Intel’s strengths. These are
areas where Intel has significant intellectual property to exploit: CPU, GPUs,
storage, and connectivity for analytics, Al, ML, big data processing, and network
operations.

2.4 Conclusion

This case study has identified five perspectives within the topic of new product
development in which to analyze Intel Corporation. Intel focuses on accelerated
radical innovation by meticulously investigating the product development process
from initial concept to commercialization, adoption, and societal impact. Product
performance increases substantially from generation to generation as a result of
regimented innovative research process and implementation. Intel has defined prod-
uct development strategies that include leveraging internal development/
manufacturing capabilities to optimize Intel’s product portfolio and acquisition of
startups to enhance products in their portfolio to expand into high-growth markets.
On the manufacturing side, Intel focuses on integrating tooling suppliers in their
development process to ensure they have the manufacturing technology required.
Collaboration between Intel and tooling suppliers allows for customer interactions
and inputs in tooling supplier product design. This allows for improved product
functionality custom catered to client needs.
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Intel always understood where its products are in their respective technology
lifecycles to understand the engineering expectations of their devices. User-centered
product focus from the conception of a product is a key component of the method-
ology Intel employs in product feature design. Maintaining close ties to end users
allow Intel to create products that better cater to customer needs. By employing these
five strategies Intel has secured their place as a leader in the semiconductor design
and manufacturing industry.

Acknowledgement Tugrul Daim’s contribution to the book chapter is based on the study funded
by the Basic Research Program of the National Research University Higher School of Economics
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Chapter 3 )
Impact of Technology in the Future A
of Sports

M. Krishna Priya, Raj Srinivasan, G. Harshitha, Shraddha Zingade,
Nihal Jeena, Tugrul U. Daim, and Dirk Meissner

3.1 Impact of Digital Technology in Sports

Digitalization in sports provides a guide for future innovation showing the opportu-
nities for innovation in sports sector. It defines a road map for R&D meeting health,
social, environmental, and market needs. The effects of technologies such as mobile,
cloud, artificial intelligence, sensors, and analytics are accelerating progress expo-
nentially. Today, in sports sector right from organizing the event till broadcasting the
sport everything is digitized which is redefining the traditional business. It is also
creating a great platform for audience to discuss, share their opinions, and interact
with their favorite player, sport, or team. Digital innovation increase fair play and
good governance have success in revenues and expenses.

The case study focuses closely on the impacts of technology on sports.

As we are switching spotlight to science and technology, we explore the influence
of digital technology in sports to help improve the athletes, sports, and gaming
experience. While sports is gaining momentum there are so many factors that are
digitally driven that is impacting the consumer, business, and the commercial
aspects. For instance, the amount of people watching video streaming for sports
on TV is declining and viewership is changing to mobile streaming for the first time.
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People are switching from subscribing to cable channels to Netflix and YouTube.
Younger people are following their favorite gamers and gaming online and the
growth has to come from digital means to attract new fans. Moreover, new digital
technologies like GPS watches, Fitness trackers, Heart Rate Monitors, etc. have
become the means of analytics that informs coaches, sports scientist, or medical staff
making decisions about how to prepare and condition their athletes by capturing the
data and insights of athletes and calculating their practice and work progress. With
precise information by the use of advanced algorithms and metrics, it allows them to
get the best out of the individual player with the team environment.

Intel’s involvement in digital technologies like 360 replay, drone technology,
True View technology, true VR technology has created a really dynamic way of
viewing live events. Whether you are sitting at the stadium or at home, it allows a fan
to see different replay angels with 3D footages, which is the most unique way to
watch a game that they would have never able to see. Moreover, it allows players and
coaches to learn from a 3D angle, to learn from their mistakes, and apply their
learnings into the next game and become a game changer. These technologies have
not only changed the viewing aspects but have also changed the way that everybody
works within the team by contributing toward making more informed and more
accurate decisions.

To sport fan’s “Digital” is the sum of all on-demand ways they can interact with
their favorite team, league, or event. Digital Technology has transformed the tradi-
tional way of watching the sport. Today, either for sport information or entertain-
ment or for any sport event transaction everything is digitalized. Social media has
become a major platform for fans to raise their voice and maintain relationship with
their favorite sport or team or player. Social media—Ilike YouTube, Twitter, and
Facebook—has wide reach, technology, and money to interact with people. Few
media channels like YouTube are winning the broadcast rights of a sport with their
technological advancements and ability to serve the audience with services like Live
streaming and on-demand services.

In the sports business, digital technology is like an iceberg imaginary, where only
the tip is visible. That is audience enjoys a seamless digital experience delivered and
relevant for fans. But, beneath the tip of this digital iceberg it includes many factors
to be considered. Among them are finding a new strategy, governance models,
cultural change, technology investment, and new approaches to innovation that
create a digital line of sight through all operational areas.

Technology in sports is shrinking the gap between the spectator and their favorite
sport or player by providing accurate and timely information. With this, the audience
is able to see what is happening on the field of play or training pitch and could expect
what is going to happen. Due to this audience is more connected, updated, and
getting into the game rather than just being a spectator. It has augmented perfor-
mance, pushed boundaries, and removed barriers.

Three areas in which digital technologies affected the most are:
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1. Over the top content
Today, we have several options for watching sports. We have a variety of
options for screens through which we can satisfy our passion for watching it. We
need not stick to the traditional TV broadcasting schedules.
2. Improving Performance
Video technology-enabled coaches and athletes to better understand their own
performances and provided a great platform to develop important gains and
enhance their performance.
3. Electronic Sports
E-sports is a competition with video games. It is played between individual
players particularly professionals. Intel holds a tournament for e-sports called
Intel Extreme Masters which provide live broadcasts of the competition, and prize
money to competitors. Some of the e-sports sponsored by Intel include events like
Starcraft II, Counter-Strike: Global Offensive, Quake Live, League of Legends,
and Hearthstone: Heroes of Warcraft.

Innovation of Digital Technology has led to the conception of many mobile
applications to track our health metrics. These applications are assisting athletes
and coaches in their training for achieving better results. They are digitized and
tracks athletes sport activities, nutrition, and strength. Which in turn helps coaches
and athletes in improving their performance with good governance and fair play.

Market research conducted by ABI (2014) on digitalization in various fields like
sports, health, clothing, and smart devices showed that there is significant growth for
sport trackers in the coming years. Digital technology thus is very helpful for the
sports industry and its need is growing rapidly in sports when compared to other
industries.

Also, according to Business Insider (Bl intelligence) in 2016, sports shifts its way
to digital technology by 60% from 2005 to 2016.

3.2 Intel

3.2.1 |Intel’s Current Position in Sports

Intel’s sports group was created in fall 2017 after Intel acquired the Virtual Reality
startup company Voke. Intel is investing in what is changing the entire world, that is,
digital transformation aiming to become a data company. When data is collected it
should be analyzed and used later. As Intel was looking at many such opportunities
where they can invest and get the highest ROI, sports emerged as a field with high
opportunities for this goal. One such field with good opportunities for growth is the
game viewing field. Thus, Intel aims at giving fans the best experience of watching
any game in 3D and a virtually real environment (https://www.geekwire.com/2017/
intel-investing-sports-tech-giant-sees-opportunity-help-athletes-fans-leagues/).
Intel introduced four major technologies to the world of sports, namely:
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. Intel True Virtual Reality

. Intel 360° Replay (Intel True View)
. Intel Drones

. Intel 5G

. Intel True Virtual Reality

Intel True Virtual Reality was launched with the aim of giving all the viewers a
front-row experience of watching the game. It requires the viewers to have a VR
headset, a mobile device connected to Intel’s True VR Technology. Using this,
even from our couch, we are able to transport ourselves to the best seat in the
stadium and enjoy the game in a virtually real environment from our own seat.
Every stadium has 30—40 5 K cameras that capture the game from all possible
views. 1 TB of images is gathered and processed to create one frame of image to
show the viewers. In the Pyeongchang Olympics, True VR became very popular
although it worked better for indoor games and smaller stadiums rather than
outdoor games. It was successful in Ski Jumping and Figure Skating more than
other games.

. Intel 360° Replay (Intel True View)

Intel True View was launched as a part of the Virtual Reality domain in sports
to see all the key moments of a game from every possible angle be it from the
viewer’s point of view or the player’s point of view, we can see both. To achieve
this, Intel acquired the company Replay Technologies which was pretty well
established in the field of Virtual Reality for sports. It uses high-resolution
cameras that are installed in all arenas around the world. We can see highlights,
replays, and all the key moments from 360° and enjoy the moment more.
Currently, 360° technology is being adopted by all the major leagues in the
world. This technology completely avoids any mistakes that can happen from
referees and umpires. Currently, NBA stadiums, San Antonio Spurs, Golden
State Warriors, and Cleveland Cavaliers stadiums have this technology installed
(https://ig.intel.com/360-degree-replay-technology-brings-fans-into-the-future-
of-sports/).

Smallest detail of the game, be it LeBron James’ angle of holding the ball or be
it Messi’s leg while kicking are broadcasted in real time to all the viewers to
enjoy. It is assumed that once viewers get used to watching a game at 360° they
will find it hard to go back.

. Intel Drones

Intel has created many varieties of drones for various purposes. Intel is
expanding the potential of drones to solve issues related to oil and gas, energy,
construction, and agriculture business. Intel has also designed a drone that is
specifically designed for light shows. The aim of this technology is to redefine the
entertainment business and create new experiences in the air. These new types of
lighting drones are named as “shooting stars” as they look like stars when they are
displayed in the night sky. These drones are lightweight and can only be used for
lighting purposes. Intel has created multiple world records for their light show.
Initially, they send 100 drones to the sky. The next target was sending 500 drones.
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The light show has been conducted in many parts of the world, the recent being
the Winter Olympics at South Korea.

During the Winter Olympics, Intel aimed at flying 1218 drones for the opening
ceremony and created a world record for “most unmanned aerial vehicles airborne
simultaneously.” But due to the number of people present and safety concerns
they aired a pre-recorded show. The concept of drone technology enables hun-
dreds of Intel’s shooting star drones to be controlled by one pilot.

4. Intel 5G

Intel aims at bringing the worlds of wireless, computing, and cloud together in
a seamlessly connected, very powerful 5G. With Intel 5G Viewers can control the
time, target, even the angle of what they’re viewing.” By 2020, 50 million smart
devices are expected to be in use of 5G. It will enable a variety of new capabil-
ities, user experiences, and devices like self-driving cars. They have also prom-
ised that in 2020 5G is going to be fully operational.

3.2.2 Intel Collaborations and Vision

Intel established close links with many broadcasters during the various events.
During Rio Games in 2016, NBC broadcasted the openings in virtual reality for
the first time. In November 2017, Intel announced its partnership with Turner sports
for a multiyear to broadcast NBA games in virtual reality using Intel True View
technology. Intel has tie-ups with other broadcasters like Fox Sports, ABC, ESPN,
CBS, Turner Sports that broadcast Intel’s True View technology for highlights, and
even for the whole games.

Intel’s major long-term collaboration with the National Basketball Association
(NBA) and National Football League (NFL) has brought upon installation of Intel’s
True View and True VR technology to major football and basketball games. Along
with the Olympics, Intel also has tied-up with LaLiga, El Clasico, and UK’s Golf
Player’s association to implement this technology. Currently, in all these stadiums
5 K cameras for broadcasting real-time games are being installed.

Intel’s aim is to provide new viewing experience for sports enthusiasts and to
compliment TV broadcasting coverage of sports with its technologies. Its goal is to
develop ultimate fantasy sports experience. With Intel vision of sports immersion,
everyone will be able to get into the game instead of just being a spectator. Intel is
always moving forward in exploring new technologies that make sports immersion a
reality within the next few years.

3.2.2.1 Future Plans

Intel is planning on introducing volumetric video for the next Olympics. Its aim is to
do real-time 3D manipulation of all images and videos. Intel is already working on
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the technologies in its roadmap for the upcoming Olympics. They are also looking
forward to expanding their partnerships with various broadcasters.

Along with the existing technologies, Intel promises a complete SG experience
until the next Olympics and will definitely have more innovative technologies to
improve the sports experience more. As mentioned earlier, Intel also has ongoing
research going with Stanford university to build a concussion mouthguard that
analyses an athlete’s hit better and helps doctors treat them. Although this is just a
research project, whether Intel will expand more in the field of making athletes better
is unknown. Intel has ongoing research to track the trajectory of a ball by embedding
chips in balls to get a better look at how the ball moves in an ongoing game.

3.2.2.2 Nike
Nike Lacing Technology

It is the reality that people can actually feel with their shoes using adaptive lacing. It
contains of a lace engine down at the bottom of the shoe with a housing engine so
that it remains protected and attached to a fit system, a flywire that actually comes up
through both sides of the shoe that goes and wraps around your foot. When the user
steps in there is a heel sensor, that the lace engine will run and tighten down the fit
system and it will sense a certain tension around your foot, and then it will stop.
There are two buttons on one side of the shoe, minus (—) to loosen up and plus (+) to
tighten up and to adjust it simply throughout your day which takes less than a second
to adjust it, instead of tying your laces every time you want to make an adjustment.
Also, the lights in the shoe tell you about when the battery is fully charged which is
going to last through roughly about two weeks, so when your battery is full it
becomes blue, when it is yellow which means you have few more days and when
it is red you should get it to the charger right away. These products will change,
adapt, and become more useful for performance from just being able to adjust it on
the fly, for instance, at the beginning of a basketball versus the halftime, the
beginning of a marathon versus the end of the marathon, the feet swell and sweat
due to the environmental changes and these shoes allows you to have control of it
and being able to adjust it when required by pressing the button quickly, making the
quality of life just enormous.

Nike +

The connected products developed under the Nike+ umbrella leverage vast amounts
of very accurate customer data.

¢ Nike Air VaporMax
Nike uses a very new technology in shoes today. Vapormax sole is very
complex but provides a very light and flexible shoes.
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* Mercurial Superfly
Nike used the flyknit technology on a soccer shoe creating a very efficient
shoe.

3.3 SWOT Analysis
3.3.1 |Intelin Sports

Intel created its sports division only two years back and they partnered with the
Olympics only 8 months before the games. Thus, they are rather new in this area.
Intel aims at being a data-driven company and not just a chip manufacturer. That is
one reason why Intel entered into this business. Intel concentrated on inventing new
ways of experiencing the game as they found that it was the aspect of sports in which
technology could make a huge impact. Apart from creating a viewing experience for
users, Intel is also involved in a research project which aims at the well-being of
athletes. Intel is partnering with a prominent university to create concussion
mouthguards for athletes.

Intel came up with a lot of amazing technologies for this Olympics: Intel True
VR, True View, Drones, 5G, and has a lot more are on their roadmap for the next
Olympics in Tokyo. Intel received mixed feedback for VR technology in the
Olympics. They broadcasted 30 events with the help of VR technology. The
feedbacks depended on the games that were broadcasted. For some sports which
take place in a small area the feedback was not very positive. The most liked games
were indoor games like Ice Skating and Figure Skating. Games with bigger stadiums
or outdoor stadiums had a few negative responses.

3.3.1.1 Strengths (s)

One major strength Intel has is its brand advantage. Intel is one of the world’s top
semiconductor chip manufacturer. Intel acquired Nervana and Movidius to generate
an Al portfolio. Nervana chips are 10 times faster than the traditional chips. Nervana
chips can transfer in and out of 2.5 terabytes data per second.

Intel’s vision for giving ultimate viewing experience is its great strength that
builds confidence in them and encourage for new ideas.

3.3.1.2 Weakness (w)

Intel technologies are pretty expensive and have low demand due to high technology
content. It needs further exploration of more valuable partnerships to gain footholds
in new global markets. In addition, Intel needs to stay agile in risk-taking for more
innovation.
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3.3.1.3 Opportunities (o)

¢ IOC (International Olympic Committee) has announced Intel as its official partner
through 2020 and was also announced as a partner for NBA. Intel helps athletes
and coaches in their training programs with their wearable devices.

3.3.1.4 Threats (t)

The biggest threat found after using Intel’s Virtual Reality is social isolation.
Viewers can immerse themselves so much into the game that they lose grip with
reality. The technology can be a fun and adventurous experience until it starts
affecting the viewer’s notion of what is real.

3.3.2 Nike in Sports

The impact of technology in the sporting industry targets all tiers of sporting people.
The top levels of sporting people are the athletes followed by the people who play
the sport casually. The next level is the lifestyle people who are more concerned on
comfort more than performance. The top tier people are the premium athletes and
technology helps them in winning competitions by improving their micro second’s
performance. The next set of people are the casual people who play sports casually
and not play them professionally. It really helps them to get a sense of achievement
by comparing their performances on a day to day basis. Technologies like wearables
fit in this class. The last set of people are the ones who are mainly using technologies
for lifestyle changes. Comfort shoes with best technology normally help them.

3.3.2.1 Strengths (s)

Nike has the best product quality which makes it a top brand across the globe. The
distribution chain is very strong which makes the product available everywhere. It is
one of the early leaders in the sports digital technology. A strong digital sports team
funded with money and people which concentrates exclusively on digital products.

3.3.2.2 Weaknesses (w)

Nike is largely dependent on the footwear products while other branded products are
not as strong. It possesses limited tracking technology and is not a technology
company and has to rely on other technological companies.

Nike has a Semi-closed architecture.
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3.3.2.3 Opportunities (o)

Nike has lots of available digital technological innovations that might open the
gateways for further technological advancements. The data collected from NIKE+
and NIKE ID might help them to understand the customer needs and choices and
might lead to new designs. It provides training and coaching advice where the data
collected might help to understand the runner’s performance and give training
advice if needed.

3.3.2.4 Threats (t)

A new competitor entering the market will end up in stiff competition. Nike will
have to maintain simplicity.

3.4 Conclusion

Intel has done wonders in the field of improving sports’ viewing experience for their
fans. They introduced the world to four major technologies namely—Intel True
View, Intel 360 degree replay, Intel Drones, and Intel 5G. Intel’s tie-up with the
Olympics given them a broader platform to showcase their talent to the whole world
and in turn make higher profits due to broader platform. Along, with the Olympics,
Intel also has collaborations with National Football League (NFL), Laliga, and
UK’s Golf Player’s association and has Intel’s high-resolution cameras installed
there.

Intel has tie-ups with multiple broadcasters like Fox Sports, ABC, ESPN, Turner
Sports that broadcast Intel’s True View technology for highlights, and even for the
whole games.

Intel has not entered the world of improving an athlete’s performance as yet but
has ongoing medical research going with Stanford university to create a concussion
mouthguard that analyses the impact of an athlete’s hit during the game. This
research might help the doctors understand the impact of hit and the injury better
and will allow them to treat the athlete better.

Nike provides skilled resources, budget, and coordination across the enterprise to
support the digital transformation. Innovation groups investigate new digital tech-
nologies and practices to identify potential applications in products and customer
engagement. They enabled new digitally enriched products to fit customers’ tastes
and needs. Nike plans to continue using technology to become ever-closer to each of
its customers.

Acknowledgments Dirk Meissners contribution to the book chapter is based on the study funded
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(HSE) and by the Russian Academic Excellence Project “5-100.”



Chapter 4 )
Internationalizing Google AI Research oy
Google Al

Aayushi Gupta, Binu Thomas, Fayez Alsoubaie, Harsita Gadiraju,
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4.1 Introduction

Internationalization is the trend that firms increasingly perform research and devel-
opment activities outside their home countries. Reasons behind decentralized R&D
are mostly related to faster learning of technology developments, customer needs,
low costs, and globalizing the market. Capture knowledge and market opportunities
internationally. The main goal of international cooperation is to capture knowledge
that can be converted to profit through Technology exploration and Technology
exploitation. The corporations were hesitant to internationalize their R&D work
before the 1980s. The reasons for maintaining geographically clustered R&D are
mostly related to maintaining optimum patterns of interaction. But market forces and
the dissemination of technological know-how sources are forcing many companies
to decentralize and internationalize their R&D labs. To order to stimulate this
technical learning, businesses are internationalizing R&D to improve the process
of technical learning and the management of the laboratory network.

One assertion could summarize the clearest drawback of regional decentralization
as “communication difficulties.” If a company’s R&D activities are decentralized
into geographically separate groups, this separation could result in less
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communication. Lack of communication also makes it much more difficult to adjust
to each other through informal discussions, leading to difficulties in coordinating
R&D activities. Distributing the development of technology can also lead to a
reduction in the size of the individual entities. The laboratory’s reduced size can
reduce its impact on the local scientific community or government. R&D is basically
a business of creating and creatively manipulating a know-how base within the
company. Splitting the central laboratory into smaller hierarchical units risks split-
ting the know-how base and thus increasing its capacity for innovative growth and
ideas fermentation. In addition, decentralization poses risks to protect proprietary
information. However, despite these risks, offshore spending on R&D is increasing
more rapidly than spending in the home country because of the benefits it has.
According to the National Science Foundation US companies “R&D spending
abroad jumped 33 percent in 1986 and 1987, while the USA spending increased by
only 6 percent in the same period. A survey of 20 Swedish multinationals found that,
between 1980 and 1987, the share of international R&D as a percentage of total
R&D spending rose from 20.6 to 22.8%”. The reasons found for this increase were:

* Technology transfer from headquarters to major subsidiaries.

* A positive response to pressure from international host countries, promoting
technological development localization.

* Public relations.

e Access to foreign talent and limited resources in engineering.

» Take advantage of cheaper engineering resources to lower development costs.

» Taking advantage of local ideas and products.

* A quicker production at the same time through several laboratories “parallel
efforts.”

e A greater sensitivity to the market.

* Continuation after acquisition and.

» Taking advantage of certain tax laws.

There must be some motivations behind the decision to go international. There
are certain drivers that make that possible and interesting to choose a location along
with the need for internationalizing. The quick increase in the stock of the existing
knowledge can be a driver. People from different places may have different opinions
and ways to perceive things; the knowledge and the tactics or techniques might differ
too. Secondly, this diversity and internationalization could also increase the avail-
ability of resources to sustain innovativeness. Internationalizing would also increase
the motivation of international managers and employees working for that firm.
Meeting new people from different parts of the world, sharing ideas, and exchanging
thoughts would also enhance their knowledge toward a common goal and would
motivate them to bring new ideas to the firm or helping the firm in some way or the
other. Another driver for internationalizing could be the increase or raising the
opportunities for external collaboration with the local institution of foreign countries.
This helps the company in finding new talent and also gives them a vast choice of
candidates interested in their field, which might be useful for the company.

While choosing a location for the company, they predominantly look for places
between high-income countries for increasing their chances of higher profit and they
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also look at the differences in labor costs between the home country and locations
abroad. This saves them good about of money and increases productivity for the
company.

4.2 “‘Artificial Intelligence’’ What Is it and Why it Matters

Al is becoming increasingly popular across the world. The term artificial intelligence
was coined/in 1956, but today, due to increased data volumes, advanced algorithms,
and computing power and storage improvements, Al has become more popular.
Artificial Intelligence can be described as any task that is performed by a program or
a machine. Amazon Web Services, Microsoft Azure, and Google Cloud Platform.

Amazon Web Services, Microsoft Azure, and Google Cloud Platform are some of
the popular Al services available today. Big companies across all industries are
trying to integrate machine learning into their products, from retail to agriculture.
With the demand for the Al technology companies like Google, Intel, Apple, etc. are
in rush to grab the Artificial Intelligence startups.

Google is the top acquirer of Al startups, with 14 acquisitions under its belt so far.
In 2013, the University of Toronto’s computer science department purchased “Deep
Learning and neural network developer” DNN research. This acquisition is reported
to have helped Google make significant upgrades to its image search function.
Google also purchased DeepMind Technologies from the British company for
$600 M in 2014.

4.2.1 Google Al

Google Al is a division of Google dedicated solely to artificial intelligence. It was
announced by Google I/O in 2017. Google has rebranded its research division as
Google Al indicating that its company’s focus is all about Artificial Intelligence.
Google is committed to progress in the development of Al and to share knowledge,
research, tools, and other resources. Google Brain is a deep learning artificial
intelligence research team at Google. Google Brain was formed in the early 2010s.
It states its mission as “to make machines intelligent and improve people’s living”.
The team focuses on constructing models with high degrees of flexibility that are
capable of learning their own features and use data and computation efficiently.
Some of the Al projects from Google include:

1. Image Enhancement
2. Google Translate
3. Robotics

Google’s latest experiments include


https://en.wikipedia.org/wiki/Google
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Google_I/O
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Google

58 A. Gupta et al.

“Talk to books” which lets users talk to a learning-trained machine algorithm that surfaces
answers to questions with relevant human-written text passages. Talk to Books allows us to
make a statement or ask a question, and the tool finds sentences in responding books that do
not depend on matching keywords. Another experiment Google is testing on is “Semantris.”
This measures word association features for users as the same technology that allows Talk to
Books to rate and ranks on-screen words based on how well they fit user feedback responses.

In the light of opening the new research lab in Zurich and expanding more labs in
the rest of the world, it is clear that Google pursues its mission of organizing the
world’s information and making it universally accessible and useful, as it is stated by
the company itself (“About” 2018). Indeed, as it is highlighted by Patterson, Zurich
is a powerhouse for university and industrial research; therefore, Google is promot-
ing specialized talent in Zurich to strengthen its research center (Patterson 2016).
Google itself acknowledges its concern regarding searching for talented and creative
computer scientists, which drives the company to internationalize its R&D activities
all around the world, including such centers as Zurich, Paris, New York, Mountain
View, Israel, and Beijing.

4.2.1.1 Google R&D Framework

The R&D activities of Google are concerned with advancing the Artificial Intelli-
gence technologies. As it is highlighted by the company itself, Google tries to help
people solve problems in exciting new ways, which appears as the major driver of
the company’s research (“About” 2018). For this purpose, Google involves the
whole range of available technologies, including software, hardware, and Al. For
instance, the bright examples are TensorFlow used by a variety of organizations as
an open-source machine learning library or Cloud AutoML, which allows
researchers, developers, and businesses with limited Al expertise to establish their
own models (“About” 2018). Also, Google is involved in researching the future
place of Al in a variety of domains, including the critical problems of humanity, such
as searching for sustainable energy sources. As a result, the Google Al R&D
framework exists within the objectives aimed at reaching sustainability by means
of advancing Al and related technologies.

In general, Google is involved in active Artificial Intelligence R&D activities,
appearing as a leader among the other companies. According to Richter, Google is a
leader among the other countries in terms of the number of Artificial Intelligence
startups acquired (How Google Plans To Use Al To Reinvent The $3 Trillion US
Healthcare Industry 2018; Join Us 2018). Also, Google is a leader in terms of patent
application activity (Poutonnet 2018). Simultaneously, Google is highly concerned
with its Al research and emphasizes its progress on machine learning much more
than the other companies (How Google Plans To Use Al To Reinvent The $3
Trillion US Healthcare Industry 2018; Join Us 2018; Richter 2017).

Currently, the researchers across Google are conducting their activities in a range
of fields and domains. For instance, Google is engaged in creating an open-source
framework for NISQ algorithms, assessing cardiovascular risk factors with computer
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vision, developing People + Al Research (PAIR), generating Human-Like Speech
from the text (Tecotron 2), developing the concept of federated learning by means of
collaborative machine learning without centralized training data, advancing
TensorFlow Lattice and Magenta, and many others (“Research”) (Palmer 2018).
On the other side, there are also some past projects that failed due to some reasons.
For instance, recently, Google has pulled out its controversial military Al project
with Pentagon named “Project Maven” after leaked documents revealed fears of
public reaction to $250 m a year contract (Palmer 2018).

Alongside the conventional business instruments for assessing the performance,
such as budget and schedule, Google clearly defines a set of expectations that should
be met in terms of its every project. For instance, there is a list of specific objectives
for Al applications, which states that Al should be socially beneficial; avoid creating
or reinforcing unfair bias; be built and tested safety; be accountable to the people;
incorporate privacy design principles; and uphold high standards of scientific excel-
lence (“Principles” 2018). Simultaneously, as it is highlighted by Poutonnet, the
company makes an emphasis on the creation of the customer value, trying to help
efficiently incorporate the power of Al into the business applications (Poutonnet
2018).

Research Partnerships appear in two major spheres of Google Research Partner-
ships, which are in the spheres of education and business. In terms of education, the
company develops a collaborative relationship in three major dimensions. The first
one is about faculty engagement, which means supporting and participating in the
academic research community through meaningful engagement with university
faculty (“Outreach” 2018). In this context, meaningful engagement envisages
funding for academic research and collaboration between faculty and Google
researchers (“Outreach”). The second dimension refers to student support, including
offering fellowships, scholarships, internships, and other student opportunities
(“Outreach”). The third realm of education partnership is about global outreach,
which means supporting the university research, academic development, and tech-
nological innovation that takes place across the globe (“Outreach’).

The second realm of the Google Research Partnerships refers to the organization
named Al Partnership, which appears as the partnership between the world-leading
organizations involved in the Al R&D activities. In terms of the organization’s
focus, it aims at developing and sharing best practices, advancing the public under-
standing, providing an open and inclusive platform for discussion & engagement,
and identifying and fostering aspirational efforts in AI for socially beneficial pur-
poses (“About Us” 2018).

4.3 Google’s Al Labs

We have seen Silicon Valley tech giants accelerate opening Al research laboratories
around the world as they seek to gain traction among researchers and meet their
international ambitions. Google has taken laboratories to China and France,
Facebook has opened laboratories in Pittsburgh and Seattle, and Microsoft has
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revealed plans to open laboratories close to universities in Berkeley, California, and
Melbourne, Australia. There are no signs of this trend slowing down. Google
announced plans to open a laboratory in Accra, Ghana, the first in Africa for Google
and perhaps the first in Africa for any tech giant.

Google’s Al labs are located all over the world, including in New York, Toronto,
London, and Zurich, all contributing toward the same goal of finding ways to
improve Al for all.

4.3.1 Zurich Lab

Zurich is also a hub of the university and industrial study, widely recognized as a
world banking base. Albert Einstein earned his PhD at the home of the Swiss Federal
Institute of Technology in Zurich (ETH). A technically educated Cambrian (Cam-
bridge person) relocated to Zurich would be familiar with his college-inspired
community. Further, broaden its research center, Google is targeting an international
pool of qualified expertise in Zurich. Al and machine learning are very scientific
endeavors, with most work still being carried out in university laboratories. Google
is searching for people with the right skills and education to help create a future with
intelligent systems capable of perceiving, interacting, and engaging with the real
world-like humans. Al and machine learning research’s academic bias makes it
essential to locate close to a leading technical university to recruit the best talent
and foster ongoing research with university laboratories. Zurich was on a short list of
locations considered by corporations when planning a new research facility in areas
such as computer science, material science, biotechnology, and pharmaceuticals.
Disney, Google, and IBM (for their work in their Zurich Lab, a four-time Nobel
laureate) have invested in research centers there. Novartis, Hoffmann La Roche, and
Biogen, representing the fields of pharmaceutical and biotechnology, also invested
in large laboratories. Research is a big decision because big investments have to be
made years and decades ahead of products that have to generate billions of dollars of
revenue to return the investment. Switzerland ranks first in the Cornell University’s
2015 Global Innovation Ranking. Zurich is also seen as an exciting place to move
about. In the 2016 Mercer Value Living Index, Zurich ranked second among
230 cities worldwide, leading other Al and machine learning innovation hubs; San
Francisco ranked 28th, and Boston ranked 34th. With more holidays and longer
vacations, an expat can completely change his cultural surrounding with a short trip
to another country. Flight time from Zurich to Paris is a little over an hour. The
position of Zurich is generally not a source of friction when persuading well-
educated and skilled citizens to move.

The close proximity of European cities and Switzerland’s fantastic transportation
system makes it possible to reach most European cities, except those in Scandinavia,
in about an hour. This feature makes Zurich a true research hub because a researcher
can conveniently collaborate with others in lab and university locations in other
European cities with just a day trip.
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4.3.2 Al Research Lab in Ghana

Throughout Africa we have seen people doing amazing things with the internet and
technology—for themselves, their communities, and the world. Google is planning
to open a research center for artificial intelligence in Accra, Ghana, the latest in a
string of investments made by the tech company in Africa. Africa is the world’s
second-largest continent by landmass, and many people live in rural areas, so it
might be worth pursuing Al solutions such as remote medical imaging or drone
services (Google Al in Ghana 2018). Africa is also by far the youngest continent on
the planet, so research that affects young people’s lives, such as educational or
personal finance applications, may also be appropriate.

Sixty percent of the population in Africa is under the age of 25. More than half the
world’s population growth will be in Africa by 2050, according to estimates from the
United Nations. It already runs a training program for virtual skills that it hopes
10 million Africans will ultimately benefit (Google Al in Ghana 2018). Google also
runs a separate initiative called Launchpad Accelerator Africa, which says it sup-
ports 100,000 developers and more than 60 technology startups in Africa.

The research center will focus on using Al in areas such as health care, farming,
and education, said Google. They are committed to working with regional univer-
sities and research centers as well as focusing on the potential uses of Al in Africa
with policy makers (Greg Sandoval 2018). The new Ghana Al center will open later
this year and will include researchers and engineers in machine learning, Google
said, thinking it provided details on the number of staff it will hire. During a trip to
Lagos last year, Google CEO Sundar Pichai vowed that Google will continue to raise
its profile on the continent. At the time, as part of the company’s Launchpad
Accelerator in Africa, Pichai announced a new investment in African startups
(Greg Sandoval 2018).

Google’s interest in Africa comes at a time when the continent is spreading a lot
of international money. The United Nations expects Africa to be home to 25 percent
of the world’s 9 billion population in 30 years (Greg Sandoval 2018) This not only
represents a huge market, but investors are planning for the day that the developing
economies of Africa hit their pace. Russia is looking at investments in East Africa,
and China has spent billions on infrastructure and other ventures there, according to
recent reports.

More is said about the need to democratize Al, to include a diverse range of
viewpoints, and to recognize how Al can shape the future and change humanity
forever, particularly as Al spreads into parts of society beyond tech. If Al is the
future, then perhaps no region has more the right to have a voice in that future than
Africa (Johnson 2018). The opening of the laboratory in Ghana is a reminder that as
Al laboratories are proliferating around the world, they can produce state-of-the-art
Al research that advances common industry goals, but they can also carry out
research that takes advantage of the unique characteristics and challenges that can
be found in a different region.
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Events such as Data Science Africa 2017 in Tanzania, South Africa’s 2017 Deep
Learning Indaba conference, and 2018 follow-up IndabaX events in multiple coun-
tries have shown an exciting and continuing growth of the African computer science
research community (Johnson 2018). These are some crucial factors behind choos-
ing Ghana as an upcoming Al center for Google.

4.4 Google A1 R&D Portfolio

R&D portfolio provides a good insight into the focus areas of a company and serves
as a reasonable indicator of its growth prospects. The amount of resources channel-
ized toward specific research is directly associated with the company’s roadmap in
almost all cases. However, it should be noted that there exists research that is
exploratory in many companies. Research areas and the amount of resources allo-
cated for that area among the top leaders in the industry is also an indication of the
maturity and prospects of that technological area.

Research is an inherent characteristic of Google and brings no surprise that it has
a bigger research portfolio compared to others. With a vision for “bringing the
benefits of Al to everyone,” Google is betting heavily on Al R&D. Google Al
R&D portfolio spans 22 research areas with 3700+ researchers across its 16 research
centers globally.

4.4.1 Focus Areas

Google has identified nine focus areas (Research 2018) for research that is strategi-
cally relevant for its AI mission. The focus areas of research in Google and a short
description of each focus area is stated below.

e Al Fundamentals & Applications: Create useful solutions to fundamental com-
putational problems with an impact on Google’s products and scientific progress.

* Algorithms & Optimization: Perform fundamental research in algorithms, mar-
kets, optimization and graph analysis and use it to solve challenges across the
business of Google.

» Applied Science: Combining computer science with physics and biology to create
breakthroughs that help the world.

e Cloud AI: The aim is to democratize Al and help clients by making AI more
available to scientists, developers, and businesses.

* Google Brain Team: Make machines intelligent. Improve people’s lives.

* Language: Advance state-of-the-art technologies in natural language and build
systems that learn to understand and use language in context.
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* Network Infrastructure: Design and build the world’s largest, fastest, most
reliable data center and WAN networks to enable non-existent computing and
storage.

e Perception: Build systems for interpreting, explaining, and transforming
sensory data.

e Security, Privacy, and Abuse: A team of engineers, researchers, advocates, and
hackers who make the Internet safer for all users.

Google has other areas outside of its focus areas where research related to Al is
conducted. Quantum A.I., Robotics, Education Innovation, Mobile Systems, Hard-
ware and Architecture, Software Systems, Software Engineering are some of the
areas where research is ongoing. Google has identified 22 research areas in total for
doing its research. More than 3700 researchers combined are doing research in these
22 areas across different R&D centers globally.

Machine Intelligence has the largest number of researchers, followed by Machine
Perception, which is among the focus areas of research. Exhibit 4.1 in the Appendix
provides the list of 22 research areas in Google and the number of researchers
associated with each of the areas.

4.4.2 Research Publications

Research Publications can be considered as a measure of prominence and maturity of
the research area. Google has a large number of publications on its Al research areas.
Google Al publications have increased substantially in recent years, starting with
single-digit numbers during 1998-2002, and releasing more than 500 in 2017.
Exhibit 4.2 in the Appendix provides the research publications in each area of
research and the number of publications each year.

Transformation of research to real world products is a tangible measure to assess
the outcome and relevance of research. As such Google has incorporated many of its
Al research results into its own product solutions (Robson 2018). Exhibit 4.3 in the
Appendix provides a list of Al solutions integrated to Google products.

4.5 Conclusion

Study of R&D and the relevance of internationalization in R&D based on the review
of various technology companies strategies and focused study on Google Al R&D
gives some key takeaways.

— Research is a key ingredient for growth in the top companies in the industry.
R&D approaches differ but a high degree of similarity can be observed.
Internationalization of R&D is adopted by most of the companies.

— Selection of Global R&D centers is a key factor for research.
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R&D portfolio selection and management are very important.
— Research collaboration with Universities and Research Institutes are standard.
Hybrid approach for research is adopted by many companies.
Open collaboration and people-oriented research is effective.

A Holistic Research approach, by strategic selection of research portfolios,
internationalizing R&D, channelizing key resources, and hybrid approach with
open collaboration as evaluated for Google Al R&D is recommended for other
companies to propel growth and sustain with the state of the art technologies.

Acknowledgement Dirk Meissner’s contribution to the book chapter is based on the study funded
by the Basic Research Program of the National Research University Higher School of Economics
(HSE) and by the Russian Academic Excellence Project ‘5-100°.

Appendix

Exhibit 4.1 Google Al

research areas/teams Research Team Researchers
Machine Intelligence 641
MachinePerception 316
Algorithmsand Theory 290
Distributed Systems and Paraliel Computing 253
Natural Language Processing 253
Data Mining and Modeling 242
Human-Computer Interaction and Visualization 217
Software Systems 201
Information RetrievalandtheWeb 173
Security, Privacy and Abuse Prevention 147
SpeechProcessing 140
SoftwareEngineering 134
Networking 128
GeneralScience 108
Data Management 101
Economics andElectronic Commerce 82
MobileSystems 75
Hardware and Architecture 66
MachineTranslaion 61
Education Innovation 32
Robotics 32
QuantumA.l. 24

Google Al Research Areasand Teams
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Research Area Publications Year Publications
MachineIntelligence 1150 2018 373+
AlgorithmsandTheory 657 2017 542
MachinePerception 521 2016 475
Human-Computer Interaction and Visualization 460 2015 377
Natural Language Processing 419 2014 333
Security, Privacy and Abuse Prevention 294 2013 358
SpeechProcessing 284 2012 382
Software Systems 262 2011 332
Data Min‘ing and _Modelrrg 227 2010 305
Information Retrieval andtheWeb 222 2008 323
Economics and Electronic Commerce 219 2008 266
DlS[rlllﬂ?d Systems and Paraliel Computing 215 2007 213
Networkm.g 213 2006 131
GeneralScience 169 2005 56
Data Management 118
SoftwareEngineering 109 2004 a8
MobileSystems 75 2003 .
Hardware andArchitecture n 2002 5
MachineTranslaion 52 2001 5
Robotics 50 2000 B
QuantumA.l. 36 1999 2
Education Innovation 30 1998 3
Google Al Research Area and Publications Google Al Research Publications History

Exhibit 4.2 Google Al research publications

Google Photos Search (untagged) object of action  "dogs" or "hugs"
Google Play Music Personalized recommendations music for cooking dinner or watching the sunset
Pixel 2 Portriat Mode - background blur pick out the subject of the photo and blur the background
Youtube Videos Automatic captions machine learning algorithms that transcribe speech in 10 languages
Gmail Smart Reply using Al to suggest three responses based on the email you received
uses Al to remind you to follow up or respond to messages that are
Gmail Nudging older than two to three days
reviews more than 50 billion apps, and even devices themselves,
Google Play Protect Automaticreview everyday and takes action when it finds anything suspicious
Google Translate  Translate text on a sign or menu Translate text on a sign or menu by holding your camera in front of it
conversation with your Google Assistant in more than a dozen
Google Assistant  Conversations languages
Google Maps Park your car estimate how hard it'll be to park your car on Google Maps
find the right address on Google Maps, using a system that learned to
Google Maps Find the right address read street names and addresses from billions of Street View images
Google Lens Search what you see landmarks, books, artwork, or your neighbor’s dog
Google Trips Smart algorithm help plan your next travel itinerary

Google AlResearch in Products

Exhibit 4.3 Google Al research in products
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Chapter 5 )
Amazon: Industrial/International <
Corporation and Dynamics

Deemah Alassaf, Lipishree Vrushabhendra, Nouf Alswine, Vidhi Chokshi,
Tugrul U. Daim, and Dirk Meissner

5.1 Introduction

When businesses continually strive to access awareness and market opportunities
globally, the globalization of R&D activities has continued its growth path. The
main goal of international cooperation is to capture knowledge that can be converted
to profit through two strategies: Technology exploration and Technology
exploitation.

Amazon’s immense evolution from merely an online bookstore to device manu-
facturer, from publishing platform to finding a global marketplace with fulfillment
network and cloud computing is driven by their passion for pioneering and inventing
on customers’ behalf (Smart Insights 2017). Amazon today, works with the best and
talented resources to build new technologies and platforms that improve the lives of
customers ranging from consumers to sellers, from content creators to developers
around the world. There are around 240,000 Amazon employees around the world,
with most of the teams being small and operating much like a start-up enterprise
(Smart Insights 2017). This means Amazon offers all team members equal oppor-
tunities to take on big challenges and make a difference. The company has emerged
as one of the biggest innovation pioneers from Kindle to Amazon Prime and from
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Amazon Web Services (AWS) to Fulfillment by Amazon (FBA) (Smart Insights
2017).

Amazon strongly believes that “Technology infuses into all our teams, all of the
processes, decision-making, and our approach to innovation in each of the busi-
nesses. It is deeply integrated into everything we do” (Smart Insights 2017). This
shows that applying new technologies relentlessly gives Amazon a competitive
edge. The company uses high-performance payment systems, dynamic rendering,
and object storage with workflow and queuing systems, business intelligence and
data analytics, machine learning and pattern recognition, neural and probabilistic
networks, and a range of technologies that have made its goals and objectives a fact
(Online 2017a).

All types of businesses can learn from their digital business strategy for their
research and development efforts. From small businesses, startups, to large interna-
tional businesses Amazon’s focus is on the customer, testing market opportunities
made available by digital technology and carry on further testing and analysis to
improve results. The purpose of this chapter provides in-depth understanding of the
R&D operations of Amazon, which is one of the most widely known R&D spenders
among others in the global market in today’s age. Amazon has dedicated its research
and development activities in its R&D centers in the United States and the United
Kingdom. The chapter focuses on the framework of different cooperation: Interna-
tional, Academic, Industrial, and sheds light on Amazon’s practices, strategies, and
goals on the same lines.

5.2 Amazon’s Background

5.2.1 Amazon History

One of the biggest breakthroughs in today’s time and age, the company Amazon was
founded by Jeff Bezos in 1994. In 2008, Amazon was a global brand of accounts and
order fulfillment from other 76 million active customers in over 200 countries. Given
this volume of sales, Amazon had about 17,000 full-time and part-time employees at
December 31, 2007. Amazon MP3, a la carte DRM-free MP3 music downloads that
now contains over 3.1 million tracks from over 270,000 artists, was released in
September 2007.

Amazon is now one of the biggest companies leading the online marketing arena.
It started its business through book distribution which further evolved into sales of a
variety of products. In 1988, the company launched its own online music and video
stores which sold toys and electronics (Chauhan et al. 2017). Amazon is on the top of
the list of highest R&D spenders in 2016 reaching 18 Billion Dollars. With around
five research and development centers around the world, it has spent around 18 Bil-
lion Dollars.

Amazon describes there are three terms of product groups which are consumers,
retailer customers, and customers of developers. There are more than 76 million
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customer accounts, but in its marketplaces there are only 1.3 million active seller
customers, and Amazon is trying to increase that. For a retailer, Amazon is unique in
defining “developer customers” using its Amazon Web Services, which provides
access to software resources such as hosting that developers can use to develop their
own web services. Customers are also encouraged to join Amazon Prime, a
fee-based loyalty program in which customers receive free or discounted interna-
tional shipping in the United States, United Kingdom, Germany, and Japan.

It follows that this culture of experimentation must be readily supported by the
Amazon technology infrastructure and this can be hard to achieve with standardized
content management. Amazon has achieved its competitive advantage by develop-
ing its technology internally and by investing heavily in this that may not be
available to other organizations without the proper focus on the online channels.

As Amazon grew, its share price enabled its partnership or acquisition with a
range of companies in different sectors. Amazon went on to partner with Drugstore.
com in the pharmacy sector, Living.com in furniture, Pets.com for pet supplies,
Wineshopper.com for wines, HomeGrocer.com for groceries, Sothebys.com for
auctions, and Kozmo.com for urban home deliveries (Smart Insights 2017). Amazon
purchased an equity stake in these partners, so that it would share their profits. The
partners were also charged fees to support and drive traffic to their pages for
placements on the Amazon site. Similarly, Amazon also charged publishers for
prime-position to promote books on its site (Smart Insights 2017).

The market analysts refer to “Amazoning a sector” which means that one
company becomes dominant in an online sector such as book retail that results in
difficulty for others to achieve market share (Smart Insights 2017). In addition to
developing, communicating, and delivering a very strong proposition, the company
has been able to successfully consolidate its strength in different sectors through its
partnership arrangements and through using technology to facilitate product promo-
tion and distribution via these partnerships. The Amazon retail platform was also
introduced, which enables other retailers to sell their products online using the
Amazon user interface and infrastructure through their “Syndicated Stores”
programme.

Toy store Toys “R” Us have an agreement identical to that. These alliances help
Amazon expand its scope to other vendors ‘customers, and consumers shopping in
one segment, such as books, can of course be inspired to shop in other categories,
such as clothes and appliances (Smart Insights 2017).

Another type of collaboration is the Amazon Marketplace, which allows Amazon
customers and other sellers to sell their new and used books and other products in
addition to regular retail offerings. Finally, Amazon has also facilitated the formation
of partnerships with smaller companies through its affiliates programme. Amazon
does not use an affiliate network that would take commissions from sale, instead it
has created a tiered performance-based incentive to encourage affiliates to sell more
Amazon products.


http://drugstore.com
http://drugstore.com
http://living.com
http://pets.com
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http://homegrocer.com
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http://kozmo.com
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5.2.2 Amazon’s International Cooperation

Apart from launching online music and video stores, Amazon started to expand its
European reach by purchasing online bookseller Bookpage from the United King-
dom and Telebook from Germany along with acquiring Internet Movie Database.
Amazon’s key business strategy in terms of globalization deals was to spread its
operations throughout the world. In this direction, the company began expanding in
England, France, and Germany, and eventually targeted Japan and Spain (Chauhan
et al. 2017).

5.2.2.1 Amazon’s Seattle Center and Lab126

Amazon is the largest private employer in Seattle, with more than 25,000 employees
and still growing. Amazon has developed its own internal development platform
called “Weblab,” which they use to test website and brand changes. In 2013, 1976
Weblabs are running around the world, up from 1092 in 2012 and 546 in 2011
(Smart Insights 2017). A new feature called “Ask an owner” is a recent example of
how these are implemented. Customers can ask any product-related questions from a
product page, Amazon then route these questions to the product’s owners who
answer them.

Amazon Lab126 is an innovative R&D agency developing and engineering high-
profile consumer electronic products such as the Kindle brand family (Smart Insights
2017). Lab126 started as a branch of Online Electronics Shopping, Apparel, Com-
puters, Books, DVDs, and more in 2004. The Amazon Kindle e-reader was
published in 2007 after three years of research and development by Lab126. The
latest model called the Kindle Oasis continues to be launched in mid-2016.

Instead of being a standalone company, it expanded to include international
resources for management roles and test engineers to be the main interface among
the internal engineering and operations teams as well as our OEM partners (Smart
Insights 2017). It also recruited the key software development engineer for APIs who
are expected to work with an experienced cross-disciplinary team to design and
develop creative user technology solutions. In Asia, and especially in Japan, Ama-
zon is also expanding the Data Center management team. This position requires a
broad knowledge of the Data Center in as many specific fields as possible through
Subject Matter Expertise (SME).

5.2.2.2 Amazon’s UK R&D Center

Amazon launched a new R&D facility in London in 2013, focusing on developing
products and APIs for the global market for TVs, game consoles, smartphones, and
PCs. Amazon is expanding its development operations in Cambridge, opening up
new facilities. Teams working on Amazon devices—like the Kindle and Echo—will
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be moved to the new facility. The existing Castle Hill facility would be primarily
used for drone-related research and development.

The United Kingdom has become one of the most important research and
development center for Amazon because it on the top 5 most attractive countries
for foreign direct investment. The United Kingdom is a country that is well equipped
with rich talent pools, a highly secure IP protection system, with fewer regulations
for research and development activities and strong law enforcement in the country.

5.3 Drivers of International and Industrial Cooperation

There are several important drivers for international cooperation and the drivers vary
from one organization to another.

5.3.1 Knowledge Spillovers

When big companies, like Amazon, expand their research and development facilities
internationally, they stimulate economic growth generated by knowledge spillovers.
International knowledge spillovers or the diffusion of knowledge throughout coun-
tries happens when the knowledge created by a country is used in the innovation
process of other countries (Online 2017b). R&D activities as recognized create
externalities. Other firms, industries, or countries could take advantage of research
activities performed in a particular place and expanding their resources (Caniels
2003). In addition, international R&D investments have a fundamental role in
encouraging productivity growth and promoting competitiveness in a global world
where knowledge and innovation are critical factors for the advanced economies.
Therefore, firms have been engaging in R&D international and industrial
cooperation.

5.3.2 Technological Exploration

However, although the benefits from this type of cooperation are great, different
firms have different motives for seeking an international R&D cooperation. When a
company decides to open an R&D center in a new country, it has to have a strong
purpose to validate this decision. Cheng and Bolon (1993) state that “motivations
reflect the organizational benefits that a firm could expect to obtain from investing in
foreign R&D” (Sciencedirect.com 2012). Studies have categorized R&D interna-
tionalization motives into sets, such as input- /output-oriented factors, push/pull
factors, access to internal/external capabilities, demand-/supply-side factors, and so
on (Sciencedirect.com 2012). The main argument around international investments
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in R&D can be restricted to couple of sides, between the technology-driven motive,
to get access to technology in a new country, and the market-driven motive, to get
access to the market of the new country. The technology-driven motive for R&D
could be expressed as technological exploration which expanding the firm’s tech-
nologies through having access to foreign technology and knowledge. More impor-
tantly, studies have shown that the main functions of international R&D centers are
product adaptation and satisfying local customers’ demand. The adoption of over-
seas R&D centers enables firms to attain external technological resources and
produce new technological skills by obtaining foreign beneficial knowledge bases
in diverse locations. Amazon’s international R&D expansion to locations that are
rich with scientific knowledge and technological resources such as Cambridge, UK,
has been motivated by the need of getting advantage of these valuable resources
(Lomas 2017a).

Additionally, companies with a strong technological base, as Amazon, are con-
sidered as technological creators/contributors where they gather strong technological
skills and contribute to new knowledge-creation activities in host countries that,
therefore, accompany their international existing knowledge supply (Sciencedirect.
com 2012). Hence, several studies have shown that firms from developed countries
engage in overseas R&D activities in grounds where they have a solid technological
knowledge.

5.3.3 Talents and Technologies

Furthermore, pursuing external technological expertise and employing qualified
local R&D people is a critical task, especially for companies adopting the technology
exploration R&D. In Amazon’s case, the cities where it expanded its R&D centers
like Bangalore and Cambridge are highly intense with individuals that have
advanced technological and scientific knowledge. Planning the R&D foreign loca-
tion based on the accessibility to scientific resources and cutting-edge talents offers a
variety of benefits, one of which is a competitive advantage. In addition, the most
effective way for the R&D units to access the local knowledge environment is by
utilizing local human capital with superior technological expertise (Sciencedirect.
com 2012). Amazon’s latest R&D center was announced to be located in Cam-
bridge, UK. Cambridge is notable for its outstanding university, which performs as a
center for concentrating science and technology talent, logically leading many
startups revolution out from it (Lomas 2017a). Amazon is apparently aiming to get
as much as it can from this local talent’s opportunity (Lomas 2017a). Furthermore,
since one of the primary focuses of Amazon’s Cambridge center is speech tech, it
had acquired the speech tech startup Evi Technologies originated in Cambridge as
well. Making foreign acquisitions in the places, where the company has an R&D
center, provides it with access to technology, secures research and development
skills, and ownership of international brands (Sciencedirect.com 2012).
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Furthermore, globalization provides opportunity to tap on talents and innovation
clusters. Many giant companies have various R&D centers around the world with the
aim of obtaining the best technological resources and complementary expertise.
Even though locating R&D centers in foreign countries has its risks and cost, the
returned advantages can exceed that and provide competitive advantages. It crafts a
channel to transfer foreign technologies to home countries. Indeed, R&D location
should provide accessibility to higher quality personnel and prestigious academic
entities. Additionally, R&D internationalization enables companies to have access to
new markets and be close to their potential customers. This closeness provides the
ability to sense any different need should be accommodated to succeed in that market
(Stewart 2017; Wernstedt and Hersh 2006).

5.3.3.1 Amazon Web Services

Amazon Web Services (AWS) commonly known as the AWS was launched in 2006
(Miller 2017). AWS began as a support arm for the company, but now it provides a
comprehensive, fully-featured cloud-based technology infrastructure system
consisting of a wide range of computing, processing, server, analytics, application,
and delivery services. AWS customers today range from start-ups such as Pinterest,
Dropbox, Airbnb, Supercell, and Spotify to large companies such as Exxon, BP,
J&J, Philips, Verizon, Netflix, Google, Newscorp, The New York Times, and Major
League Baseball (Online 2017f).

Before the launch of AWS, the teams spent up to 70% of their time recreating
software infrastructure, such as a web-scale server, processing, queuing, and other
resources in use in other business areas (Miller 2017). For the teams, this was
extremely time-consuming task, impacting their quality on customer delivery.
With AWS, Amazon teams would concentrate on their innovations by spinning an
on-demand project of any scale and without upfront capital investment immediately.
It also helped the teams to spin it down just as quickly to retool and then do it all over
again. That kind of experimentation loop is particularly advantageous for large-scale
innovations which include moving rapidly, experiment more, and keep low the cost
of failure. Today, it is highly successful in its own right, riding a remarkable $10
billion run rate. In Amazon’s fourth-quarter report-2016, it was announced that
AWS generated $2.4 billion in sales, a 69-percent increase from 2015 (Smart
Insights 2017).

5.3.4 Efficient Global Market Entrance

Likewise, acquisition in foreign countries is a helpful tool to ease the entrance to the
foreign market. Some countries have different complexity levels of sociocultural or
political-legal differences relative to the home country (Online 2017c). Thus, with
the help of native resources, the transition and entrance to new markets should
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become smoother and faster. Looking at Amazon product’s international presence,
the movement toward international R&D centers could be a signal for the company’s
intention to accelerate the pace at which it rolls out products. Up to the present time,
Amazon has been slow in taking its products internationally. For instance, it took
nearly two years for Kindle to be offered internationally after hitting the US market.
Besides, the Kindle Fire still has not gone to markets other than the United States.
The App-store is still available only in the United States too. However, Amazon has
been actively contributing more efforts to overcome this drawback. Thus, in June of
2017, it finally announced the international App-store portal for developers, as the
first phase to expand the store outside the United States (Lunden 2017). Therefore,
international cooperation could be considered as an opportunity to accelerate the
expansion of the company’s global markets.

5.3.5 Regulation Flexibility

Regulation plays a major role in R&D practice and innovation process. One motive
of globalizing R&D activities is regulatory restrictions. If a country is permitted for
R&D practices, internationalize these practices becomes a necessity. Also, the slow
pace of allowing such activities, it would cause accumulative cost and slow down
innovation process. In high rival environment, encountering these hinders would
lead R&D entities to move to where it is more friendly places. Furthermore, the
action of transferring R&D centers or cooperating with other countries to facilitate
R&D practice has its impact on regulation. It is an interactive relationship where
R&D internationalization can enforce regulators to reform the regulations. Further-
more, R&D globalization would impose regulation harmonization among countries.
A country that has a leadership position for having the first R&D trails would be
followed as a regulation model by other countries (von Zedtwitz and Gassmann
2002).

5.3.6 IP Protection System and Law Enforcement

For R&D centers locating in developed countries, the quality of intellectual property
protection is most vital. The decision of relocating or open R&D centers should
consider the similarities and differences between the home and host country in their
IP protection system. Moving R&D to a similar IP protection system can provide
advantages to the firms. It can help the firms transferring back R&D centers or
technological innovation to home countries more effectively and manageable.
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5.4 Analysis and Discussion

5.4.1 International Cooperation

Amazon announced in 2014 that a new R&D center would be opened in the United
Kingdom with a budget of $8.3 billion aiming to have 400 scientists and engineers.
The main reason for this site is to develop Prime Air, its program to use drones to
deliver parcels to customers in 30 minutes (Mitchell 2017). Amazon applied for a
permit to perform its drones testing activity in 2013, but the Federal Aviation
Administration (FAA) did not grant permission until a year later. However, permit
had some restrictions that limit drones testing such as drones must be operated within
the eyesight of pilot and not fly over people who do not have a connection with
drones’ operations. However, Amazon decided to move the project to the United
Kingdom, which has more favorable regulatory environment (Dunning and Lundan
2009). Amazon did not want to limit its drones’ functions to accommodate US
regulations to deal with FAA’s slow pace for responding. It refused to restrict its
technological advancement and functional performance. By doing so, it seems that
Amazon launched a pressure to reform FAA regulations. As a result, R&D interna-
tionalization can be a strategy to enforce more friendly regulations reforms.

Amazon’s decision to transfer Drones Project to the United Kingdom has multi-
ple dimensions. Beside it was a tool to put pressure on regulatory restriction, it was a
strategy to expand R&D testing to other countries. In the aim for future business
expansion, Amazon wants to test other potential market environments to enhance its
technological advancement. Since the nature of the project requires testing in
different geographical environments, internationalizing the project would strengthen
R&D activities. Furthermore, transferring Prime Air Drones to the United Kingdom
would provide market access to Europe. Moreover, London is one of the places,
which is home to some of the most talented, creative people. Utilizing this knowl-
edge and pool of talents would provide great technological advantages. Therefore,
the decision of internationalizing R&D taken by Amazon includes the quality of the
input factor. Spillover knowledge is the leading factor for internationalization
strategy. One of the reasons for opening R&D in London is reaching innovation
cluster. In 2013, Amazon acquired a speech tech startup called Evi Technologies
with the aim of advancing its speech recognition technologies (Lomas 2017b). This
technology was developed in a university lab. To tap this speech recognition
technologies cluster, Amazon sits its R&D center.

Furthermore, in developed countries, policy interest in internationalization of
R&D is driven by the desirability to maintain their technological competitiveness.
Another driver is being the global innovation location where exogenous and endog-
enous R&D is attractive to. Offshoring R&D operations can affect this position of
being technologically competitive [n12]. Governments and policy makers respond to
international R&D by seeking new ways to create or reform more friendly regimes
that surrounding R&D (Recode 2017). For example, in the last high-tech summit, the
US administration met Amazon CEO and showed its support to Prime Air Drones
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project. The administration was receptive to feedback about the need to accelerate
flexible regulations creation and new rules crafting (Digitaltrends.com 2017). This
shows how R&D internationalization can influence policy makers to create a more
friendly innovation place. Even though it has been always considered that policies
and regulations have power to hurdle R&D activities, R&D has itself power to
influence policy adjustment.

5.4.2 Collaboration of Amazon with Academic Institutions

In terms of the academic sector of international innovation, the term university spin-
off is widely used in the field of research and development. The article, “Entry by
Spinoff in a High-tech Cluster” by Micheal Dahl et al., sheds light on the concept of
the university spin-off with the high-tech firms, its origins, and benefits. Spinoffs
evolve around the development of particular innovations. Innovation relates closely
to the activities or development of parents and grows out of the research undertaken
by the parents. However, spin-offs occur, when employees pursue new technological
discoveries or innovation made in his/her own firm, labs, etc. (Online 2017¢).

Another article, “The performance of university spin-offs: an exploratory analysis
using venture capital data” by Jungu Zhang, gives more insight on the concept of the
academic cooperation. Zhang states that, the universities, as the center of knowledge
creation and a major force of technological innovation are recognized as an impor-
tant driver of economic growth (Zhang 2008). From the data analyzed through the
statistical analysis and experiments, Zhang provides three key concepts related to the
university spin-off. Firstly, the venture-backed university spin-offs are common in
certain industries. Many academic entrepreneurs are engineering professionals, and
most of their companies are in the life science and IT industries.

Second, the transfer of technology through spin-offs from universities is a local
phenomenon. Studies have shown that more than two-thirds of the spin-offs from the
university are in the same state as the parent university.

Third, after studying the industry and other relevant factors, university spin-offs
have a higher survival rate, but show no significant difference from other venture-
backed firms in the amount of venture capital raised. Connecting the concepts and
analysis to the Amazon company, the literature review provides some insight into
Amazon’s R&D sector in relation to the university.

According to the “TechCrunch” website, Amazon is expanding its R&D opera-
tions in Cambridge, UK with their plan to staff a large research lab. Cambridge is
known as the world-class university that acts as a central place for concentrating
science and technology talent, which is leading to many startups spinning out from it
(Lomas 2017b). Amazon has expanded in Cambridge and uses candidates from
Cambridge’s talent pool. Some of the technological facility Amazon has been
working on in their R&D sector with the university deals with the speech recognition
in Echo product, and have existing researchers and startup players located in
Cambridge which include computer vision technology and augmented reality.
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Amazon lists the United Kingdom at the time. Research centers in London and
Edinburgh, operating for its international blogs on digital media research and
development and new technologies.

Also, the “Economic-times,” Amazon opening a new Alexa R&D center in
Cambridge. The new headquarters of Amazon in the city east of England, which is
situated at the heart of a global innovation hub known as “Silicon Fen,” will then be
used to grow Prime Air. Prime Air was designed to use drones to deliver packages to
customers in 30 minutes or less following the opening of the new tower. Amazon has
pledged to create 5000 new roles across the country this year, bringing its workforce
to 24,000 (Economic Times 2017).

According to the acmqueue site, the article, “A conversation with Werner
Vogels” provides insight into Amazon’s company and goals. Werner Vogel is the
chief technology officer and the vice president of Amazon.com sheds light on how
people in academia help Amazon and its current university situation (Queue.acm.org
2017). Werner Vogels states that Amazon does not look to academia to solve the
challenges for them. They are building data sets in Amazon, however, to provide to
academics so that they can get interactions going on some of the issues where they
can contribute. Amazon has a number of internships and sabbatical positions where
the PhD candidates and professors can spend time in a very high tech production
environment. Vogel states that students who have come to Amazon for an internship
find it extremely gratifying to build something real. He also encourages students that
an internship at Amazon will help learn about building complex robust distributed
services which is hard to learn with the university professors.

5.4.3 Amazon Industrial Collaboration and Cooperation

Amazon’s current strategy is to concentrate its development efforts on continuous
innovation by developing and expanding their business-specific, proprietary soft-
ware, and licensing or purchasing commercially developed technology for other
applications. It aims at primarily using its own proprietary technologies, as well as
technologies licensed from third parties to implement numerous features and
functionalities.

Engine Yard, established in 2006, offers a fully managed system delivery plat-
form. This framework incorporates high-end clustering tools to run cloud applica-
tions for Ruby and Rails (CNET 2017). The firm, a provider of the best cloud
platform and support for Ruby on Rails and headquartered in San Francisco,
California has thousands of customers across 58 countries. Amazon has been
delivering cloud-based services for more than two years and its presence is great
for the role of Engine Yard at the forefront of two emerging markets-Ruby and Rails
and cloud computing (CNET 2017).

Engine Yard, envisioned a project called Rubinius, to develop the next generation
virtual machine for the Ruby programming language. This plans to implement Ruby
as a core library, making a system available to build and extend. Merb is a light
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framework that is an ORM, JavaScript library, and agnostic language design frame-
work. It has completed the second round of financing, from Amazon which has
boosted Engine Yard’s cloud computing effort with a capital infusion of $15 million
(CNET 2017). This is an example of Amazon’s strategy to collaborate with other
firms and invest in the development of cloud computing solutions.

Ericsson, the Swedish company that manufactures most of the hardware infra-
structure on which wireless networks run, plans to set up a team to help telecom-
munications around the world use the cloud (Greene 2017). Amazon has partnered
with Ericsson aims to provide an improved infrastructure by encouraging telecom-
munications companies (telcos) to develop new technologies in the fields of internet,
IoT, and big data analysis. The two firms aim to build “internet technology centers”
that would help the telcos make the best use of the cloud as they adapt to a world
changed by mobile networks and the Internet of Things (IoT). The company reported
in Amazon’s fourth-quarter report that AWS generated revenue of $2.4 billion, a
69 percent increase from last year’s same time (Greene 2017).

5.5 Conclusion

Globalized firms tend to innovate more and therefore invest more in research and
development activities that result in acquiring higher returns when compared to the
purely domestic firms. The type of R&D activities can influence R&D locations as
well as the regulatory, political, geographical, market aspects can have a major
impact on establishing global centers for R&D This chapter presented a case study
on Amazon, which is one of the fastest-growing online retailers in today’s market.
Amazon has successfully explored various sectors of businesses along with
pioneering a few of the most revolutionizing technologies like the cloud computing
services and the drone for transportation. The strategy that Amazon follows is to
infuse technology in everything that they embark on and in everything that they
innovate. Therefore, in the process, the company invests billions of dollars into
research and development efforts in its development centers around the globe.
Amazon has been successful in achieving international cooperation and the UK
R&D center is one of the best examples of its development and testing activities
outside of its headquarters in the United States. Amazon has also collaborated with
academic universities in an attempt to forge ahead in innovation along with an
intention of pooling in talent resources and increase internship and employment
opportunities. Lastly, the study discusses that Amazon has not hesitated to collab-
orate with other firms and invest in research and development for continuous
innovation. Amazon has always been successful in implementing its strategy of
continuing its development efforts toward innovation, not only in its headquarters
but also around the globe by collaborating with academic institutions and other
industrial firms.

This study provides a great insight that globalized firms like Amazon envision
innovation by continually investing more into research and development. Such firms
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always implement new strategies of international and industrial collaboration that
fuel the pioneering of new technologies and innovation.
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Chapter 6 )
Ethical Issues of Data Tracking S
and Analytics

Aishwarya Joy, Tyler Stahl, Caitlin Mohnike, Rushikesh Jirage,
Kate Darcy Kula, and Tugrul U. Daim

6.1 Introduction

On September 28, 2018, Facebook founder Mark Zuckerberg was in the uncomfort-
able position of having to announce the largest data breach in the social media
giant’s history (Isaac and Frenkel 2018). Hackers were able to obtain information on
approximately 50 million Facebook users by exploiting a weakness in how accounts
were linked to each other. Perhaps more amazingly, even 2 months after the hack,
there is very little public information about what motivated the hack and what the
hackers might have done with the information (O’Sullivan 2018). Adding to
Facebook’s woes is that this attack comes on the heels of the Cambridge Analytica
scandal, where it was exposed that the research company had used data provided by
Facebook to target political ads to Facebook users (Sherr 2018). While Cambridge
Analytica attests that they legally obtained the data on approximately 87 million
users, Facebook contends that the research company broke Facebook’s data use
policy. The question for consumers is, can they still trust Facebook with their data?

The onslaught of the information age has gotten most people used to the idea of
trading their personal information for convenience. It could be as simple as sharing
an email address in exchange for access to a website or as complex as sharing DNA
profiles and family history in exchange for access to associated family data. By
providing one’s current location to Google, for instance, Google is able to provide a
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list of nearby gas stations, restaurants, and hospitals. By subscribing to a video
streaming service, both the consumer and the streaming service are able to build a
profile for that consumer and find associated content (and advertising) that the
consumer will be interested in.

As the Internet of Things progresses, consumers seem eager to add more and
more devices to their networks. From televisions, printers, and security systems, to
the once analog domain of house lights, coffee makers, and cat food dishes,
seemingly anything can be connected to the internet and consumers are both willing
and eager to do so. However, while consumers seem to understand that they must
hand over personal data in order for their network of things to work, they do not
seem to question how this data could be used by anyone else.

After all, how can an application like Google Home, Instagram, or Pandora stay
in business if they do not charge for the right to use their software? As the old adage
from the 1970s goes, “if you’re not paying for the product, you are the product”
(Goodson 2012). In fact, for many of these companies, advertising is their main
source of revenue. Even when they may not sell ads directly within their application,
they are collecting data and/or building consumer targets to sell to advertisers.
However, as Facebook can attest, when consumers are made aware that the infor-
mation they have given away is being sold or otherwise used in a way that they are
not comfortable with, it can quickly create hurdles for a company.

This paper aims to investigate the lifecycle of data in the relationship between
businesses and consumers and the ethical implications of this collection and analy-
sis. How is the data being collected, stored, and secured? What analyses can be done
with data collected from the consumer? How does the marketplace of selling and
buying data work? What steps must companies reasonably take to protect user
information? Are companies staying within bounds of reasonable expectations for
usage, or are they crossing the ethical line in their collection and analysis of our data?

6.2 Data Collection

The first step in discussing the ethics of using consumer data is to discuss how
companies and organizations collect that data in the first place. Even when limiting
the discussion to primary data collection methods, there is a large array of the types
of data being collected as well as how it is collected from consumers. While the
amount and types of data being collected may have proliferated in modern years, it is
important to remember that data collection is nothing new.

Our most robust historical datasets tend to come from government sources such
as census data, voter registrations, military service, and trial documents. In some
countries, this information has been successfully retained for several hundred years.
Most people would consider this type of data collection benign since it is necessary
for the government to be able to do things such as allocate federal state resources
based on population and identify tax payments from property owners. Interestingly,
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this type of data is not included when defining government surveillance and infor-
mation and collection technologies (Nam 2018).

Rather, when news articles and academic papers are discussing privacy rights, the
focus tends to be on more modern data collection approaches that have made it
capable for governments to track individuals on both physical and transactional
levels (Solove 2006). This data includes aggregate information such as how many
people flew from PDX on Thursday to individualized tracking of “high-value”
targets. Of course, it is harder to know how much information the government tracks
on an individual level because it is generally classified.

A more upfront type of data collection is done on a financial level. Data is stored
about an individual’s financial record including the number of accounts, locations
they have lived, and payments they have missed. Data is collected when credit
accounts are opened or public filings, such as debt collections, are made. Similar to
the government census, this data collection appears to be fairly benign for most
consumers. The data is used to help verify the individual’s identity and their
creditworthiness and has been around for at least 50 years (Konsko 2017).

However, that is not the only data collected by financial institutions. Banks also
keep a record of account transactions. While this is not new, the ability for compa-
nies to aggregate and trend transactions is. With modern computing capabilities,
banks are now able to build profiles of their consumers. This can prove beneficial for
consumers when a fraudulent purchase shows up that the bank is able to identify at
the time of purchase and notify the account holder. Alternatively, the financial
institution is also able to anonymize and sell this transactional data to other compa-
nies as discussed later in this paper (Cohan 2018).

Similarly, consumers give their personal data to their medical doctors. What they
are less aware of, is that medical records are generally considered the legal property
of the medical provider. This understanding remains legally murky, however, so the
commercialization of the data collected has yet to materialize (Anon 2015).

Of course, government, financial, and medical records are all part of being a
citizen. People tend to have them regardless of social or financial standing. There are
plenty of opportunities, on the other hand, for consumers to accidentally opt in to
data collection. One of the most pervasive areas for data collection is media usage.
Cable providers have traditionally tracked television viewership via the set-top-
boxes used to view content. The data-return capability also allows the company to
troubleshoot software issues with the set-top box and verify subscription access.
However, buried in the terms and conditions of the cable subscription contract is the
opt in notice that the cable provider will collect data on what is being watched when
(Comscore Grows TV n.d.).

Additionally, there is now legislation in place that allows internet providers to
collect and sell data about what websites their consumers visit and what web apps
they use (Fung 2017). This is on top of the data collected by website and web app
owners. Sites commonly use internet cookies to help track where website visitors
were before getting to a particular website and where they visit after leaving.
Ironically, much of the information collected by websites is provided by the con-
sumer themselves. Consumers have historically volunteered their personal
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information on sites like MySpace, Facebook, and Ancestry. They build their own
profiles that the website is then able to sell.

Then, of course, there are the most recognizable sources for data collection, the
market research firms like Nielsen. These companies are quite transparent about
what information they are looking to collect and reward participation in surveys and
studies with small financial or sweepstakes-style incentives. Data collection meth-
odologies span from online surveys to data collection devices that the individual
wears, referred to as a Portable-People-Meter. Originally designed to listen for
digital tags in radio songs, these devices are now capable of passively collecting
large amounts of environmental data (About Us n.d.).

Similarly, cell phones and wearable technology have evolved to collect and
aggregate data both for the consumer and the manufacturer. Devices like Fitbit
fitness trackers collect data on heartbeat, location, and sleep patterns. While con-
sumers volunteer, and even pay, to have this data collected for them, companies are
also able to collect additional revenue by selling the anonymized data (Fitbit Privacy
Policy n.d.).

6.3 Data Storage

Data storage has become a huge industry as more companies are tracking and storing
more and more pieces of data. Companies have a large responsibility to its users to
keep their data safe. If users stop trusting companies with their data, then their
business will begin to degrade. With this being such an important portion of their
company, how are they storing our data, and how safe is it really?

6.3.1 Data Centers

To understand the enormity of the data storage problem, it is useful to understand
how the biggest companies in the world are storing and securing their data.

In 2012, Google’s data centers were reported to be indexing 200 billion web
pages and over 3 billion search queries per day (Levy 2017). Google recently
announced its latest data center in Henderson, Nevada. This $600 million data center
(Hidalgo 2018) will be their 16th massive Google data center campus, adding to the
current 9 in the United States, 3 in Asia, and 4 in Europe (Data Center Locations n.d.;
Google Data Center n.d.). They employ extensive security to ensure that the data is
secure. Over 550 security experts monitor Google’s security protocols, looking for
vulnerabilities and malware. To limit the physical vulnerabilities, they limit the
number of people who have access to the actual site (Google Data Center n.d.).
All data has levels of encryption, so that even if there was a breach, the data would be
secure (Google Data Center n.d.). Devices that are to be decommissioned go through
a multilevel process, ending with on-site shredding for devices that are not deemed
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to be fully wiped (Google Data Center n.d.; Kim 2015). Google keeps a tight lid on
the exact configuration of their data centers, both on the location and the type of data
centers that each campus has (Google Data Center n.d.). To validate the secureness
of their campuses and data centers, Google uses Site Reliability Engineers. These
engineers are “members of a geek SEAL team” (Levy 2017) whose sole responsi-
bility is to attempt to hack into the data centers and disrupt the flow of data (Levy
2017). Each year they run a simulated war of sorts, called disaster recovery testing
(DiRT) (Levy 2017). There are people within the centers whose job it is to respond to
and fix whatever service the SREs are taking down, but they stop short of anything
that will affect the users (Levy 2017).

Amazon has two layers of its data centers that are dedicated to security—the
perimeter layer and the data layer (Data Centers n.d.). Access to the site is heavily
monitored. Anyone without an ongoing need for access is sent through a visitor
process and given temporary access. Badges are limited to spaces specific to the
project that someone is working on (Perimeter Layer n.d.). They constantly monitor
for intrusions with video surveillance and access log monitoring systems (Perimeter
Layer n.d.). Their data layer is heavily armored, especially “Critical” devices that
store customer data (Data Layer n.d.). All access points require multifactor authori-
zation, monitoring can detect if someone attempts to take data, and if someone does
manage to take a server it is automatically disabled (Data Layer n.d.).

6.3.2 Security Issues

The fact that there are so many levels of security surrounding these data centers is
indicative of the threat level that companies with data face every day. Even with the
amount of security surrounding data storage, there are countless examples of hackers
getting access to data that is supposedly secure. There are stories of data getting
accidentally published, employees losing devices with data on them, and even
stories of passwords to secure servers being stored in un-secured environments
(McCandless 2017).

The two main types of security threats that data centers face—malicious insiders
and outside intruders (Vurukonda and Rao 2016). Malicious insiders are threats that
are posed by employees or other people with access to the site itself (Vurukonda and
Rao 2016). These attacks can be sophisticated, because of the level of knowledge the
person has about the security and protocols (Vurukonda and Rao 2016). An outside
intruder is someone who is attacking the data server from an external location
(Vurukonda and Rao 2016).

Information Is Beautiful (McCandless 2017) has compiled a list of hundreds of
data breaches where someone got ahold of more than 30,000 records. Here are just
some of the examples they listed.
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6.3.2.1 Malicious Insiders

One of the most well-known examples of data being stolen from a malicious insider
is that of Edward Snowden stealing data from the National Security Agency. In
2013, Edward Snowden joined Booz Allen Hamilton with the intention of getting
access to classified documents (McCandless 2017; Szoldra 2016; Edward Snowden
2014). Since joining starting work as a CIA technical expert in 2006, he had become
more and more disillusioned with governmental work (Szoldra 2016). He began
downloading data, amassing an estimated 1.5 million files that he eventually handed
over to journalists in Hong Kong (Szoldra 2016). How was he able to access all of
this data without anyone finding out? He was a SysAdmin with top-secret clearance
on a system that utilized “thin clients” (a computer whose main processing power is
housed on the server) (How Snowden did it n.d.). Those three items created a
security hole, which meant he was able to have unfettered access to all files on the
server and that his actions were not monitored or audited (How Snowden did it n.d.).

In September 2013, a contractor of Vodafone was able to steal data on all of its
German customers, including their names, addresses, gender, birth dates, bank
account numbers, and bank sort codes (McCandless 2017; Insider Steals Data n.
d.). The attack was highly complex and sophisticated, and only possible because the
user had heightened privileges and intimate knowledge of the Vodafone system
(Kennedy 2017).

In 2008, an employee of a mortgage lender (Countrywide Financial Corp) was
caught after downloading millions of borrower files onto thumb drives (McCandless
2017; Admitted Countrywide Data n.d.). The files, over 50,000 of which included
social security numbers, were sold to other lenders (Admitted Countrywide Data n.
d.).

In March 2012, Experian acquired Court Ventures (CV), a company that aggre-
gates personally identifiable information from court records (McCandless 2017;
Court Ventures n.d.). CV had a contract in place with USA Info Search (USIS)
that allowed CV to query USIS for people’s addresses so they would know which
court records to search (Court Ventures n.d.). A user of CV’s was eventually found
to be reselling information found from USIS (Court Ventures n.d.). The hacker made
more than 2 million dollars, and the identities of over 200 million Experience
customers were stolen (Court Ventures n.d.).

6.3.2.2 Outside Intruders

On October 12th, WikilLeaks reported that they had a list of all Amazon Web
Services data centers and their addresses (Sverdlik 2018). The released document
listed over 100 centers, information that is closely held by Amazon. In practice,
major companies like Google and Amazon keep the location of their data centers
secret as a measure of security (Sverdlik 2018).
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In March 2018, MyFitnessPal was hacked (McCandless 2017; Agencies 2018;
Lamkin 2018). Over 150 million users’ email addresses, usernames, and hashed
passwords were stolen (Agencies 2018; Lamkin 2018).

In 2016, hackers were able to breach the FriendFinder Network and gain access to
more data about more than 412 million users (Lamkin 2018; Dickey 2016). The
hackers were able to take advantage of a “local file inclusion exploit” (Dickey 2016).
The company was storing passwords in plaintext, kept logins for a site they do not
run anymore, and retained emails and passwords for customers who had deleted their
accounts (Dickey 2016).

That same year, hackers got access to 57 million names, email addresses, and
mobile phone numbers of both riders and drivers of Uber (McCandless 2017; Uber
concealed huge data breach 2017). In addition to that information, 600,000 drivers
had their names and license details exposed (Uber concealed huge data breach
2017). It was reported that the hackers were able to find Uber’s AWS (Amazon
Web Services) password on a GitHub repository (Newcomer n.d.). Once on AWS,
they found an archived list of riders and drivers and contacted Uber to ask for money
to keep quiet (Newcomer n.d.). Uber complied, and paid the hackers $100,000 to
delete the data (Uber concealed huge data breach 2017; Newcomer n.d.).

6.3.2.3 Mishandling of Storage Devices

In 2013, a hard drive that contained information on 70 million veterans failed (Singel
2017). When the drive failed, the agency neglected to destroy it, and instead returned
it to the company that the bought it from for repair (Singel 2017). When the company
determined it could not be repaired, they sent it to a third company to be destroyed
(Singel 2017). This puts the data of millions of people at risk of being exploited.

In 2011, an unencrypted laptop storing 8 million user records was stolen from the
NHS (McCandless 2017).

In 2014, 4 million patient names, social security numbers, addresses, and
birthdates were accessed after 4 laptops were stolen from a building at the Depart-
ment of Health and Human Services (HHS) (McCandless 2017).

6.3.2.4 Accidental Publishing

In 2013, Citibank published a published a set of court records on the Public Access
to Court Electronic Records (PACER) system (McCandless 2017; Kovacs 2013).
Unfortunately, they failed to redact consumer information (including social security
numbers) of 150,000 clients who had undergone a bankruptcy between 2007 and
2011 (McCandless 2017; Kovacs 2013).

Due to a bug, in 2012 Facebook users who used the “Download Your Informa-
tion” tool were also sent phone numbers and email addresses that were listed as
private.
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6.3.3 Is Your Data Actually Safe?

These examples and so many more should show you that no matter what companies
do, the data that they are collecting is at risk of being accessed by people outside the
company. If you consider that data is something that is constantly at risk, is it ethical
for companies to keep extensive information on individuals? Even if they do
everything possible to protect the data, should they also make sure that they are
collecting and storing only relevant data to their app?

6.4 Data Brokers
6.4.1 Whatis a Data Broker?

Data brokers are businesses that collect information about consumers from a variety
of different sources (Data Brokers and “People Search” Sites n.d.). Data brokers sell
information to organizations, which can use it for their benefit, these sources can be
public or non-public (Information Broker 2018). Public data is information that can
be found on the open web and can be used by anyone. There is no evident link
between the information being collected and the actual person’s identity. Non-public
data, of course is the opposite, this data can be linked back to the exact consumer.
Some examples of this non-public data are personal identification numbers, credit
history info, and loan details (Non-Public Personal Information (NPPI) n.d.).

6.4.2 What Data are They Collecting?

Going through your daily activities, think about all the data points that could be
collected on you. Over time these data brokering companies create whole user
profiles on people which adds immense value to companies selling various products.
They can target and advertise directly to consumers that are more likely going to buy
their goods and services. A report published by the Federal Trade Commission
trying to uncover the data collecting industry provided a list of examples that include
but are not limited to identifying, demographic, court records, social media, general
interest, financials, vehicle, travel, and health (Mirani and Nisen 2014).

6.4.3 Data Brokering Companies

The top data brokering companies are Acxiom, Nielson, Experian, and Epsilon.
Each company has their own role they play in the data brokering industry. Acxiom
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helps companies’ market more effectively by using data to increase revenue and
drive profits. They offer a variety of services that help their customers measure, track
behaviors, demographics, and identity solutions. Acxiom serves a wide range of
industries from automotive to insurance (Identity Resolution and People-Based
Marketing n.d.). Nielson’s focus is in the media industry, analyzing what consumers
buy and watch. The main customers of this effort include advertisers, agencies,
media owners, and fast-moving consumer goods (FMCG) retailers/manufacturers. In
2017 the “Watch” portion of their business accounted for 51% of revenue at 3.3
billion dollars, while the “Buy” earned 3.2 billion. Their marketing strategy revolves
around the 3 R’s of Reach, Resonance, and Reaction. “We help our clients “Reach”
the most desirable consumers; gage the “Resonance” of their messages; and quantify
consumer “Reaction” in terms of sales impact” (Stock Quote n.d.).

“Experian is a global leader in providing information, analytical and marketing
services to organizations and consumers to help manage the risk and reward of
commercial and financial decisions.” They break their business into four key seg-
ments—credit services, decision analytics, marketing, and consumer services. Their
main area of expertise is in consumer credit checks, where they hold information on
over 220 million Americans as well as over 40 million US businesses. To put in
perspective how much information that is, it equals 1.5 petabytes of data or over 1.5
quadrillion bytes; in comparison, it would be like taking 6000 pictures a day for the
rest of your life. Last year their annual sales totaled more than 2 billion in North
America (Experian’s Corporate Fact Sheet n.d.).

Lastly, Epsilon, is a global leader in data-driven marketing, serving over 14 indus-
tries and assist 7 of the top 10 automotive manufacturers. The top products offered
by Epsilon consist of transactional, demographics, and self-reported data solutions.
They pride themselves in being able to gather data through various marketing
channels such as email lists, digital, mobile, and social. Epsilon’s customer base
includes 15 of the top 20 global brands and 8 of the top 10 fortune 500 companies.
An example of some of their work can be shown with how they helped Dunkin
Donuts increase revenue through improved loyalty programs. In 2013, they
revamped their comprehensive loyalty program to support real-time offers and
incentives. With the adoption of DDPerks they had over 6 million people enroll
and increased year over year spending by 40% (Abacus n.d.).

6.4.4 Future State of Data Brokering

The above enterprises are just the beginning of how data collection companies can
customize marketing solutions to target customers and increase revenue. The goal
for the future is going to be providing safety policies to ensure the amounts of data
these companies are collecting are in safe hands and that there are safeguards if
information does get hacked. Instances such as the large Experian data breach in
2013 that affected roughly 15 million people, 250,000 of which never even got
notified that their information was not kept safe, can be taken as a lesson and
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improved upon so that this does not happen in the future (Krebs on Security n.d.).
The top companies need to work together to keep data from being used wrongly and
to keep improving the everyday lives of people around the world while not sacrific-
ing user experiences.

6.5 Data Analytics

The availability of large amounts of computerized data in companies has steadily
increased over the years, but recent progress in processing speed, cloud storage and
increasing social networks has changed the ease of data access and the nature of data
that can be captured and stored for later use (Earley 2015). The data that is collected
must not only be collected but used for decision making. With the magnitude of the
data that is collected, the speed and accuracy of analysis become valuable.

Data Analytics is the application of algorithms in order to analyze sets of data and
extract useful and unknown patterns, relationships, and information (Adams 2010).
Big Data Analysis technologies have been recognized as the “next big thing for
innovation” (i.e., a potential source of business value and competitive advantage). It
helps to enhance organizational agility and helps firms survive in competitive
markets (Corte-Real and Oliveira 2017).

The data available is in different forms and the method to analyze them depends
on how the data is presented. There are three categories of data: Structured, Semi-
Structured, and Unstructured, each requiring different analytic approaches. Struc-
tured data is collected via the internal and external business/ scientific systems. This
data has well-defined variables, classifications, and classifications. They are usually
accompanied by extensive metadata records. Semi-structured data contain informa-
tion that is structured and unstructured. Examples are logs, emails, or tweets for
transactions. The message may include the sender and receiver, origin, signature,
date/time mark, header or subject line, etc. The unstructured part is the message’s
body, usually text or images. Unstructured data does not have a pre-defined template
of data or is not predefined organized. Examples of unstructured data are digital
images of historic documents, maps, blueprints, or books (Marsden and Wilkinson
2018). Common advanced data analytics methods are Association rules, Clustering,
Classification, Decision trees, and Regression analyses. These techniques are used in
the below-mentioned segments in a variety of industries to generate profit and reduce
operational and material waste.

6.5.1 Customer Intelligence

Data Analytics is used in industries like retail, banking, and telecommunication for
Customer Intelligence. Data is collected and analyzed to profile customers based on
socioeconomic factors, customer satisfaction, and retention (Cebr Data Equity
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2012). This information is used to help drive marketing decisions. It helps to identify
influential individuals, can help organizations react to trends and perform direct
marketing. In many cases, it leads to targeted promotions and customized advertis-
ing. Using sentiment analysis on this data, firms can be alerted beforehand when
customers are turning against them or shifting to different products, and act accord-
ingly (Elgendy and Elragal 2014). Amazon is the largest online retailer. It leverages
its larger data system and customer base information to create a recommendation
engine. Amazon launched Echo Look, a Hands-Free Camera, and Style Assistant
that pairs with Alexa. Customers take a picture or video and upload it to Amazon’s
cloud. Amazon then offers recommendations based on current trends and what looks
good on you. The theory is that they will look up what is the current trend and base
recommendations based on it. But there is nothing stopping Amazon selling the
rights to retailers to place their sponsored contents in the mix. In the end, we may be
paying Amazon to show us advertisements (Markman 2017).

6.5.2 Supply Chain and Performance Management

Data Analytics is used in manufacturing, retail, as well as transport and logistics
industries to improve their supply chain management. It can be used to forecast
demand and adjust inventory based on supply chain trends. Also, by analyzing how
the stock is utilized and the location of deliveries, organizations can automate
replenishment decisions. This will reduce lead times, minimize costs delays, and
process interruptions. Data analysis can also monitor performance, improve trans-
parency and planning and management functions (Elgendy and Elragal 2014).

6.5.3 Quality Management and Improvement

The manufacturing, energy and utilities, and telecommunications industries use data
analytics for managing quality. An example is that predictive analytics on big data
can be used by providing early warning alerts to minimize performance variability as
well as preventing quality issues. This in turn will reduce scrap rates and decrease
market time by identifying any problems before they occur in the process. Data
analytics also allows real-time monitoring as well as forecasting in response to
external factors (Elgendy and Elragal 2014).

The latest hot trend in China is facial recognition. Through studying their faces,
banks, airports, hotels, and even public toilets are all trying to verify the identities of
individuals. Nevertheless, police and security are the biggest users of this software.
They use facial recognition and artificial intelligence to analyze and understand the
mountain of incoming video evidence; track suspects, detect suspicious behaviors
and even predict crime; coordinate the work of emergency services; and monitor the
coming and going of 1.4 billion people in the country, official documents and reports



92 A. Joy et al.

from the security industry show (China’s Watchful Eye 2018). While on paper it
may sound like an ideal system to reduce crime, it may be used as a away for the
government to track people. In a country like China that has limited free speech, this
system may be weaponized to target protestors, activists, or the press.

6.5.4 Risk Management and Fraud Detection

Industries such as Finance and Insurance have traditionally always used Data
analytics to manage and mitigate their risk. They usually analyze the likelihood of
gains vs the likelihood of losses (Elgendy and Elragal 2014). Healthcare industries
used a lot of data to monitor their patients for risk assessment. Even government
programs such as Medicare and Medicaid have made it mandatory for the digitali-
zation of their records. This data is anonymized and made public so as to encourage
analysis and app developers. It is also used in several sectors to detect and prevent
fraud. Big data can allow them to match electronic data across several sources,
between both public and private sectors, and perform faster analytics (Elgendy and
Elragal 2014).

While data analytics is used by the big insurance provides to increase their profits
it negatively harms the consumers who may fall under the high-risk category. This
data analytics may end up disproportionately affecting people from lower income
groups, minorities, and other high-risk sectors and causing them to pay higher for the
same services. This practice is morally wrong and unfortunately enabled by the ease
of data analytics.

6.6 Ethics and Privacy

Privacy, trust, and security are as closely intertwined as law and ethics. Privacy
preservation and security provisions rely on trust. Violation of privacy is caused
every time a security threat occurs. Under the guidelines of what is ethically and
morally right, we can frame laws to protect citizens.

“Data Ethics” is a new branch of ethics that studies and assesses data-related
moral issues (including generation, recording, curation, processing, dissemination,
sharing and use) algorithms (including artificial intelligence artificial agents,
machine learning and robots) and corresponding practices including responsible
innovation, programming, hacking and professional codes), in order to formulate
and support morally good solutions (e.g., right conducts or right values) (Wanbil and
Lee 2018).

Data ethics builds on the computer and information ethics foundation, but at the
same time refines the approach that has been endorsed in this field of research so far.
It shifts the level of ethical inquiry abstraction from being information-centered to
being data-centered. This change focuses on the different moral aspects of all types
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of data, including data that never directly translates into knowledge but can be used
to support actions or produce behavior. It highlights the need for ethical analysis to
focus on the content and nature of computational operations—hardware, software,
and data interactions—as opposed to the variety of digital technologies that enable
them. And it highlights the complexity of data science’s ethical challenges. There-
fore, data ethics should be defined as a macro ethic from the outset, that is, as an
overarching philosophy that avoids narrow, ad hoc approaches and discusses the
ethical impact and implications of data science and its implementations within a
consistent, comprehensive and inclusive framework. Data ethics will provide solu-
tions that maximize the value of data science for our societies, for us all, and our
environments only as macro ethics (Wanbil and Lee 2018).

Lastly, the ethics of practices addresses pressing questions about the responsibil-
ities and responsibilities of people and organizations responsible for data processes,
strategies and policies, including data scientists, with the aim of defining an ethical
framework for shaping professional codes on responsible innovation, development
and use that can ensure ethical practices that promote both In this line of analysis,
three issues are central: consent, user privacy, and secondary use (Floridi and
Taddeo 2016; http://time.com 2018).

The European Union has implemented data regulation, the first significant regu-
latory policy in more than 20 years. The GDPR (General Data Protection Regula-
tion) requires companies to ask consumers whether they can collect their data,
answer promptly if asked what it will be used for and disclose significant data
breaches within 72 h. Failure to fully comply could result in fines up to $23 million
or 4% of the company’s worldwide annual revenue of the prior fiscal year [R3]. In
the future, E.U. plans to improve existing data protection rules. The following table
shows several improvements to deal with data protection violations in the future.

In all, there is a need for stringent rules and regulations to handle the issue of data
protection. The countries like the USA who are major contributor and data gathering
sources need to establish, implement and comply with a data protection regulation to
use of data by the industries as well as research organization to preserve the
individual’s privacy.

6.7 Conclusion

Data based analytics provide huge opportunities to improve private and public life,
as well as our environment. Unfortunately, such opportunities are also coupled with
significant ethical challenges. Data (often personal, if not sensitive) is extensively
used to shape choices and to make decisions (including machine learning, artificial
intelligence, and robotics). In addition, the gradual reduction of human involvement
or even oversight of many automatic processes, among others, raises pressing
questions of fairness, responsibility, and respect for human rights.

These ethical challenges can be addressed by fostering the development and
applications of data processing systems that respect privacy and security as a
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human right. Alternatively, failing to constantly innovate the processes used in data
gathering, storing, and analyzing would have severe setbacks. Companies that work
with data must understand that they would gain social acceptability and, even better,
social preferability if they make ethical choices as their guiding principles for any
data science project.

Trust and transparency are also crucial aspects of the ethics of data. There must be
active education to increase public awareness of the benefits, opportunities, risks,
and challenges associated with data. For two major reasons, effective and pragmatic
guidance is needed to develop data protection standards. The first is that the function
of information security in a technology-driven information-intensive environment
becomes more complicated due to new risks (e.g., socio-techno risk); the second is
that data protection becomes a primary concern for information security manage-
ment as an infringement of privacy occurs frequently and attracts wide media
coverage.

Viewing privacy from an ethical perspective can help companies to set up and
improve their code of conduct. Considering privacy from an ethical point of view
and establishing a code of conduct makes the protection of valuable data accountable
to all individuals in an organization, not just security personnel.
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Chapter 7 ®)
Silicon Forest, the Tier-2 Stagnation S

Jessie Truong, Jose Banos Sanchez, Mohammad Al Gafly, Shreyas Vasanth,
Smarajit Chakraborty, Tugrul U. Daim, and Dirk Meissner

7.1 Introduction

The term “Silicon Forest” refers to the Portland city and its metropolitan area.
According to Wikipedia the definition is, (Silicon Forest 2018), *“.. .nickname for
the cluster of high-tech companies located in the Portland metropolitan area in the
U.S. state of Oregon, and most frequently refers to the industrial corridor between
Beaverton and Hillsboro in northwest Oregon. ..”.

The nickname contains 2 words, silicon and forest. “Silicon” comes from the high
concentration of silicon labs and companies related to microchips in the area. In
order to do not imitate the “Silicon Valley” nickname, but with the clear roots on this
nickname, the second word from the famous hub in California is changed to
“Forest,” looking into the West of Oregon abundance of forest. As a result, the
nickname “Silicon Forest” tries to compress on it the dominant technology in the
area and the landscape peculiarity in Oregon. The area has been slowly displacing
lumber industry as the main industry and replacing it by high-tech firms that
nowadays contribute to 1/5 of the State wealth. For all these reasons, Oregon State
has a clear debt to high-tech industry and it must seriously commit to its future
sustainability, which is undoubtedly related to Oregon future. But growth must not
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be done at any price and impact in the non-high-tech members of the society has to
be considered too.

Political, economic, social, and technological (PEST) analysis is a powerful and
commonly used analytical tool for understanding the complexity of regional devel-
opment achievements. It works well especially when it is used on researches that
follow a timeline evolution. Additionally to PEST, this research has added a
subchapter for Business Observation Tool (BOT) in political analysis. BOT could
be used as a completely separate analysis tool but the scope of the research would be
lower.

Therefore, the model is divided into 4 main chapters and several subchapters
inside with a final conclusion.

Political: It includes the Oregon’s main political party evolution, Oregon State
investment in infrastructures, Education, and the impact of the taxes to attract
companies. All they together are finally reviewed from the BOT perspective (busi-
ness observation tool).

Economic: Assessment through the factors that help to exam Oregon’s economy
such as inflation, interest rates, economic growth, and the unemployment rate. These
factors will help in accessing the demand, cost of the product, expansion, and growth
for Oregon’s economy.

Social: The investigation of social aspect includes the study of population
demographics, population growth, age distribution, and career attitude. These social
factors help in gauging the potential size of the market environment for Oregon.

Technology: A look through the factors that help make assessment on positive or
negative impact from technology to Oregon. These factors include technological
advancements, lifecycle of technologies, diversity, and the spending on technology
research by the government.

The four perspectives are interrelated to each other, and it is possible that some
points analyzed in different perspectives may require a multi/dimensional analysis.
This could be reviewed in future research. All perspectives are presented in the
following.

7.2 Political Perspective

Looking into parallelism with plants and fertilizers, political decisions, and espe-
cially political long-term decisions represent the fertilizer to make plants grow and
create a fertile land. Economic, technical, and social situations are in most of cases a
later reflection or consequence of the political decisions previously done. Political
decisions shape the short and long-term wealth of a state and therefore it should be a
highly important topic and be present in our daily life.
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7.2.1 History

Oregon is a very recent state with not a long history. It was formerly admitted to the
US union in 1859 with certain peculiarities in its constitution that reflect a
non-tolerant past in the State. According to (Novak 2015), “It was illegal for black
people even to move to the state until 1926.”. There are some reports that highlight
the initial and lately longtime mentality in Oregon to be a pure-white State, in
contradiction to the high number of immigrants that support and contribute to the
wealthy economy in Oregon nowadays. But this could be analyzed more in detail in
the social part.

Looking into the governor elections since the State joined the US union until the
beginning of World War II, there is not a clear difference between the colors of the
governor political party. Democrats and Republicans were alternating the State
government with no clear side as preferred. It is after WW2 when republicans
ruled the state continuously until 1991 with the only exception of two legislatures.
After this election, it has been the other way around and democrats have been ruling
the State continuously.

Among all governors in Oregon, there is one that could represent Oregonian
mentality more accurately than the rest, even though he was not originally from
Oregon. Tom McCall was the governor of Oregon for two consecutive terms, from
1966 till 1974, representing the Republican Party. He is very well known for two
political decisions, and one popular quote (About Tom n.d.; Tom McCall 2018). His
two decisions are still impacting Oregonian daily life:

1. He promoted a set of rules oriented to protect the environment. A couple of
examples are the “Beach Bill” and “Bottle bill.” He also created the Department
of Environmental Quality. This environmental-friendly mentality is still a core in
Oregonian politicians and Oregonian citizens. Their concern about the environ-
ment is probably the highest among the US states.

2. Establish the first statewide land-use planning system, which introduced the
urban growth boundary around the state’s cities. We could analyze whether this
has an impact on the high cost of houses in the cities area.

Looking at his famous quote “We want you to visit our State of Excitement often.
Come again and again. But, for heaven’s sake, don’t move here to live,” we perceive
the same feeling and mentality than current Oregonians. People in Oregon would
love to keep living in a quiet and not stressful State. It may have a direct relationship
with Silicon Forest stagnation because Oregon population does not want its State to
be like California or Seattle metro area.
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7.2.2 Education

Education is one of the core pillars for any society. It is not just an empty sentence
but a fact that is behind some of the most recent and successful cases of developed
countries. Looking into the list of most developed countries in the world we can find
a common variable among them: high investment in the educational system. The
world is changing and manual labor is less and less valuable year by year. The
capacity and relatively easy ways for companies to move their manufacturing
facilities from their home country to countries with lower wages make these types
of jobs not anymore a competitive value and easily replaceable. However, the
knowledge, the creativity, the entrepreneurship, etc. are the new values to generate
wealth. We have seen how Scandinavian countries, South Korea, or Singapore are
among the most competitive nations worldwide and one of the reasons for this
successful transition to highly developed economies was and is their investment in
education and not because of their lower wages. Even looking into the United States,
as Bauer, Schweitzer, and Shane (2006) describe and conclude with a mathematical
argumentation, during the XXI century the college attainment represents one of the
most important variables to explain the salaries increases in some states above
others.

But investment in education is not only worth from an economic point of view but
from a social point of view too. It helps to reduce inequality, which leads to a higher
middle class. According to (Bauer et al. 2011), there are direct benefits with an
increase in higher education population like lower criminality, higher productivity
among a long list of nonmonetary societal benefits from enhanced educational
attainment has been documented. However, Oregon has not invested actively in
the creation of a worldwide known university. The initial collaboration between
Oregon State and education as mentioned by Heike (2001) was during 1999 when
NEC was created as a lobby to promote the education investment in high tech. It was
a private initiative that later on attracted state participation. OCKED (Oregon
Council on Knowledge and Economic Development) was formed in 2000 as the
first real step from the State government to promote and support High Tech in
Oregon. Several other initiatives came along the first decade of the XXI century, but
they were punctual collaboration more than a long-term program.

Comparing the invested share to US and similar states like Oregon, we can see a
gap for Oregon being far from other States. There is a lower investment in education
at K-12 and higher education levels. Oregon needs a top education system if IT
technology pretends to become the future of the region. IT companies demand an
educated source of workers capable to compete with knowledge and new develop-
ments with other regions in the United States and by extension in the world.

Looking at the rate of investment in Higher Education in Washington compared
to Oregon, the difference is more than 10 percent. Therefore, the investment is lower
not only for K-12 level but also for higher education. Looking at the last 6 years
instead of increasing the percentage of incomes dedicated to funding higher educa-
tion, the percentage has dropped (Oregon state budget and finances n.d.).
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In conclusion, the Oregon State investment in education is a critical factor that
could help to develop a higher amount of educated and competitive workforce in the
State. However, the state’s political decisions do not seem to be too concerned about
the importance of such investments and therefore education costs are directly
supported by families and companies.

It is critical that the Oregon government get involved in the university and higher
education system in Oregon, promoting and sponsoring new ideas, helping to attract
talent to the education system, and creating a strong ecosystem in education sector
capable to support the requirements from the private sector.

7.2.3 Taxation

One of the first variables that come to our mind when we think about politics is the
taxes. Taxes are the fuel that states and countries use to keep the engine running, to
invest in infrastructures, pay public employees, and look for the wellbeing of the
population (at least, in theory. . .). In the case of Oregon, taxation of companies has
varied over the years and it has not always been as “company friendly” as it is
nowadays, with high tax exemptions to corporations. Let us see how is the tax
distribution system actually in Oregon before continue.

Corporate taxation is pretty low and foreign companies are almost exempt to pay
taxes. Additionally to that, certain counties have the possibility to exempt big firms
with additional exemptions. Therefore, and according to a study by Ernest Young in
2011 (Ernst Young 2011), it includes Oregon, among the top 5 most competitive
States with the lowest combined state and local business taxes as a share of the
economy among all the United States. However, it is interesting to realize that none
of the states with Tier-1 higher-tech hubs is at the top of the list.

But until the middle 1980s, Oregon had a unitary taxation, which forced any
company established in Oregon to pay in Oregon a portion of its total worldwide
sales. This was clearly a stopper for abroad companies or even companies from other
states to allocate their offices or subsidiaries in Oregon. The first time it was over the
table and a modification was analyzed was during the 1980s when different Japanese
companies tried to enter the United States and found out that Portland would be a
good location to open a subsidiary.

However, looking into the individual taxation, we can see in the next figure, that
there is not a clear benefit either comparing Oregon with Seattle or California, the
neighbors and competitor states in terms of high-tech jobs.

According to taxes distribution, it seems more probable that most of the
demanded high-tech professional, with a similar salary proposal, they will choose
Seattle or California because of lower taxes. Considering only the incomes taxes
deduction in Oregon, a salary in Washington compared to Oregon is around 10%
higher.

Current taxation distribution and corporations’ exemptions have been several
times questioned from the Oregon government, who has tried to change it on
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2 occasions with different results. They were in 2009 with Ballot 66/67 and more
recently in 2015 with Ballot 97.

7.2.3.1 Ballot 66 and 67

In 2009, Oregon State was facing a serious problem with its debt and budget deficit.
The solution from government was to increase the taxation to the personal incomes
(ballot 66) and remove some of the corporate tax exemptions (ballot 67). Measure
66 proposed to increase the taxation to the highest rents by 11% and reduce it
progressively to lower rents. By the other hand, measure 67 increased the taxes to
corporations and reduce some of their exemptions.

Both measures were approved in 2010, but the forecasted incomes during the next
years were shorter by 1/3 below the expected. Therefore, the initial plan by the
Oregon government was not achieved. Additionally, there is no clear answer about
the reason behind the change on migration trend but during 2009 the ratio of
migrants from Oregon to Washington (where there were no income taxes) was the
highest in the last decade. It is not possible to clearly find a correlation between the
Ballot 66/67 approval and migration increase to Washington, because it could be
motivated by the 2009 Great Recession too. In any case, the following chart shows
an interesting increment of migrants from Oregon to Washington than more than
double respect to the previous year in 2009 (Ernst Young 2011), just after higher
individual taxation was approved.

7.2.3.2 Ballot 97

In 2015, Oregon State was back into trouble with its budget and the debt continued
as a major issue as it was during 2009.

The Oregon’s government proposed to increases the corporate minimum tax for
“C” corporations with at least $25 million in Oregon sales. Actually, Oregon C
corporations pay the higher of either an excise tax or a minimum tax based on the
corporation’s sales in Oregon. Oregon companies with sales under $25 million
would not be affected (Oregon Tax Hike Vote n.d.).

In less than 10 years, Oregon government has proposed an increase in the
companies’ taxation two times. This unusual situation led the biggest companies
to lobby against this measure and influence in politics for the first time. The
companies raised a historical $28.13 million for the “No” support (The Jury Is
Back 2011).

Voters soundly defeated Measure 97 on November 8, preserving the business
taxes situation as it was and Oregon as one of the states that have some of the lowest
business taxes in the nation. As a counterpart, the same election, left Oregon’s
schools among the worst funded in the United States.



7 Silicon Forest, the Tier-2 Stagnation 105

7.2.4 BOT

To conclude with the political impact on the lack of high tech consolidation in
Oregon, from business observation point of view, the biggest impact was and it has
continued being the lucrative exemption on taxes to companies. There is no other
major variable that could foster or detract companies to move in or leave Oregon.

Assessing the ballot impact, we can conclude that increasing the taxes as a
solution to solve the State debt problems is not a positive long-term decision. Few
years after Measure 66 and 67 were approved, the debt issues and deficit on budget
were again over the table in Oregon State government. As a result, a second ballot
was celebrated to decide whether big companies should pay more taxes or not
through new taxes schema. Taxes are a solution, but never by themselves alone.
They are a solution if they are combined with the proper political decisions or
changes to solve the root cause that causes the problem and ended demanding
taxes increase.

Finally, looking in terms of total state spending including federal and regional
incomes, the amount of money spent per capita in Oregon is higher than other states
competing to attract high-tech companies like Washington or California. Therefore,
the question is where is the spending going and why is it not helping to promote the
industry that right now represents around 20% of the state incomes? From the
political point of view, it seems that money is not going into the right investments,
neither schools are properly founded or IT sector promoted beyond the tax
exemptions.

Nevertheless, political decisions are not the only reason why companies may
decide not to establish their offices in Portland. According to the articles review and
research done, political factor is not the biggest that prevent the establishment or
creation of new companies in Oregon.

But there is a risk in Oregon’s economy-related to politics. Oregon state has a
huge debt, affecting the future of public workers pensions among others. Politicians
tend to increase taxes in order to solve their mistakes or lack of capacity to solve the
problems in a creative way. The risk in Oregon is that in order to cover the State debt
crisis, politicians finally convince population to increase corporation taxes. It could
create a cascade effect in the high tech industry in Oregon, starting with a bunch of
companies leaving the state. As a second direct consequence, it will influence other
foreign/national companies to do not move to a less competitive State from a tax
point of view. Fewer companies in Oregon will be a direct cause for less hiring and
fewer people having a job, and therefore fewer people paying taxes. Individual taxes
means the highest percentage for Oregon state incomes, and hereby the situation in a
few years could be even worse than the situation before the taxes were raised.
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7.3 Economic Perspective

Oregon’s economy is composed of various forms of agriculture, fishing, and hydro-
electric power due to its diverse landscapes. The state is known for its large timber
producer which dominated the state’s economy in the twentieth century (Oregon
Department of Land Conservation n.d.). The other major economic force for the state
is technology, which beginning in the 1970s with the expansion of Tektronix and
Intel. Oregon hit hard times in the 1980s led the state to grow more on high-tech
sector. After many decades, the state has transitioned from traditional resource-based
economy to a mixed manufacturing and marketing economy, emphasizing high
technology (Oregon Blue Book n.d.). Oregon hit hard times for second time during
the Great Recession. There were about 8% job lost and had caused a financial crisis
to the state. Until today, Oregon has not only regained all those jobs but also
increased by 6.5% from the pre-recession peak (Perkowski and Capital Bureau
2017).

7.3.1 Inflation Rate

According to report from the Oregon Office of Economic Analysis inflation for the
Portland-Salem were followed the nation average trending over the past 27 years. It
raised as nation raised and fall as nation falls. Although in the 1990s and early 2000s
where the inflation for Portland-Salem were increased while US inflation was falling.
Perhaps local inflation might have had economic policies that could fluctuate the
state’s economy causing the quirks and the different movements seen on the chart
(Inflation, 2013 n.d.). And perhaps this might be one of the reasons why Oregon
tends to fall deeper in recessions.

For the upcoming years, experts are expecting inflation rate to rise. The Interna-
tional Monetary Fund, who prepared the forecast for the US inflation projected two
to three percent annual rise prices in general. This means that a product bought today
for about $100 will cost about $102-$103 next year (Statista n.d.). Will Oregon be
able to keep its inflation rate steady?

7.3.2 Mortgage Interest Rate

In 2013, there was a dip in mortgage interest rate because the Federal Reserve
announced that it will maintain its bond-buying stimulus, which should help offset
the house price gains and keep housing affordable at the time. The interest rate
climbed after that which suggested that the Federal Reserve believed the US
economy had improved enough to withstand the climbing rates. Currently, the
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mortgage interest rate for 30 years fixed is at about 4.43%, while the 10 years
treasury rate is at 2.86%.

The Wall Street Journal’s Economic Forecasting Survey projects that the 10 years
treasury rate will increase to 2.90% by June 2018, and 3.13% by the end of 2018.
Looking ahead to 2020, the rate is projected increasing to 3.54% (Economic
Forecasting Survey n.d.). According to economic experts, mortgage rates are also
expect rising to 5% by the end of this year, and to 5.7% by 2020 (Mortgage Interest
Rates Forecast 2018, 2019, 2020, 2021 AND 2022 n.d.). Analysts believed that the
Federal Reserve will raise the rates up again. So far the rate has not been close to
where it used to be before the Great Recession.

Oregon’s strong job growth has been attracting newcomers causing high demand
for home to skyrocket. With mortgage interest rate expecting to rise, home buyers
are in rush for purchasing. Will this cause the housing price in Oregon to soar like in
Silicon Valley or Seattle, Washington?

7.3.3 Economic Growth

The state has been ranked third among other states with economic growth since
2001. Oregon ranks third among states in terms of economic growth since 2001. The
state has grown more than double that of the national economy. Data from the
Oregon Center for Public Policy showed that in 2015, the state’s economy expanded
to 56% while the national economy was at 26% (“Oregon’s Top Performing
Economy Can Offer Opportunity for All”, n.d.).

Ringing in third place as one of the states with strong economic growth from the
nation has create an attraction for people to move to Oregon. The state’s population
has reached 4.1 million in 2017, growing a total of 64,750 during the past year. A
growth rate of 1.6%, combined with similar gains in 2015 and 2016, mark the largest
population growth in the state since the 1990s. People come to Oregon for job
opportunities and have opportunities to create jobs (Urness n.d.).

According to the report from 2001 to 2015, the national economy grew about
12% on a per person basis while Oregon’s growth about 35%. Despite the growing
population, Oregon’s per capita economy grew nearly three times that of the national
average, and remain in second place after North Dakota (“Oregon’s Top Performing
Economy Can Offer Opportunity for All”, n.d.).

Although Oregon wage trends have been accelerated steadily for the past years;
but it is slower than in the 1980-1990, and a bit better on an inflation-adjusted
relative to the mid-2000s where Oregon’s gains outpaced the nation. The average
wage is at its highest point today since the 1980s but still lower than the United
States overall. Similar situation is also seen with per capita personal income, while
still lower than the United States overall, it is at its highest relative point today since
the dotcom crash (Oregon Wages, A 2017 Update n.d.).

Wages and household incomes are rising, while poverty and caseloads for needs-
based programs are falling. Oregon’s economy continues to expand, but analysts
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believe it is finally getting to where the business cycle is at its “feel-good” stage, and
that the state is approaching full employment, and entering to a more sustainable
pace. They are expecting for these trends to continue until the next recession comes
(Oregon Wages, A 2017 Update n.d.). According to state official analysts, there will
be a slightly faster job growth this year. The unemployment rate is also expected to
be slightly higher (Quality Information, Informed Choices n.d.).

7.3.4 Unemployment Rate

Oregon unemployment rate fell below 4% in mid of 2017 making a record low in
history. While the national economy remains strong, Oregon’s employment is even
better. It has been a slow journey for the state to recover from the Great Recession.
The state has rapidly added jobs and playing catch-up (Quality Information,
Informed Choices n.d.).

As mentioned earlier, one of the State’s budget comes from income tax. A low
rate in unemployment means the State receive more money for their budget. This is
one of the signs showing the economy is doing well.

7.4 Social Perspective

7.4.1 Population Demographics

Portland is a recent city, incorporated in 1851 with under 1000 people, it grew
quickly. By 1879, there were over 17,000 inhabitants listed (Beebe 2016). This did
not take into consideration any displaced Native tribes, but counted the people
working to develop the area. Portland was competing with the growth seen up
North in Seattle and winning. The two cities compete today in the areas of technol-
ogy and growth. Looking at the historical aspects of the city growth will show trends
in the development of the city’s educational and work fields while also providing a
measure to estimate where the region is heading for the future. Looking at the past,
present, and predictions of the future helps people understand the total growth of the
Portland region in Oregon. This State was begun as the “white’s only” State in the
Union (2018 World Population by Country n.d.-b), and is working to bring diversity
and growth through the economic powers of education and technology.

While still predominantly white, Portland Metro is showing an increase in
cultural diversity. In recent years demographics have shown that Portland is still a
predominantly white city; however, this does not take into account the large educa-
tional population within the city due to the shifting numbers of visiting citizens listed
as students. Looking at the demographic outline of Portland State University shows a
more varied demographic (U.S. Census Bureau 2010).
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The issues facing Portland in diversity are trending toward more balance within
the colleges showing the natural pull of diversity to the area. Those who choose to
stay are doing so for the aspects provided by the region and career opportunities.

7.4.2 Population Growth

Tracking of growth in Oregon’s Portland Metro area includes Clackamas, Columbia,
Multnomah, Washington and Yamhill counties, Oregon and Clark and Skamania
counties, Washington (U.S. Census Bureau 2010). It is the increasing numbers of
people in the area who are adding to the costs of living, educational means of the
citizens, and the estimates of continued growth. Over 21, 000 people moved into the
area from other US towns and cities. This is over half of the entire growth of
2014-2015; this trend can be traced to jobs provided by companies such as
Tektronix, Intel, and Nike.

Yearly growth is consistently been more than 1% since 2010. This has placed
Portland on the Forbes lists of one of the best cities in the United States.

7.4.3 Age Distribution

Portland is still a young city. With the median age in the 30s, this shows that people
are able to work for a long time, provide toward the economic growth of the region,
and bring population growth to the area as well. This will lend information toward
estimates for the education, business, economic, and health needs for Portland’s
future.

Estimates for social services including housing, food, and medical use numbers
such as these to determine the level of care and needs Portland has. The elderly
generation is significantly less than the working population. The trend can show
either the availability to survive to live in the area, or the number of people who leave
for warmer climates in retirement ages. The averages in the college-age populus
drops by approximately 20,000, which shows the normal trends for children leaving
their parents and forging their own paths. What the age population does show is that
the median age is steady, and the pool leaving is not above the normal expectations,
which lends credence to the stability of Portland and its future.

7.4.4 Career Attitudes

According to national averages statistics Portland is getting expensive to live. Listed
at approximately 10% of the national housing averages, the best businesses are
bringing in the brightest people, and the demands are increasing. This trend is
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unlikely to change. The prognosis is in direct competition with the green and
sustainable living Portland claims. The manufacturing industries will need to
increase the technological aspects to improve green building components to main-
tain the city’s quality of living and dedication toward green living. The college
attainment group shows that out of the total citizen numbers less than half have
obtained a college degree. This does not reflect the number of people who may have
taken advanced classes, own small businesses, or are striving toward that degree.
What it does show is that the city is unable to maintain the demands of the new
graduates coming from the local colleges. Education is a high goal, but the area
businesses are not growing fast enough to demand a larger portion of the graduating
classes. The cost of living is high, this also may determine the number of entry-level
positions available to those new graduates. The cost and availability of sustainable
housing that would be in demand would overrun the market which would then again
drive up the cost of living. There is a balance that Portland is not yet attaining due to
its growth, age, and demographics.

7.5 Technical Perspective

7.5.1 Technological Advancements

Ever since tech giant Intel moved to Oregon, the state saw a significant rise in the
technology companies in Oregon. Lots of small startups started budding and other
big names started relocating to the state. Right now the area has around 400 high tech
companies, including the startups. Even the company who sowed the seed of the
Silicon Forest, Tektronix, recently revamped itself and is innovating constantly to
stay as one of the biggest dominators of the area. Intel came to the Silicon Forest so it
was closer to the Silicon Valley unlike its other quarters and built their biggest and
most comprehensive research and manufacturing facilities in the world. It is the
workplace of around 20,000 people. Intel created an ecosystem in Oregon, which
drew other companies. FEI Company is one of those companies. FEI primarily
manufactures high-end electron microscopes, which Intel uses for its submicron
photolithography process and, in return FEI mimics Intel’s idea and improves its
market intelligence. Many metal sheet manufacturing companies started budding up
in Oregon to provide for Intel’s FABs (Bandlamudi et al. 2016). As a matter of fact,
research says that 25% of the high-tech companies are dependent on semiconductors
and software. With these companies creating a hub here, it has improved the high-
tech employment rate of the state over the years. Back in the 1970s timber used to be
the biggest source of income in the state and today it has exchanged places with
high-tech employment, which was low back in the day (Oregon Office of Economic
Analysis 2016).

The ecosystem created here has not only attracted companies to form ecosystems
but also attracted big companies like eBay, Amazon, and Facebook to build huge
outposts here along with new budding startups in the area. Recently an augmented
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reality-based startup, RealWear, moved their headquarters to the Silicon Forest and
raised $17 millions (Rogoway 2018b). Apart from technology-based startups, even
nontechnical startups that heavily rely on the Internet are increasing in number.
Fleet, a shipping service company, owned by 22-year-old native Portlander, Max
Lock, raised “$14 million for technology to help small and midsize businesses ship
or import products around the globe” (Rogoway 2018a). With budding high-tech
startups like RealWear, Fleet, Vacasa, Jama software, Opal, Drone Compiler,
Levrum, etc. (bizjournals.com n.d.; 10 Best Tech Startups in Portland 2018) along
with big business fished like Facebook, Amazon, Google, the Silicon Forest has
turned into a high-tech business hub creating new ideas every day. As a matter of
fact, the technology density, productivity, STEM concentration, and R&D intensity
of Oregon has made the state the sixth most innovative state in the United States, as
per Bloomberg’s ranking of the most innovative US states (Here are the Most
Innovative States in America in 2016 2016).

7.5.2 Lifecycle of Technologies

A technology life cycle has 4 distinct stages, the first being research and develop-
ment of the technology, second stage is its ascent, third stage is the technology
reaching its maturity, and the last one being its decline. The technologies also have
adoption lifecycle. Empirical evidence generates a positive correlation between
technological innovation and economic performance.

In the case of Oregon, they have invested a lot in the R&D, especially in the
semiconductor industry which led to the creation of Silicon Forest. Now, it has hit
the phase of maturity which is flat and likely to decline in the near future as we can
see in Exhibit-14 where the total amount of jobs is stable since the dotcom crisis.
This also looks like a good opportunity to invest in developing new technologies to
balance the decline of current technology (semiconductor) (Foxley and Stallings
2014).

7.5.3 Diversification of Industries and Spending
on Technology Research and Development

Diversification helped the state to eliminate any dependency on a particular industry,
this kind of dependency on any industry can prove fatal in case that particular
industry has recession or becomes obsolete. These diverse set of industries have
become an unparalleled asset to the economy of the Portland metropolitan region
and the state of Oregon [44].

Oregon has always been observed to spend less on higher education than its
neighboring states. But in recent years, investment by the government in universities
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and community colleges has seen a slight growth. These high education public
institutions include a huge number of high-tech graduates including engineers and
technologists. At the same time investment by venture capitalists are close to double
of what it was five years ago. Venture capital investment significantly in the year
2017 (Rogoway 2018c). As a matter of fact, Oregon startups got an investment of
$1.7 millions at the Bend Venture Conference (bizjournals.com n.d.). With high-tech
funding on the rise along with investment by capitalists in business, Oregon is
providing a huge opportunity to startup aspirants to fulfill their dreams.

7.6 Discussion and Conclusion

* In the past, Portland was more green and friendly compared to now. The increase
in companies and people moving in had impacted the area. Traffic congestion is
getting worse, but more importantly, PDX is now extremely diversified. The
largest industry is wood products and the largest company is Nike. Seattle has the
technology and business density makes it a good place for relocation. Portland
has created lots of tech jobs attracting a lot of outsiders but locals could not
capitalize on this as they were not educated/skillful enough to compete for these
jobs. Oregon has the third highest high school dropout rate in the country which is
due to the level of funding received to the school districts in Oregon, which is
very low compared to other states. This lack in high school education quality has
underprepared people in this region to be not equipped to compete with the
workforce to obtain these tech jobs. Education cost is increasing and the differ-
ence between rich and poor is also increasing.

¢ Oregon is one of the two states that does not have sales tax, this reduces the
revenue of the state. Hence, calling for budget cuts on several things, one of them
being education. Oregon does have an impact on the US economy as a whole but
does not grow necessarily. It does not need to be fixed from that as it is not a
“broken” state. Tax incentives and availability of talent are the most advantages/
disadvantages for Oregon.

Political decisions like lowering the taxes during the 1980s and 1990s helped attract
newer companies, but they were not enough to consolidate the expansion and
sustainable growth of the industry in Oregon. Political decision cannot be the only
responsible for the lack of growth on Silicon Forest but they are part of it. For any
reason, the low taxes only attracted one huge company during the 1990s, Intel, but
no other major companies decided to establish here its main office. Recently, some
software companies opened offices here but they were subsidiaries offices
employing less than few hundreds people. One remarkable example of the lack of
attraction for big firms in Oregon was the recent search for a city to host its second
hub announced by Amazon. Portland was never among the potential candidates to
host this hub with an estimation of 50,000 new jobs.
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A decline in unemployment rate was driven by the growth of startup sectors.
Several startups were born here in Oregon, but the trend is that either they die here or
when they grow enough they move to other states. No major startups have been able
to flourish in Oregon. One of the reasons is short of resources. Entrepreneurs are
hungry for talented employees, but with high demand, it can be difficult for them to
find the right people for their open positions. Other factors might also have contrib-
uted to the fact that the consolidation is not happening and making startup to
consolidate their growth elsewhere.

The existence of big firms seems to be the reason for other firms to move to
Oregon and local firms growth based on supplying services to big firms. Addition-
ally, there is an ecosystem of new companies built around a big central company
from where spin-offs are created by individuals leaving these big companies looking
for major challenges. In Oregon, as a big pure high-tech company there is only Intel,
and it seems to be not enough to guarantee the expansion. Looking into a parallel
case, we can see how companies related to sport sector have flourished around Nike,
who attracted the Adidas North America headquarter and it has a direct impact on the
creation of Columbia sports.

It is very risky to have all the high-tech jobs related to a single main industry,
semiconductors. A good example is the Nokia case. Nokia impacted dramatically the
job market and the economy of Finland when it felt as a consequence of their lack of
capacity to adapt to smartphones new era. Oregon might fall into the same situation
as Finland if Intel fell. A diversification toward software sector seems to be happen-
ing, leaving the strong dependency on microchips and hardware as less critical. In
the recent years, hardware jobs’ growth rate is almost flat, but software is increasing
rapidly. Maybe this is a step to diversify the industry in the area and it may help to
create a big firm that will attract other software companies and create a new
ecosystem around it.

Education is the base for a healthy and wealthy society, and therefore it should be
one of the top priorities for Oregon government. Education cannot rely only on
private institutions or private companies to support it. A closer collaboration
between them and the state is demanded for the long-term success of the region.
This ecosystem university—private sector has proved its benefits leading other
regions and countries in the world to become technological leaders. Additionally,
the state obtains most of its revenue from income taxes, therefore, its best interest
should be to create more high-tech well-paid jobs to collect more taxes. Oregon
universities must create more professional programs to upskill students to satisfy the
high skilled professionals demanded by companies from the state. Investment in
education is a winning bet with a high return. The state should be involved in the
quality and improvement of education.

Oregon’s healthy economy’s been very attractive for new businesses. There were
lots of people moving to the state in the past recent years for job opportunities. This
has caused the housing market price soaring due to high demand and low supplies.
Inflation rate also increases in recent years forcing businesses to raise prices, and
banks to increase the interest rate. These factors impact small business operations. In
addition to the high real estate cost, small businesses are also affected by Oregon
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high-income tax, as well as some other taxes. Also, the state is protected by a lot of
Environmental acts and even the residents here hate losing the green cover to give
way for concrete structures. This limits the opportunity for businesses to expand.

During the research, we found very interesting parallelism between certain
countries’ economies evolution from development to pre-development and later
on, the most complex, the evolution from pre-development societies to highly
developed societies. This final step is in many cases a backward step or an eternal
situation of no change. It is known as “middle incomes trap,” and it is very well
documented and described by (Foxley and Stallings 2014).

According to World Bank estimates, only 10% of middle-income economies in
1960 had become high-income economies by 2008 (Escaping the Middle Income
Trap n.d.). It means that only 2 countries per decade are reaching the next level on
economic evolution.
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8.1 Introduction

Nike was founded by Phil Knight in 1964 with the intent to distribute and eventually
design and develop the best track shoes. The company went on to revolutionize the
sportswear industry. At the time, Adidas dominated a vast majority of the industry
market share. The company quickly developed a large following after bringing
several innovative and technology-driven shoe designs to market. Soon Nike’s
brand became synonymous with high-performance sportswear and elite athleticism.
Extensive contracts with sports icons have elevated the Nike brand to become one
of the most recognized in the world. The relationship between high-performance
athletes and Nike was mutually beneficial; Nike gave the world’s best athletes the
necessary tools to be champions while the athletes would help the design and
marketing of the company’s products. This symbiotic relationship radically changed
the face of sports. Nike’s deep-rooted culture of innovation is highly conducive to
collaborating with athletes to break boundaries in the realm of sports.
Additionally, Nike’s global presence has allowed the company to excel in the
design and manufacturing of athletic shoes, apparel, and equipment. Strategic
portfolio management paired with athlete-driven collaborations and a strong
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manufacturing base all gear toward innovation has allowed the company to maintain
market leadership. Although Nike acknowledges the competition, such as Adidas,
Under Armour, and Reebok, the company does not make or drive its decisions based
off of the strategy of its competitors.

Nike’s Research and Development (R&D) strategy is heavily dependent on
product or service functionality, reliability, convenience, and cost. Nike’s immense
success can be attributed to its R&D strategy of continuous improvement and
innovation that is driven toward creating new and industry-altering products and
services. Sportswear technology incorporated into athletic shoes and apparel as well
as software integrated technologies incorporated into wearables and application-
driven products continuously changes the mechanism of traditionally defined sports-
wear research. Sportswear is an intrinsic component and instrument that can enhance
an athlete’s performance. The applied sports and human physiology components of
Nike’s innovation process have revolutionized the way performance is measured.

Nike’s product strategy relies heavily on collaboration with elite athletes in order
to understand how sportswear can improve the athlete’s performance. Expert insight
into specific sports, such as basketball, golf, and tennis amongst many others, allows
experts to qualitatively understand and pinpoint potential gaps in the current and
future capabilities of sportswear technology. Understanding these gaps translates to
core innovations (products) and peripheral innovations (product enhancements)
which are often driven on new and innovative materials.

Much of Nike’s model of innovation is materials centric. A large portion of
Nike’s products are the result of intersecting technologies spanning from the mate-
rial, knit, and overall durability. The overall process from an initial concept to
product involves collaborative efforts between the athlete, R&D, materials, design,
and merchandising.

Nike’s global product reach stems from a clear understanding of their customers.
When new products are conceptualized, they are designed for the specific athlete in
mind which translates to the global market of everyday athletes. The mindset that
what works for the most top-performing athletes in the world will also aid the
performance of the everyday athlete has served the company well (Russell Watt
2016). Geographic specific customizations are also incorporated with the intention
of localizing products and serving the everyday athlete across the globe. Localizing
Nike’s products to fit geographic needs allows for specific product optimization.
Mass customization is a phenomenon that Nike continues to embrace in order to
optimize products to geographic requirements and trends.

8.2 Innovation Strategy

The analysis that follows will detail Nike’s innovation strategy in relation to product
planning, development, and technology integration. This section provides the frame-
work for the following analysis.
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At the core of Nike’s internal R&D strategy is athlete-driven innovation. Close
collaboration with elite athletes has propelled the brand to be synonymous with high
performance and successful technology transfer at Nike means successfully trans-
ferring innovations to industries and markets (Cormican and O’Connor 2009).
Nike’s process from the initial concept and ideation stage to a marketable product
on the shelves involves a substantial R&D strategy based on innovative materials,
design, manufacturing, and merchandising. Products are typically designed at the
company’s US-based headquarters, then outsourced for overseas manufacturing.
Strategic outsourcing involves outsourcing particular processes. Outsourcing allows
companies to focus resources on core competencies (Quinn and Hilmer 1994).
Nike’s R&D strategy predominantly involves innovating products within the com-
pany, then outsourcing manufacturing processes which are also considered an
integral part of the company’s success. Nike is the world’s largest supplier of athletic
shoes and solely relies on outsourcing production (Quinn and Hilmer 1994). The
company’s pre-production and post-production activities share a synergetic link.
Pre-production R&D and post-production marketing are linked through the
company’s outsourced supply chain, manufacturing network, and global presence.

Transferring research from within an organization to outside an organization
through commercialization involves deliberate technology transfer (Cormican and
O’Connor 2009). The key to successfully transferring a product is to capture critical
knowledge so that a facility can supply the market. Critical knowledge associated
with the product can be integrated into future innovations (Cormican and O’Connor
2009). Nike’s outsourced manufacturing methods incorporate methodologies rela-
tive to technology transfer.

Nike’s innovation process reveals the close relationship between design and
merchandising. Sportswear products range from a variety of categories including
clothing, shoes, and accessories. Because Nike’s innovation process is primarily
centered on sportswear, there is a significant R&D emphasis on materials. Materials
innovation can improve an athlete’s performance which ultimately impacts Nike’s
aim to inspire the customer base to live the athletic lifestyle. The methodology of
managing and protecting Nike’s IP is also an integral part of the innovation process.
Patent filing is incorporated early in the R&D process to protect the company’s
investment (Kaiser 2010). Internally managing IP poses a significant challenge to
implementing and sustaining innovation (Kaiser 2010).

Strategically planning for future products comprises of understanding specific
market demands (Grienitz and Blume 2010). Nike’s anti-clog soccer cleats represent
a comprehensible innovation which was a result of understanding market demands.
Anti-clog technology is an example of Nike responding to specific market demands.
Fully integrating product scenarios (PS) with product structure segment (PSS)
components and product segment structure attributes (PSSA) sub-components
coherently combine technologies while satisfying potential constraints (Grienitz
and Blume 2010).

Nike’s principal innovation portfolio encompasses a wide variety of materials
innovations that are integrated into core products. Nike’s R&D also involves the
integration of peripheral innovations. Peripheral innovations include products that
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are offered as a detachable accessory. Nike’s peripheral innovation portfolio
involves technology integrated products. New product development decisions can
be swayed by a company’s existing portfolio (Venter and Van Waveren 2009). New
product development is characterized by a tremendous degree of complexity and
uncertainty (Venter and Van Waveren 2009). Although criteria in new product
developments can vary in relation to specific industries, they generally involve
technical feasibility, strategic fit, customer acceptance, financial performance, and
market opportunity (Venter and Van Waveren 2009). The critical objective of new
product development at Nike is swayed by the demands defined by their specifically
distinct customer groups (Schilling and Hill 1998). Focusing on specific customer
demands in sports-specific niches has allowed Nike to out-focus its competitors
(Schilling and Hill 1998). Nike produces several hundred variants of athletic shoes in
several sports categories to create a portfolio of products that has appeal to “every
conceivable market niche” (Schilling and Hill 1998). New product development
decisions can be swayed by a company’s existing portfolio (Venter and Van
Waveren 2009).

Large firms, like Nike, are in a better position to exploit the market potential of
products (Love and Roper 1999). The brand’s strength has a significant customer
following resulting in continuous pressure to innovate new products. Companies that
fail to innovate may put themselves at risk (Tsai et al. 2011). There is a positive
relationship between external technology acquisition and product innovation perfor-
mance (Tsai et al. 2011). Nike’s brand strength makes them a target for competition,
but also opens several avenues for acquisition as a part of the company’s overall
portfolio. Portfolio diversification therefore has a positive impact on product inno-
vativeness (Tsai et al. 2011). Nike’s historical acquisition of Converse and Hurley
has unlocked opportunities into new consumer industries. Diversifying the
company’s portfolio through acquisitions has allowed Nike to maintain their market
leadership.

Alliance strategy is also an integral component of Nike’s market leadership
success in the sportswear industry. Particularly, forming alliances with premier
athletic organizations including the NBA, NFL, MLS, and NCAA. Forming strategic
alliances creates a pipeline to enhance performance (Ahn et al. 2009). Alliances with
organizations spark collaborative innovation efforts that intrinsically help both
parties. Elite athletes provide an un-surmounted amount of insight into what can
be done to improve their performance, while Nike can bring the athlete’s vision to
light. Integrating a product from concept to a globally marketable product is deduced
through the process of mass customization.

Nike’s innovation process highlights the importance of interfacing with the
customer in order to integrate the user’s insight into product design. The design is
intended to incorporate both product and process (Russell Watt 2016). Specifically,
innovating and designing for the user is a strategy that emphasizes product usability.
R&D methodology emphasizes functionality, reliability, convenience, and price.
The innovation of a new product is a multilateral process incorporating several
interdependent decisions.
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Nike products like the FuelBand are intended to “make more athletes” (Russell
Watt 2016). The FuelBand was revolutionary at the time of its release because it was
a manifestation of Nike’s vision to motivate athletes. In his current position, he deals
with reliability testing and more specifically testing products to failure. Durability
and reliability testing typically comes second in the product development R&D
process at Nike. Integrating testing earlier in the product development process is
beneficial to incorporate design iterations and improvements.

Nike is situated in global products and merchandising which involves the impor-
tant process of understanding product design, development, and market require-
ments. Applying analytical science incorporates the defining of products alignments,
manufacturing methods, and overall fundamental product demands in order to
satisfy the market. Data from pre-design, design, and sales numbers is reviewed to
understand product specifications related to merchandising.

Pairing innovation with market trends is a balance. The position of innovation
lead involves planning for future products from a strategic point of view. Great ideas
exist but the difficulty arises when scaling the product. The concept of seek, scale,
and maximize involves substantial consideration of the supply chain, seasonality of a
product, manufacturing capacity, and raw materials availability (Hasan Boylu 2016).
Learning from different industries incorporates a diverse spectrum of expertise
which ultimately helps create the next generation of products.

Nike’s innovation strategy incorporates a diverse spectrum of people from vari-
ous backgrounds—athletes, scientists, engineers, designers, lawyers, and materials
specialists. Diverse backgrounds promote an atmosphere that combines both the art
and science required to solve problems. The ideation process can occur through
various avenues but most often the idea comes straight from the athlete. Athlete-
driven design is the foundation of the R&D innovation process with some solutions
stemming from incubators such as the Nike Sport Research Labs (NSRLs). New
products must be iconic with a tactile, clean, and immediately clear message to the
consumer.

8.3 R&D Strategy & Integration

Nike has grown from a small track shoe distributor eventually moving to
manufacturing shoes in waffle irons to a billion-dollar market leader in the sports-
wear and sports equipment industry through continuous cycles of innovation. Nike
successfully benefitted from globalization by creating products within market niches
that customers valued such as basketball, baseball, golf, and tennis markets. Suc-
cessfully creating both performance and leisure sportswear, Nike continues to
transform the sportswear industry (Hayes and Venkatraman 2016). Companies
with substantial financial backing are often able to take more risks in supporting
radical innovations. Nike’s overall success was not by happenstance, it was a result
of carefully considering consumer ‘“needs” as well as “wants” (Hayes and
Venkatraman 2016). Although Nike’s sportswear innovations primarily involve
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athletic collaborative efforts, translating this to a consumer product also involves
careful consideration of the intended consumer. For example, translating a product
developed in collaboration with basketball icon Lebron James to improved perfor-
mance may not necessarily be applicable to the general consumer base. It is crucial to
understand the products overall function in order to understand its potential for mass
market success.

Nike’s user-centric innovation efforts focus on inspiring and enhancing athletic
performance. Typical activities in the user-centered design process involve identi-
fying the user, determining the user requirement specs, creating a prototype design,
and application testing (Wood 1998). Innovation strategy in the sportswear industry
involves continuous consideration of how specific materials or high technology
fabrics and other innovative technologies will impact performance.

Innovation strategy involves a combination of core and peripheral innovation
efforts. Nike continuously focuses on innovation in order to produce premier
footwear, clothing, and athletic equipment (Ali Mahdi et al. 2015). These efforts
are generally in line with improving performance, reducing, or eliminating injury,
and maximizing overall comfort (Ali Mahdi et al. 2015). Product development
heavily involves understanding the mechanics of material and the biomechanics of
the athlete. Core products often involve the compilation of several materials inno-
vations. For example, Nike’s Flyknit shoe integrates engineered yarn material with
ultralight flexible shoe soles. The formfitting technology produces a shoe that
essentially feels like a sock. Additionally, Nike’s radicalized the soccer cleat market
by introducing Anti-Clog technology. The unique stud pattern eliminates surface
areas where mud could potentially build up. Much of Nike’s innovation strategy
involves understanding its customers’ requirements and offering innovative
solutions.

Innovation centered around materials in fiber and the textile process are key
strategies in the sportswear industry, an area where Nike excels. Redesigning
materials and surface architecture has revolutionized how fabrics can improve
performance. Fabric can be designed to be more aerodynamic, diffuse UV rays,
and/or improve movement efficiency. It is widely unknown that Nike’s Elite socks
business is one of their highest profitable divisions. Socks can vary based on their
specified application (Nitin Mayande 2016; Russell Watt 2016). Nike sought market
opportunity in a product that was widely considered generic. R&D directly applied
to the sock business opened opportunities to create application-specific socks—
soccer, running, basketball, football, tennis, etc.

Nike also develops peripheral innovations intended to enhance products and
experiences. Technology integration at Nike is applied with the intention of “making
everyone an athlete.” The FuelBand was developed to enhance the overall experi-
ence of exercising. Motivating everyone to be an athlete ultimately benefits Nike’s
bottom line. Technology integration in the sports industry will open avenues into
new potential markets, such as health care. Integrating data gathered from technol-
ogies like the FuelBand could be integrated into the general health care system to
track personal health. Designing for the future is at the core of Nike’s innovation
strategy.
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With athletes being the muse and inspiration behind Nike’s drive toward inno-
vation, a keen understanding of the physiological aspects of athleticism is at the core
of the design and development of Nike’s most marketable products. Collaborating
with these athletes is a testament to the brand’s authenticity.

What motivates and drives the consumer? What challenges does the consumer
face? What is a “must” and what is a “want?” How can we help? These are the
questions that each designer, engineer, and scientist faces on a day to day basis.
These questions drive development and athletes are at the crux of the R&D innova-
tion process. Effectively producing for the athlete is where material and technology
intersect. Take Ashton Eaton’s “Cooling Helmet,” for example, a product of an
athlete collaboration and an NSRL endeavor. The decathlon athlete was looking for
a way to “feel like you’ve just started on every event” of the decathlon which is a
10 event competition spread out over the course of two days (Nike News 2016a).
Working with athletes such as Eaton means solving problems faster and more
efficiently, getting the product in the hands of the end user much more quickly
than had there been no athlete involvement. This ties in directly with the stages of the
Nike R&D innovation process.

8.4 Product Development Lifecycle: Stages of the R&D
Innovation Process

As previously discussed, the product development strategy starts with the athlete.
Everything that follows is strictly driven by the needs, wants, and direction of the
athlete. From the initial idea conception to the final end product, the athlete is
constantly consulted and collaborated with. The process is heavily focused on
prototyping, taking advantage of the latest technologies in 3D printing and additive
manufacturing. On average it takes Nike eighteen months to design and manufacture
a product. The lead time for manufacturing taken by traditional methods can be cut
down significantly along with condensing the development cycle into smaller, more
efficient design orbits (Russell Watt 2016).

The Nike development process does not only draw inspiration from the athlete
but also looks outwards toward other industry trends and how they can utilize those
technologies into creating better products. Looking into the medical industry for
biometric screening and health-oriented wearable technology as well as the aero-
space industry for new developments in material and textile technologies (Nitin
Mayande 2016). Always asking the questions of how is this relevant to the con-
sumer, how does this benefit the consumer, and can this be easily translated from the
use of an elite athlete to the everyday athlete, keeps the end user at the forefront of
the design and development process. And performance testing executed in the
NSRLs does just that. Measuring performance in a quantifiable manner means
analyzing speed, power, and stamina on the small scale of continuous improvement.
Incremental improvements, even by microseconds, are at the core of the
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development process along with integrating new technologies discovered in the labs
and elsewhere.

Nike’s product portfolio features products that meet the physiological needs of
the athletic world as well as products for the mass market. Various participants or
athletes have different interests, and some tasks and development paths are more
challenging than others. The projects are managed with a mindset of implementing
the geographical trends, enriched technology for superior performance and
manufacturing from sustainable materials. It so appears that most customized prod-
ucts designed specifically to meet athlete’s needs, cannot be mass produced, due to
its uniqueness such as a specialized shoe size or shape. This is when the merchan-
dising department in close connection with the sales department manages the
concept of mass customization. Product development of a customized design con-
cept is extended to meet the customer perspective and demands of specific customer
groups. This included product development for geographically dispersed athletes,
sports clubs, or mass consumers. To manage and market the products on a more
strategic level, the design of the product is given a geographical direction, localizing
the product to meet the needs, trends, colors, and cultures of the location.

8.4.1 Technology Transfer

Technology transfer at Nike involves the deliberate act of scaling products for
manufacturing. New product innovation involves the process of design by under-
standing user requirements. Iterations of product prototypes and application testing
allow for a further understanding of whether or not the product can be scaled. Not all
innovations have the capacity to be globally scalable. The process of seek, scale,
maximize involves understanding whether a product is feasible (Hasan Boylu 2016).
Considerations such as supply chain, seasonality, capacity, and raw materials must
be inferred during the development of a new product (Hasan Boylu 2016). Tech-
nology transfer involves the deliberate transfer of technology (Cormican and
O’Connor 2009). Nike’s outsourced manufacturing methods involve methodologies
similar to technology transfer. The process of innovating new products involves an
understanding of whether it can be transferred for manufacturing scalability; a
process of critical importance to successfully transferring knowledge from one
team or department to another in terms of manufacturability in this case.

8.4.2 Globalization

Nike’s products are globalized through the process of mass customization. Much of
Nike’s success is attributed to connecting with the consumers, bringing forefront
solutions they want or they think they may want (Hasan Boylu 2016). This involves
localizing products relative to trends, needs, and requirements. Geographically
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speaking, these aspects differ. Mass customization is a phenomenon that Nike
continues to embrace in order to optimize products to its geographic requirements
and trends. A soccer shoe designed for an MLS or FIFA athlete on a field
110-120 yards long by 70-80 yards wide will have different design requirements
than a soccer shoe designed for a futsal athlete on an outdoor field or indoor field of
4246 yards by 22-27 yards. These different design requirements call for a keen
understanding of athletics on a global scale. This requires Nike to have a foothold in
many different locations in the world in order to better address the needs of the
global athlete. However, design and customization is not the only factor; as previ-
ously discussed, merchandising also comes into play.

Merchandising in the USA is a different game than that in Europe and Asia. An
average sales price of a sneaker in Europe may not be tolerated in the USA. An
average sales price of an article of clothing in the USA may not be tolerated in Asian
countries. A color popular in the USA may be highly offensive in another country
making the product a huge turnoff and deterrent to the brand. Again, this requires
extensive front-end work from Nike. When in the planning and development stages
of a new product, these factors are ‘make it or break it’ aspects that must be
addressed. For a global brand like Nike, appealing to the global athlete is crucial
to success.

8.4.3 Proximity Strategy

Nike’s R&D and innovation efforts are primarily based in the Beaverton, Oregon
World Headquarters. Nike’s presence in the Portland Metro area has created a
sportswear ecosystem consisting of Adidas, Columbia Sportswear and Mountain
Hardware, and soon Under Armour as they build a major headquarters in the area.
Nike was the first and the rest followed suit. This sportswear cluster allows for
healthy, local competition. Although market competition is acknowledged, it is clear
that this does not drive the strategy behind the company’s innovation. Nike strives to
lead new innovations, not copy them (Russell Watt 2016). Maintaining market
leadership ultimately means being an expert in what the consumer needs as well as
identifying where the market is heading.

As far as manufacturing goes, some processes occur at Nike’s In House
Manufacturing facility in Beaverton along with a few other key domestic facilities,
but most of the manufacturing of Nike’s products happens overseas. Nike has
manufacturing facilities in Indonesia, China, and Vietnam. Coincidentally, protec-
tive labor laws are poorly enforced and cheap labor is commonplace in these areas.
This ties directly into Nike’s R&D product planning, development, and technology
integration strategy but also poses as a potential threat to the brand.

Nike has received a lot of flak over the years on the lack of attention paid to the
humanitarian aspects of these facilities. The labor is cheap and the laws are lax but,
Nike has made significant efforts to improve the conditions of these work environ-
ments and continue to work on the personal relations aspect of working overseas.
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Although not close in proximity to these facilities, Nike is able to fully leverage the
capabilities of these plants by maintaining strong relationships. These facilities are
run and overseen by Nike employees who are always held to the highest of
standards. That being said, the financial aspect of working overseas is crucial to
the profit margin of Nike’s products. If all of Nike’s products were produced
domestically we would surely see a massive hike in sales price on the majority of
their products due to the added cost of manufacturing in the USA.

8.5 Managing R&D

Innovation is a cornerstone of Nike’s success. The company’s portfolio of innova-
tive products extends into designing and producing better, faster, and lighter prod-
ucts with elements of sustainability embedded into the business. As an industry and
market leader, the ambitious vision of Nike’s agenda calls for intensive management
of design approaches, integration of new tools, metrics for innovative products and
marketing of the product on a global platform which will be discussed in the
following subsections.

8.5.1 Organizational Structure

Nike’s organizational structure consists of both a vertical and horizontal configura-
tion of departments, authority, and jobs. To ensure continuous innovation and
improvement of the company’s products, Nike has developed a strong and effective
organizational structure. Every department at Nike has a leader who works under the
authority of the Chairperson and board members. Such departmentalization involves
grouping work and workers into separate business units with each unit responsible
for their area of expertise (Organisation 2013). The use of functional and divisional
structures ensures endless possibilities in regards to short term and long term goals
among an organization. This means that Nike is set up as a Matrix Organizational
Structure with multiple lines of authority. At Nike, employees report to team
managers, who then have to report the progress to the department managers. Each
department consists of separate managers who independently report to the CEO
(Quaintance 2013). Specific product-related decisions are made by the employees
and their managers while the department managers are in charge of policy-related
issues. Thus the use of a Matrix structure allows Nike to make decisions and react
quickly.

To manage and structure operations, Nike has split the management and func-
tional responsibilities between its global headquarters in Oregon and regional
headquarters in Europe (Brenner et al. 2013).

The company’s organizational decision making, including design, R&D, and
product development tasks are handled at the global headquarters in Oregon



8 Sports Innovation 129

(Brenner et al. 2013). Hence, the accountability for products is at the headquarters
where the main decisions are made. Thus most global collections are a result of a
joint effort made by global and regional designers via effective communication and
cross-functional team collaboration (Brenner et al. 2013).

8.5.2 Innovation Management

Nike’s aim has always been to provide customers with well-constructed and
uniquely designed products (Marketrealist.com 2016). The company has laid the
foundation that combines diverse spectrums of expertise including engineering and
user-centered innovation in order to deliver the next generation of apparel, footwear,
wearable devices, and sports equipment. The company invests extensively in R&D
for new technologies and their applications for existing product lines, dependent
upon the consumer’s preferences. The strategy of Nike’s innovation management in
creating and commercializing sports goods has incorporated activities that generally
flow in the following manner—concept generation, understanding market needs &
market demands, customized new product development, prototyping, technology
innovation infused in products and wearables, and mass customization and
marketing.

The concept and ideation stage of Nike’s R&D process begins with elite,
top-performing athletes, and the everyday average sportsman. The complex process
of product innovation and the subsequent R&D is managed with a vision to generate
a product line that meets the performance needs of athletes as well as provide a line
of lifestyle sports clothing for the mass market (Hasan Boylu 2016). Product design
and development materializes by gathering analytical data from sales and pre-design
teams that comprises focus groups intended to collect a customer perspective of their
products. Nike’s R&D portrays efforts of an intelligent team of researchers, that
striving to understand the jobs what the customers are looking to accomplish and
products willing to pay for. This encourages Nike to design and innovate customized
sports products that have a perceived value of comfort, style, and innovation in order
to enhance athletic performance. The management of innovation activities is opti-
mized by close and personalized interaction with athletes to understand potential
product gaps. Once gaps are understood, Nike designs products with the intention to
accomplish better performance in the specific athletic activity. Product gaps are
identified as potential design components not already addressed in the market that
may improve an athlete’s performance or experience. For example, Nike Studio
Wrap shoes specifically designed for yoga were conceptualized and designed from
the insight of experienced and professional yoga experts (Russell Watt 2016).
Further, the research involves discovering new sustainable materials and knit for
the clothing and apparel line.
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8.5.3 Global R&D Management

The key practices adopted by Nike’s R&D in its effective management on a global
commercial platform is optimized by seeking market opportunities. Seeking R&D
opportunity through design is managed by identifying objectives pertaining to next
generation innovation, future trends, envisioning the future line of products and
demands of athletes. Nike heavily invests in identifying future business opportuni-
ties and seeking the next big thing in the sportswear industry (Roussel et al. 1991).
Nike follows a pattern to forecast the regional demand, place purchase orders
regionally, and then manage purchase orders with the factories globally (Morrison
2012). Nike believes that incorporating the world’s finest engineering and innova-
tion techniques will influence the development of radical new products. Setting
priorities strategically in response to market trends and competitive developments
are key considerations in maintaining market leadership. The process of scaling and
maximizing the product by extending the initial concept to a smaller subset of
athletes (200-300 athletes) for product testing comes next in the new product
innovation process (Hasan Boylu 2016). Finally, the element to maximization that
has strengthened Nike’s global presence is its retail and direct to consumer business
policy. The products are marketed in stores dispersed across the globe and sponsored
by various athletic groups and sports clubs (Nitin Mayande 2016).

Nike’s brand has more reach, higher brand loyalty, and more market share than its
competitors. This is because of their strong customer base, known market segments,
and clear idea of establishing new markets. R&D plays an important role in
facilitating the competitive global market surrounding innovative products and
user-centered products. The success of Nike’s diversification occurs through the
monitoring and administering global trends and cultural inclinations (Nitin Mayande
2016). The legacy of innovation in search of better, lighter, faster product perfor-
mance is spread across meeting the cultural and geographical attributes of every
country. It can be implied that Nike is a successful global leading brand that
expresses R&D objectives and business objectives via the common language of
technology, lifestyle, and comfort. This common vision and language bring the
innovation standards and business terms that are valued by customers and world-
class athletes to light.

8.5.4 Integrating Sustainability with Supply Chain
Management

By looking at Nike’s growing global market share and the continual increase in
economic value added each year, Nike’s strategy has incorporated sustainability as a
channel for growth. In 2010, World Cup football shirts were made from recycled
plastic bottles and developed using the Nike Materials. Similar products like Nike’s
Flyknit is a result of sustainable innovation produced to deliver a lighter material



8 Sports Innovation 131

shoe made from fewer quantity of material, also promising enhanced performance.
The company teams are managed on a vision to increase the sustainability index,
which pushes the design teams to pick on environmentally friendly and sustainable
materials (Nidumolu et al. 2009).

Nike’s supply chain on the other hand has gone above and beyond its efforts for
consumers to enjoy the benefits of Nike’s innovative new products and features. By
prototyping and scaling sustainable sourcing, Nike aims to make its global supply
chain “lean, green, equitable and empowered.” “Nike ID platform allows consumers
to make customized Nike shoes, gear, and apparel online with no minimum order
quantity for a small premium above typical retail prices for non-customized goods”
(Robinson 2016). As materials account for around 60% of the environmental
impacts of the average shoe, Nike aims to use less and recycle more. In 2011,
Nike used 7m kg of organic cotton, for example, and included recycled polyester in
31.5 million products (Balch 2012).

8.5.5 IP & Portfolio Management

Nike has invested heavily on innovation centered on the development of technical
fabrics to improve performance (Russell Watt 2016). New product patents are
continually reviewed in order to ensure that there are no existing patents that could
potentially restrict or challenge Nike’s intellectual property. The process of manag-
ing and protecting Nike’s IP is an integral part of the innovation process. Patent filing
occurs early in the R&D process to protect the company’s investment (Kaiser 2010).
Internally managing IP is a significant challenge to implementing a sustainable
innovation (Kaiser 2010).

Nike was granted around 500 patents last year and ended 2015 with 5060 issued
patents according to the USA Patent and Trademark Office (USPTO) (Low 2016).
With a large number of innovations in manufacturing and design Nike has given
major competition to its rivals Adidas and Under Armour in terms of patents. Nikes
patents have nearly doubled since 2009 and are the third-largest USA portfolio of
design patents (Low 2016).

Nike integration of new technologies discovered in the labs into marketable
products is initiated from the human physiology that is extended to building sus-
tainable and products from reused materials. The management of subsequent R&D
projects is smoothened by applying characteristics like clear defined goals, target
market research, and scheduled planning. The product development process is
managed with the intersection is of many different technologies—material, knit,
durability, and testing.
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8.5.6 Team Dynamics

Nike is known for bringing athletes into its headquarters to optimize innovation
activities, prototyping, and product testing. Inspiring employees and reinforcing the
athletic environment within the company to create the next generation of sportswear
and equipment has been a successful strategy adopted by Nike. Nike has infused the
elements of internal branding of active sports within its employees that encourages
an understanding of the brand value. In addition to the mission statement “to bring
inspiration and innovation to every athlete,” Nike expands the mantra further to
inspire its employees and create an environment conducive to inspiring the work-
force to see through the lens of an athlete. The innovation management of concept to
product development is managed through close connections with sales, design and
development teams, and physiology experts. Like all good values, Nike is encour-
aged to interpret the core management values whose principles include Leading,
Coaching, Managing, and Inspiring (Waite 2014).

8.6 Alliance Strategy

Strategic alliances can be divided into three categories: non-equity alliances, equity
alliances, and joint ventures. Companies aim to venture into strategic alliances when
they do not have the muscle, knowledge, and brand to access unrelated markets.
Nike has entered into alliances with autonomous companies as a way to market their
brand. Their strategic partnership with Apple was mutually beneficial to both the
companies, with Nike, expanding into the music world, and Apple attaining access
in the sports industry. Nike has leveraged its core competencies by forming strategic
alliances with Sina Corp, a leading marketing company in China that features and
presents the latest sports content (M. Burress, M. Burress and V. profile 2011). Sina
has three sub-business lines namely sina.net, Sina online, and sina.com and collab-
orates with Nike to provide the latest interactive news on stars and competition,
sports team content, and fashion and sports gear. Nike’s leading suppliers and
merchandise manufacturers are located globally in Asia.

Forming strategic alliances and collaborating with athletes to develop, manufac-
ture, and sell products is a critical component of Nike’s corporate strategy. The
non-equity alliance with Apple allowed both the companies to channel their exper-
tise and popularity to tap new markets (J. B., J. B. and V. profile 2012). The shared
collaboration of resources and skills gives them a competitive advantage to remain
profitable and innovative. Nikes GPS enabled sports watches was a collaborative
project with a Dutch-based satellite navigation company (J. B., J. B. and V. profile
2012). By forming such technological alliances Nike has ensured that they do not
just adhere to their core products but also incorporate world-class technology to
make their products more desirable.
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Nikes equity alliances are dispersed globally in terms of manufacturing, market-
ing, and distribution. With major partners being Europe and Asia, outsourcing is
done outside of the USA for low-cost affordability, access to new emerging markets,
and also retract from declining markets. Nike also started a joint venture with
Phillips electronics in creating the MP3 players back in 2004 (J. B., J. B. and
V. profile 2012). This symbiotic relationship helped Phillips venture into American
markets and Nike into electronics. Nike strategically seeks alliances to gain compe-
tencies in new product markets but also seeks acquisition opportunities to further the
company’s global reach.

Nike currently owns Converse, Hurley, and Umbro (J. B., J. B. and V. profile
2012). These companies strategically align with Nike’s existing market. Nike has
been continually looking out for channels to stay competitive. The merger and
acquisition strategies enable economic value creation and gain competitive oppor-
tunities that are created via the acquired firms. These mergers facilitate Nike’s aim to
stay powerful in the product market. Large companies like Nike need to continu-
ously find opportunities for further growth as well as brand reach which is a key
component in their marketing initiatives.

Nike aims to be 100% sustainable by 2050 across key impact areas of climate and
energy, labor, chemistry, water, waste, and community (Nitin Mayande 2016). To
pursue this it has created strategic alliances with supply chain partners to co-develop
supply chain solutions that offer both logistics and environmental benefits (Kumar
and Malegeant 2006). A strategic alliance creates a green image for a company that
can improve both the sales and the value of the company (Kumar and Malegeant
2006). Nike’s other green partnerships include IKEA GreenTech and LAUNCH
Nordic that focus on innovating sustainable materials and waterless dyeing systems
(Nike News 2014).

To enhance their manufacturing business Nike recently announced its partnership
with Flextronics, a world-class global manufacturer, to enable customized solutions
and increased performance innovation (Investors.flextronics.com 2015). This busi-
ness tie-up aims at delivering the footwear to the consumers more quickly by
building an efficient manufacturing supply chain, customized solutions, and
increased performance innovation.

8.7 Conclusions

Through the analysis of Nike’s R&D strategy, a variety of relevant implications
crossing several industries were uncovered. They are as follows.

1. Athlete-Driven Innovation

Athlete-driven innovation is an industry standard that most sportswear and sports
equipment companies take advantage of. Athlete sponsorships not only allow the
company to stay relevant and to address the needs of the elite athlete both in the short
and long term over the course of the athlete’s career but, they also propel the
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company’s brand on a global stage. Athletes are typically viewed as role models in
which the everyday athlete wants to emulate themselves after. An athlete endorse-
ment drives the mass market consumer to the products their favorite athletes uses and
promotes which in turn only makes the brand more recognizable and the loyal
consumer base grow stronger.

2. Sustainable Design and Manufacturing

Companies are no longer discussing whether or not to focus on sustainability, but
instead they aim to integrate the social, environmental, and economic impact into
management decisions to achieve better financial performance. Organizations like
Nike, Procter & Gamble, Home Depot, and Nissan are taking increased risks and
creating new opportunities for innovation to solve social problems and improve
sustainability locally as well as globally (Epstein and Buhova 2015). From designing
better, faster, and lighter products Nike now wants to embed sustainability into their
business. This broader vision requires new approaches to design, management,
partnership, and new tools and metrics to support integration and adoption through-
out Nike. Nike’s core competency has always been in innovation and the shift into
sustainability will act as a vehicle for growth.

As a commitment to innovation through the use of environmentally friendly
materials, Nike in collaboration with the Massachusetts Institute of Technology
(MIT) Climate CoLab is intended to innovation in materials to the forefront of the
climate conservation It is also commitment to reach 100-percent renewable energy in
company-owned-and-operated facilities by 2025 (Nike News 2016b). Companies
are taking bold steps in manufacturing in order to become sustainable. Adidas and
Nike are beginning to use carbon-based process that dye polyester without the use of
water or chemicals in order to reduce water scarcity in the future (Nike News 2016b).
Nike has re-invented the traditional practices of manufacturing by using reused and
recyclable supplies in their products. For instance, Nike’s Reuse-A-Shoe program
recycles old worn-out shoes into a material called Nike Grind which is then utilized
to create athletic material and playground surfaces (Nike Reuse-A-Shoe FAQs
2016). Some of its scrap material from its manufacturing facilities is used in new
Nike products such as buttons and zipper pulls. Conclusion, Nike strives to contin-
uously enhance the performance and experience of athletes through improvements in
their clothing and equipment, while using as much sustainable materials as possible.

3. Textile Innovation

As consumers are becoming increasingly aware and clothing manufacturers are
stepping up to become more environmentally accountable, huge advances are being
made in textile design and manufacturing processes. To lead a company’s vision
toward a next generation innovation, it is important for companies manufacturers to
understand and innovate the practices behind its production (Nidumolu et al. 2009).
In 2009, Speedo’s research team began to brainstorm innovative ways to help
swimmers go faster. This research resulted in the breakthrough polyurethane body-
suit technology that contributed to an astonishing number of swimming world
records. However, the bodysuit was deemed an unfair advantage by athletes who
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donned the polyurethane technology. They were later banned because they devalued
overall athleticism in the swimming events (Morrison 2012). Wrangler introduced a
collection of women’s jeans with skincare ingredients like aloe vera, vitamin E, and
fragrance infused into the fibers of the fabric via micro-encapsulation technology to
refresh and revitalize the skin, giving more comfort.

Functionality is also evolving in the compression category to provide additional
benefits beyond muscle support and soreness. With such a massive demand for
performance-enhancing wearables, companies are drifting to trends in high-tech
fabrics. This extends to textile innovation, where the advanced Materials in Textiles
enable the power of collaboration to overcome common business problems such as
design issues, IP shortages, manufacturing issues, and market intelligence. The
future of textile innovation in sports implies technology working in sync with
human physiology and environmental conditions to provide comfort along with
enhancing the performance of an athlete.

There is a reason why Nike has maintained its market leadership position in the
sportswear industry for more than 50 years. The special sauce or the differentiator is
the constant drive toward innovation, toward discovering new technologies and
materials and expertly integrating their findings into highly marketable products.
Nike has mastered the art of strategic alliance and partnerships across the globe by
pairing with the most elite, highest performing athletes. The brand recognition alone
is so widespread and synonymous with winning on the world’s largest stages,
olympic stadiums, world-renowned tracks, and even high school gyms, that it is
hard not to be inspired. “Just Do It!” is a simple motto but highly effective in relaying
the simple message of perseverance. The swoosh is a symbol of the will to win, to
push farther, harder, for just one more minute, one rep, one breath. The Nike brand is
about constant innovation and reinvention deeply rooted in the all-inclusive drive to
win. There is nothing that can stop you. As an Oregon track coach once said,
everything you need is already inside.
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Chapter 9 )
Managing Research & Development A
Portfolio at NASA

Bashair Al Saglab, Charles Asafo-Adjei, Shahram Khorasanizadeh,
Stephan Hoo-Fatt, Tugrul U. Daim, and Dirk Meissner

9.1 Introduction

NASA stands for National Aeronautics and Space Administration. It is an indepen
dent agency of the executive branch of the United States federal government
responsible for the civilian space program, as well as aeronautics and aerospace
research. Given the complexities and challenges involved in space and aeronautics
explorations, how does NASA manages its technology roadmap as it relates to
research and development activities?

One of the common myths in the area of managing R&D projects is the assump-
tion that all R&D organizations and projects are managed with the same set of
processes and techniques. However, in reality, R&D organizational practices vary
from company to company and from project to project. Therefore, “one size does not
fit all.” This could not be far from the truth when it comes to managing R&D projects
and practices at NASA. NASA embarks on research and development activities with
applications for the general population including devices that improve health,
medicine, transportation, public safety, and consumer goods. However, NASA’s
mission focus is to “Pioneer the future in space exploration, scientific discovery, and
aeronautics research” with a vision to “To reach for new heights and reveal the
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unknown for the benefit of humankind.” NASA achieves its mission and vision
through a well-coordinated organizational structure depicted below.

The area of R&D technological development this paper focuses on is central to
the Office of Chief Technologist (OCT). The Chief Technologist at NASA is the
main Administrator’s principal advisor and sponsor on matters concerning technol-
ogy policy and R&D programs. The OCT provides the strategy and leadership
needed to integrates NASA’s technology development and open innovation projects.
It coordinates agency-level technology roles with NASA Mission board of directors
as well as field centers to align the NASA technology investments to meet mission
requirements, anticipating future needs, and minimizing duplication of efforts.
NASA technology integration and innovation consist of:

» Strategic Technology Integration which develops policy, requirements, and
strategy for NASA’s technology development activities and external
organizations.

* As part of these efforts, OCT develops the NASA Space Technology Roadmaps
and the NASA Strategic Space Technology Investment Plan (SSTIP).

9.2 NASA R&D Projects Management
9.2.1 NASA R&D Roadmap Strategy

In 2010, the NASA published its first roadmap technology called the called NASA
Authorization Act of 2010. In 2012, NASA drafted 14 Technology Areas (TAs) as
part of its roadmaps strategy program. These 14 TAs help Guide NASA’s Research
& Development as well as its Open Innovation activities. Embedded into the TAs are
the Technology Candidates (TCs) which outlined ideas that have the potential to
evolve into actual technology for missions. In 2015 NASA expanded its Technology
Roadmap areas as well as Technology Candidates with further details plus the
addition of a 15th TA (Aeronautics). The 15 TAs are a set of documents for tech-
nology candidates and development pathways for the next 20 years. These docu-
ments are intended to be revised every 5 years.

Each TA is assigned with Chair as well as Co-Chair in collaboration with the
Office of the Chief Technologist. Therefore, it is important to understand how
NASA manages its technology investments through the above TAs.

9.2.2 Project Selection Methodology

Like any R&D organization, it is critical to have a defined process by which
technological investments can be effectively managed. NASA R&D investments
are managed through an integrated agency-wide technology portfolio management
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process. This process consists of Space Technology Roadmaps (STR), followed by
the Strategic Technology Investment Plan (STIP) which is updated every two years.
These two plans are then submitted to the NASA Technology Executive Council
(NTEC) who makes decisions on project prioritization of investment plans. The
NTEC channel these plans into the budget process for review and funding purposes
prior to submitting them into a decision support software tool called TechPort—a
centralized web-based integrated relational database where all R&D projects
are kept.

The NTEC and other Executive bodies, make decisions on NASA’s technology
policy, prioritization, and strategic investments for efficient management of the
portfolio contents in TechPort.

9.2.3 R&D Investment Budget

Funding for R&D projects it’s an essential part of the critical resources needed in
order to achieve organization mission and vision. The budget supports developing
the technologies that will bring ideas from concept into a product. NASA budget
fund a wide range of areas that covers R&D activities and others. For instance, a
typical budget allocation maybe exemplify the 2017 budget covering the fiscal year
(FY 2017 $19.0B).

These funding are allocated to make future space missions, aeronautics, and other
explorations more capable and affordable. For example, the current budget keeps
other projects on track such as the Webb Telescope for 2018; builds on scientific
discoveries and achievements in space; and supports the Administration’s commit-
ment to serve as a catalyst for the growth of a national security.

9.2.4 Performance Measurement

NASA is known to be an organization that is based on performance, as they commit
to managing specific, measurable goals based on a defined mission. They use
performance data to continuously improve their operations. NASA’s focuses lie in
optimizing value for the American public and being results-driven while holding
themselves accountable to the goals they’ve set through a transparent framework that
guides how progress is measured.

The organizational structure of NASA was created to achieve its Mission through
sound business, management, and safety oversight. NASA is headquartered in
Washington, DC, where guidance and direction for the whole agency is emitted
from. The Office of the Administrator provides top-level strategy and direction for
the agency, while “the administrator and his staff give direction for NASA’s mis-
sions and guide the operations of the Centers/NASA’s Centers and facilities execute
the mission work engineering, operations, science, technology development and
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supporting activities.” Strategic management and accountability are ensured by
NASA’s performance management activities and depict the relationship between
the three phases of the cycle.

NASA assesses its mission at different levels of the planning phase and adjusts as
necessary while taking accounts for national priorities, laws, and other stakeholder
input into consideration. During the evaluation, NASA internal reviews to evaluate
the performance of program authorities and hold leadership accountable to help
support management processes and decision-making.

This is typically done through reporting from management to senior leaders. The
COO monitors progress toward their strategic objectives and looks at concerns that
might affect performance. The performance determines the next steps and phases, a
strategic plan performance frame.

Two sets of goals are set within the strategic plan:

e Short-term goals which target a 4-year time span.
* Annual goals which show progress within the budget year.

Agency and cross-agency priority goals are a subset of goals that receive addi-
tional senior management focus. To measure and or assess R&D projects progress,
NASA uses the “traffic light rating system” to evaluate project statuses with RED,
YELLOW, and GREEN color ratings. Success criteria are defined by program
officials alongside NASA management and then these criteria are combined with
explanations of the ratings and sources provided by the program officials, to review
and validate each rating (NASA n.d.). Though many of the programs are assessed
internally, external entities, such as science review committees and aeronautics
technical evaluation bodies, further validate some of the ratings prior to publication
by NASA.

Occasionally, the WHITE rating indicator is sometimes given to confirm whether
a particular project is in canceled or postponed status. If labeled with a WHITE label,
there is no development of measure-specific success criteria.

9.3 Risk Management (NASA 2011)

In a general point of view, risk administration and management can be seen as an
arrangement of exercises aiming at realizing success and progression. This happens
by proactively and actively coming up with risk-informed choices when dealing with
risks and correctly chosen decision alternatives. In this paper, I will define risk
management is a well-defined and expressed in regard to RIDM and CRM. NASA
Procedural Requirements (NPR) archive NPR 8000.4A is the most recent handbook
that was promoted in November the year 2011 to tackle the utilization of a number
procedures and processes to the expenditure, security, and timed operation execution
fields in the life span of projects together with involved activities, incorporating
procurement and acquisition (National Research Council 2011).
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NASA RM reforms and processes have been predominantly built on CRM, which
focuses on managing hazards and risks amid the Implementation period of Project
Life Cycle. To be precise, NASA didn’t own any deliberate or formal RM process
until midway 1990s. In the year 2008, NASA issued the Procedural Requirement
handbook called the NPR handbook; which presented RIDM as an integral part of
the CRM procedure. The CRM procedure involves an investigation of imperative in
addition to direction-setting choices and decisions. Initially RM was viewed as being
equal to CRM. However, RM comprised of CRM and RIDM, the different forms of
Risk Management at NASA that are categorized under the two types of RM. The
motivation behind incorporating RIDM alongside CRM is to promote practical risk
evaluation and management to foster informed decision-making approaches using
the risk information approach (Campbell and Borener 2004). After which in a viable
manner overseeing the implementation of dangers and risks by utilizing the CRM
procedure. RM is then centered on the standard execution necessities rising out of
the RIDM procedures and processes. Inside RIDM procedures and processes,
choices are made with respect to the results of the decision substitutes and alterna-
tives to identify pertinent dangers and possible vulnerabilities. Therefore, CRM as a
major aspect of the execution and implementation procedure is to discover those
dangers and risks aiming at accomplishing the operation levels that propelled the
selection of specific alternative (Risk Management 2017).

What NPR does is that it reinforces NASA’s inner mechanism and exercises as
indicated in the NPD handbook. Indeed, NPR’s focus is to affect risk organization
and management crosswise over budgetary and programmatic activities. The pur-
pose of risk management is to set up an inward mechanism of mitigating and
relieving known risks that may adversely impact the project outcome. The handbook
PR 8000.4A provides good procedures regarding controlling project risks for NASA
projects (Psenka 2008).

As per the NPR handbook, it is absolutely critical to review all risks in order to
identify the probability of under-performance projects rather than acknowledging it
later. Performance setbacks might affect mission execution or identified with at least
one of the accompanying mission execution areas such as cost, protection, techni-
cally, and Schedule. The aim is to encourage the management of passive risk and
critical risk as indicated in the NPR 8000.4A. This addresses RIDM reforms and
Continuous Risk Management (CRM) in a solitary reasonable structure. The basic
RIDM procedure tends to lean toward informed risks and solid choices in order to
accomplishing defined goals. The CRM procedure tends to use the other selected
options to ensure that necessities are met. The reason being is that in order to
coordinate RIDM together with CRM into an eloquent system, you need to leverage
the strengths of both methods.

As we later learned that the RM approach is mainly used in circumstances where
basic NASA specialized achievement must be met within a set time stamp and
specific budgetary cost. Although a part of RM is to not just explain projects
expenditures, but also to identify ways that project cost can be minimized. Therefore,
the techniques discussed in this paper are aimed to evaluate the way of analysis in
order to oversee and analyze total costs. This is because the cost is enhanced by
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utilizing this approach, the expenditures reserved by settling risks before they move
toward becoming issues that surpass the cost of actualizing and implementing the
approach. Measuring performance can be described as a metric to quantify the
degree to which a framework, process, or action satisfies its expected targets.

One of the key deciding factors for mission execution is safety performance. This
may include evasion of damage, casualty, or demolition of key resources and assets.
Specialized execution, for example, may help to decide whether NASA should push
or yield a particular mission based on risk factors relating to the cost of execution or
scheduled performance. NASA’s choices for overseeing risk management includes
the portrayal of the three fundamental segments of risk. The first scenario being
reduced performance based on a single or many performance measures. For instance,
situations that prompt damage, casualty, obliteration of key resources, or situations
that lead to exceeding certain confinement limits. The second is anticipating the
consequences, of a subjective or quantitative seriousness of observed performance
scenarios that could come about. The aspect of risk management, especially at the
Agency point, includes the full range of possible dangers and risks. Therefore proper
handling of potential risks is vital to NASA. It is no surprise that NASA places a lot
of emphasis on safety and risk assessment mechanisms such as RDIM particularly
when it comes to space missions. RIDM process includes, Identification of various
decision alternatives, perceiving chances where they emerge, and considering an
adequate number and decent variety of execution measures to mitigate known risks.
As a major aspect of the risk-informed procedures and processes, the entire mea-
surement process is highly vetted to enhance decision-making in addition to seeking
expert consultation (Flippen et al. 2002; Risk Management 2017).

NASA utilizes a particular procedure regarding the management of various risks
in relation to the execution of plans, and procedures. These procedures are the main
ventures in the CRM process which include: Identifying the main contributors and
prerequisites to risk. Analyzing the estimate and likelihood and result segments of
the risk through examination, by incorporating vulnerability in the probabilities and
outcomes. Planning the risk mitigation procedures and methodologies and choosing
a chronological order that will be followed. Tracking observables that can be
identified with performance measures like the entire process execution data. Con-
trolling the risk by assessing and following the risk information with the aim to
check the adequacy of designs and making changes as needed.

9.4 Human and Capital Management, Partnerships,
and NASA 2050 Vision

In terms of human capital, NASA places a lot of emphasis on preserving skilled
workforce, controlling expenses, and giving viable oversight to essential initiatives.
NASA’s Human Capital community seeks to promote and encourage practices that
foster creativity and innovation, from science to accounting to facilities management
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(NASA 2011). NASA objective for the workforce is to create a vibrant culture that
supports creative ideas and helps provide novel ways of working together in a
dynamic work environment (NASA 2011).

Recognizing and Rewarding Innovative Performance is one of the initiatives
NASA’s uses to foster creativity, innovation, collaboration, and teamwork. This
plan help employees to be more productive, get better results and operate more
safely. Indeed, the program helps NASA to build an innovative and creative culture
that embraces change, and practices that enhance collaboration and teamwork
(NASA 2011).

NASA'’s efforts to reach beyond traditional boundaries and encourage partner-
ships and collaboration with a variety of organizations to solve the global issues
(NASA 2014).

NASA embraces participation from partners in industry, academia, and the larger aerospace
community with mutual interests in development of breakthrough capabilities that support
its aeronautics and aerospace goals, and national priorities. Strategic partnerships are
designed to expand and strengthen NASA ability to execute its mission, and range from
non-traditional partnerships to systematic engagements with local, regional, state, national,
and international partners. These partnerships enable NASA to leverage funding, capabili-
ties, and expertise within and outside NASA to address technology barriers and advance
technology. (NASA 2014)

Creating effective partnerships that bring their technical strengths, resources, and capabili-
ties to bear will increase the robustness of optimal organizational architectures in ways that
increase the probability of the project success. (Laurini 2011)

Although each section of NASA has their own partnerships and cooperation
programs and activities, but mainly programs and offices that are responsible for
partnerships and international collaboration are as follows:

* Chief Technologist has a section titled Partnership, Innovation, and Emerging
Space.

* International and Interagency Relations (OIIR) “provides executive leader-
ship and coordination for all NASA international activities and partnerships and
for policy interactions between NASA and other U.S. Executive Branch offices
and agencies. OIIR serves as the principal Agency liaison with the National
Security Council, the Office of Science and Technology Policy, the Department
of State, and the Department of Defense” (NASA, Office of International and
Interagency Relations 2017).

* Small Business Innovation Research and Small Business Technology Trans-
fer (SBIR/STTR) Program ‘“engages small businesses in our Nation’s space
enterprise and infuse these products across NASA missions.”

e Mission Support Directorate provides “effective and efficient institutional
support to enable successful accomplishment of NASA mission objectives”
(NASA, Mission Support Directorate 2017).

* Goddard Space Flight Center is “home to the nation’s largest organization of
scientists, engineers and technologists who build spacecraft, instruments and new
technology to study Earth, the sun, our solar system and the universe” (NASA,
About the Goddard Space Flight Center 2017).
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* Innovative Partnerships Program offers “a variety of resources for collabora-
tions that will advance technology and result in commercialization and technol-
ogy transfer” (NASA, Innovative Partnerships Program 2017).

During spring 2017, NASA’s Planetary Science Division (PSD) hosted a com-
munity workshop titled “Planetary Science Vision 2050 Workshop” at NASA
headquarters in Washington, DC on February 27-28 and March 1, 2017. This
workshop provided PSD with community input on a very long-range vision for
planetary science in the future (Dirk Schulze-Makuch 2017; Planetary Science
Vision 2050 Workshop 2017a).

According to NASA’s 2014 Strategic Plan, as well as the outlines of the men-
tioned workshop, NASA is laying the foundation for further scientific advances and
improved quality of life on Earth (NASA 2003; Planetary Science Vision 2050
Workshop 2017b). Some of the main future vision of NASA are summarized as
follows (NASA 2014, 2015; Planetary Science Vision 2050 Workshop 2017b):

e Continuing the human and robotic exploration of space (discovery programs).

* Increasing cooperation with its traditional partners in industry, academia, and
other national space agencies.

¢ More investment and innovation in scientific research, technology, new technol-
ogies, tools, and techniques.

* Expanding international collaboration.

e Consider the research and planetary protection in the context of human
exploration.

NASA will require the following action plan for reaching its vision 2050
(Hofstadter et al. 2017):

* Investments in technology and ground-based science in the 2020s.

* Continuing technological development of both ground- and space-based capabil-
ities in the 2030s.

* Data analysis and additional flights in the 2040s.

9.5 Conclusion

We learned a great deal about the pros and cons of what a good R&D organization
and practices should be the case studies. These provided a good framework for
researching NASA and its R&D practices. Based on our research and examination
we gathered some key lessons learned and recommendations that are central to
effective R&D management approaches. The following are our recommendations
for some of the lessons learnt from our research study as well as recommended best
practices of managing R&D organization.
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* First the cultural diversity in R&D organizations fosters unique ideas and creative
viewpoints that can spark innovation (Dubiel 2011). Global cultural contexts
among R&D managers often highlights the beneficial impacts on the organization
(Dubiel 2011; Greiman 2013; Thomke and Nimgade 2001). This goes hand in
hand with the recognition of past experiences and partnerships, providing a good
platform for building the relationships and trust needed to execute a project
successfully and cost-effectively in open innovative projects (Laurini 2011).
Namely the trust dimension is crucial for R&D related partnerships. In order to
support a climate conducive research and development excellence, innovative
approaches are essential to problem solving such as prizes, challenges, and
collaborations. The third R&D controlling and monitoring needs to be kept to a
minimum but rather expert oversights established to ensure R&D activities must
be in-line with organizational vision, mission, and strategic goals while minimiz-
ing risks impact. Fourth effective decision-making mechanisms and tools are
critical to the accessibility of data to facilitate monitoring/control of projects. Fifth
a clear emphasis on technology development platform where various innovative
applications can be created to benefit mankind is required together with project
management sources such as the PMBOK Guide and Standards can have a
significant impact on R&D organization effectiveness (Daim et al. 2014; Thomke
and Nimgade 2001). Finally transparent communication and support of domestic
and global partnerships that forge relationships of trust in order to work toward a
common goal of achieving social and technological impact is an asset.
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Chapter 10 )
Technology Forecasting in the Automotive e
Sector

Colette Marthaller, Tanzila Akhter, Luciane Dolgos, Jessier Truong,
Marthed Mohammed, Abdalilah Owaishiz, and Tugrul U. Daim

10.1 Introduction

Knowledge management is composed of tools and processes that are used to retain
data and discoveries made by a multitude of individuals throughout the topic’s
community making the information easily accessible to all. Knowledge and discov-
eries must be managed so they are not lost, and that researchers are not “reinventing
the wheel.” When work is credited, it makes it easier to find experts in the field. This
will allow work to continue to be built upon and furthered. If knowledge and
discoveries are not properly managed and cited, they could be used by others
allowing them to reap the benefits.

Technology forecasting is the process of cataloging current technology to dis-
cover gaps and use SMEs to predict future products or technologies, which can be
incremental or disruptive to the current industry. It is useful to dictate where a
company should invest next, and gives definition to the future of an industry.

To effectively manage R&D, organizations cannot neglect knowledge manage-
ment and technology forecasting. There are many useful tools that help organiza-
tions in these two areas. This chapter will recommend the three tools to DTNA in
hope to enhance their R&D management. The tools to be introduced are Diffusion
Models, Reverse Salient, SNA, and Bibliometric Analysis.
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Daimler Trucks North America (DTNA) has long been at the forefront of
industry-leading innovations. Their legacy is defined by a track record of techno-
logical advancements, including Intelligent Powertrain Management. The company
has cutting-edge innovation when it comes to trucks. As the number one supplier of
choice in the North American commercial trucking market, DTNA constantly
pursues and achieves its goals of providing the best trucks on the road, delivering
uncompromising value and customer satisfaction through technological innovation
backed by superior engineering.

10.1.1 Diffusion Model

Technology forecasting may include many tools. Each tool brings something a little
bit different. Together they help create more accurate “possible worlds” regarding
products, components, costs, prices, units shipped, timelines, and other attributes.

A diffusion model is something that tries to predict how quickly the market will
adopt a new technology. One of the dimensions of diffusion model is time, so the
diffusion model creates a timeline. With a timeline, it is possible to make better
decisions about planning. Comparing two technologies with a diffusion model can
help decide many things, what kind of customer will adopt the technology when,
time between multiple diffusions of similar technology, low and high estimates of
diffusion, and which technology can take the market first are just some possibilities.

The diffusion models presented here can all be used to create S-Curve of
diffusion, with time on the x-axis, and percent of diffusion on the y-axis. With the
basic S-Curve graph, additional questions can be explored. Everett Rogers, for
example, extend the graph with five divisions related to the type of person adopting
the technology in some moment (Rogers 1983). This type of thinking can help
companies to understand how to communicate with the adopters. For example,
“Innovators” will naturally understand the new technology, they are the first to
adopt. “Laggards” will need more explanation or incentive. They are the last to
adopt.

Many diffusion models exist, two examples are the Fisher-Pry diffusion model
and the Bass diffusion model (Bass 1969; Wolken et al. 2018). Both can be used to
produce an S-Curve of diffusion. Different models need different parameters. A user
may choose one model over another because of available data. Each model also can
make different assumptions about the world. A user of a model must consider if the
assumptions are correct in the real situation.

Consider the New Zealand Transportation Agency study of the diffusion of
various technologies that can impact the agency’s planning (Wolken et al. 2018).
In their 2018 research report, they used the Bass diffusion model to consider the
timeline of MaaS (Mobility as a Service). MaaS is services like Uber, Lyft, and Lime
Electric Bikes. The NZ research group chose the Bass model because of an extension
that allowed them to study successive generations.
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Because the diffusion model considers time, it can be used to also compare
multiple diffusions between generations of similar technology. The diffusion of
autonomy of trucks is divided into three generations of the technology. Phases
1 and 2 are 12 years apart. Phases 2 and 3 are 14 years apart. A business using a
diffusion diagram can make plans about when to adopt each phase. For example, if a
phase one technology has a lifetime of 4 years, adopting Phase 1 technology in 2026
would indicate adopting Phase 2 very early or investing in Phase 1 again.

Each diffusion model has parameters and data to make the forecast. More
advanced models can use assumptions about changing future conditions. For exam-
ple, the cost of batteries for electric vehicles can change adoption. Different assump-
tions about how the decrease will happen can change the diffusion. The diffusion of
L3 and L4 autonomy with different assumptions made by the authors (Automotive
revolution — perspective toward 2030, how the convergence of disruptive
technology-driven trends could transform the auto industry 2016). One group of
assumptions for “high disruption” scenario, and another group of assumptions for
“low disruption” scenario.

10.1.2 Reverse Salient Model

The reverse salient model is a subsystem that delivers low performance compared to
other subsystems of the technological system. Also known as the unevenness in the
subsystem, it hinders the performance of the system. It must be corrected in order to
reach optimum performance as a system functioning as whole. Many models are
integrated to define reverse salient in systems. The emergence of reverse salient is
determined by developing absolute and proportional performance gap measures
(Dedehayir and Mékinen 2011). There are limitations on the literature review and
systematic tools used to determine reverse salient in technologies.

Experts identify current and forecast future reverse salient from available infor-
mation like standards and patent registries. (Dedehayir and Hornsby 2008) To obtain
a competitive advantage in the market integration of models like Quality Function
Deployment (QFD), bibliometric analysis, and Trend Impact Analysis (TTA) are
needed. These models collected specific key performance indicators of reverse
salient to identify the performance gap between current and market required pro-
duction. Experts will be able to make a forecast about when reverse salient will be
modified (Han and Shin 2014). Increasing citation analysis highlights the reverse
salient theory to scholars and experts.

The reverse salient model is used by experts and scholars to apply technical as
well as social, economic, and political approaches. Scholars must engage in a more
theoretical approach to identify reverse salient (Dedehayir 2009). Politics have
become reverse salient in innovation theory. Scholars are yet to discover politics
and its security and complexities in general explanation (Taylor 2009). This relates
to many fields like healthcare due to technological changes causing a gap between
medical practitioners and the administrative management. Subsequently, it may be
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possible to correct the reverse salient and integrate different methodologies to reach
the salient system.

10.1.3 Social Network Analysis Model

Social Network Analysis (SNA) is the study of structure based on theoretical
constructs of sociology and mathematical foundations of graph theory. Because
SNA focuses on network structure therefore the data required differs from a
nonrelational analysis. In this model, the network structure refers to the regularities
in the patterning of relationships among individuals, groups, and/or organizations.
To perform a proper SNA, it requires not only attribute data, but a collection of
relational data and these data can be contacts, ties, or connections, which relate one
stakeholder in a network to another. These relational data cannot be reduced to
properties of the individual stakeholders themselves but to a system or a collection of
stakeholders. When applying SNA, the assumption is that network structure and its
properties have significant implications on the outcome of interest (Mailman.colum-
bia.edu 2018).

Researchers and scholars have been using SNA for varieties of studies, including
technology forecasting, which is intended to find a future trend or a technology using
analytical methods. A central technology forecasting model that uses SNA was
proposed by the Department of Statistics, Cheongju University,Korea. The belief
is that if the central technologies can be forecasted, organizations can effectively
build their R&D policy on. The study was done by setting each technology as a node
in an SNA graph and analyze the linkages between them, and forecast central
technologies from SNA results (Jun n.d.). Another study was done by using SNA
to build a model selecting sustainable technologies for Management of Technology
areas such as R&D planning or new product development. In this model, technology
is represented by a vertex in an SNA graph, and edges between the vertices represent
technological relations. Patent documents were used in the study to illustrate how the
model can be applied to a real-world problem (Park et al. 2015). These are just a
couple of examples showing how SNA can be used as a tool when performing
technology forecasting.

Knowledge Management has become more recognizable as a critical area by
many organizations. Organizations are trying hard to implement different methods in
managing knowledge such as enhance organizational learning, knowledge transfer,
knowledge innovation, etc. A study was done to present the idea on how knowledge
is disseminated effectively by the help of Social Network Analysis. SNA can help
organizations to visualize and understand the details or relationships that can either
facilitate or obstruct knowledge creation and transfer. With the help of SNA,
organizations will be able to understand how information flow within their organi-
zation, whom people turn for advice, how individuals or groups are sharing what
they know effectively and many more (Alamsyah 2013). SNA provides a method for
expert localization, knowledge transfer, models of interpretation, and ways of
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interventions. SNA can be used as an effective knowledge management tool for any
organization.

10.1.4 Bibliometric Model

Bibliometrics is the measurement of texts and information. In the past, bibliometric
methods have been used to trace back academic journal citations. This way of using
bibliometric has changed today. Now we use bibliometrics to understand the past
and to forecast the future (Watatani et al. 2013). Bibliometrics helps to gather,
organize, and analyze a lot of data then helping researchers to identify “hidden
patterns” that may be very helpful, especially for decision makers.

Bibliometrics is extracting multiword from a large number of papers and deter-
mine what words came together and analyze these words to predict future technol-
ogy or frequency of using certain words or phrases or authors using the Science
Citation Index (SCI) and the Engineering Compendex (EC) databases. This analysis
helps us to determine our experts to build a model and making the decision-making
process more effective and useful. Then use other experts to evaluate this model
(Daim 