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Preface

This volume contains the proceedings of the 15th International Conference on Critical
Information Infrastructures Security (CRITIS 2020). The conference was organized by
the Bristol Cyber Security Group at University of Bristol and held for the first time in
the UK during September 2–3, 2020.

CRITIS 2020 continued the well-established series of successful CRITIS confer-
ences and yet was somewhat different from the previous editions. Due to the
COVID-19 pandemic, and in order to ensure safety of participants, the conference was
conducted as an online event.

The conference was addressed by three keynote speakers:

– Dr. Alvaro A. Cardenas, University of California, Santa Cruz, USA
– Prof. Chris Hankin, Imperial College London, UK
– Prof. Dimitris Gritzalis, Athens University of Economics and Business, Greece

This year’s edition of CRITIS offered three strands of contributions:

– Regular technical papers
– Short two-page industrial/practical experience papers
– Short two-page reports on testbeds and datasets

Due to the extraordinary circumstances this year due to the COVID-19 pandemic,
the number of submissions to the conference was lower than in the previous years.

– 17 regular papers were received. All papers in this category were reviewed by either
four or five reviewers independently followed by a discussion among the reviewers
and reaching a consensus on the submissions. Five full papers, i.e. the acceptance
rate was just under 30%, thus maintaining the quality of the conference. One paper
was accepted as a short paper to ensure that the ideas presented were disseminated
to the community.

– Two industrial/practical experience papers were received and both were accepted.
These submissions were reviewed by the program co-chairs independently followed
by a discussion. These papers were not included in the proceedings but are available
on the CRITIS 2020 website.

– One paper was invited as a testbed report and is also available on the CRITIS 2020
website.

– The program also featured a tour and demonstration of the Bristol Cyber Security
Group testbed on cyber security of critical national infrastructure.

The co-chairs of the International Program Committee (IPC) are grateful to the
members of the IPC for the effort they have put into their reviews and the subsequent
discussions, which allowed us to maintain the quality of the conference.



The accepted papers are grouped in the following categories:

– Invited papers
– Attacks and vulnerabilities
– Threat modeling and monitoring
– Networks and IoT

The papers appear in these proceedings under the same categories.
CRITIS 2020 will be remembered for a number of reasons: as a difficult year for the

entire CRITIS community due to the COVID-19 pandemic; for the lack of socializing
at the conference, which has always been an essential part of building the CRITIS
community; and for the missed opportunity for non-UK colleagues to explore the great
and vibrant city of Bristol and its proud history.

As organizers of this year’s CRITIS, we are pleased and proud that despite the
significant challenges we had to face, CRITIS not merely survived, but will be
remembered for a good technical program with interesting technical contributions and
invited talks.

We would also like to thank all members of the Organizing Committee at the
University of Bristol, especially Dr. Louise Evans and Dr. Ben Shreeve, who helped
with the preparation and smooth (remote) running of the conference.

September 2020 Awais Rashid
Peter Popov

vi Preface
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Trustworthy Inter-connected
Cyber-Physical Systems

Chris Hankin(B) and Mart́ın Barrère

Institute for Security Science and Technology, Imperial College London, London, UK
{c.hankin,m.barrere}@imperial.ac.uk

https://www.imperial.ac.uk/people/c.hankin,

https://www.imperial.ac.uk/people/m.barrere

Abstract. In this paper we identify some of the particular challenges
that are encountered when trying to secure cyber-physical systems. We
describe three of our current activities: the architecture of a system for
monitoring cyber-physical systems; a new approach to modelling depen-
dencies in such systems which leads to a measurement of the security of
the system – interpreted as the least effort that an attacker has to expend
to compromise the operation; and an approach to optimising the diver-
sity of products used in a system with a view to slowing the propagation
of malware. We conclude by discussing how these different threads of
work contribute to meeting the challenges and identify possible avenues
for future development, as well as providing some pointers to other work.

Keywords: Cyber-physical systems · Cyber security · Critical
infrastructure

1 Introduction

There are various estimates of the numbers of devices connected to the Internet
but it is likely to be about 30 billion this year with a few thousand additional
IoT devices being added every minute. Some companies estimate that there will
be a few hundred billion by 2030. Given that each of us can only manage a
small number of IT devices, it is inevitable that many of those devices will be
deployed in cyber-physical systems (CPS) – domestic heating, lighting and envi-
ronmental controls, manufacturing processes and critical infrastructures. The
rapid pace of digitalisation of these functions and services will pose many new
opportunities but also new threats. One source of the new threats is the increas-
ing inter-connectedness of such systems and a greater reliance on computers and
communications which in turn rely on a resilient power distribution network. The
rapid growth of numbers of inter-connected devices has out-stripped the abil-
ity of legislators to keep up; safety is a major attribute of many cyber-physical
systems and it is imperative that these systems can be shown to be trustworthy.

Partially supported by EPSRC award EP/R022844/1 (RITICS) and EU Horizon 2020
grant 739551 (KIOS Centre of Excellence).

c© Springer Nature Switzerland AG 2020
A. Rashid and P. Popov (Eds.): CRITIS 2020, LNCS 12332, pp. 3–13, 2020.
https://doi.org/10.1007/978-3-030-58295-1_1
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4 C. Hankin and M. Barrère

Trustworthy, inter-connected cyber-physical systems are the focus of RIT-
ICS, the UK Research Institute in Trustworthy Inter-connected Cyber-physical
Systems1. The institute is addressing the following key questions:

Q1. Do we understand the harm that cyber threats pose to the provision of
critical systems?

Q2. Can we confidently articulate these threats as risk to delivery of critical
systems at a business and national level?

Q3. Are there novel effective and efficient interventions for businesses or govern-
ments to reduce the risks to critical systems?

Q4. How can we best understand and compare both the effectiveness and costs of
potential interventions? These might include technical interventions such as
altering system architecture, through to policy interventions by governments
and regulators.

Q5. How can we best detect intrusion in critical systems, including embedded
and bespoke systems, and how should incident response differ to established
practices for enterprise IT? The network traffic in an Industrial Control Sys-
tem (ICS) network is much more predictable than in the Internet, so Intru-
sion Detection Systems (IDS) can be very effective. Intrusion Prevention
Systems (IPS) block unexpected traffic and could be considered to be more
risky in an ICS environment – potentially blocking important emergency
traffic.

Q6. What are the obstacles to (perceived) best practice being applied to critical
systems?

There are many aspects to trustworthiness and our main focus is on cyber
security – the system should be protected from interference by malicious attack-
ers. Other aspects include safety, reliability and correctness – where the latter is
tested against some formally specified requirements. These different dimensions
are clearly inter-related since it is unlikely that an insecure system could be safe

Fig. 1. The role of cyber security for trustworthy inter-connected cyber-physical
systems

1 See https://ritics.org.

https://ritics.org
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or reliable2. As illustrated in Fig. 1, our vision is that trustworthiness builds
upon a number of fundamental disciplines where cyber security plays a vital role
and has an impact on all of them.

2 Challenges

There are a number of obstacles and challenges to achieving trustworthiness
which include:

C1. Many cyber security specialists start their training as computer scientists
and this often leaves them poorly equipped to reason about physical phe-
nomena. It also raises the issue that good solutions for the cyber security
of IT systems are not always appropriate for CPS.

C2. Inter-connectedness leads to complex inter-dependencies which are difficult
to identify and reason about. There may be a problem of undesirable emer-
gent behaviour arising at the interfaces between different systems.

C3. Digitalisation has led to a tendency for homogeneity – the same techni-
cal solution (software, hardware and middleware) being used across dis-
parate systems. This is one of many factors, alongside legacy systems and
unpatched software, that facilitates the migration of worm malware as seen
with the rapid spread of the WannaCry ransomware.

C4. The increasing reliance on Artificial Intelligence solutions – particularly
Machine Learning – which are difficult to reason about.

In the US, infrastructure security falls within the remit of the Cybersecurity
and Infrastructure Security Agency (CISA)3 which is part of the Department
of Homeland Security. CISA has identified a number of emerging trends that
impact on the security of ICS; in addition to some of the challenges identified
by RITICS they include:

– Bring Your Own Device (BYOD) – possibly surprising but some vendors
have used the possibility of BYOD to access control systems, particularly in
an Industrial Internet of Things setting, as a major selling point.

– Virtual Machine Technologies – which is often seen as a way of reducing
capital equipment costs by, for example, hosting the Demilitarised Zone and
the ICS servers on the same physical machine.

– ICS Supply Chain Management – many suppliers of equipment and software
for critical infrastructure source components from around the world. Major
systems, such as aircraft, may rely on thousands of suppliers. Managing such
an ecosystem and ensuring the security of the end product is becoming a
major challenge.

2 This is debatable; for example, whilst a cryptographic algorithm may be insecure,
it might require so much computational resource to break that it is still safe to use
it – although emerging technologies such as quantum computation may change this
argument.

3 https://www.cisa.gov/national-cybersecurity-communications-integration-center.

https://www.cisa.gov/national-cybersecurity-communications-integration-center
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– Leveraging Cloud Services in ICS – some researchers and organisations are
beginning to consider how cloud services may be used for data storage and
to provide other services to support their ICS architectures.

3 Our Approach

We are working in a number of areas which address some of these challenges and
we highlight three pieces of work in this section.

3.1 Real-Time CPS Monitoring for Security Research

Monitoring systems are essential to understand and control the behaviour of sys-
tems and networks. CPS are particularly delicate under that perspective since
they involve real-time constraints and physical phenomena that are not usually
considered in common IT solutions. Unfortunately, the security research com-
munity lacks open and configurable monitoring tools that can be adapted to
different CPS research scenarios and consider real-time aspects as well. There-
fore, there is a need for publicly available monitoring tools able to contemplate
these aspects. We have developed an approach, called CPS-MT [1], which is a
proof-of-concept of a versatile, real-time CPS monitoring tool, with a particular
focus on security research.

Fig. 2. CPS-MT high level architecture
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Our monitoring approach relies on the architecture illustrated in Fig. 2. The
upper layer represents the CPS elements to be monitored, e.g., readings from
PLCs, actuators, sensor readings, etc. The middle layer acts as a broker between
the elements being monitored and CPS-MT. We use Redis [2] to implement this
layer. Redis is a fast in-memory database that stores data in the form of key-
value pairs. The main idea is that monitored elements publish their data via
Redis channels and CPS-MT subscribes to these predefined channels in order
to receive updates in real time. This makes CPS-MT almost agnostic to what
is being monitored, and thus very flexible. Since our main focus is on security
research, we assume that cyber attacks conducted within the framework will not
target Redis but rather the CPS components within the experimental setup. This
is because the role of Redis it to record the data during an attack (e.g. what
data PLCs and sensors send, what PLCs receive, etc.) for posterior analysis
and research. The bottom layer illustrates the main components of the CPS-
MT client-server architecture. The main goal of the server is to monitor the
activity on Redis channels and report updates to the client side. The client
(Web browser) will display and/or capture this new data as it becomes available.
We use WebSockets to implement a two-way communication between the server
and the client [3]. This allows the server to push data directly into the client

Fig. 3. CPS-MT deployment
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in real time. WebSockets eliminate long polling and multiple client requests
as happens with traditional HTTP-based approaches. Visualisation aspects are
handled by the client side and rely mostly on JavaScript and D3.js [4]. The
system also allows the exploration of captured sessions in order to analyse CPS
behaviour over specific periods of time.

We have used CPS-MT to analyse the behaviour and impact of MITM attacks
over a simulated water treatment plant built with MiniCPS [5]. Figure 3 shows
the details of the CPS-MT deployment within this scenario. MiniCPS is an
extensible Python-based simulation framework built on top of Mininet [6], which
implements simulated CPS components such as PLCs, their interactions with
physical devices, and standard industrial protocols such as Modbus/TCP and
CIP over Ethernet/IP. We have extended MiniCPS to also support Redis as its
data store, thus enabling CPS-MT to monitor the status of the whole simulation
process, including cyber attacks.

3.2 Measuring Cyber-Physical Security

Over the last years, ICS have become increasingly exposed to a wide range of
cyber-physical threats. Efficient models and techniques able to capture their
complex structure and identify critical cyber-physical components are therefore
essential. AND/OR graphs have proven very useful in this context as they are
able to represent intricate logical interdependencies among ICS components.
However, identifying critical nodes in AND/OR graphs is an NP-complete prob-
lem. In addition, ICS settings normally involve various cyber and physical secu-
rity measures that simultaneously protect multiple ICS components in overlap-
ping manners, which makes this problem even harder. For example, a number
of sensors and actuators may be protected by a fenced area but some of them
may be additionally secured in a locked enclosure. In [7] we have developed a

Fig. 4. Measuring ICS cyber-physical security via minimum-effort attack strategies
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security metric based on weighted AND/OR hypergraphs which efficiently iden-
tifies the set of critical ICS components and security measures that should be
compromised, with minimum cost (effort) for an attacker, in order to disrupt
the operation of vital ICS assets. In particular, we use AND/OR hypergraphs to
model dependencies between ICS components and the security measures used to
protect them as shown in Fig. 4. We then transform this model into a weighted
logical formulation that is used to solve a maximum satisfiability (MAX-SAT)
problem. The solution to this problem indicates the minimum cost set of cyber-
physical components and security measures that must be compromised to disrupt
the operation of the system.

Fig. 5. The output from META4ICS for scenario in Fig. 4

We have developed an open source tool called META4ICS [8] that imple-
ments this methodology and outputs the computed metric in a JSON file that is
later used to display the solution on a web browser. Figure 5 shows the output
of META4ICS for the ICS scenario illustrated in Fig. 4 where the critical com-
ponents {a, c} are highlighted with red dashed circles and the critical security
measures {s1, s3} are underlined and highlighted in red. META4ICS uses a par-
allel SAT-solving architecture which increases its performance and allows it to
scale to graphs with thousands of nodes in seconds. In particular, a significant
part of our evaluation benchmark [9] has been included in the body of optimiza-
tion problems used in the MaxSAT Evaluation 20194 to assess the participant
MaxSAT solvers. Interestingly, none of the solvers evaluated in the competition
performed better than the others on every instance of our dataset. The reason is
that distinct MaxSAT solvers generally use very different resolution techniques.
As a consequence, the outcome obtained from diversity (using parallel solving)
is in fact quite good. Although further work is required, these results also indi-
cate that our approach can be potentially used in dynamic scenarios to prioritise
assets and security measures during ongoing intrusions and cyber attacks.

4 https://maxsat-evaluations.github.io/2019/.

https://maxsat-evaluations.github.io/2019/
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3.3 Software Diversity

It has been recognised since the 1970s that diversity in software can lead to
increased reliability in embedded systems. Baudry and MonPerrus [10] provide
an excellent survey of different approaches. The survey article distinguishes two
main themes in diversity engineering: managed diversity; and automated diver-
sity. A key technique in the former is n-version design or programming. Auto-
mated approaches include randomisation techniques and obfuscation.

One can consider diversity at different scales ranging from individual state-
ments within a program through larger code fragments to the level of networks.
Within the managed diversity strand, O’Donnell and Sethu [11] consider soft-
ware diversity at the level of networks, they present the allocation of different
software packages to nodes in a network as a graph colouring problem and show
how diversity can improve the resilience of a network.

Building on the work of O’Donnell and Sethu, we [12] have developed an
approach at the network level. In contrast to much of the earlier work, we model
networks in which nodes may be running multiple, vulnerable products and in
which there may be constraints on which products can cohabit a node – for
example some products will not run on certain operating systems. The main
objective of our work is to study the similarities between products which may
cause malware to propagate more rapidly through a network – the output is an
optimal allocation of products to nodes that slows malware propagation as far
as possible.

We use a notion of similarity which is based on shared vulnerabilities; infor-
mation about vulnerabilities can be extracted from the National Vulnerability
Database (NVD) using tools such as CVE-SEARCH [13]. The similarity of two
products is computed as the number of shared vulnerabilities divided by the
total number of vulnerabilities of the two – this is called the Jaccard similarity
coefficient. The Jaccard similarity coefficient is one way to quantify how similar a
pair of software products are, giving a measure of how likely it is that they could
be affected by the same malware. It is important to note that, even though we
use a similarity measure based on shared vulnerabilities, other measures such as
the amount of shared code base could be used instead. The underlying premise
is that the more similar two products are, whatever the measure, the more likely
it is that malware (even 0-days) will propagate between them. Our work allows
multiple services, each of which can be realised by multiple products, to be
assigned to each node; it also allows local and global constraints on the com-
bination of products in a solution. The optimisation problem can be efficiently
solved and results in an assignment of products to nodes.

We then measure the improved resilience of the diversified network in terms of
a network diversity metric [14] and Mean-time-to-compromise (MTTC), to verify
the effectiveness of our approach. We have shown the competitive scalability of
our approach in finding optimal solutions within a couple of seconds to minutes
for networks of large scale (up to 10,000 hosts) and high density (up to 240,000
edges).
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Whilst it is true that the NVD concentrates on vulnerabilities in software
that is typically deployed on traditional IT systems it is noteworthy that, for
example, it contains nearly 200 vulnerabilities that relate to programmable logic
controllers (PLCs) and that over 20% of these have been published since January
2019. It is to be expected that, as cyber physical systems become more prevalent,
the rate of discovery of new vulnerabilities in devices and products developed
for such systems will rapidly increase.

h0

h1

h2

h3

h5

h4

db1 db2 db3
db1 db2 db3
wb1wb2 wb3

wb1wb2 db2 db3
wb2 wb3

db1 db2
wb1wb2

db1 db2 db3
wb1wb2 wb3

Fig. 6. One possible allocation

A simple example of the output of the work from [12] is shown in Fig. 6 – in
this simple network, there is a choice between various web browsers and database
systems at each node. The allocation is illustrated by the red circles. Currently,
our approach optimises the allocation of network resources from a static per-
spective. However, it could be integrated with vulnerability management tools
to support dynamic network reconfiguration as new vulnerabilities and security
patches are disclosed. Moreover, the proposed technique could also be used to
improve existing defence methods such as Moving Target Defence (MTD) and
design diversity-based MTD methods to address dynamic scenarios.

4 Conclusions

We have presented our work which addresses some of the challenges identified
in the opening sections of this short paper. In each case, the work has been
supported by proof-of-concept implementations and, in the cited papers, we
have demonstrated that the approaches scale appropriately.

Our work on monitoring provides an experimental framework that could be
used to evaluate different approaches to intrusion detection and prevention. It
also provides an experimental infrastructure which can be used to help cyber
security professionals to gain a better understanding of CPS in line with chal-
lenge C1. In the long term, we envisage a hybrid infrastructure with hardware-
in-the-loop and emulations of typical control systems components.
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The work on measurement explicitly addresses the inter-dependencies inside
a critical infrastructure. This is a first step and does not directly address the
challenge C2 about emergent behaviour identified earlier. However, there is no a
priori reason why our techniques could not be used to study inter-dependencies
in Systems of Systems. This may require an enrichment of the logic used to repre-
sent dependencies beyond the simple propositional connectives used at present.

It is well-recognised that software/hardware diversity improves resilience
of systems in the face of increasing digitalisation as stated in challenge C3.
Our work represents an advance on the state-of-the-art in modelling multi-
dimensional diversity in a network whereas previous work has been based on
much simpler graph colouring. There is a cost associated with diversity, both in
terms of training and higher operational costs (e.g. licensing, maintenance). We
currently optimise for reducing the rate of malware propagation in a network
but future work should take these socio-technical considerations into account.
This could involve a game-theoretic approach, as used in [15], which can account
for various types of cost. Others, for example Michael Franz [16], are actively
working on practical and inexpensive approaches to software diversity.

Machine Learning algorithms are increasingly used in security applications
for intrusion detection both in enterprise IT systems and, more recently in ICS.
It is also now well-known that such algorithms are susceptible to attack by “poi-
soning” of training data or through techniques involving the introduction of per-
turbations in live data which are designed to be undetectable. This has led to a
sub-discipline of adversarial machine learning. In [17,18] we examine the vulner-
ability of such intrusion detection systems to adversarial attacks. The attacker is
able to manipulate the data sent to an IDS and seeks to hide their presence. This
is proving to be a fruitful area of research. Our preliminary results are promising
so far, although we plan to further extend our contributions and also consider
fundamental aspects aligned with challenge C4 such as interpretability, trans-
parency, and explainability for AI-based trustworthy cyber-physical systems.

Other partners in RITICS have been studying issues relating to supply chain
security (particularly in the context of the EU Network and Information Security
(NIS) Directive – see [19] for example), the interactions between various non-
functional requirements in a CPS (notably safety and security) and the secure
use of cloud services. Further details can be found on the RITICS website5 and
the KIOS Centre of Excellence (KIOS CoE)6 which has partially funded and
supported our work.
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Abstract. Attack detection in cyber-physical systems (CPS) has been
approached in several ways due to the complex interactions among the phys-
ical and cyber components. A comprehensive study is presented in this paper
to compare different attack detection techniques and evaluate them based on a
defined set of metrics. This work investigates model-based attack detectors that
use mathematical system models with the sensor/actuator set as the input/output
of the underlying physical processes. The detection mechanisms include statisti-
cal change monitoring (CUSUM and Bad-Data detectors) and a machine learn-
ing based-method that analyses the residual signal. This is a tale of two testbeds,
a secure water treatment plant (SWaT) and a water distribution plant (WADI),
which serve as case studies for the diverse range of CPS infrastructures found in
cities today. The performance of the detection methods is experimentally studied
by executing various types of attacks on the plants.

Keywords: Cyber-physical systems · Water treatment systems · Water
distribution systems · Model-based attack detection

1 Introduction

A cyber-physical system (CPS) comprises of physical infrastructure that is controlled
by computation and communication frameworks. It includes a combination of intercon-
nected components such as Programmable Logic Controllers (PLCs), sensors, actua-
tors, a Supervisory Control and Data Acquisition (SCADA) workstation, and a Human
Machine Interface (HMI) that communicate across a network. The PLCs check the
present state of the system through the SCADA and implement the corresponding con-
trol actions to facilitate the proper progress and functioning of the sub-processes.

The normal operation of a CPS requires the network and physical elements to work
in tandem, for they directly influence the physical processes. Communication among
such industrial IoTs is helpful but it also exposes them to malicious entities [1,2]. This
makes the design of security measures for a CPS more complicated as compared to
those meant for pure IT systems because attacks can occur in both the cyber and physi-
cal domain [3].

Since an inter-connected CPS also incorporates wireless communication, the infras-
tructure is prone to remote breaches and attacks [4]. This can be detrimental as it endan-
gers the crucial communication links between the different nodes in a CPS, allowing
c© Springer Nature Switzerland AG 2020
A. Rashid and P. Popov (Eds.): CRITIS 2020, LNCS 12332, pp. 17–30, 2020.
https://doi.org/10.1007/978-3-030-58295-1_2
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them to be manipulated by external entities. By influencing the underlying processes
in a CPS, cyber attacks could sabotage its physical infrastructure. Physical attacks can
damage the sensors or other devices, which compromises the integrity of the data. This
is a major risk as it results in faulty data being forwarded to the controllers, which
adversely affects the control actions that are computed based on it. Conventionally,
security research is focused on detecting anomalies in the communication network part
of a CPS [5]. However, physical attacks can be more difficult to detect as they may not
be reflected in the system network [6].

In this work, case studies are done on a water treatment testbed and a water dis-
tribution testbed, wherein model-based approaches for attack detection are considered.
The sensor and control data from these plants under normal operation is used to derive
Linear Time-Invariant (LTI) system models. These models are created using a control-
theoretic approach, thus allowing the physical dynamics of the underlying processes to
be captured analytically. The attack detection methods are then applied to the residual
(the difference between the estimated and actual sensor values).

The detection performances of three attack detection techniques are evaluated in
this paper. The first two methods are statistical change detectors called Cumulative Sum
(CUSUM) and Bad-Data detectors that identify instances of abnormal data using empir-
ically determined thresholds. The third technique is a machine learning-based device
fingerprinting method called NoisePrint [3].

While gauging the performance, apart from precision, another important considera-
tion for the attack detection techniques is their sensitivity. This refers to their tendency
of raising false alarms when the plants operate normally. This is vital due to its implica-
tions in practical scenarios, wherein a system of numerous physical components needs
to be checked. Hence, the detection mechanisms are evaluated under normal operating
conditions as well as when the plants are under several attacks to acquire a comprehen-
sive understanding of their performance.

The motivation for this work is to exhaustively test and compare attack detection
techniques for CPS on different testbeds. The implementation of such methods on real-
world systems is able to provide some useful insights to address the following issues:

1. Impact of Noise on System Models: The implementation and verification of theoreti-
cal models brought up some problems, one of them being the noise from the process
for each different run. It can be seen that the effect of noise from the environmen-
tal disturbances on the process causes unpredictable deviations from its modelled
behavior.

2. Sensor Faults: One of the problems was the unseen faults in sensors even during the
normal operation of the plant, which hindered the creation of useful system models.
This means that during the data collection under normal operation, the components
must be thoroughly checked to ensure that all of them are functioning properly.

3. Data Availability and Reliability: Data availability plays a vital role in the design
and performance of an anomaly detector. Prior to model creation, it is necessary
to procure sufficient data that (a) represents the components’ entire performance
cycle, and (b) covers all possible modes of the operation of the Industrial Control
System (ICS) in the absence of momentary glitches and outliers. In general, when a
dataset is created for a study, the plant is run continuously under normal operating
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conditions. The same has been done in this study for obtaining the data to create
the models. However, when these models were tested on the plant when it was not
running, unexpected outcomes were observed.

4. Attack Detection Speed: The speed with which a process anomaly is detected is
of prime concern for the safety of the plant, but it is often ignored as a perfor-
mance attribute [7]. Rapid detection allows for appropriate actions to be taken ear-
lier, thereby mitigating the impact. Therefore, Time Taken for Detection (TTD) has
been used as an important performance metric in this study, while highlighting its
significance.

Organization: The remainder of this paper is organized as follows. The mathematical
modelling of the two testbeds as systems is explained in Sect. 2. The attack detection
framework in Sect. 3 briefly explains the working of the three detection techniques that
form the focus of this paper. Following this, Sect. 4 defines the attacker profile while
detailing the potential attack scenarios and their execution. The performance of the
detection mechanisms is evaluated in Sect. 5, whereby the techniques are tested under
normal and attack conditions. Based on the analysis of the results obtained, the conclu-
sions that map to the contributions above, are presented in Sect. 6.

2 System Model

2.1 Two Testbeds: Our Playground

Research facilities with operational testbeds of prevalent cyber-physical systems have
been utilised to implement the security strategies and test their capabilities. As men-
tioned earlier, these include a secure water treatment plant (SWaT) [8] and a water
distribution plant (WADI) [9]. These are operational, scaled down plants that simulate
the larger industrial infrastructure found in cities today. The physical process here is that
of water flow, wherein it undergoes specific processes, for e.g., ultra-filtration, reverse
osmosis, etc. The plants are divided into different stages, each carrying out a specific
sub-process. The detailed workings of the testbeds are explained in papers [8,9].

2.2 System Models

Each of the two testbeds is treated as a multi-input, multi-output system, following the
model-based approach. A system model represents the dynamics of a physical process
using a mathematical formulation. Sub-space system identification techniques are used
to obtain models of the following form, for a system with p control inputs (actuators)
and m outputs (sensors): {

xk+1 = Axk+Buk+ vk,
yk =Cxk+ηk.

(1)

where k represents the time instance, x ∈ R
n is system state vector of n states, A ∈

R
n×n is state-space matrix, B ∈ R

n×p is the control matrix, y ∈ R
m is the vector of the

measured outputs, C ∈ R
m×n is measurement matrix, and u ∈ R

p denotes the system
control input.

The state-space matrices A,B andC capture the system dynamics and can be used to
find a specific system state given an initial state. The sensor and process noise vectors
are represented by ηk and vk, respectively.
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2.3 Validation of the System Models

It is necessary to validate the models created for each of the systems. For this, the state-
space matrices from the system identification process are applied and the estimates
for the output of the system are obtained. These modelled values and real-time sensor
measurements are then compared. The difference between the measured sensor values
and estimates is considered using the root mean square error (RMSE). The RMSE value
for N readings is given as follows:

RMSE=

√
∑N
i=1

(
yi − ŷi

)2
N

.

where yi is the actual i-th sensor reading, and ŷi is the i-th model estimate.
The accuracy of the system identification-based model for 6 sensors in the SWaT

testbed is shown in Table 1 as an example, and it can be seen this model has high accu-
racy. In control theory literature, models with accuracy as high as 70% are considered
a sufficiently precise approximation of real system dynamics [10,11].

Table 1. Validating SWAT model obtained from sub-space system identification.

Sensor FIT101 LIT101 LIT301 FIT301 LIT401 FIT401

RMSE 0.0363 0.2867 0.2561 0.0200 0.2267 0.0014

(1-RMSE) * 100% 96.3670 71.3273 74.3869 98.0032 77.3296 99.8593

3 Attack Detection Framework

This work focuses on detecting attacks on sensors, primarily by validating the incoming
readings. This is done by (1) estimating the sensor output using the system model, and
(2) examining the residual between the actual and estimated values and verifying the
source of the sensor readings. The second step is in turn done using the three different
detectors (CUSUM, Bad-Data and NoisePrint) for comparison.

System Model and Estimation: The concept of creating system models is explained
in the previous section. These can be obtained either using data-based techniques or
from first principles [12–14]. Using the system model, it is possible to estimate the
states of the system and ultimately predict the output from a sensor applying Eq. 1. At
a time instance k, a residual vector (rk) is calculated by taking the difference between
the sensor measurements (yk) and estimated sensor output (ŷk), which is given as:

rk = yk − ŷk. (2)

For the residual, the hypothesis testing is for H0, the normal mode (no attacks), and
H1, the faulty mode (with attacks). The residuals are obtained using this data and the
state estimates. The two hypotheses are stated as follows:
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H0 :

{
E[rk] = 0,
E[rkrTk ] = Σ, or H1 :

{
E[rk] �= 0,
E[rkrTk ] �= Σ.

Threshold-Based Detection: To detect the presence of an attack, the residual vector
is tested against a predefined threshold designed for a particular false alarm rate. A
threshold is created for the residual distribution, and while testing the model against
the actual data from the plant, an attack is declared if the residual values exceed that
threshold:

|rk| > τ, Alarm= TRUE (3)

where τ is the threshold and |rk| is the absolute value of the residual. There have been
studies on optimizing the parameters of different stateful and stateless detectors [13,14].
Next, the three attack detection techniques deployed in this study are outlined.

3.1 Cumulative Sum (CUSUM) Detector

The standard CUSUM [15] procedure is explained using the following equations.

CUSUM: S−
0,i = 0, S+0,i = 0, k̃+i = 0, k̃−

i = 0,
{
S+k,i =max(0,S+k−1,i+ rk,i − T̄i −κi), if S+k−1,i ≤ τ+i ,
S+k,i = 0 and k̃+i = k̃+i +1, if S+k−1,i > τ+i .

(4)

{
S−
k,i =min(0,S−

k−1,i+ rk,i − T̄i+κi), if S−
k−1,i ≥ τ−

i ,

S−
k,i = 0 and k̃−

i = k̃−
i +1, if S−

k−1,i < τ−
i .

(5)

Design parameters: bias κi > 0 and threshold τi > 0.
Output: alarm(s) = k̃+i + k̃−

i .

From Eqs. 4–5, it can be observed that the CUSUM values S+k,i and S−
k,i accumulate the

distance measured rk,i over time to measure how far the values of the residual are from
the target mean (T̄i). The slack variable κ can be adjusted to tune this window for error.
The parameters are chosen suitably to achieve a required false alarm rate A∗

i .

3.2 Bad-Data Detector

The Bad-Data detector is widely used in the CPS security literature [16].

Bad-Data Procedure:

If |rk,i| > αi, k̃i = k, i ∈ I. (6)

Design parameter: threshold αi > 0.

Output: alarm time(s) k̃i.

Using the Bad-Data detector, an alarm is triggered if distance measure, taken as |rk,i|,
exceeds the threshold αi. Analogous to the CUSUM procedure, the parameter αi is
selected to satisfy a required false alarm rate A∗

i .
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3.3 NoisePrint (Machine Learning-based Device Fingerprinting)

NoisePrint is a sensor fingerprinting technique that makes use of a Support Vector
Machine (SVM) [3]. It is based on the principle that when the system is in steady
state [17], the residual vector of its model is a function of sensor and process noise.
Therefore, it is possible to extract these sensor and process noise characteristics of the
given ICS from the residual vectors. Following this, pattern recognition techniques such
as machine learning are applied on the residual vectors to fingerprint the given sensor
and process.

The proposed scheme begins with data collection which is then divided into smaller
chunks to extract a set of time domain and frequency domain features. Features are
combined and labeled with a sensor ID. A machine learning algorithm is used for clas-
sifying sensors based on their noise profiles. For more details, an interested reader is
referred to [3,18].

4 Threat Model

Since the attacks taken into consideration for this work are on sensors, a few assump-
tions have been made about the attacker. These are given as follows:

1. The attacker has access to yk,i =Cixk+ηk,i (i.e., the i-th sensor measurements at the
kth time instance).

2. The attacker has the knowledge about the system dynamics, the state-space matrices,
the control inputs and outputs, and the implemented detection measure.

Tables 2 and 3 show the attacks carried out on SWaT and WADI. Based on their execu-
tion, these can be classified as follows:

– Single-point Attack—these types of attacks target a single point in the system,
manipulating its value and/or disrupting its communication link.

– Multi-point Attack—in these types of attacks, multiple points are targeted simulta-
neously.

– Stealthy Attack—these are the attacks wherein the data value of a sensor is altered
very slightly, which makes it difficult to detect the abnormality.

The single- and multi-point attacks, in turn, can be single-stage or multi-stage. In
single-stage attacks, the attack points are limited to one particular stage of the plant,
whereas in multi-point attacks, the target points can be spread across several stages. In
real scenarios, these are dependent on the attacker’s competence, extent of access and
intentions.

The attacks mentioned in Tables 2 and 3 simulate data injection attacks of two kinds:

– Bias Injection Attack: The attacker’s goal in this type of attack is to deceive the
control system by sending incorrect sensor readings. The attack vector in such a
scenario can be defined as:

ȳk = yk+δk, (7)

where ȳk is the general sensor measurement at a time instance k, yk is the actual
sensor reading and δk is the biased value injected by the attacker.
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For e.g., Atk-2-s in Table 2 is a simple attack wherein a bias is added to the LIT-101
reading such that the value read by the PLC is changed from the original, which is
659mm, to a spoofed value of 850mm. Similarly, in Atk-2-w in Table 3, the 2-FIT-
001 value is changed from its original 0 m3/h to a 1.5 m3/h, and the control actions
taken by the PLC are based on this fake value.

– Stealthy Attack: In this case, the attack vector δk for Eq. (7) is chosen in a way
that it stays inconspicuous while using statistical detectors. This happens because in
these types of attacks, the residual vector may not noticeably change or exceed the
thresholds, which is necessary for statistical detectors to confirm an attack.
A example of a stealthy attack is Atk-1-s from Table 2. In this attack, the reading
of LIT-101 is originally 659mm, and during the course of the attack, a small bias is
repeatedly injected such that this value gradually increases by 1mm every second.

Such attacks are operational technology (OT) attacks that aim to compromise the
normal performance of the plant by manipulating sensor and/or actuator states. The
SCADA system coupled with the SWaT and WADI testbeds provides an option of man-
ually altering the sensor/actuator values that are being sent to the PLCs, and this func-

Table 2. List of attacks (SWaT): column 1 states the attack ID, and column 2 provides the details,
wherein the ‘/’ separates the system state before and during the attack.

Attack ID Description (Initial state/Attack state)

Stage 1

Atk-1-s LIT101 = 659mm/change level +1mm/s

Atk-2-s LIT101 = 659mm/LIT101 = 850mm

Atk-3-s LIT101 = 659mm/LIT101 = 210mm

Atk-4-s LIT101 = 679mm/LIT101 = 700mm

Atk-5-s LIT101 = 1029mm/LIT101 = 700mm

Atk-6-s LIT101 = 789mm/LIT101 = 789mm

Atk-7-s LIT101 = 784mm/LIT101 = 600mm

Stage 3

Atk-8-s L < LIT301 < H/LIT301 = HH+

Atk-9-s L < LIT301 < H/change level −1mm/s

Atk-10-s L < LIT301 < H/change level −0.5mm/s

Atk-11-s FIT301 = 0 m3/h/FIT301 = 2m3/h

Atk-12-s L < LIT301 < H/water leakage attack

Stage 4

Atk-13-s FIT401 = 0.48m3/h/FIT401 = 0m3/h

Atk-14-s LIT401 < 1000mm, P401 = ON/LIT401 = 1000mm and P401 = ON

Atk-15-s L < LIT401 < H, P301 = ON/LIT401 = 600mm and P301 = ON

Atk-16-s L < LIT401 < H/LIT401 < L

Atk-17-s LIT401 = 1005mm/LIT401 = 1005mm
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Table 3. List of attacks (WADI): column 1 states the attack ID, and column 2 provides the details,
wherein the ‘/’ separates the system state before and during the attack.

Attack ID Description (Initial state/Attack state)

Atk-1-w 1-FIT-001 = 1.71m3/h/1-FIT-001 = 1.5m3/h

Atk-2-w 2-FIT-001 = 0m3/h/2-FIT-001 = 1.5m3/h

Atk-3-w 2-FIT-003 = 0m3/h/2-FIT-003 = 1m3/h

Atk-4-w 1-LT-001 = 55%/1-LT-001 = 80%

Atk-5-w 1-LT-001 = 40.21%/1-LT-001 = 40.21%

Atk-6-w 2-LT-002 = 46%/2-LT-002 = 65%

Atk-7-w 2-LT-002 = 71.2%/2-LT-002 = 71.2%

tion has been used to simulate some of the simple bias injection attacks. For the more
complicated attacks, customised Python programs have been developed that gradually
change the attack vector to simulate a stealthy attack. Custom-coded modules developed
at iTrust Labs [19] have been used that are able to communicate with the LabVIEW-
based1 SCADA interface in order to launch the stealthy attacks.

5 Performance Evaluation

5.1 Performance Metrics

The precision and sensitivity of the attack detection method are part of the criteria
to analyse its effectiveness. The following metrics have been used to assess the three
procedures:

– True Positive Rate (TPR) and False Negative Rate (FNR)—The TPR refers to the
number of times the method correctly raises alarms (predicts an attack) over the
duration of the attack. The FNR is an alternate way of expressing the same metric:

FNR= 100 %−TPR

– False Positive Rate (FPR) or False Alarm Rate (FAR)—this refers to the number of
times the method incorrectly raises alarms in the absence of any attack.

– Time Taken for Detection (TTD)—this refers to the time taken by the procedure to
raise an alarm in the event of an attack.

The TPR of the technique is a direct indication of its attack detection accuracy and must
be as high as possible. The FPR represents the tendency of the procedure to raise false
alarms, which is extremely inconvenient in practical scenarios, and should be satisfac-
torily small. A high TPR is not very beneficial if the mechanism takes too long to detect
the attack. This is because in a realistic sense, the CPS performs critical, large-scale

1 Laboratory Virtual Instrument Engineering Workbench (LabVIEW) is a system-design soft-
ware developed by National Instruments. For attack tool see: https://gitlab.com/gyani/NiSploit.

https://gitlab.com/gyani/NiSploit
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processes that influence the surrounding economy in multiple ways. A significant delay
in the detection of an attack can be detrimental not only to the system itself, but also to
its end-users. Therefore, the detection mechanism must have reasonable TTD.

In practical applications, there often exists a trade-off between a high TPR and a
low FPR. A detection method may have a high FPR while managing to achieve a good
TPR. Likewise, it is also possible to design for a low FPR but at the cost of missing
some attacks, resulting in a low TPR. Hence, the two rates must always be balanced
such that a satisfactory TPR is attained while having a feasible FPR.

5.2 Normal Operation

As emphasized earlier, attack detection mechanisms must be designed in a way such
that they do not raise too many false alarms. Hence, the detection techniques were
implemented on both the plants, and their performances were observed when the plants
were under normal operation.

For both the plants, the thresholds for the CUSUM and Bad-Data detectors have
been designed to allow an FPR of 5% (or less). This is done to account for the temporary
aberrations caused by technical glitches or external disturbances, which often occur in
practical industrial plants. Each detector has thresholds and design parameters dedicated
to each sensor, which are presented in Tables 4 and 5. It can be seen in these tables
that, for both plants, these two attack detection methods generate false alarms within a
reasonable window around the designed limit.

Figure 1 shows the residual from the system identification-based model for the level
sensor (2-LT-002) in WADI. It can be seen that it mostly remains below its Bad-Data
threshold during normal operation, shown in Fig. 1a. Likewise, the CUSUM values also
stay within the thresholds for 2-LT-002 under normal operation, as seen in Fig. 1b. This
implies that the design of the Bad-Data and CUSUM thresholds is in accordance with
the requirement and it is feasible to implement these detectors on the plants under nor-
mal operating conditions.

When tested on SWaT, NoisePrint performed very well, with low or zero FPRs for
almost all of the sensors. However, in the case of WADI, the FPRs for most of the
sensors were above the desired 5%. The sensors in WADI are known to be sensitive to
disturbances from the environment, thus resulting in some faults in their measurements,
and this could be the reason NoisePrint fails to perform well.

From these figures and tables, it can be concluded that the detection methods per-
form satisfactorily well on both the testbeds under normal operating conditions. The
x-axis for all the figures is the time in seconds for which sensor data is plotted. How-
ever, it is to be noted that these figures are for demonstration purposes only and do not
show the complete dataset. For the normal operation of the water plants, the dataset
is collected for more than a week and the attack data ranges from 5–30min for each
attack [20]. The FPR is only shown for the normal data evaluations. As for the case
of the attack evaluation table in the following section, the data used was recorded only
when the sensors were under attack, and hence shows FNR only. The rate (TPR) is
calculated using the number of alarms raised for the whole duration of the attack.
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Table 4. False positives under normal operation in SWaT.

Sensor FIT101 LIT101 FIT301 LIT301 FIT401 LIT401

CUSUM detector

Threshold 0.0149 3.1168 0.2209 0.5529 0.0156 0.5674

κ 0.0074 0.3117 0.0276 0.1382 0.0028 0.1135

FAR 5.54% 5.19% 5.34% 4.65% 4.02% 4.03%

Bad Data detector

Threshold 0.0205 1.4100 0.1184 0.4887 0.0108 0.4178

FAR 4.29% 5.32% 4.84% 4.56% 5.41% 5.42%

NoisePrint

FAR 0% 1.29% 8.3% 2.44% 0% 0%

Table 5. False positives under normal operation in WADI.

Sensor 1-LT-001 2-LT-002 2-PIT-001 2-PIT-002 1-FIT-001 2-FIT-001 2-FIT-002 2-FIT-003

CUSUM detector

Threshold 1.109 0.6534 8.6809 0.2107 0.2964 0.0995 0.311 1.2972

κ 0.3466 0.2042 0.8681 0.3511 0.0823 0.0829 0.0389 0.1081

FAR 4.61% 3.76% 5.01% 3.47% 4.29% 4.13% 4.93% 5.01%

Bad Data detector

Threshold 1.122 0.7674 3.5104 0.7239 0.2063 0.3018 0.1548 0.487

FAR 4.40% 4.19% 4.08% 3.89% 4.64% 3.49% 4.56% 4.80%

NoisePrint

FAR 13.04% 6.95% 21.74% 6.95% 6.08% 11.30% 4.34% 11.30%

5.3 Attack Detection

The three detection techniques were tested under different attack scenarios on both the
plants. Tables 2 and 3 show the attacks carried out on SWaT and WADI, respectively.
The residuals for the sensors from the system identification-based models were obtained
and the detection techniques were applied while the plants were under attack. The per-
formance metrics were computed for the different attacks on each of the testbeds and
can be seen in Tables 6 and 7.

In the case of SWaT, it can be seen in Table 6 that the CUSUM and Bad-Data
detectors perform well under a variety of bias injection attacks, like Atk-11-s, Atk-
4-s and Atk-5-s. However, they fail to detect the stealthy attacks Atk-17-s and Atk-6-s.
Whereas, NoisePrint is able to successfully detect the presence of all attacks, including
the stealthy attacks, and demonstrates a comparable TPR for other cases. The attacks
that report poor TPR while using CUSUM and Bad-Data thresholds can be detected
better using NoisePrint. However, the superior performance of NoisePrint comes at the
cost of speed of detection. The time taken by the CUSUM and Bad-Data detectors to
confirm the occurrence of the attack is considerably less than that of NoisePrint, imply-
ing that they have a better TTD compared to NoisePrint.
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(a) Bad-Data detection (b) CUSUM detection

Fig. 1. Statistical attack detection methods applied on the residual for level sensor (2-LT-002)
estimates from WADI under normal operation. X-axis shows number of sensor reading sampled
at 1 s intervals.

Figure 2 shows the residual when the level sensor (LIT-101) in SWaT is under a
stealthy attack. In this attack, an attacker chooses to spoof the sensor measurement at
the same value as the last known normal reading, thus deceiving the controller, while
the real process state continues to progress differently. As seen in Figure 2a, the resid-
ual stays below the threshold during the stealthy attack. Similarly, in Figure 2b, it can
be seen that the CUSUM values also always stay below the CUSUM thresholds. This
shows that the stealthy attack could not be detected by either of the two detectors. How-
ever, as mentioned in Table 6 NoisePrint is able to detect this attack.

In the case of WADI, when the CUSUM detector is implemented on the residuals
obtained from the system models, unsatisfactory TPRs are reported for all the attacks,
as shown in Table 7. The Bad-Data detector performs reasonably well for attacks Atk-
2-w and Atk-7-w, while NoisePrint shows a 100% TPR for attacks Atk-2-w, Atk-3-w
and Atk-7-w. Both methods report poor TPRs for the other attacks. Similar to the case
of SWaT, the TTD of NoisePrint is much higher than that of the Bad-Data detector.

These results show that while the statistical detectors, Bad-Data and CUSUM, are
successfully able to confirm basic attacks such as bias injections, they fail to detect the
more complicated stealthy attacks. This is expected because stealthy attacks are devised
such that they do not tend to cause substantial changes to the residuals obtained from
models, thereby ensuring the thresholds that determine the presence of an attack are
not crossed. On the other hand, NoisePrint is able to identify such attacks, since the
attacker may not be able to replicate the process and sensor noise, which form the basis
of detection in NoisePrint. However, despite achieving better accuracy, NoisePrint falls
behind in terms of detection speed.

Given the nature and performance of the detection mechanisms, the practical appli-
cability of the methods can be challenged. The testbeds used in this work are small-scale
and hence, obtaining complete system models for them was a feasible task. This might
not be the case for actual industrial CPSs. A possible solution to this would be divid-
ing the larger plants into several sub-stages (based on the processes taking place) and
having multiple models corresponding for each sub-system.
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Table 6. Attack detection performance on SWaT testbed.

Attack NoisePrint CUSUM Bad Data

TPR FNR TTD (s) TPR FNR TTD (s) TPR FNR TTD (s)

Single point attacks

Atk-8-s 85.72% 14.28% 121.22 17.46% 82.54% 2 16.75% 83.25% 2

Atk-9-s 14.50% 85.50% 179 88.15% 11.85% 2 93.18% 6.82% 2

Atk-10-s 80.64% 19.35% 130.09 56.30% 43.70% 5 58.48% 41.52% 3

Atk-11-s 87.50% 12.50% 89.59 100% 0% 1 100% 0% 1

Atk-12-s 63.63% 36.37% 117.83 95.42% 4.58% 6 96.64% 3.36% 6

Atk-1-s 88.88% 11.12% 32.48 91.16% 8.83% 2 91.34% 8.66% 1

Atk-2-s 67.56% 32.44% 46.90 85.08% 14.92% 1 78.02% 21.98% 1

Atk-3-s 90.91% 9.09% 35.25 98.92% 1.08% 1 99.08% 0.92% 1

Atk-7-s 88.24% 11.76% 57.35 77.58% 22.42% 1 60.62% 39.38% 1

Atk-13-s 55% 45% 44.43 32.82% 67.18% 2 13.94% 86.06% 2

Atk-16-s 86.21% 13.79% 56.26 6.21% 93.79% 1 6.32% 93.68% 1

Multi-point attacks

Atk-14-s 81.82% 18.18% 125.59 16.32% 83.68% 1 6.76% 93.24% 1

Atk-15-s 77.78% 22.22% 105.3 54.68% 45.32% 2 99.64% 0.36% 2

Atk-4-s 94.73% 5.26% 35.59 99.66% 0.34% 1 100% 0% 1

Atk-5-s 90.47% 9.53% 44.50 99.68% 0.32% 1 100% 0% 1

Stealthy attacks

Atk-17-s 80% 20% 67.03 0% 100% ND 0% 100% ND

Atk-6-s 75% 25% 174.84 0% 100% ND 0% 100% ND

Table 7. Attack detection performance on WADI (System identification model).

Attack NoisePrint CUSUM Bad Data

TPR FNR TTD (s) TPR FNR TTD (s) TPR FNR TTD (s)

Single point attacks

Atk-1-w 25% 75% 100 7.89 % 92.11 % 1 21.74 % 78.26 % 1

Atk-2-w 100% 0% 50 51.28 % 48.72 % 2 91.11 % 8.89 % 2

Atk-3-w 100% 0% 50 22.22 % 77.78 % 1 13.16 % 86.84 % 1

Atk-4-w 20.51% 79.49% 150 1.81 % 98.19 % 1 3.59 % 96.41 % 1

Atk-6-w 56.25% 43.75% 100 17.67 % 82.33 % 1 32.49 % 67.51 % 1

Stealthy attacks

Atk-5-w 19.44% 80.56% 200 1.40 % 98.60 % 2 2.51 % 97.49 % 1

Atk-7-w 100% 0% 50 45.79 % 54.21 % 3 94.02 % 5.98 % 1

In the case of NoisePrint, its longer detection time might render it less efficient
when applied to some industrial CPSs, such as power grids, which require immediate
response during attacks or anomalies. However, its accuracy is an important advantage
when it comes to large systems with several sensors, and the method is still be applicable
to CPSs wherein the attacks could take a longer time to cause any physical harm.
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Fig. 2. Statistical attack detection methods (Bad-Data and CUSUM) applied on the residual for
level sensor (LIT-101) estimates from SWaT under stealthy attack

6 Conclusions

From the model validation results, it is understood that the models generated using
well-established system identification algorithms perform reasonably well. An impor-
tant insight is that obtaining a normal reference system model for the plants and sensors
sensitive to environmental disturbances (e.g., for the WADI testbed in this study) is a
non-trivial task. It is deduced that bias injection attacks on sensors that are quite similar
to faults can be easily detected using statistical techniques like Bad-Data and CUSUM
detectors. However, it is observed that advanced stealthy attacks require more sophis-
ticated detection techniques, like NoisePrint. From the various tests carried out on the
plants, it is concluded that while detection methods must be able to demonstrate accu-
racy, their attack detection speed is also a crucial metric for critical CPSs.
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Abstract. A single information security vulnerability exploitation
within Norwegian critical infrastructure can have a significant impact
on Norwegian society, even causing cascading effects on other countries.
Therefore, it is essential to conduct a quantitative vulnerability assess-
ment to secure the weakest link. However, quantifying vulnerabilities to
the entire Norwegian critical infrastructure has not been properly con-
ducted in the literature. Defining the sectors responsible for or involved
in providing vital functions in Norwegian society as the scope, we propose
a methodology of six processes to conduct a quantitative vulnerability
assessment by integrating the information from three sources: (1) the
regional Internet registry, (2) the banner crawlers, and (3) the vulnera-
bility database. We present and visualize the results of the vulnerability
assessment from four different aspects: (1) vulnerability, (2) window of
exposure, (3) impact, and (4) exploitability. Based on the results, we can
easily identify power supply and transport as the weakest link. Compared
to the entire country, the vital societal functions are better secured. Such
assessment should be conducted continuously and automatically by spec-
ified public authorities to identify, classify, quantify, and prioritize the
time-varying vulnerabilities.

Keywords: Critical infrastructure · Quantitative information security
vulnerability assessment · Norway

1 Introduction

Information security vulnerabilities are continuously growing, from 6,447 vulner-
abilities in 2016 to 17,308 vulnerabilities in 2019, according to the statistics from
the National Vulnerability Database (NVD) [11]. A single vulnerability exploita-
tion within Norwegian critical infrastructure, which is essential for the mainte-
nance of vital societal functions [1], can lead to cascading impacts across sectors
in Norway or even across national borders [15]. However, the sectors responsible
for or involved in providing vital functions (e.g., power supply, transport, etc.)
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in Norwegian society have different capacities for identifying time-varying vul-
nerabilities. To secure the weakest link, it is essential to conduct a quantitative
vulnerability assessment for Norwegian critical infrastructure.

After identifying the research gap in Sect. 2, we demonstrate the different
definitions of critical infrastructure and define the scope for quantitative vul-
nerability assessment in Sect. 3. Afterwards, we describe the methodology of six
processes for conducting a quantitative vulnerability assessment in Sect. 4, and
present and visualize the results from four different aspects in Sect. 5. Finally,
we address the research limitations in Sect. 6, and conclude and identify the
future work in Sect. 7.

2 Related Work

Quantifying vulnerabilities to the entire Norwegian critical infrastructure has not
been properly conducted in the literature. Defining vulnerability as “a measure
of system susceptibility to threat scenarios”, Ezell [3] quantified vulnerability
by measuring deterrence, detection, delay, and response. However, the proposed
model was only applied to a medium-sized clean water system. Describing vulner-
ability as “a susceptibility to threats and hazards that substantially will reduce
the ability of the system to maintain its intended function”, Holmgren [5] pro-
posed a framework for quantitative vulnerability assessment based on the studies
from Swedish Defence Research Agency. Nevertheless, the suggested framework
was only applied to electric power delivery.

Genge and Enăchescu [4] proposed a Shodan-based vulnerability assessment
tool, which verifies the feasibility of integrating Shodan, Common Vulnerabili-
ties and Exposures (CVE), and Common Vulnerability Scoring System (CVSS)
for vulnerability assessment. However, the proposed tool was only applied to 12
Class C networks assigned to universities, telecommunications operators, railway
systems, a bank, and a power company. To fill up the identified research gap,
we follow the definition from National Institute of Standards and Technology
(NIST), which specifies vulnerability as “weakness in an information system,
system security procedures, internal controls, or implementation that could be
exploited or triggered by a threat source” [10], and conduct a quantitative vul-
nerability assessment for Norwegian critical infrastructure.

3 Definitions and Sectors of Critical Infrastructure

The definition of critical infrastructure varies [15]. European Union defines criti-
cal infrastructure as “an asset, system or part thereof located in Member States
which is essential for the maintenance of vital societal functions, health, safety,
security, economic or social well-being of people, and the disruption or destruc-
tion of which would have a significant impact in a Member State as a result of the
failure to maintain those functions” [1]. The selection of critical infrastructure
sectors varies between countries as well. The most commonly selected critical
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infrastructure sectors include: energy, information and communications technol-
ogy, transportation, health, water, finance and banking, government, food supply
and distribution, chemical industry, public safety, law enforcement, nuclear sec-
tor, dams and flood defense, critical manufacturing, defense industry, and space
sector [15].

Norway defines critical infrastructure as “the facilities and systems which
are necessary to maintain or recover vital societal functions”. Additionally, Nor-
way describes vital societal functions as “the functions which are necessary to
meet the societal basic needs and the population’s sense of security” [2] or “the
functions that society could not cope without for seven days or less without
this threatening the safety and/or security of the population” [14]. Compared
with other countries, Norway does not regard the space sector and the defense
industry as critical infrastructure sectors [15]. Following these definitions, we
determine these sectors as the scope to conduct a quantitative vulnerability
assessment for Norwegian critical infrastructure.

4 Methodology

We follow six processes for conducting a quantitative vulnerability assessment
for Norwegian critical infrastructure, which are explained as follows:

4.1 Summarize the Sectors Responsible for Vital Societal Functions

Norwegian Directorate for Civil Protection (DSB) has defined 14 vital societal
functions and listed 126 sectors responsible for or involved in providing vital
functions in Norwegian society [14]. We utilize these vital societal functions for
further analysis and comparison in Subsect. 4.6 and employ the listed sectors
as search keywords to retrieve sector-relevant IP addresses from the regional
Internet registry in Subsect. 4.2.

4.2 Retrieve Sector-Relevant IP Addresses from Réseaux IP
Européens (RIPE)

Réseaux IP Européens Network Coordination Centre (RIPE NCC) is the regional
Internet registry which serves Europe, the Middle East, and parts of Central
Asia. The RIPE NCC website [16] provides full-text search which enables us to
use the sector names in Subsect. 4.1 as search terms to search over the RIPE
database object data. For IP address retrieval, we search over only the full text
of the “inetnum” database object, which specifies one or more IPv4 addresses.

Among the 126 sectors listed by DSB, there are 18 general terms, such as
infrastructure owners, system owners, providers, and private businesses, which
cannot be utilized as search terms. For sectors like regional health authorities,
we extend the search terms to “Helse Sør-Øst RHF”, “Helse Vest RHF”, “Helse
Midt-Norge RHF”, and “Helse Nord RHF” based on publicly available informa-
tion [8]. Another example is about the power and grid companies. We broaden
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the search scope with 143 search terms according to the lists of the largest Nor-
wegian power and grid companies [12].

In case of no results found, we look up the domain name holder’s information
in the Norwegian domain registration directory service [13] and use the holder’s
information as the search term to search over the full text of the RIPE “inetnum”
database object. If no results found again, we utilize the website’s IP address if
available. As a result, we retrieve 1,202,124 IP addresses from RIPE, which are
utilized in Subsect. 4.4 for mapping with the vulnerable IP addresses.

For a comprehensive mapping, we generate tabular data with six fields:
IP address, “netname”, “descr”, “org-name”, sector name, and vital societal
function. The “netname” attribute, which is the combination of letters, digits,
and the underscore or hyphen character, represents the name of a range of IP
addresses. The attribute “descr” and “org-name” specify the description and the
name of the organization respectively. The name of the organization can be found
in the “org-name” attribute if in American Standard Code for Information Inter-
change (ASCII) character encoding. If non-ASCII, the name of the organization
can be stored in the “descr” attribute. Therefore, in addition to IP address, we
can utilize the combination of “netname”, “descr”, and “org-name” attributes
for extensive mapping with the vulnerable IP addresses in Subsect. 4.4.

4.3 Search Vulnerable IP Addresses Through Shodan

In this paper, we employ Shodan to search vulnerable IP addresses in Norway.
Shodan, unlike the traditional web search engines, gathers the content of the
banners instead of merely web pages. The banner, which describes the services on
a device [6], can be utilized for vulnerability assessment. CVE Identifiers (CVE
IDs) represent the publicly known vulnerabilities, and the Shodan crawlers store
CVE IDs as property if the service is regarded as vulnerable. In addition to
searching vulnerable IP addresses, we employ CVE IDs to correlate the severity
of vulnerabilities in Subsect. 4.5.

For vulnerability assessment, we first downloaded all CVE IDs from the
MITRE Corporation [9] on March 26th, 2020. We used these CVE IDs to get the
total number of vulnerable IP addresses in Norway through Shodan from March
26th to 30th, 2020. The result shows Norwegian IP addresses are regarded as
vulnerable to 1,598 CVE IDs. Knowing the publicly known vulnerabilities in
Norway, we utilized these CVE IDs to download the results of vulnerable IP
addresses into JavaScript Object Notation (JSON) files through Shodan from
March 30th to April 2nd, 2020. Each JSON file contains the banners and other
meta-data [6], from which we filtered out two fields: IP address and the organiza-
tion which owns the IP address. As a result, we have 739,933 records with three
fields: CVE ID, IP address, and organization, which show 431 organizations and
32,519 IP addresses in Norway are regarded as vulnerable by Shodan.

Even though Shodan provides the information about the organization which
owns the IP address, we retrieve the “netname”, “descr” and “org-name”
attributes from RIPE for comprehensive mapping with the sector-relevant IP
addresses in Subsect. 4.4. As a result, we generate tabular data with four fields:
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vulnerable IP address, “netname”, “descr”, and “org-name”. The combination
of “netname”, “descr”, and “org-name” attributes enables us to retrieve the
corresponding vital societal function.

4.4 Mapping the IP Addresses and the Attribute Combination
Between RIPE and Shodan

To understand the scope of vulnerable IP addresses owned by the sectors respon-
sible for vital societal functions in Norway, we map the 1,202,124 IP addresses
retrieved from RIPE in Subsect. 4.2 with the 32,519 IP addresses regarded as
vulnerable by Shodan in Subsect. 4.3. There are 496 IP addresses owned by
the sectors responsible for or involved in providing vital functions in Norwegian
society with 632 distinct CVE IDs.

For an extensive mapping, we utilize the combination of “netname”, “descr”,
and “org-name” attributes to retrieve the vital societal functions from the tabu-
lar data in Subsect. 4.2 and the vulnerable IP addresses with corresponding CVE
IDs from the tabular data in Subsect. 4.3. As a result, we generate tabular data
with three fields: vulnerable IP address, vital societal function, and CVE ID.
There are 540 vulnerable IP addresses with 12 different vital societal functions
and 671 distinct CVE IDs.

4.5 Correlate the Vulnerability Published Dates and Scores from
NVD

CVE ID, which represents each publicly known vulnerability, can be utilized to
correlate information provided by NVD. For further analysis and comparison
in Subsect. 4.6, we utilize the 1,598 CVE IDs in Subsect. 4.3 to retrieve the
published date, the CVSS impact subscore, and exploitability subscore from
NVD. Even though the current version of CVSS is 3.1, not all CVE IDs have
CVSS version 3.1 scores. Therefore, for a comprehensive analysis, we correlate
CVSS version 2 scores instead.

To illustrate the window of exposure, we calculate the number of years
between the CVE published date and March 26th, 2020, when we started to
search vulnerable IP addresses through Shodan. To facilitate quantitative vul-
nerability assessment, we utilize the CVSS scores to demonstrate the severity
of vulnerabilities. The CVSS base metric group, which defines the fundamental
characteristics of a vulnerability, contains three impact metrics on the CIA triad:
confidentiality, integrity, and availability. The three impact metrics measure the
degree of loss of confidentiality, integrity, and availability into three levels: none,
partial, and complete, if a vulnerability is exploited successfully. The CVSS base
metric group includes another three metrics about exploitability: access vec-
tor, access complexity, and authentication metrics [7]. For an in-depth analysis
in Subsect. 4.6, we retrieve impact and exploitability subscores instead of the
overall score.
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4.6 Analyze and Compare Between the Vital Societal Functions
and the Whole Country

No records of vulnerable IP address found with two vital societal functions: finan-
cial services and electronic communication networks and services. The infeasibil-
ity of utilizing the general terms among the sectors listed by DSB (e.g., infras-
tructure owners and providers) as search terms for RIPE can lead to no records
of vulnerable IP address found with electronic communication networks and ser-
vices. For comparing between 12 vital societal functions, we analyze from the
following four aspects: vulnerability (the count of CVE IDs), window of exposure
(the number of years since the vulnerability has been published), impact (the
CVSS impact subscore), and exploitability (the CVSS exploitability subscore).
Moreover, we calculate the average count, years, and scores per vulnerable IP
address to compare between 12 vital societal functions and the whole country.
The major reason we choose to sum the CVSS subscores for comparison lies in
the CVSS base equation “BaseScore = round to 1 decimal(((0.6 * Impact) +
(0.4 * Exploitability) − 1.5) * f(Impact)); f(impact) = 0 if Impact = 0, 1.176
otherwise”, which is the foundation of CVSS scoring that calculates a base score
ranging from 0 to 10 [7]. The analysis and comparison can be further enhanced
if the asset criticality is available in the future.

5 Results

The results of the quantitative vulnerability assessment for Norwegian critical
infrastructure are presented as follows:

5.1 Vulnerability

The tabular data in Subsect. 4.4 summarizes 671 distinct CVE IDs in connection
with vital societal functions, 41.99% of distinct CVE IDs in Norway. Table 1
enumerates the distinct count of CVE IDs between the vital societal functions in
descending order. As is presented, power supply, transport, and governance and
crisis management hold higher distinct count of CVE IDs than other vital societal
functions. Figure 1 illustrates the average count of CVE IDs per vulnerable IP
address between the vital societal functions with the whole Norway’s average
count: 22.62 as the outermost line. Note that we sort the vital societal functions
according to DSB’s categorization: (1) governability and sovereignty: governance
and crisis management, defense; (2) security of the population: law and order,
health and care, emergency services, ICT security in the civil sector, nature and
the environment, and (3) societal functionality: security of supply, water and
sanitation, power supply, transport, satellite-based services.

5.2 Window of Exposure

Table 2 provides the total number of years since the vulnerability has been
published between the vital societal functions in descending order, which implies
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Table 1. The distinct count of CVE IDs between the vital societal functions

Vital societal function Distinct count of CVE IDs

Power supply 587

Transport 454

Governance and crisis management 237

Emergency services 218

Nature and the environment 176

Health and care 156

Water and sanitation 154

Security of supply 134

ICT security in the civil sector 88

Satellite-based services 72

Defense 71

Law and order 53

Governance

and crisis

management

Defense

Law and order

Health and care
Emergency

services

ICT security in

the civil sector

Nature and the

environment

Security

of supply

Water and

sanitation
Power supply

Transport

Satellite-based

services

12.6

13.89.2

13.3

10.319.1

13.8

8.2

8.9

19.1

15.7

18.8

Fig. 1. The average count of CVE IDs per vulnerable IP address between the vital
societal functions with the whole country’s average count: 22.62 as the outermost line

the risk of vulnerabilities can be accepted or transferred among the vital societal
functions. As the table suggests, power supply, transport, and nature and the
environment have longer window of exposure than other vital societal functions.
Figure 2 expresses the average number of years since the vulnerability has been
published per vulnerable IP address between the vital societal functions with the
whole Norway’s average number of years: 246.33 as the outermost line, which
suggests the publicly known vulnerabilities are mitigated quicker than general.
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Note that in case of the system starting up after the vulnerability published
date, the window of exposure will be overestimated.

Table 2. The total number of years since the vulnerability has been published between
the vital societal functions

Vital societal function Total number of years

Power supply 26124.8

Transport 16050.3

Nature and the environment 10605.9

Health and care 9795.3

Governance and crisis management 8338.8

Emergency services 7150.6

Water and sanitation 5458.5

Security of supply 4745.3

Satellite-based services 4020.6

ICT security in the civil sector 2254.4

Law and order 753.8

Defense 620.3

Governance

and crisis

management

Defense

Law and order

Health and care
Emergency

services

ICT security in

the civil sector

Nature and the

environment

Security

of supply

Water and

sanitation
Power supply

Transport

Satellite-based

services

66.2

56.4
53.846.656.8

77.7

49.1

48.9

53

85.7

65.8

42.8

Fig. 2. The average number of years since the vulnerability has been published per
vulnerable IP address between the vital societal functions with the whole country’s
average number of years: 246.33 as the outermost line
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5.3 Impact

The total CVSS impact subscore of the vital societal functions is 102,769.6,
3.22% of the total CVSS impact subscore of vulnerable IP addresses in Norway,
which is 3,193,033.8. Table 3 enumerates the sum of CVSS impact subscore
between the vital societal functions in descending order, which indicates the
degree of loss of confidentiality, integrity, and availability if a vulnerability is
exploited successfully. As is observed, power supply, transport, and nature and
the environment have higher impact caused by vulnerability exploitation than
other vital societal functions. Figure 3 illustrates the average of CVSS impact
subscore per vulnerable IP address between the vital societal functions with
the whole Norway’s average score: 196.37 as the outermost line. As the diagram
suggests, the vital societal functions have less impact of vulnerability exploitation
on the CIA triad than the entire country.

5.4 Exploitability

The total CVSS exploitability subscore of the vital societal functions is 198,373.2,
3.07% of the total CVSS exploitability subscore of vulnerable IP addresses in
Norway, which is 6,464,958.2. Table 4 presents the sum of CVSS exploitability
subscore between the vital societal functions in descending order. The CVSS
exploitability subscore measures how the vulnerability is exploited, the com-
plexity of the attack, and the number of times an attacker must authenticate for
vulnerability exploitation [7]. Similar to the CVSS impact subscore, power sup-
ply, transport, and nature and the environment have higher exploitability than
other vital societal functions. Figure 4 depicts the average of CVSS exploitabil-
ity subscore per vulnerable IP address between the vital societal functions with
the whole Norway’s average score: 397.6 as the outermost line. As shown in the
figure, the vital societal functions have less vulnerability exploitability than the
entire country.

6 Discussions

We can easily identify power supply and transport as the weakest link of Nor-
wegian critical infrastructure based on the results of the quantitative vulnera-
bility assessment. Table 1 can also be utilized as a priority ranking of the vital
societal functions for vulnerability remediation. Even though we cannot elim-
inate the possibility that broadening the search scope for the power and grid
companies in Subsect. 4.2 may lead to more vulnerabilities found, the results
demonstrate different capacities for vulnerability management between the vital
societal functions. Therefore, it is essential to secure the weakest link by support-
ing critical infrastructure sectors to identify, classify, quantify, and prioritize the
vulnerabilities.

We can simply understand the vulnerability level of critical infrastructure
compared to the entire country through visualization. The results also imply
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Table 3. The sum of CVSS impact subscore between the vital societal functions

Vital societal function Sum of CVSS impact subscore

Power supply 25734.1

Transport 17537.3

Nature and the environment 13371.4

Health and care 12608.1

Satellite-based services 7396.0

Governance and crisis management 7378.0

Emergency services 6399.7

Water and sanitation 4700.2

Security of supply 4195.7

ICT security in the civil sector 2138.2

Defense 686.0

Law and order 624.9

Fig. 3. The average of CVSS impact subscore per vulnerable IP address between the
vital societal functions with the whole country’s average score: 196.37 as the outermost
line

the possibility of honeypot deployment within ICT security in the civil sec-
tor. Due to the time-varying vulnerabilities and the strong inter-dependencies
between vital societal functions, it is important to conduct such quantitative
vulnerability assessment continuously and automatically. Nevertheless, the pro-
cess to retrieve sector-relevant IP addresses in Subsect. 4.2 can be one of the
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Table 4. The sum of CVSS exploitability subscore between the vital societal functions

Vital societal function Sum of CVSS exploitability subscore

Power supply 51612.5

Transport 33637.5

Nature and the environment 26111.7

Health and care 24495.6

Satellite-based services 15659.4

Governance and crisis management 13874.7

Emergency services 11110.6

Water and sanitation 7711.8

Security of supply 6729.2

ICT security in the civil sector 5009.3

Defense 1331.5

Law and order 1089.4

Fig. 4. The average of CVSS exploitability subscore per vulnerable IP address between
the vital societal functions with the whole country’s average score: 397.6 as the outer-
most line

automation challenges. Currently the full-text search is only provided through
the RIPE NCC website [16], which hinders the process for automation.

As for the scope for quantitative vulnerability assessment, it is difficult to
ensure the completeness and accuracy due to the general terms among the sectors
listed by DSB. The infeasibility of utilizing these general terms as search terms
for RIPE can lead to no records of vulnerable IP address found. Additionally,
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only Internet-facing devices registered in Norway are included for vulnerability
assessment. Air-gapped devices or sector-relevant IP addresses registered outside
of Norway are beyond the scope of this paper.

In addition to the scope for quantitative vulnerability assessment, it is
also challenging to verify the completeness and accuracy of the vulnerable IP
addresses found by Shodan. For instance, the deployment of honeypots can affect
the accuracy of vulnerability assessment. Even though the processes for verifying
the vulnerabilities [17] and identifying the honeypots [18] are still ongoing, it is
better for specified public authorities to gather the content of the banners for
vulnerability assessment to ensure the completeness and accuracy of assessment
scope and results. Moreover, with the comprehensive list of assets and asset crit-
icality, the analysis and comparison results based on the sum of CVSS subscores
can be further enhanced.

7 Conclusions and Future Work

We propose a methodology of six processes for conducting a quantitative infor-
mation security vulnerability assessment for Norwegian critical infrastructure,
which denotes the potential for an automated system for quantitative vulnera-
bility assessment. In the future, with the authorities’ complete list of assets and
asset criticality for Norwegian critical infrastructure, such automated system can
facilitate the vulnerability management by identifying, classifying, quantifying,
and prioritizing the vulnerabilities discovered. With visualized notification and
remediation suggestion correlated with open-source intelligence to each sector,
this automated system can continuously secure the weakest link of vital soci-
etal functions by providing dynamic security awareness for administrators and
enabling proactive responses.

Acknowledgments. This research is conducted as a part of the CybWin project
funded by the Research Council of Norway.

References

1. Council of the European Union: Council Directive 2008/114/EC, December 2008.
http://data.europa.eu/eli/dir/2008/114/oj/eng

2. Departementenes Servicesenter, Informasjonsforvaltning: NOU 2006: 6, April 2006.
https://www.regjeringen.no/no/dokumenter/nou-2006-6/id157408/

3. Ezell, B.C.: Infrastructure vulnerability assessment model (I-VAM). Risk Anal.
Int. J. 27(3), 571–583 (2007)
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Abstract. Power systems are one of the critical infrastructures that
has seen an increase in cyber security threats due to digitalization. The
digitalization also affects the size and complexity of the infrastructure
and therefore makes it more difficult to gain an overview in order to
secure the entire power system from attackers. One method of how to gain
an overview of possible vulnerabilities and security threats is to use threat
modeling. In threat modeling, information regarding the vulnerabilities
and possible attacks of power systems is required to create an accurate
and useful model. There are several different sources for this information.
In this paper we conduct a systematic literature review to find which
information sources that have been used in power system threat modeling
research. Six different information sources were found: expert knowledge,
logs & alerts, previous research, system’s state, vulnerability scoring &
databases, and vulnerability scanners.

Keywords: Threat modeling · Power systems · Cyber security

1 Introduction

Power systems are a crucial part of any country’s infrastructure. Without the
access to electric power, the consequences can be severe, for example, hospitals
being unable to operate. It is essential that the security of power systems is
kept, especially when they are added to the communication infrastructure as
part of digitalization. One method of ensuring the security of the power system
is to gain an overview of its vulnerabilities by creating threat models. Threat
modeling is a method of assessing security of systems and is further described in
Sect. 3. Threat models are suitable for power systems because current security
assessment techniques for enterprise IT environments might not be available
for power systems. Power systems combine Information Technology (IT) with
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Operational Technology (OT) and there is often a combination of legacy and
new techniques as well as equipment.

In this paper we find and discuss different information sources for vulnera-
bility information when creating threat models for power systems. The aim is to
contribute to the field of threat modeling in the power systems domain where
finding reliable information to build a threat model is a crucial part of making
sure that any conclusions drawn from the threat model is valid. It is not always
clear how to find the information required to build a threat model and this article
aims to aid in this process.

The research question is What information sources have previously been used
in research when generating threat models in the power systems domain? The
information sources have been found with a systematic literature review, i.e. a
literature review where the process is carefully described so that the work can
be repeated and avoid potential bias. This approach was chosen because there is
a large amount of information in the research community, while in industry the
created threat models are often not readily available being the potential security
risk.

2 Related Work

The related work most closely related to this paper is “A review of cyber security
risk assessment methods for SCADA systems” [8]. In that paper “SCADA” and
“risk assessment” were used as keywords to find articles between 2004 and 2014.
The authors found 24 articles according to these criteria. The difference between
that study and this one is that they focused on all types of SCADA systems and
on risk assessment. Cyber security risk assessment can be considered a broader
term than threat modeling because the risk can be assessed by other means than
with threat modeling. For example, it can be assessed by mathematical formulas.
Another difference between cyber security risk assessment and threat modeling
is that in risk assessment, the consequences of an attack are also taken into
consideration. Even though the focus of that paper was not information sources,
they presented it as part of their results. The authors found two different possible
information sources, expert opinion and historical data. This is in contrast to
this literature review paper where historical data was not mentioned in any of
the articles and many more information sources were found. In addition, the
different potential information sources were discussed in the article, indicating
that the authors were aware that more than the two found by them exists.

Nazir et al. performed a survey for the techniques used to assess vulner-
abilities of SCADA system [32]. Their survey was not a systematic literature
review, but rather a collection of the most commonly used techniques including
threat modeling. Some of the techniques that they discuss can be considered as
information sources, for example using monitoring and test beds. They also dis-
cuss tools that can be used for gathering information. These tools are scanning
tools, penetration testing, machine learning, Intrusion Detection System (IDS),
Intrusion Prevention System (IPS), honey pots, Security information and event
management (SIEM), ethical hacking and forensic science.
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3 Threat Modeling

Threat modeling has many different definitions [45], but it is typically defined as
a technique where the different security threats for a system are modelled. Often
they are modelled in order to run simulations. This allows you to find potential
future attacks. In this way one can make sure that the system is secure by using
a model of the system instead of the actual system.

There are multiple ways of how to represent a threat model. For example,
attack trees that were made popular by Schneier [37] shows a successful attack
as the goal node of a tree with different attack steps leading up to that goal
node. According to his paper, the attack goals, attacks against those goals and
the values of the nodes, that is, the difficulty of the attacks, are required to build
the attack tree. This type of information to build attack trees or any other type
of threat model can be found by using several different information sources. For
example, one can derive the information from vulnerability databases, industry
experts or base it on previous attacks. It is important that this information
source is reliable so that the resulting threat model can be trusted. The threat
model may be used to make decisions of where to assign the most resources to
protect the system depending on the result and any mistakes could be costly.

4 Method

The scope of this systematic literature review is defined by the search query that
was used and the databases that were searched. The keywords were chosen based
on the best of our knowledge on what would be the most inclusive but also include
relevant articles. The following search query with keywords was used: (“attack
graph” OR “attack tree” OR “threat model*”) AND (“power system”
OR “energy system” OR “power grid” OR “smart grid”). The asterisk
symbol means that the query will search for multiple variations of threat model,
including “threat models” and “threat modeling”.

The databases IEEE, Springer link, Web of Science, Science Direct and Sco-
pus were used in this systematic literature review. In total 260 articles were
found, and the specific search queries with results are shown below. The search
was performed on the January 24th 2020.

IEEE 76 results after a search by Metadata. The metadata consists of
abstract, title and indexing terms. Indexing terms are keywords that have been
defined by the author.

Springer Link 415 results that were manually narrowed down to 17 results.
This was because the title, abstract and keywords had to be filtered manually
since Springer Link does not support that search request.

Web of Science 45 results after searching based on Topic, which includes
title, abstract, author keywords, and Keywords Plus. Keywords plus are key-
words generated automatically by an algorithm. The algorithm creates keywords
based on the titles of the articles references.

Science Direct 9 results found based on Title, abstract or author-specified
keywords.
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Scopus 113 results based on their “TITLE-ABS-KEY” search.

After duplicates were removed from the final 260 articles, 146 of them remained.
These articles were narrowed down to 44 articles according to the following
inclusion criteria:

– The article must focus on cyber security.
– The article must include a threat model or the method of how one was con-

structed.
– The threat model must be in the power systems domain.
– The article must mention at least one information source that was used to

create the threat model.
– The article must be written in English.

When the final 44 articles had been found, they were divided into categories of
information source.

5 Information Sources

In Table 1 the information sources that were found in each article of the system-
atic literature review is summarized. This section describes and discusses the
different information sources as found by this systematic literature review.

5.1 Expert Knowledge

From the results, 11 threat models were generated by using expert knowledge.
Expert knowledge means that the developers have gained information from
experts regarding, for example, what they believe to be the most likely attack
scenarios. These experts are not necessarily experts in security but they are
rather experts in the power systems domain. There is one exception and that
is one article that used hacking knowledge [15]. The information was found by
reading about attackers describing their goals.

Most often there is little information regarding the experts, how many they
are and their credentials [25,36]. This makes it difficult to validate their results.
Even if the experts are well known in terms of their credentials it can be difficult
to know how much to stress each expert’s opinion. In an article outside the
scope of this review [22] the authors analyzed how to evaluate the correctness in
expert knowledge judgement and how this could be used to weight in how much
one considered a specific expert’s opinion. This opens up the possibility of using
expert knowledge, while prioritizing knowledge put forward by reliable experts.

There are some articles that discuss the method itself and these methods are
the Delphi method [6,7], brainstorming [40] or allowing the experts to model
themselves [18]. The Delphi method is a process of anonymous scoring followed
by open discussions and results iteratively. The authors that used the brain-
storming method saw a possible weak spot because of its dependency on who
is participating from the stakeholders [40]. However, they claim that this was
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partly helped by the attending security experts. In the paper where the experts
were allowed to model themselves they had some issues because the expert’s
modeling was not always in line with what could be translated easily to the
threat modeling framework that they used [18].

One of the limitations of using industry experts is that they are often experts
within one specific domain. This might make it difficult to model larger systems.
This limitation was mentioned by [41]. In addition, they mentioned two other
limitations. These are that the results are only valid during that instance and
are constrained by the experts knowledge level. The authors expert knowledge
reference group consisted of utility sector experts of Operational Technology
(OT) systems. The experts were used to model the data flows. However, other
information sources were used to create their attack graph because attack data
was included in the framework that they used. In the threat modeling technique
by Chen et al., a suggestion to this problem is presented where multiple smaller
threat models are combined into one larger [5]. Each of the smaller threat models
would be created by an industry expert in that domain.

Some articles use expert knowledge in combination with other information
sources [15,17,41]. It can be easy to include expert knowledge because it may
only be a question of asking an expert of their opinion. As seen in the articles
of this systematic literature review, there are many different methods of how to
include expert knowledge. This supports the fact that expert knowledge is easy
to modify and adapt to your needs. However, one can question how to validate
the results.

5.2 Logs and Alerts

A few articles use logged information as an information source. There are many
different services that collect information about a system as logs and the resulting
articles includes three of these different kinds of logs. One paper used information
from archived IDS/IPS logs and alerts [15]. Another paper used event logs that
they created themselves by running simulated attacks [14]. This might require a
lot of time and skill to set up. An alternative could be to use historical data logs
if that is available as Zhang et al. did [50]. Logs can be a very good source of
information because there is often a very large amount of data that is collected.
At the same time, it can be time consuming and require knowledge to go through
all of the information.

5.3 Previous Research

The majority of articles found in this systematic literature review use previous
research to find the different possible vulnerabilities or attacks on the systems
that they model [4,13,16,19,23,26,28–30,34,46,52,53]. Previous research is also
used in combination with other information sources [9–11,20,31,41]. This previ-
ous research can consist of research articles or published reports. In most cases it
is not exactly specified where the authors have used previous research and where
they have made assumptions. This makes it difficult to validate their results.
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Table 1. Information sources for power system’s threat models

Article
Expert

Knowledge

Logs &

Alerts

Previous

Research

System’s

State

Vulnerability

Scoring

& Databases

Vulnerability

Scanner

[6] ○

[7] ○

[40] ○

[18] ○

[41] ○ ○ ○

[5] ○

[25] ○

[36] ○

[15] ○ ○ ○

[17] ○ ○ ○

[50] ○

[14] ○

[52] ○

[46] ○

[30] ○

[26] ○

[29] ○

[23] ○

[19] ○

[16] ○

[53] ○

[4] ○

[28] ○

[13] ○

[34] ○

[20] ○ ○

[31] ○ ○

[10] ○ ○

[9] ○ ○

[11] ○ ○

[39] ○

[38] ○

[27] ○

[51] ○

[47] ○

[43] ○

[42] ○

[48] ○

[35] ○ ○

[49] ○

[2] ○ ○

[1] ○

[44] ○

[12] ○

Previous research is however a valid information source where it is referenced
properly because the source has often been peer-reviewed before publication.



A Systematic Literature Review of Information Sources 53

5.4 System’s State

Five of the articles used the state of the system that they want to model to
evaluate the vulnerabilities or potential attacks. The state of the system can
be to for example analyze the security implementations [15,27,38,39], make a
forensics analysis [38,39] or look at configuration files [20].

There was a large variation of the type of information used from the system
and how they used it found in this review. When using a system’s state as
an information source, no other resource or information is required except the
system itself. This makes the information source easy to use. However, it might
take time to collect the appropriate information and experts to be able to analyze
the results accurately.

5.5 Vulnerability Scoring and Databases

17 articles of this systematic literature review was found to use vulnerability
scoring or databases as an information source. Some of the articles use a com-
bination of the scoring systems with the databases and some only use one of
them. The most common scoring system as found in this review is the Common
Vulnerability Scoring System (CVSS)1 [42,43,47,48,51]. The CVSS is a scoring
system that was developed by and maintained by Forum of Incident Response
and Security Teams (FIRST). The authors in [21], outside the scope of this
review, found that using CVSS alone does not perform well as an information
source for threat modeling. While the authors in [24] found that in general CVSS
can be trusted. In addition, their results also showed that if one considers all
of the systems vulnerabilities and not only those with the highest CVSS score,
the results were much more reliable. Some papers found in this review use a
combination of calculating their own CVSS scores with vulnerability databases
or other information sources [9–11]. Another example of a scoring system is the
Common Weakness Enumeration (CWE) is a category system that also calcu-
lates a score for the weaknesses or vulnerabilities2 [35]. The CWE includes all
software weaknesses and not only vulnerabilities.

There are multiple different vulnerabilities databases that aim to catego-
rize and explain vulnerabilities for different systems and these can be used as
information sources when modeling. The ones found in this review are the U.S.
National Vulnerability Database (NVD)3 [2,12,17,41,49], MITRE4 [31,44], sev-
eral CERTs databases5,6,7 [1,12,44] as well as the Chinese databases Chinese
National Vulnerability Database (CNNVD)8 [41].

1 https://www.first.org/cvss/ [accessed 28 April 2020].
2 https://cwe.mitre.org/ [accessed 28 April 2020].
3 https://nvd.nist.gov/ [accessed 28 April 2020].
4 https://cve.mitre.org/cve/search cve list.html [accessed 28 April 2020].
5 https://www.kb.cert.org/vuls/search/ [accessed 28 April 2020].
6 https://www.cert.org.cn/ [accessed 28 April 2020].
7 https://www.us-cert.gov/ics/monitors [accessed 28 April 2020].
8 http://www.cnnvd.org.cn/ [accessed 28 April 2020].

https://www.first.org/cvss/
https://cwe.mitre.org/
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The positive aspect of using this information as a source is that a lot of
information is readily available. This information source can also adapt easily to
changes. If one is constructing a threat model with this source, it is possible to
quickly update the vulnerability information if the scoring or database change.
One downside of using the vulnerability scoring and databases is that this infor-
mation has the possibility of bias. This is because there are experts who use their
experience and knowledge to estimate properties that give vulnerabilities a spe-
cific score. It is difficult to know exactly where the articles gain the information,
they might phrase it as “vulnerabilities can be found in vulnerability databases,
for example X,Y,Z”. In these cases we assume that those are the databases used.

5.6 Vulnerability Scanner

A vulnerability scanner can automatically detect vulnerabilities within a system
and three articles in this literature review used them as an information source [2,
17,35]. In all of these papers, the vulnerability scanner was used in combination
with another information source. A scanner may require time to set up, but it
provides a lot of information that can often already be analyzed by the tool
itself. Similar to the information source of previous research, it is not always
clear to what extent the vulnerability scanning has been used. Sometimes the
articles will give examples of vulnerability scanning tools that may be used, and
in this can the assumption is that those tools have actually been used.

6 Discussion

Similar to any systematic literature review work, there is the possibility of chang-
ing the database, keywords and inclusion criteria that is used. For example,
Google Scholar and arXiv could have been searched as well. The downside of
using a database, such as Google Scholar, is that it includes other work such as
e.g. student thesis reports in addition to peer-reviewed research papers. If we
would search the full text of articles and not only the title, abstract and key-
words then the result does not only show many more articles, but these articles
may not be relevant for the research question.

Another limitation of this work that exists because of the nature of a system-
atic literature review is that some articles will not be included in the results. For
instance, the terms “risk assessment” [33], “SCADA” [3] may be used instead
of the search terms in this systematic literature review. However, if those search
terms were included the review would result in many irrelevant articles. There
may also be other information sources being used other than those included in
published research. These might be information sources used by threat models
created in the industry.

Possible future work includes looking into the relations between the differ-
ent information sources and how some of them may overlap or complement
each other. It could also be to look into information sources that exist in other
domains and use these in the power systems domain. Future work could also be

https://nvd.nist.gov/
https://cve.mitre.org/cve/search_cve_list.html
https://www.kb.cert.org/vuls/search/
https://www.cert.org.cn/
https://www.us-cert.gov/ics/monitors
http://www.cnnvd.org.cn/
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to automatically keep this list of information sources up to date by utilizing the
databases’ API and some form of natural language processing solution. Planned
future work is to use some of the found information sources to develop threat
models for power systems.

7 Conclusion

In this article a systematic literature review was used as a method to find the dif-
ferent information sources that have previously been used in research when cre-
ating threat models in the power systems domain. Answering the research ques-
tion, this systematic literature review found six different information sources.
These are expert knowledge, logs & alerts, previous research, system’s state,
vulnerability scoring & databases and vulnerability scanners.

The many different information sources that have been used indicate that
there is no standard method that is usually followed. The most common infor-
mation sources that are used are expert knowledge, previous research, and vul-
nerability scoring & databases. As discussed in this paper there are many positive
and negative aspects with all of the information sources. Because of the avail-
ability of information for these sources it might be beneficial to combine all three
when creating a threat model in the power systems domain.
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Abstract. Critical infrastructure systems like power grid require an improved
critical information infrastructure (CII) that can not only help in monitoring of
the critical entities but also take part in failure analysis and self-healing. Efficient
designing of a CII is challenging as each kind of communication technology has its
own advantages and disadvantages.Wired networks are highly scalable and secure,
but they are neither cost effective nor dynamic in nature. Wireless communication
technologies on the other hand are easy to deploy, low cost etc. but they are vul-
nerable to cyber-attacks. In order to optimize cost, power consumption, dynamic
nature, accuracy and scalability a hybrid communication network is designed in
this paper where a portion of the communication network is built using wireless
sensor networks (WSN) and the rest is a wired network of fiber optic channels.
To offer seamless operation of the hybrid communication network and provide
security a Secure Smart Grid Monitoring Technique (SSGMT) is also proposed.
The performance of the proposed hybrid CII for the generation and transmission
system of power grid coupled with the SSGMT during different cyber-attacks is
tested using NS2 simulator. The simulation results show that the SSGMT for a
joint power communication network of IEEE 118-Bus system performs better than
the prevailing wireless CIIs like Lo-ADI and Modified AODV.

Keywords: Critical Information Infrastructure · Wireless sensor network ·
Cyber-attacks · Remote monitoring · Smart sensor nodes · Smart grid

1 Introduction

An improved and efficient Critical Information Infrastructure (CII) for a Critical Infras-
tructure System (CIS) gives birth to a smart CIS. It is the incorporation of features like
full-duplex communication between the CII entities by the addition of embedded sys-
tems, automated metering in the smart homes, power distribution automation, pervasive
monitoring etc., that converts a traditional power grid to a smart grid system. It is beyond
any question that the CII of a smart grid must be accurate, scalable, and secure enough
to instantly identify any kind of abnormal behavior in the entities of the power network,
securely communicate that information to the control center and thereby help in taking
necessary and timely action to ensure uninterrupted power supply.

As a result, finding the best suited design of a robust CII for smart grid has become a
boiling topic of research. In [1] a crude idea of the design of a joint power-communication
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network is given using a test system consisting of 14 buses. Yet, the ground level details
of the CII system are missing. The authors of [2], have come up with a realistic design
of the CII of a smart grid by taking help from a power utility in the U.S. Southwest; their
CII system relies completely on wired channels that either use SONET-over-Ethernet or
Ethernet-over-Dense Wavelength Division Multiplexing. However, a completely wired
CII is neither cost effective nor energy saving. Every CII entity in [2] draws power
and thus a huge amount of power is devoted for monitoring the power network itself.
Moreover, isolation of CII entities during a failure or a security threat and addition of a
new entity in the network for hardening purpose or fault tolerance is extremely difficult
and costly in a wired system.

Smart sensors like PhasorMeasurementUnits (PMUs) are already gaining popularity
in smart grid system for measuring electrical waves. Power generation and transmission,
power quality, equipment fitness, load capacity of equipment and load balancing in the
grid can also be monitored by data sensing techniques. WSNs are comprised of low
powered sensor nodes with easy installation process, lesser maintenance requirement,
low installation cost, low power profile, high accuracy and scalability. All these have
convinced the researchers that WSNs are a very good choice for the designing of the
CII of a smart grid. However, the most common drawback of a sensor node is that it
is battery powered and it is not easy to replace its dead battery. As a result, energy
conservation becomes important. In the proposed work, energy efficiency is obtained
by both energy aware routing technique for Supervisory Control and Data Acquisition
(SCADA) data transmission and by the use of more expensive rechargeable Energy
Harvesting Relay Nodes (EHRNs) for PMU data transmission to the Control Centers
(CC). Also, the nodes and wireless channels are vulnerable to cyber-attacks. Some of
the common cyber-attacks in WSNs are discussed in [3].

In this paper, a hybridCII is designed inwhich aWSNbased communication network
is used between a sensing unit placed at a substation like a Remote Terminal Unit
(RTU) or a PMU and a regional aggregation point like a Regional Sink node (RS)
or Phasor Data Concentrator; and optical fiber based communication is used between
the regional aggregation point and the CCs. SSGMT aims at securing the sensed data
by means of light weight security protocols used in [4] like Elliptic-Curve-Public-Key
Cryptography (ECC), Elliptic-Curve-Diffie-Helman Key exchange scheme (ECDH),
Nested Hash Message Authentication Codes (NHMAC) and RC5 symmetric cypher.

The rest of the paper is structured as follows. Section 2 gives an overview of the
CII system setup phase for SSGMT. Mitigation of different threats to the proposed
network design is discussed in Sect. 3 by adopting a secure routing technique. Section 4
does performance analysis of the proposed scheme SSGMT by means of comparing the
simulation results with other existing secure remotemonitoring technique for power grid
like Lo-ADI [5] and Modified AODV [6]. Sections 5 concludes the paper and discusses
the scope for future works.

2 Overview of the CII System Setup Phase for SSGMT

In order to provide a reliable remote monitoring technique for the smart grid, a generic
hybrid CII system design is proposed in this section that can be applied on any
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given power network. In order to illustrate the steps of CII design, the generation and
transmission part of a power grid formed by the IEEE 14-Bus system is considered.

Initially, a given power grid is divided into several substations based on [7]. In Fig. 1,
the IEEE 14-Bus system is divided into 11 substations. After the substation division, two
substations having the highest and second highest connectivity with other substations are
selected as Main and backup CCs respectively. As the CCs are selected, all substations
are equipped with a router acting as a gateway (GWi) and a substation server is placed
in each CC acting as the access point for the operator. The CC- gateways can receive
optical signals from the optical channels and convert them to electrical signals using a
photodiode and send those data to server via a wired LAN connection. Other GWis can
receive data from the sensors in that substation via Zigbee and forward that to either the
non-rechargeable relay nodes or the EHRNs.

Fig. 1. Critical information infrastructure design for a smart grid of IEEE 14-Bus

The distance between all pairs of substations (Si & Sj) is calculated as in [2]. Now,
starting from a substation Si with the maximum connectivity among the border substa-
tions, all other substations which are within a given distance D of Si, are marked as
substations of a common monitoring region Rx. D is determined on the basis of network
size and average distance between substations. Then the next substation which is the
closest to Si but beyond the given distance and which is not yet placed in a monitoring
region, is selected and the same process is repeated. This process is continued till every
substation is placed within a particular Rx. In Fig. 1, S1 is selected as the main CC and
S2 is selected as the backup CC. Substations S3, S4, S5 and S10 are at the borders of the
smart grid area. Among them, S4 has the maximum connectivity, therefore the region
division starts from it and finally, the smart grid network for IEEE 14-Bus system is
divided into 3 monitoring regions.
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In SSGMT, two different types of Zigbee enabled smart sensors are considered for
monitoring the power network entities. The first type is the Measuring Unit (MU) based
smart sensors [8] connected to an RTU for measuring SCADA input data and the second
type is the Zigbee enabled PMU-based smart sensors or ZPMU [9].

In this step, MU-based sensors (Mi) are placed at every bus but PMU-based sensors
(Pi) are placed at some of the buses using an optimal PMU placement algorithm [7]. If
there aremultipleMis in a substation then RTU receives the data from all suchMis before
forwarding them to the substation gateway (GWi). Low-cost, non-rechargeable battery
enabled relay nodes are randomly dispersed across the network area. These relay nodes
can carry the SCADA data to a RS placed at every monitoring region. Each RS is either
connected to a neighboring RS or a CC-gateway via optical fiber channels to form a ring
structure in order to provide fault tolerance. These RSs now convert the electrical signals
obtained from the relay nodes to optical signals using a light emitting diode, associated
with each RS. These optical signals are then carried to the CC-gateways via optical fiber
channels and other RSs in the ring. TCP based communication is used between the RSs
and the CC-gateway.

A phasor data concentrator (PDC), responsible for receiving and accumulating PMU
data frommultiple PMUs, is also placed at each region of the smart grid and few EHRNs
are randomly deployed across the smart grid region. The idea behind the deployment
of the two kinds of sensor nodes is that, the cheaper non-rechargeable relay nodes will
follow an event-driven hierarchical routing approach to send the SCADA data and the
EHRNs will always be active to accumulate synchrophasor data from the substations of
each region and send the data to the local PDCs and finally to the CC-gateways. Due to
the high volume of PMU data transfer from each substation having a PMU, the sensor
nodes carrying them should always be active. IEEE C37.118 standard is maintained for
communication of PMU data to the PDCs. PDCs can convert the data to optical signals
in the similar way as RSs and send that to the CC-gateways either directly or via other
PDCs in neighboring regions. PDCs also use TCP based communication to send the
optical data to CCs.

3 Secure Smart Grid Monitoring Technique (SSGMT)

The goal of the CII for a smart grid is to securely transmit the sensed data from the
sensors to the CCs and help in remote monitoring of the power grid. In order to achieve
this with the help of a hybrid CII, the SSGMT is divided into 3 modules and described
in this section.

3.1 Module 1: Data Sensing by Substation Sensors and Forwarding to Substation
Gateways

In the first module of SSGMT, the Mi and Pi sensors placed in the substations sense
electrical waves from the buses they are placed on and use Zigbee to send the data to
the substation gatewayGWi. No security measure is adopted in this step as it is assumed
that no cyber attack can harm the communication within a substation.
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3.2 Module 2: Data Forwarding by Substation Gateways to RSs and PDCs

The next phase of the hybrid CII system of SSGMT is data forwarding by GWis. GWi

use two separate methods for forwardingMi and Pi data. First, the trust values (TVi) of
the non-rechargeable nodes (Ni) and EHRNs are determined by the GWis of that region
by means of forwarding a number of test messages through them to the RSs and PDCs
of that region respectively. The TVi of each node is calculated using Eq. 1.

TVi = MSGdelivered

MSGsent
∗ 100 (1)

It is assumed that all the CII entities are provided with a global key GBK which
an attacker cannot get hold of even if the entity is compromised. Also, a unique set of
elliptic curves is stored in the memory of each CII entity for the purpose of ECC and
ECDH protocols [4]. Also, in order to achieve those mechanisms, it is assumed that
any pair of entities in the network agrees upon all the domain parameters of the elliptic
curves stored in them. Now, rest of module 2 is described using the flowchart below.

RC5 symmetric cipher [4] is used for the encryption of data using the shared secret.
The GBK is used by GWi to generate a Hashed Message Authentication Code (HMAC)
[4] over both the encrypted SCADA and PMU data and attached with the encrypted data
for the purpose of authentication of data. Equation 2 is used to select the cluster head.
Ni nodes receiving data from GWi and with highest Candidate Value (CVi) is selected
as the cluster head.

CVi = BPi ∗ TVi ∗ Cni (2)

In Eq. 2, BPi represents remaining battery power of Ni, TVi is the current trust value
of Ni and Cni is the connectivity of Ni with other nodes in the region. The same path
to send data to RSs and PDCs is followed by each GWi until the RSs or PDCs send a
rerouting request to the corresponding GWi.
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3.3 Module 3: Data Forwarding by RSs and PDCs to CC-Gateways

In this module, the RSs and PDCs after obtaining the encrypted and HMAC-ed data
from the Ns and EHRNs use the shared secret obtained for that sender GWi to decrypt
the data packets. They also match the HMAC attached with the encrypted data to check
if any false data injection took place. In case, the HMAC does not match, the data packet
is dropped, and rerouting request is sent back to the sender. The main CC-server use
ECC based public key cryptography [4] and generate a public key for encryption and a
private key for decryption of data. The ECC based public key of the main CC-server is
sent to each of the RSs through the RS-ring and also to the PDCs via other PDCs and
the optical channels. The main CC-gateway use a dedicated and secure optical channel
to communicate with the backup CC-gateway. This channel is used to share the private
key with the backup CC-server. RSs are responsible for data aggregation. Aggregated
SCADA data from the Ns are encrypted by the RSs using the public key of the main
CC-server. This encrypted data is sent to both the CC-gateways via the RS-ring. In the
similar way PDCs send the aggregated and encrypted synchrophasor data via other PDCs
to the CC-gateways wherefrom they reach the CC-servers.

4 Simulation Results

In this section, the CII for a smart grid network of IEEE 118-Bus system is considered.
The total network region is divided into 8 regions and the power grid is divided into 107
substations. Substation 61 is selected as the main CC and it consists of 3 buses 68,69
and 116. Substation 16, consisting of buses 17 and 30, is selected as the backup CC.
In order to analyze the performance of SSGMT in this network setup, a total of 1500
non-rechargeable relay nodes, 500 EHRNs and 8 PDCs are deployed in the network area
and NS2.29 is used for simulation. The simulation results are compared with existing
WSN based CII systems like Lo-ADI [5] and modified AODV [6] (Figs. 2 and 3).

Fig. 2. Communication delay vs. malicious
nodes

Fig. 3. Number of compromised nodes vs.
packet drop

5 Conclusion and Future Works

The region based remote monitoring adopted by SSGMT helps in easy identification of
a failure in the power grid or an attack in the communication network of the smart grid.
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SSGMT obtains data privacy by the encryption/decryption mechanisms, data integrity
and authenticity by the HMACs. Delay, security, power consumption, scalability etc.
are optimized by this hybrid network design of SSGMT. Designing a threat model with
attacks on smart sensors, gateways or servers and analyzing the effect of cyber-attacks
on power grid can be another direction of future work.
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Abstract. Fast-Flux (FF), a technique to associate hostname to mul-
tiple IP addresses, has been used by cybercriminals to hide their botnet
server responsible for its anonymity and resiliency. The operation FF
network service, often used for a phishing campaign and propagate mal-
ware to attack critical infrastructure, is quite similar to the operation of
the Content Delivery Network (CDN) service, making it more challeng-
ing differentiating between the two services. In this research, the authors
present a case study of how FF operate and can be detected in Internet
Service Provider (ISP) network infrastructure, a high volume of DNS
traffic was collected over the five months and analyzed by extracting
several DNS features and feed into K-means clustering to distinguish
between these two services. During the experiment, the authors show
that utilizing web service content as one of the elements can differentiate
between the two services with a purity value of 0.922.

Keywords: Passive DNS · Fast-Flux · Content Delivery Network ·
Clustering · Botnet · Malware

1 Introduction

Cybercriminals are always keen to plan unpredictable schemes for spreading their
malicious campaign. Domain Name System (DNS) is one of the technologies that
is constantly abused by these criminals to redirect internet users to a scamming
website that visually look like a legitimate website [1] or used to propagate
malware to launch a zero-day attack to critical infrastructure.

To evade detection from ISP and law enforcement, cyber-criminal employs
a more robust technique by using Command and Control Server (C&C server)
of botnets, with a single domain name associated with multiple IP addresses [2]
known as Fast-Flux. Fast-Flux was found in 2007 and used to cover illegal oper-
ations such as money laundry and phishing attacks [3,4]. According to Caglayan
et al. [5], Fast-Flux botnets have contributed 24% of phishing incidents in 2012
with an estimation of $800 M. Moreover, Fast-Flux commonly used as a host for
c© Springer Nature Switzerland AG 2020
A. Rashid and P. Popov (Eds.): CRITIS 2020, LNCS 12332, pp. 69–82, 2020.
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malware distribution; For example, SandiFlux that found in December 2017 used
as a proxy for GandCrab ransomware infrastructure concentrated in Romania
and Bulgaria [6].

Fig. 1. Fast-Flux mechanism

Figure 1 depicts the mechanism of Fast-Flux used to maintain a phishing
website by redirecting requests from the client to the C&C server. Once the
C&C server done with the user’s request, it then sends back again the response
to its botnet, which will redirect it to the user. This mechanism maintains the
anonymity and reliability of the C&C server since shutting down service will
only affect one of its botnets and can be restored relatively fast by switching to
another botnet.

One of the most common techniques to detect these FF botnets is to uti-
lize passive DNS [7], it is introduced by Florian Weimer back in 2005 to fight
malware [8]. Passive DNS relies on the idea to capture and collect all of the
transaction from the recursive name server on to the centralized database for
further analyzing. Figure 2 shows how passive DNS works: it remains between
the recursive name server and the destination server (DNS server) to capture
all of the outbound and inbound DNS connection. The captured data will be
further analyzed using various statistical methods or machine learning. In this
research, the author adopted K-means clustering to study FF domains from the
captured DNS traffic.

Due to its fast-changing nature of Fast-Flux [9], FF botnets can mimic known
services such as Content Delivery Network (CDN)[10]. CDN, also known as
dynamic DNS, uses a load balancing technique to keep the infrastructure of
the server up and running without concern of downtime. CDN and Fast-Flux
have a lot in common, particularly their infrastructure design confusing network
administrator.

Amusing enough, in the experiment, the Top Level Domain (TLD) of a legit-
imate website that uses CDN return web content (i.e. scripts such as HTML,
CSS, and JS), whereas response from TLD of FF domains used to host a mali-
cious website return an empty response. This paper proposes a new web service
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content to distinguish Fast-Flux domains from benign domains and cluster them
through correlation.

Fig. 2. Passive DNS mechanism

The remainder of this paper is organized as follows. Section 2 describes related
research or work of Fast-Flux or botnet detection using passive DNS and cluster-
ing. Section 3 presents the research framework, while Sect. 4 discusses implemen-
tation setup. Finally, Sect. 5 and Sect. 6 describe the final finding and conclusion
respectively.

2 Related Works

There are three ways to collect DNS traffic to detecting Fast-Flux in the network:
(i) active DNS probing, (ii) passive DNS probing, and (iii) active service probing
[11]. The comparison of the advantages and disadvantages of the three methods
is described in Table 1.

Table 1. Comparison of DNS data collection methods

Techniques Advantages Disadvantages

Active DNS probing [12–14] Accurate DNS record
Suitable for real time
detection

Detectable by botmaster
Authoritative name server
could stop responding

Passive DNS probing
[15–20]

Stealth operation Less precise not Suitable for
real time detection

Active service probing [11] No control for what is
collected
Suitable for real time
detection

Network congestion may
affect results
Not scalable for large
networks
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Perdisci et al. [15] uses passive DNS and opposes active DNS probing, since a
high volume of queries to the DNS server may alert botnets owner and block the
connection of the user from getting more information about the infrastructure.
Thus, passive DNS is preferred to evade detection from botmaster. The collected
data is then separated into two features: passive feature, and active feature, and
fed into a machine learning model SVM for classification.

In the same way, Antonakakis et al. [16] use passive DNS to detect Fast-Flux
through a clustering mechanism called Notos. It is used as a reputation engine
to find an association of malicious activity in the domains. There are three cat-
egories of features that were captured by the engine. The first category is the
collection of IP addresses, location, and ASN (Asynchronous System Number).
The second category comprises of the average length of domains, the number
of distinct TLD, and character frequency. Finally, the last and the third cate-
gory was the collection of domains contacted by malware from the honeypot.
The collected data will be fed into the reputation engine and mapped into the
clustering mechanism.

Lombardo et al. [17] proposed Aramis framework, which divide into two
stages. The first stage starts by filtering known benign domains such as CDN
and another popular website to make sure that the dataset is not bloated. The
second stage is the metric identification that separated the dataset into two
metrics which is static metric to get the DNS features (IP address, Time To
Live (TTL), ASN) and history metric collected by observing the changing of
DNS features. After the separation, the two metrics will be aggregated into one
single anomaly indicator to identify FF domains.

Thomas et al. [19] use hierarchical clustering to arrange DGA (Domain Gen-
eration Algorithm) and Fast-Flux into to a particular variant or malware family
based on traffic similarity based on Jaccard index.

In contrast, Dietrich et al. [18] use K-means clustering to classify the type
of protocol used by a botnet to contact C&C Server DNS, based on predeter-
mined K value. Computationally, K-means clustering will outperform in terms
of runtime execution compared to hierarchical clustering, i.e. O(n) vs O(n2)
respectively. Thus for a large dataset, e.g. in an ISP environment, K-means is
more suitable [21].

Almomani et al. [20] take a different approach by combining active and pas-
sive DNS probing and Adaptive evolving fuzzy neural networks to achieve more
accurate detection in Fast-Flux network especially the zero-day attack from the
botnet. The framework has detection accuracy to 98% and suitable for a contin-
uous learning system.

Cafuta et al. [22] proposes an FF domain detection algorithm based on two
features hard to be changed by botnets. Document fetch delays, that measure the
time of response process and analysis of the domain name based on legitimate
dictionary words with the assumption that legitimate website used a legitimate
word because of digital security policies implemented by the registrar. However,
the authors of the research use only dictionary words that come from English,
and in order to overcome this limitation, they proposed another new feature
according to the number of hits from the search engine.
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In this research, to distinguish FF domains from legitimate domains, the
proposed framework will use a more stable features that are more difficult to be
evaded by botnet. Furthermore, the framework will also not be susceptible to
any network delay in the process.

Fig. 3. Research framework

3 Research Framework

Figure 3 shows the proposed framework used in this research:

– Data Collection - capturing and storing DNS packet. It aims to gather all
of the transactions between clients and recursive name servers. To make sure
the captured data is not lost, the framework will make a copy of it and stored
it into backup storage.

– Pre-Processing - filtering relevant data [23] so the framework is not over-
whelmed with the captured data.

– Extraction - This stage aims to extract the web service content features
from the DNS packets (i.e. scripts such as HTML, CSS, Javascript and a
combination of these) of the TLD web page.

– Analysis - The extracted data will continue to be analyzed for detecting the
Fast-Flux domain using K-means clustering to find a correlation of data in
groups, defined by parameter K. Following are the K-means clustering process
in greater details:

• Assignment step - Equation 1 shows how to assigns each data from the
nearest centroid. The algorithm starts by choosing a random set of k center-
points. Along each update step, all locations of x are assigned to their nearest
center-point. If multiple centers have the same distance to the observation, a
random one would be chosen.

S
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xp :

∥
∥xp − µ

(t)
i

∥
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∥
∥xp − µ

(t)
j

∥
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}
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• Update step - Equation 2 will reposition the centroid by calculating the
mean of the assigned observations to the respective center-points. This will
continue until all observations remain at the assigned center-points and there-
fore the center-points would not be updated anymore. Assignment and update
steps will be iterated until one or two of these criteria met: no changing in
the cluster coordinate or the maximum number of iterations is satisfied.
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To measure the accuracy of the clustering result, purity [24,25], the external
evaluation criterion of cluster quality was chosen. It is considered as a simple
and transparent evaluation measure, in which the value provide the percentage
of the total number of nodes that were grouped correctly. Equation 3 calculates
the purity value, with N = is the number of nodes, k = is the total number of
clusters, C(i) is a cluster in C, and t(j) is the classification that has maximum
number for cluster C(i).

purity =
1
N

k∑

i=1

max j|c(i) ∩ t(j)| (3)

To estimate purity value, it needs to compute the confusion matrix (error
matrix) by looping through each cluster C(i) and calculate the total of nodes
that were classified for each group t(i). Next, pick the maximum value of each
cluster, sum it together, and divide by the total nodes from all clusters.

4 Experiment Setup

The following section describes the key components inside the framework which
create to detect Fast-Flux using new features and it also includes an explanation
of the structure of framework in depth.

Passive DNS is chosen for this research due to its less intrusive nature unlike
[12–14]. Farsight Network Message Encapsulation Library (NMSG) [26] is one
of the passive DNS tools used to capture the DNS traffic that supports dynamic
message types, compression, fragmentation, sequencing, and rate-limiting [27].
Figure 4 presents the system overview inside an ISP network infrastructure, with
the traffic that comes from port mirroring through the network switch.

Fig. 4. Passive DNS system overview
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To prepare the dataset for the K-means clustering, i.e. web service content
and size of the content need to be obtained, a python script is developed to
download and store the size of the source code to each of the domain names using
urllib2 library. Special python program, running under the sci-kit environment
[28], to compute and generate graphs for K-means clustering. In addition, pandas
python library is also being utilized for handling complex data structures for
statistical computing [29].

5 Results and Discussions

5.1 Data Collection

In this paper, DNS data is collected from October 2018 to March 2019 inside the
ISP infrastructure located in Indonesia that serves around 1000 enterprises and
3000 residential users with a total bandwidth of 11 GB+ covering international
and local traffic. Figure 5 displays the total DNS records per week in the span
of 20 weeks. In the end, the authors collect almost 9 billion raw DNS data with
an average of 51 million DNS records each day.

Fig. 5. DNS data size (Weekly)

5.2 Pre-processing Results

To reduce the workload of the framework, DNS dataset will be filtered based on
whitelist domains, e.g. legitimate domains from ALEXA top 1 million domain
[30], ALEXA top 1 million TLD [31], common domains from Indonesia [32] and
the well known CDN services [10] such as Heroku, Akamai and other.

To select the qualified FF domains, the threshold for each of the IP address
change rate and the TTL value are compared to some thresholds [15,33]. The
threshold for IP address is determined by computing the average value of all
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unique IP address that map to each of the domain. Furthermore, the domain
that changes it’s IP address more than the threshold will likely to be the poten-
tial Fast-Flux domains. Again, this is due to conventional benign domain tends
to have resolve to either one or two IP addresses, whereas, FF domains have
multiple IP addresses to maintain high availability for end-user.

The value for TTL has been set to be less than 300 s, based on the dataset
collected from during the experiments. FF domains tend to use low TTL value
to regularly changing a list of IP addresses for a particular domain name [2].
Any domains that meet those two mentioned criteria will be subject to the next
process, i.e. the extraction phase. Figure 6 summarizes 6 (six) major type of
domains that are queried by users, and these domains include:

– Well Known Domain - contain various popular domains visited by users,
such as Google, Facebook, Twitter, and Whatsapp. These domains are
excluded from the analysis process.

– Content Delivery Network (CDN) - services that provide speed and reli-
ability of legitimate service, e.g. scontent-sin6-2.cdninstagram.com and
media-sin6-2.cdn.whatsapp.net (belongs to Instagram and WhatsApp
respectively), Akamai (www-cdn.icloud.com.akadns.net), CloudFront, and
Cloudflare (cdnjs.cloudflare.com) also queried by users.

– Network Time Protocol (NTP) - a core service on the Internet to provide
accurate time for machines connected to the Internet. In this research, most
of the queries go to cn.pool.ntp.org and asia.pool.ntp.org.

– Rootserver - root server domain a.root-servers.net mostly queried to
obtain certain domain names being queried.

– Antivirus - anti-virus domains mostly queried are *.kaspersky-labs.com,
*.avast.com and *.mcaffe.com.

– Advertisement - domain names that refer to advertising services such as
*.googleadservice.com, *.doubleclick.net and *.amazonaws.com

Fig. 6. Filtering result
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5.3 Extraction Results

In this phase, the unfiltered domains were queried to obtained both web service
content and the size of the domain. Table 2 summarizes the result of the extrac-
tion phase, which indicates that malicious domains are found not to respond
(i.e. return web content) to the user’s queries. This indicates that these two new
features could be used to differentiate between a benign vs a FF domain.

Table 2. Extraction result with a new feature

Domain IP address WSC* Type

quiz-api.mentimeter.com. 48 560 Benign

api.amemv.com. 48 1380 Benign

api.appnxt.net. 100 1650 Benign

www.explainjs.com. 48 12000 Benign

re.wikiwiki.jp. 65 1021 Benign

acexedge.com. 49 0 Malicious

reachms.bfmio.com. 99 0 Malicious

ioms.bfmio.com. 99 0 Malicious

ms.cmcm.com. 40 0 Malicious

g.qyz.sx. 50 0 Malicious

kazfv.com. 52 0 Malicious

i1.hdslb.com 32 0 Malicious

*WSC = Web Service Content

We also put to test features used in the previous researches [12–16] using K-
means clustering to distinguish FF and CDN domains using K-means clustering
as a benchmark whether they can be used to distinguish between benign and
FF domain. Following are the features utilized in the tests:

– IP address changed ratio - number of IP network being used by the domain
divided by IP address used by the domain in one day

– TTL (Time To Live)
– ASN (Autonomous System Number) - number of unique autonomous system

numbers of the domain in a day.
– Network - number of unique IP network used by the domain in a day
– Geolocation - geolocation of each IP address used by the domain in a day
– IP ratio - number of IP network being used by the domain divided by IP

address used by the domain in one day
– IP sharing - number of times the IP address intersect with other domain

Table 3 does not show that any significant different values for the tested features
for differentiating benign and malicious domains.
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5.4 Analysis Result

Figure 7 depicts how web service content can be used as a feature to distinguish
between benign domains and FF domains. To determine the optimal value for k,
silhouette analysis [34] is used to provide the average distance within the cluster,
and with another nearest cluster. The resulted value ranges between −1 and 1,
with a value that closer to 1 is the most optimal one. After some calculation, the
most optimum value for K turns out to be 3, for K-means clustering, in which
the first two clusters, middle and upper clusters (i.e. surrounded by a green box
and blue box respectively) contain the benign domains, whereas the lower cluster
(i.e. surrounded by the red box) contains FF domains.

Table 3. Extraction Result with common features

Domain IP address TTL ASN Network Location IP ratio IP sharing

Benign 62 67 2 9 3 6 20

Malicious 69 63 2 11 4 6 13

Table 4 summarizes the results of our experiment over the period of 5 (five)
months, distinguishing FF domains from all queried domains, in which the exper-
iments discover 30 to 40 FF domains with the average purity value of 0.922.
In addition, there are some false positives on the lower cluster, i.e. mislabeled
domains, will be elaborated in the next section.

Fig. 7. Clustering result for the first month (Color figure online)
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Table 4. Result of detection

Period Domain Purity

(month) Benign Fast-Flux (FF) Mislabelled benign value

1st 84 26 5 0.954

2nd 130 39 15 0.911

3rd 117 35 15 0.901

4th 118 32 13 0.913

5th 110 38 14 0.905

Average 0.922

5.5 Discussions

There are a couple of reasons why web service content can be used as a stable
heuristic to detect FF domains:

– Malicious domains including FF domains tend to use a unique path of URL
to carry out their instruction or logic, this includes some lexical features such
as delimiters(‘.’, ‘/’, ‘?’, ‘=’, ‘-’) and sensitive keywords treat as a parameter
(‘banking’, ‘secure’, ‘signin’) to launch their attack in critical infrastructure
[35], thus, neglecting the index page where it used the TLD and will not return
anything if its queries. Unlike a commercial website built by a legitimate
company, the TLD of the domain used to host its official website.

– Malicious domains including FF domains tend to use subdomain in their
operation, as Table 4 shows that majority of FF domains used subdomain to
host their attack, this approach used to evade blacklist detection by security
vendor [36]. However, this leaves the TLD to be unused and when the user
tries to get the response it will again return an empty response. Malicious
actors tend to evade using TLD as an index to host their attack since it can
be easily detected by ISP company in order to make sure their operation
covert they more favor to use complex URL path and subdomain.

Moreover, during our experiments, it is also interesting to discover that FF
domains reuse the same IP address with the other FF domains, as shown in
Fig. 8, in which the diagram shows the many-to-many relationship of these FF
domains with their relevant IP addresses [37,38].

Fig. 8. Fast-Flux domain network
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Further analysis on some benign domains identified as FF domains in Fig. 7
reveals that there are 3 domains found to be VPN services located in the
USA (shown in Table 5), while the other 2 domains, i.e. mobi2.hexin.cn and
re.wikiwiki.jp, at the time of analysis, are found to be under maintenance
leading to redirection that returns an empty response.

Table 5. VPN domain

Domain IP address TTL ASN Region WHOIS

cherrychocolate.us 59 18 2 2 Frank nice

sandpile.us 57 29 1 2 Frank nice

carownership.us 56 28 1 1 Frank nice

6 Conclusion

Fast-Flux is a proven technique for cybercriminals to maintain the resiliency of
their botnet Command and Control (C&C) Server, by associating hostnames into
multiple IP addresses, which belong to machines infected by a botnet. Implemen-
tation of Fast-Flux service has a similarity with the Content Delivery Network
(CDN) that may lead to false-positive during the threat detection. Using the new
web service content feature, our experiments can distinguish Fast-Flux domains
from benign domains into clusters adequately with an average purity value of
0.922. For future works, to reduce false-positive further, the research could be
extended to include analysis that deals with IP address propagation in the FF
network, including a larger set of datasets coming from multiple ISP or higher
tier ISP.
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Abstract. Mobile patient monitoring systems monitor and treat chronic
diseases by collecting health data from wearable sensors through mobile
devices carried out by patients. In the future, these systems may be
hosted by a third-party service provider. This would open a number
of security and ID privacy issues. One of these issues is the inference
attack. This attack allows a single service provider from inferring the
patient’s identity by collecting a number of contextual information about
the patient such as the pattern of interaction with the service provider.
Thus a security and ID privacy mechanisms must be deployed. In this
paper, we propose a framework called Secure and Privacy-Preserving
Data Collection (SPDC) that allows the patient to encrypt the data
and then upload the encrypted data on different service providers rather
than one while allowing an anonymous linkage for the patient’s data
which are scattered across different service providers. In this framework,
each patient is allowed to select the service providers involved in the
data collection, assigns one as the home while the others consider for-
eign. The patient uses the foreign to upload data while the home is
responsible for anonymously collecting the patient’s data from multiple
foreign service providers and deliver them to the healthcare provider.
This framework also shows a novel mechanism to conduct anonymous
authentication across different distributed service provides. The frame-
work has been analyzed against the specified design requirements and
security threats.

Keywords: ID privacy · Pseudonym · Anonymous authentication ·
Data authenticity

1 Introduction

The Internet of Things (IoT) can be defined as a network of interconnected
objects by means of information and communication technologies to create intel-
ligent systems. One of these systems is the Mobile Patient Monitoring (MPM)
system [1,2]. The main function of an MPM system is to provide remote patient
health monitoring services anywhere and anytime. A conventional MPM system
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consists of a number of wearable devices worn by a patient, a mobile device
carried by the patient, and a backend server owned or managed by a health-
care provider. The wearable devices (e.g. wristbands, health patch) are used to
measure some health data (e.g. heart rate, blood pressure) from the patient’s
body, and send the collected data to the remote server via the mobile device.
The collected data may be further processed and used for clinical decision mak-
ing. These collected data are collectively called Patient-Generated Health Data
(PGHD) [3,4].

Future MPM systems are anticipated to be built on a third-party service
provider owned infrastructures with more resourceful storage and data process-
ing capabilities such as those by Microsoft, Amazon, and Google [5]. When
patients’ PGHD are handled by a third-party service provider, a number of
security and privacy threats arise. These threats include authentication threats
(e.g. impersonation), data authenticity threats (e.g modified data), data con-
fidentiality threats, patient ID privacy threats (e.g. inference attack). The UK
government has established a regulation called the Data Protection Act [6] to
ensure a high level of security and privacy. The DPA regulation has recommended
a number of security and privacy requirements including data confidentiality and
pseudonymization and anonymization of patient’s data. Existing mobile health
data collection systems do protect data confidentiality and authenticity [7–12]
and and others [10,13–15] combined using pseudonyms to preserve patients’ ID
privacy. Although this approach would make it more difficult for adversaries to
compromise the patients’ privacy, this is not sufficient in case the patients are
only using one service provider in which some contextual information such as
the pattern of communication of each patient (i.e. uploading pattern) is revealed.
This information could be used to identify the patient even if the patient is using
different pseudonym accounts with the service provider, as proven by [16].

A great deal of research has suggested using the group signature schema and a
broadcasting strategy to protect contextual privacy. Boussada et al. [15] present
a privacy-preserving aware data transmission protocol that preserves the pri-
vacy of a patient’s data and the contextual data. To preserve the patient’s data
privacy, the patient’s health data is encrypted and to preserve the contextual
privacy (to prevent the inference attack) the protocol used pseudonym IDs com-
bined with a broadcasting strategy. Liang [17] propose a privacy-preserving emer-
gency call scheme, called PEC, enabling patients in life-threatening emergencies
to transmit emergency data to the nearby helpers via mobile healthcare social
networks (MHSNs). In PEC the ID of the patients is preserved via using group
signature. Lin et al. [18] proposed a strong privacy-preserving scheme against
global eavesdropping, named SAGE, for eHealth systems. SAGE uses a broad-
casting strategy to prevent an adversary from linking patients to their respective
physicians. Marin et al. [13] proposed a secure and ID privacy-preserving data
collection protocol. The protocol considers a number of security and ID privacy-
preserving requirements. To protect the ID privacy of the patient they used a
combination of group signature and pseudonym IDs. However, the reliance on a
fixed data concentrator for a group of patients would make it easy for that entity
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to analyze the meta-data associated with the messages and over time cloud build
sensitive information about each patient and where they are living.

In this paper, we propose a novel framework called a Secure and Privacy-
Preserving Data Collection (SPDC) that allows a patient to upload an encrypted
data on different service providers rather than one while preserving the patient’s
ID privacy. The SPDC architecture consists of multiple service providers and
a healthcare provider, the patient has the right to select one service provider
as a home service provider (HSP) and others are considered as foreign service
providers (FSPs), the home is responsible for collecting the patient’s data which
are scattered across different foreign service providers and deliver them to the
healthcare provider (this is to mitigate the burden of linking of all patients
data by one entity which is the healthcare provider). The SPDC framework is
a patient-centric in which each patient has the right to generate pseudonym
IDs and anonymous credentials called foreign pseudonym certificates (FPCerts)
to register with a number of foreign service providers and use their services.
However, to register with the home service provider, the healthcare provider
issues each patient a certificate called home pseudonym certificate (HPCert).
This certificate is used by the patient register with the HSP. After the registration
with the HSP, the patient generates a number of FPCerts, one for each FSP.
Then the patient requests a blind signature on each certificate from the HSP.
The framework has been analyzed in terms of security and privacy requirements.

2 The Design Preliminaries

2.1 SPDC Architecture

The system of the proposed framework consists of three entities: Patients, Service
Providers, and a HealthCare Provider. The system model is shown in Fig. 1. The
detailed introduction of the entities and their functions are presented as follows:
The patients: patients are mobile devices. For ease of description, in this paper,
we use ‘patients’ and ‘patient’ to denote multiple mobile devices and a single
device, respectively. Each patient randomly selects a number of service providers
(e.g. Google server, Yahoo server, and Amazon server), one of the providers is
selected by the patient to be the home service provider (HSP) and the others are
considered as foreign service providers (FSPs). To access these FSPs, the patient
requests a blind signature from the home on a number of foreign pseudonym
certificates (FPCerts) generated by the patient. After getting the blind signature
from the home, the patient unblinds the signature and attaches it to the FPCert
certificate. Then, uses the certificate to register with the foreign service provider.
The home is responsible for anonymously collecting the patient’s data which are
scattered across multiple foreign service providers and delivering the data to
the healthcare provider. Note that, the home is not fixed, one of the patient’s
foreign service provider will be the home after 24 h. Service Providers (SPs):
each provider wants to participate in data collection should first register with
the healthcare provider. These provides are different and they are geographically
distributed across the world. Each service provider can be a home for some
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patients and at the same time the foreign for other patients.The Healthcare
Provider (HCP): is the ultimate storage and processing unite of all the patients’
data. In addition, it is the certificate authority (CA). The HCP issues a home
pseudonym certificate (HPCert) for each patient to be used to register with
the home service provider. Note that, the healthcare provider does not know
anything about the service providers selected by the patient.

Fig. 1. SPDC architecture.

2.2 Design Requirements

The aim objective of the proposed framework is to provide an efficient secure and
ID privacy-preserving which satisfies the following design requirements, where P
for identity privacy, S for security, F for functional, E for efficiency.

(P1). Support patient’s ID anonymity and unlinkability: Only the healthcare
provider should know the real ID of the patient. In addition, different upload-
ing sessions carried out by the same patient can not be linked by unauthorised
entity.
(P2). Support anonymous linkability: There are two levels that should be sup-
ported. Level (1) each service provider should be able to link each pesudomise
request carried out by the same patient. Level (2) the home service provider
(HSP) should be able to anonymously link health data of their registered
patients from each foreign service provider (FSP).
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(P3). The system should be dynamic: This means that the selected home ser-
vice provider, the selected set of foreign service providers, and the pseudonym
IDs for each patient with any service provider should be change every 24 h.
(S1). Support anonymous authentication: Entity authentication ensures that
a communicating entity is indeed whom it claims to be without revealing the
patient’s real ID.

(S1.1). Support Undetectability: This property means that a patient is
able to conceal actions from other parties ( service providers and health-
care provider).

(S2). Provide end-to-end data authenticity: Data authenticity assures that
data are indeed from the claimed source and that it is exactly the same as
what has been sent by the original sender.
(S3). Provide end-to-end data confidentiality: Confidentiality protects data
against unauthorized disclosure.
(F1). Support various modes of data collections: These modes includes peri-
odical data collection (e.g. every 5 min) and event-driven data collection.
(F2). Support patient-centric: The patient should has the control to select any
service provider, generate pseudonyms and anonymous credentials to access
foreign service providers.
(E). Make the design as scalable as possible: The response time on any service
provider should not increase sharply as the number of patients and/or the
data generated by patients increases.

2.3 Thread Model

There are several security and ID privacy threats. The design of the framework
should be protected against them. The threats are as follow.

– Impersonation: is one where an unauthorized entity pretends to be an autho-
rized entity (e.g. a patient, a data collection server) to gain access to a resource
and patient privacy information.

– Man in the Middle Attack: is one where an unauthorized entity attempts
to intercept communications or messages between the patient and any data
collection server.

– Data Forage Attack: is one where an unauthorized entity is able to substitute
the patient data with a fake one.

– Data Tampering: is one where an attacker may perform unauthorized mod-
ification to the data (e.g., credentials, patient pseudonyms or patient data)
being transmitted over the channel.

– Pseudonym Forgery/Theft: is one where an unauthorized entity can generate
a valid patient pseudonym, with the intent to deceive a data collection server
and misuse the pseudonym to access sensitive patient data.

– Brute Force Attack: is a strategy that involves checking all possible binary
combinations of a secret (e.g., a key) until the correct one is found.

– Replay Attack: is one where an unauthorized entity records a transaction
message and reuses it later to maliciously do something (e.g. get access to
patient data or any other confidential data).
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– Repudiation Attack: is one where an unauthorized entity takes a part in
transaction, later denies involvement in the transaction.

– Linkability Attacks: is one where an unauthorized entity is able to link mul-
tiple uploading or pseudonyms for the same patient.

3 The SPDC Protocol

This section presents the design of SPDC protocol. The protocol consist of
two phases, registration with home service provider (HSP), foreign pseudonym
certificates (FPCert) construction, and the uploading phase. We assume that,
the patient has already registered with the Healthcare provide (HCP) and
has obtained the home pseudonym certificate (HPCert) and the home index
pseudonym which will be used as pseudonym ID for the patient against the
selected home. We also assume that, the patient has selected a number of the
service providers and assign one of them as the home while other are foreign.
Prior to the detailed protocol description, we first outline the system initializa-
tion process. It is worth mentioning that, the underlying cryptography building
blocks of the SPDC protocol are asymmetrical encryption (RSA), symmetrical
(AES), Elliptic-curve cryptography (ECC), blind signature based on ECC. For
the restriction on the length of the paper we will not presents them in this paper.

3.1 System Initialisation

The healthCare provider (HCP) initializes the system by establishing the domain
parameters which define the elliptic curve. These parameters are t, a, b, P, and
n, where n is the module prime, a and b are coefficients of the elliptic curve
equation, P is the generator point, and t is the number of points in the field. All
the entities of the system download these parameters from HCP. Each patient,
along with each service providers (SPs), generates an ECC public/private key
pair, EPKi/EPRi and EPKsp/EPRsp, respectively. The public keys are signed
by the HCP and certified in the form of digital certificates. In addition, each
SP generates RSA public/private key pairs, RPKsp/RPRsp. The public key is
signed by the HCP and certified in a digital certificate. A list of valid service
provider certificates is stored in a open-access database. Each entity can access
and download them.

3.2 Registration with HSP

During the registration, the patient (Pi) generates a home shared key (HSKi)
using Elliptic-curve Diffie–Hellman protocol. This is done by multiplying the
ECC public key of the selected home service provider (EPKh) with patient’s
ECC private key (EPRi), i.e. HSKi = EPRi ∗EPKh. Then it sends the following
information to the home service provider (HSP). The information includes the
home index pseudonym of the patient (HIPi), the home pseudonym certificate
(HPCerti), and the patient’s signature (Sigi) generated using the private key of
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the patient on both (HIPi||HPCerti). The private key is corresponding to the
public key which is stated in the home pseudonym certificate (HPCerti). This
step is required only once. However, when the patient changes the home, the
process will be repeated again.

Pi → HSP:(HIPi||HPCerti||Sigi)

Upon receipt, the home provider service (HSP) validates the healthcare provider
(HCP) signature on the home pseudonym certificate (HPCerti) and then vali-
dates the patient’s signature using the ECC public key stated in the certificate.
Upon verification, the HSP stores the information in the database entries. Then
it sends the following information signed using the home shared key (HSKi)
which is generated using the Elliptic-curve Diffie–Hellman protocol. The infor-
mation includes, a nonce to be used by the patient to prevent reply attack and
a list of tag numbers (e.g. [1–10]) to make the verification of the authenticity
of the patient for future request easy for the home. This is done by scooping
the search for the verification key within a limited entries in the database (e.g.
from 1 to 10). After that, the HSP generates a MAC on the previous information
using the home shared key (HSKi). Finally, it sends the reply message to the
patient.

HSP → Pi: (tag ||nonce ||MAC)

Upon receipt, the patient verifies the MAC using the home shared key (HSKi).
It then stores both the nonce and tag. Now, the patient and the HSP is
mutual authenticated, the patient can generate foreign pseudonym certificates
(FPCerts), one for each foreign service provider. The steps to generates FPCerts
are show in the next subsection.

3.3 FPCert Construction

The Foreign Pseudonym Certificate (FPCert) is generated by the patient and
blindly signed by the home service provider (HSP). This certificate is used to
register with a foreign service provider, one certificate for each provider. Note
that, the underlying algorithms (i.e. ECC blind signature) for generating FPCert
will not be provided in this paper due to the restriction on the length of the
paper. The algorithms are adapted form the work of Wang et al. [19].

The following describes how to generate FPCert certificates. To generate a
FPCert certificate the patient first generates the following fields, a temporal
elliptic curve key pair (tPKi,n, tPRi,n), a foreign index pseudonym (FIPi,n),
where n is the ID of the foreign service provider. The foreign index pseudonym
is generated using RSA encryption (Enc). The patient first concatenates the
home index pseudonym, the current time (T) and a random value (Rnd) before
encrypting them with the home service provider’s RSA public key, i.e. FIPi,n =
Enc(RPKh,HIPi||T||Rnd). After the generation of both temporal elliptic curve
key pair and the foreign index pseudonym, the patient prepares the FPCert
certificate. The FPCert certificate consists of the temporal public key (tPKi,n),



90 T. Aljohani and N. Zhang

the foreign index pseudonym (FIPi,n), a day-of-expiry (Exp) which is fixed 24 h,
and the ID of the patient’s home service provider (IDh). Then, it computes
the hash value of the FPCert certificate fields. After that, it blinds the hash
value and requests a blind signature on the hash value from the home service
provider (HSP). The home generates the blind signature on the hash value using
its private key and return it to the patient. Upon receipt, the patient drives
the unblind version of signature. Then, it attaches the signature to the FPCert
certificate, i.e. FPCerti,n = {tPKi,n,FIPi,n,Exp, IDh,Signature}. The patient
stores the certificate to be registered later with the foreign service provider.

3.4 Registration with a FSP

The patient sends FPCerts to their respective foreign service providers (FSPs),
one for each foreign service provider. The following shows how to register with
one foreign service provider. During the registration, the patient (Pi) gener-
ates a foreign shared key (FSKi,n) using Elliptic-curve Diffie–Hellman protocol.
This is done by multiplying the ECC public key of the selected foreign ser-
vice provider (EPKn) with patient’s temporal ECC private key (tPRi,n), i.e.
FSKi,n = tPRi,n ∗ EPKn. Then it sends the following information to the foreign
service provider (FSP). The information includes the foreign index pseudonym
of the patient (FIPi,n), the foreign pseudonym certificate (FPCerti,n), and the
patient’s signature (Sigi) generated using the temporal private key of the patient
on both (FIPi,n ||FPCerti,n). The temporal private key is corresponding to
the temporal public key which is stated in the foreign pseudonym certificate
(FPCerti,n). This step is required only once in 24 h after that the patient is
urged to change this service provider.

Pi → FSPn:(FIPi,n||FPCerti,n||Sigi)

Upon receipt, the foreign provider service (FSPn) validates the patient’s
home service provider (HSP) signature on the foreign pseudonym certificate
(FPCerti,n) and then validates the patient’s signature using the temporal public
key stated in the certificate. Upon verification, the FSPn stores the information
in the database entries. Then it sends the following information signed using the
foreign shared key (FSKi,n) which is generated using the Elliptic-curve Diffie–
Hellman protocol. The information includes, a nonce to prevent reply attack
and a list of tag numbers (e.g. [1–10]) to make the verification of the authentic-
ity of the patient easy for the FSP by scooping the search for the verification
key within a limited entries in the database (e.g. from 1 to 10). After that, the
FSP generates a MAC on the previous information using the foreign shared key
(FSKi,n)). Finally, it sends the reply message to the patient.

FSPn → Pi: (tag ||nonce ||MAC)

Upon receipt, the patient verifies the MAC using the foreign shared key
(FSKi,n). It then stores both the nonce and tag. It worth mentioning that the
registration process will all the selected foreign service providers should be done
offline.
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3.5 Uploading Phase

This protocol is executed between the patient and a foreign service provider
(FSP). It allows the patient to upload data to the FSP. Then the FSP sends the
patient’s data to its respective home service provider.

(1) The patient first generates a signed and an encrypted data as follows.
It first generates the first MAC on the plain patient generated health data
(PGHD) using the shared key (SKi), this key is known to the patient only
and the healthcare provider (HCP), i.e. MAC1 = HMAC(PGHD, SKi). Then
it encrypts both the MAC1 and PGHD using the same key, i.e. EMPGHD =
E (SKi, PGHD ||MAC1), where E is a symmetrical encryption such as AES.
After that, the patient generates the second MAC on EMPGHD using the
home shared key (HSKi), this key is the patient secret key with the home
service provider, i.e. MAC2 = HMAC(EMPGHD, HSKi). Then it encrypts
both MAC2 and EMPGHD using the same key, i.e. 2EMPGHD = E (HSKi,
EMPGHD ||MAC2 ). This is to facilitate the data auditing (checking the
authenticity and integrity of data) by home service provider (HSP) of the
patient before outsource data to the healthcare provider (HCP). In addition,
prevent both HSP and FSP from learning the content of the patient’s data.
(2) Then, the patient generates the fresh pseudonym (FPi,r) by first concate-
nates foreign index pseudonym (FIPi,n) with the priority of the data (Pr), and
a random number. Then, it encrypts the result with the foreign shared key
(FSKi,n). The Pr let the FSP know how critical is the patient data without
learning the content of the data.

FPi,r = E(FSKi,n,FIPi,n||Pr||Rnd)

Where E is a symmetrical encryption such as AES. After that, the
patient constructs a message (M). This message contains the ID of
the foreign service provider (IDn), the fresh pseudonym of the patient
(FPi,r), the tag, nonce, and the patient’s data (2EMPGHDi), i.e. M =
(IDn||FPi,r||tag||nonce||2EMPGHDi). Then, the patient generates MAC on
the message (M). After that, it sends the uploading request to FSPn.

Pi → FSPn: (IDn ||FPi,r ||tag ||2EMPGHDi ||MAC).

The FSPn receives the request message and performs the following.

(3) The FSPn verifies the MAC. To verify the MAC, the provider searches
for the verification key (i.e. FSKi,n) within specific entries in the data base
by learning the tag. If the MAC was successful verified, it uses the same key
to find the foreign index pseudonym of the patient.
(4) The FSPn uses the key to recover the patient’s foreign index pseudonym
by using the reverse operation (AES decryption).

FIPi,n||Pr||nonce||Rnd = D(FSKi,n,FPi,r).
(5) After recovering the foreign index pseudonym (FIPi,n), the FSPn vali-
dates other parameters including the nonce to protect against a replay attack.
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(6) The FSPn verifies that the FPCert certificate of the patient has not been
expired (within 24 h).
(7) The FSPn checks the priority of the patient’s data by looking at the Pr
tag, if it is (1) which means urgent, it sends a notification to the home service
provider (HSPi) of the patient.
(8) Otherwise, FSPn stores the patient’s data (i.e. 2EMPGHD) and sends
acknowledgement to the patient.
(9) After a period of time, the FSPn starts aggregating the patient’s data
(A2EMPGHDi) and then forwards them to the respective home service
provider HSP.

FSPn → HSPi:(IDn||IDh||FIPi,n||A2EMPGHDi||MAC).

(10) When the HSP receives the message, it first verifies the MAC using the
shared key (SKh,n), this key is the shared key between the home and the for-
eign, if the MAC was successfully verified. The HSP recovers the patient’s home
index pseudonym (i.e. HIPi), by using the reverse operation (i.e. RSA decryp-
tion). This is done as follows. HIPi||T||Rnd = Dec(RPRh, FIPi,n). Then the
home service provider uses the home index pseudonym (HIPi) to find the home
shared key HSKi to decrypt the patient’s data (i.e. 2EMPGHD) and to get
the encrypted data of the patient (i.e. EMPGHD) and the associated MAC
(MAC1). The home service provider uses the home shared key HSKi to verify
the first MAC. If it successfully verified, it stores the patient’s data (EMPGHD)
in the database till it being requested by the healthcare provider.

After the patient has received the acknowledgement from the (FSPn) of the
successful storage of the data, the patient has the option to continue uploading
on the same provider or break and upload to another service provider.

4 Design Requirements Analysis

Mutual Entity Authentication: This is accomplished by using the home
pseudonym certificate (HPCert) and foreign pseudonym certificates (FPCerts).
As explained, in the registration phase, mutual authentication between a patient
and any service provider is achieved through using a certificate and digital sig-
nature. During the uploading phase the patient and the foreign service provider
are still mutually authenticated to each other (even though there is no certificate
attached to the uploaded message). This is done by generating a MAC signature
and attached it to the uploaded message. The MAC is generated using a shared
key, which is very difficult for another entity to generate. This is because gen-
erating this key involves using both parties’ private keys. Obtaining these keys
requires computing the elliptical curve discrete logarithm problem (ECDLP),
and solving this problem is not easy (S1 is satisfied). In addition, by using
digital credentials the healthcare provider is not able to know the home service
provider which is selected by the patient. Also through using the blind signature,
the home service provider can not know what are the foreign service providers
selected by the patient (S1.1 is supported).
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Message Authenticity: This is achieved through the sign then encrypt
method. As we explained earlier, when the patient uploads his/her PGHD to
any foreign provider, the patient needs to sign then encrypt his data twice. This
is done by first generating the MAC (MAC1) for plain health data (i.e. PGHD)
using a shared key. This shared key is known only to the patient and healthcare
provider (HCP). Then, the patient encrypts both MAC1 and the PGHD using
the same shared key. The result is the EMPGHD. Then, the patient generates the
second MAC (MAC2) for EMPGHD. Then encrypts both MAC2 and EMPGHD
using a Home Shared key (HSK) known only to the patient and his/her home
service provider (HSP). The result is the 2EMPGHD. Therefore, when the HSP
receives the patient’s 2EMPGHD from different foreign providers, the HSP ver-
ifies the MAC2 associated with each EMPGHD. The same is applied with the
HCP which verifies the authenticity and integrity of the data by verifying MAC1
associated with PGHD (S2 is satisfied).

Message Confidentiality: The patient’s data are protected by the encryption
process. To allow a foreign service provider to learn if the patient’s health con-
dition is urgent, the framework allows the patient to encapsulate the priority of
health data (PR) within each fresh pseudonym (S3 is satisfied).

Patient’s ID Anonymity and Unlinkability: A patient’s real ID is known
only to the authorised entity (i.e. healthcare provider). The patient’s home and
foreign servers know the patient’s home and foreign index pseudonyms respec-
tively. For each uploading to any foreign service provider, the patient uses a
fresh pseudonym to prevent linking multiple uploading sessions by unauthorized
entity (P1 is satisfied).

Anonymous Linkability: Level (1) of anonymous linkability is achieved by
allowing each home service provider (HSP) to link their patients’ data to their
respective home index pseudonyms. Level (2) is achieved by allowing each foreign
service provider (FSP) to link each fresh pseudonym carried out by the same
patient to the patient’s foreign index pseudonyms (P2 is satisfied).

Various Modes of Collection: The periodic and event-driven modes are sup-
ported. To distinguish an urgent data from normal data we are using the priority
tag. For an urgent case, the priority tag is (1) and for a normal case, it is (0). This
functional requirement is achieved with the alignment of security requirements.
The priority tag is encoded in each uploading pseudonym (F1 is satisfied).

Patient Centric: This is achieved as follows. First, allow the patient to select
a number of service providers then assign one as the home service provider while
the others as foreign service providers. Second, the patient generates the foreign
index pseudonyms and the FPCert certificates which are used to register with
the foreign providers. Third, the patient can generate a fresh pseudonyms for
each uploading (F2 is satisfied).

Scalable: This is achieved by allowing multiple service provider to collect and
anonymously link patients’ data (E is satisfied).
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5 Security Analysis

In this section the SPDC is analyzed against the threats that are identified in
Sect. 2.3. Alice is an authorize patient. Eve is an adversary.

Theorem 1. SPDC is protected against impersonation attack.

Proof. Suppose that Eve learns Alice’s certificate (i.e. HCert/FCert). Eve is
trying to play Alice’s role and deceive a service provider (SP). Eve sends the
certificate to the SP. The SP accepts the certificate from Eve and asks her to
prove the knowledge of the private key which is corresponding to the public
key stated in the certificate. Eve needs to generate a digital signature using the
private key. Eve fails to generate the digital signature as she does not has the
private key. Fortunately, Eve fails to impersonate Alice.

Theorem 2. SPDC is protected against data forgery attack.

Proof. Suppose an FSP tries to forge Alice’s data by adding a fake PGHD for
the sake of getting high incentives as a result of storing more data for Alice.
Fortunately, the FSP will not be able to generate fake PGHD for Alice. This
is because the FSP needs to obtain two keys, the shared key (SK) with the
healthcare provider to generate EMPGHD and the home shared key (HSK)
with Alice’s HSP to generate 2EMPGHD.

Theorem 3. SPDC is protected against pseudonym forgery attack.

Proof. Suppose Eve wants to generate Alice’s fresh pseudonym. As we explained
previously to generate a fresh pseudonym, Eve needs to know the foreign shared
key (FSK). This key is hard to obtain. This is because the generation of this key
involves the knowledge of Alice’s private key. The knowledge of the private key
lies in solving the elliptic curve discrete logarithm problem (ECDLP) which has
been proven through years it is computationally infeasible.

Theorem 4. SPDC is protected against replay attack.

Proof. Suppose Eve tries to replay one uploading message to disturb an FSP
and make it store duplicated data for Alice. Eve forwards old uploading messages
to the FSP. After the FSP performed all verifications, it verifies the freshens of
the nonce. The FSP discovers that the messages sent by Eve are old. The FSP
discards the messages.

Theorem 5. SPDC is protected against man in the middle attack.

Proof. Suppose Eve tries to intercept messages that are passed back and forth
between Alice and a service provider to steal the shared key, substitutes its own,
and makes it appear to Alice that it is the server, and to the server that it is
Alice. Fortunately, the secret key between Alice and any SP is generated without
exchanging any private keys by using Diffie–Hellman key exchange protocol. In
addition, suppose Eve tries to eavesdrop messages between Alice and the SP, Eve
will not be able to gain any valuable information as Alice’s data is encrypted
even Alice’s current health status (i.e. urgent or normal) is encapsulated within
the fresh pseudonym.
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Theorem 6. SPDC is protected against brute force attack.

Proof. Suppose Eve wants to work out Alice’s real ID from her fresh
pseudonym. Using a brute force attack method, Eve would need to guess three
symmetric keys and one asymmetrical key which requires 2128 ∗2128 ∗22048 ∗2128

attempts (more than 1.02 ∗ 1018 years of tries).

Theorem 7. SPDC is protected against reputation attack.

Proof. Messages which are exchanged between Alice and a service provider
contain digital signatures. The signature is generated using Alice’s private key
or by a shared key. These keys are very hard to obtain as we explained earlier.

Theorem 8. SPDC is protected against inference Attack.

Proof. As we know a patient has different index pseudonyms one for each service
provider. These index pseudonyms are not fixed. The patient has the right to
change the service providers and the corresponding index pseudonyms every
day. In addition, for each request with the same SP, the patient is using fresh
pseudonyms generated based on the corresponding index pseudonyms. Linking
multiple index pseudonyms and multiple fresh pseudonyms to the same patient
is a challenging task.

6 Conclusion

To protect the security and ID privacy of patients in MHM systems we designed a
secure anonymous data collection framework called SPDC. Our proposed frame-
work has advantages of using multiple service providers to collect a patient’s
data to prevent a single provider from inferring the patient’s identity based
on the pattern of interactions, allow the patient to generate pseudonym identi-
ties and certificates to access these service providers, and allow each patient’s
home service provider for anonymously linking the patient’s data which are scat-
tered across different foreign service providers. Then, the home service provider
of the patient delivers the patient’s data after aggregation to the healthcare
provider. The requirements analysis of the framework is conducted to ensure the
ID privacy-preserving, mutual anonymous authentication, data authenticity and
confidentiality, patient-centric, and scalability.
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