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Preface

The objective of the CAiSE conference series is to provide a platform for the exchange
of experience, preliminary research results, and ideas between the research community
and industry in the field of information systems engineering. Over almost three dec-
ades, the conference has become the annual worldwide meeting point for the infor-
mation system engineering community. This year, the 32nd edition of the CAiSE
conference was organized by the Laboratory of Informatics of Grenoble (LIG) at
Université Grenoble Alpes (UGA), France. However, due to the COVID-19 outbreak,
it was held online during June 8–12, 2020.

The CAiSE Forum is one of the traditional tracks of the CAiSE conference.
Intended to serve as an interactive platform, the Forum aims to present emerging new
topics and controversial positions, as well as act as a platform for researchers to
demonstrate innovative software tools and their applications. The CAiSE Forum ses-
sions facilitate the interaction, discussion, and exchange of ideas among presenters and
participants. In accordance, two types of submissions were called to the Forum this
year:

– Visionary papers presenting innovative research projects, which are still at a rela-
tively early stage of maturity, and do not necessarily include a full-scale validation.

– Demo papers describing innovative software tools that implement the results of
research efforts. The tools and prototypes are presented as demos at the Forum.

Each submission was reviewed by three Program Committee (PC) members. Only
those submissions for which there was an agreement on their relevance, novelty, and
rigor were accepted for presentation at the Forum. Additionally, some papers were
invited to the Forum as a result of the evaluation process in the CAiSE main research
track. Altogether, 12 papers were accepted for presentation, out of a total of 19 sub-
missions. The accepted papers are collected in this volume. These papers were pre-
sented via live online sessions. The authors also recorded a short video to summarize
the key points of their contributions.

We would like to thank everyone who contributed to the CAiSE 2020 Forum. In
particular, we thank the PC members for their reviews and help to promote the event,
and the conference’s PC chairs, Eric Yu and Schahram Dustdar, for their assistance
with handling the papers coming from the main research track. We also thank all the
authors for sharing their work with the community. Last, a big thank you goes to the
CAiSE 2020 general chairs, Dominique Rieu and Camille Salinesi, and the Local
Organizing Committee led by Agnes Front, for their remarkable support, especially
during the troubled times of the COVID-19 outbreak.

June 2020 Nicolas Herbaut
Marcello La Rosa
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Flexible Integration of Blockchain
with Business Process Automation:

A Federated Architecture

Michael Adams1(B), Suriadi Suriadi1, Akhil Kumar2,
and Arthur H. M. ter Hofstede1

1 Queensland University of Technology, Brisbane, Australia
{mj.adams,s.suriadi,a.terhofstede}@qut.edu.au

2 Smeal College of Business, Penn State University, University Park, USA
akhil@psu.edu

Abstract. Blockchain technology enables various business transactions
to be performed in an immutable and transparent manner. Within the
business process management community, blockchain technology has
been positioned as a way to better support the execution of inter-
organisational business processes, where the entities involved may not
completely trust each other. However, the architectures proposed thus
far in the literature for blockchain-enabled business process management
can be described as “heavy-weight”, since they promote the blockchain
platform as the monolithic focal point of all business logic and process
operations. We propose an alternative: a federated and flexible architec-
ture that leverages the capabilities of blockchain, but without overloading
the functionalities of the blockchain platform with those already extant
in Business Process Management Systems (BPMSs). We illustrate its
benefits, and demonstrate its feasibility, through the implementation of
a prototype.

Keywords: Blockchain · Process flexibility · Business process
automation · Business process management systems

1 Introduction

A blockchain is a tamper-proof, replicated and distributed ledger [10] to which
multiple parties can append transactional records in such a way that modifi-
cation is prevented, in a technically-enforceable manner. Blockchain technology
effectively guarantees that transactions, once recorded, become immutable [17],
facilitating the execution of transactions across multiple, potentially untrusted
parties without the need for a trusted intermediary. Naturally, blockchain opens
up new opportunities to support the execution of cross-organisational business
processes (i.e. those processes that necessitate interactions involving multiple
discrete players) typically seen in many domains, such as supply chain manage-
ment and manufacturing.
c© Springer Nature Switzerland AG 2020
N. Herbaut and M. La Rosa (Eds.): CAiSE Forum 2020, LNBIP 386, pp. 1–13, 2020.
https://doi.org/10.1007/978-3-030-58135-0_1
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2 M. Adams et al.

In recent years, the Business Process Management (BPM) community has
investigated ways to exploit blockchain for secure, cross-organisational process
execution (see [6–8,19] for some initial approaches). In this paper, we specif-
ically focus on the alternative architectural designs that integrate blockchain
technologies with business process management systems (BPMS) to support pro-
cess executions involving multiple, independent parties. We call such a system a
blockchain-integrated BPMS.

A prominent architecture proposed for blockchain-integrated BPMS trans-
forms a business process, expressed as one or more process models, into smart
contracts (programmable transactions) that are then executed entirely upon a
blockchain platform [6,19]. That is, all business rules, branching logic, instance
data, resource allocation, access authorisations and process state management is
deployed to and handled by the blockchain platform. Thus, the focal point of this
architecture resides in the blockchain and the different parties involved in the
business process must interact directly with this blockchain, both during process
design time and runtime executions. We shall refer to such an architecture as
blockchain-centric.

While blockchain-centric architectures may be appealing for some business
process applications, and under certain threat assumptions and/or risk scenar-
ios, it is not a universal solution. It is a heavy-weight architecture, with a rigid-
ity that may not be necessary, or even desirable, in many other business pro-
cess applications, for example where interactions between multiple parties are
loosely-coupled and/or may involve asynchronous-type interactions. A heavy-
weight architecture also overloads a blockchain system with a host of supporting
compilers, components and mechanisms required to wholly accommodate busi-
ness process design and execution within a distributed ledger. In effect, this tight
integration necessitates a duplication of the capabilities that already exist within
core execution engines of BPMSs.

Hence, we propose an alternative federated architecture, that is more decen-
tralised, cooperative, and flexible, simpler to realise and better suited to meet
the needs of a wide variety of cross-organisational settings. The proposed archi-
tecture allows component parts to each perform their fit-for-purpose capabilities
in a federated whole, rather than overloading components with functionalities
that are better performed by others. This architecture is flexible in that it is
not tied to any particular type of blockchain platform or BPMS. It supports
the minimisation of append operations to a blockchain, which are known to be
resource-intensive [18,21], and does not require the creation and propagation of
multiple smart contracts per execution instance.

This paper is structured as follows: a background discussion and related work
are presented in Sect. 2, Sect. 3 establishes the need for a federated blockchain-
integrated BPMS, and Sect. 4 describes the proposed architecture, while Sect.
5 illustrates its implementation. A comparative discussion of the federated and
blockchain-centric approaches is presented in Sect. 6, followed by the conclusion
of the paper.
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2 Background and Related Work

The key advantages of blockchain, besides immutabiity, include: visibility (all
authorised participants can view the transactions); validation (transactions are
endorsed by peers through a designated consensus mechanism prior to being
written to the chain); and resilience (a replicated ledger means there is no single
point-of-failure).

A blockchain system can be permissioned (exercise membership control) or
permissionless (publicly accessible). For example, Ethereum1 [3] is (by default)
a permissionless blockchain platform, where any peer can join to read or sub-
mit transactions at any time. Moreover, there is no central entity to manage
membership, although private and permissioned blockchains can also be config-
ured. Permissioned blockchain systems are designed to better address concerns
around transaction security, privacy and scalability [1]. Hyperledger Fabric2 [4]
is an example of a permissioned blockchain framework. Another key aspect of
blockchain technology is the provision of so-called smart contracts [5,15], i.e. exe-
cutable scripts that reside on the blockchain and automate the steps and rules
corresponding to the business logic of the bespoke transactional operations.

In recent research efforts towards integrating blockchain technology with
BPM [6,10,19], the authors propose an architecture that tightly integrates busi-
ness process execution with blockchain by encapsulating the entire business pro-
cess logic into smart contracts. In this approach, a translator component takes
a process specification as input and generates a set of corresponding smart con-
tracts per process instance. In addition, a choreography monitor uses smart con-
tracts to control a collaborative business process. A prototype has been devel-
oped for the Ethereum platform [19].

Architectural design issues of blockchain based systems with an eye towards
quality and performance attributes are addressed in [20] in the form of a tax-
onomy and flowchart. Other performance issues that have been addressed are
availability [18] and latency [21]. Methods for optimising execution of business
processes on an Ethereum blockchain by improving data structures and run-
time components are discussed in [6] and demonstrated in a prototype called
Caterpillar [8]. Approaches for implementing collaborative, data-aware business
processes on blockchain using the business artifact paradigm are discussed in
[2,7], focussing on a new business collaboration language.

Sturm et al. [14] develop a generic approach to control-flow management
within the blockchain by having one contract that handles choice and parallel
structures. However, the control-flow capabilities are limited and data man-
agement is not discussed. There are also a plethora of approaches to inter-
organisational process management that use platforms and environments other
than blockchain, for example [9,11,13].

All these related approaches have helped to locate our work in context. How-
ever, our approach is different in that we believe that the essential functionality

1 https://www.ethereum.org/.
2 https://www.hyperledger.org/projects/fabric.

https://www.ethereum.org/
https://www.hyperledger.org/projects/fabric
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of a BPM system should not be migrated to the blockchain. Instead, we explore
a lean approach (along the lines of [14]) wherein the BPM system can inter-
face with the blockchain as a repository of reliable data and for executing key
contractual terms through smart contracts.

3 Towards a Federated Blockchain-Integrated BPMS

Consider the pharmaceutical use case scenario shown in Fig. 1. In this cross-
organisational process, a Pharmacy places an order for medical supplies with
its Distributor, who in turn requests the production of the pharmaceuticals
by the Manufacturer. Once the pharmaceuticals are manufactured, they are
delivered to the Distributor who then sends them to the Pharmacy.

Using different types of blockchain with any pair of distributor and pharmacy
(at different process instances) 

Using different types of blockchain with any pair of 
distributor and manufacturer

(at different process instances) 
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Blockchain Type B (with Manufacturer 1)

Blockchain Type A (with Distributor 1)

Fig. 1. Pharmaceutical supply process - multiple ledgers

When this process is executed, there is a potential for conflict across different
parties. For example, if the Distributor fails to deliver the ordered pharmaceu-
ticals on time, the Distributor may blame the Manufacturer for being late with
production, or the Distributor may dispute the date and time when it received
the original order. Therefore, the use of blockchain in recording the process trans-
actions can be beneficial. Moreover, each organisation can exercise full control
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over their own private business process, and share information of only selected
activities that involve cross-organisational interactions, as shown in Fig. 1.

There are many desirable features of this approach. Firstly, the parties in the
process do not need to agree on a common inter-organisational process. They
may even be on different blockchain platforms so long as they are compatible.
Secondly, the lower transparency requirement will increase the willingness of the
parties to cooperate with each other. Thirdly, there is more scalability in such an
arrangement since in general a pharmacy will deal with multiple distributors, and
a distributor, in turn, with multiple manufacturers. Thus, this use case calls for
a more flexible, decentralised, loosely-coupled and distributed approach based on
platform heterogeneity, for both two-party and multi-party interactions, which
minimises the need for interactions with the blockchain platform.

Towards a Federated Approach. We propose a federated, blockchain inte-
grated BPMS architecture to address the issues identified above. Such an archi-
tecture should provide the following properties:

– Separation of Concerns: A clear separation of capabilities should be main-
tained between business logic operations and distributed transactional execu-
tion records, with the aim of minimising the performance hit on blockchain
operations and maximising the fit-for-purpose capabilities of the BPMS and
blockchain platforms.

– Platform Heterogeneity: The architecture should allow the use of more
than one compatible blockchain platform within and across a composite set
of interacting process instances.

– Compartmentalisation of Interactions: A requirement that all interac-
tions between any two participating parties need to be transparent to all par-
ties involved should not be imposed. A blockchain-centric architecture may
perhaps support this through the use of, for example, separate permissioned
channels, but this should not be seen as a necessary realisation, and it still
imposes the requirement that they share the same blockchain platform.

– Single-party Interaction: The architecture should not assume that all
interactions between a business process and a blockchain involve multi-party
communication. Hence, it should support simple single-party interaction
between an organisation’s business process and its corresponding blockchain.

4 Conceptual Architecture

In our federated approach, each organisation hosts a discrete BPMS that encap-
sulates a service or middleware component through which it will delegate desig-
nated tasks, designed to perform a required inter-organisational activity, within
a process execution instance. The service will then interact with a properly con-
figured blockchain network.

Each participating service in an inter-organisational process is granted autho-
risation to a discrete permissioned channel (or other authenticating, secure
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Fig. 2. Conceptual internal architecture

pipeline) on a blockchain network. A channel is a private overlay that partitions
a blockchain network to provide data isolation and confidentiality [1]. When-
ever a new block is written, an event notification is generated by the blockchain
platform and then relayed to the BPMS through the service. The service will
by default listen for events as they occur, but it may also be configured to
periodically request the event history from past blocks, to accommodate those
deployments where connection to the blockchain network is not always available.
The service will take one of three actions for each received event notification,
depending on how the service has been configured for each event: (1) release
a task that has been waiting for the event to occur; (2) launch a new process
instance, using the event as a trigger; or (3) ignore the event.

Hence, the only information exchanged between organisations is that required
for work to be handed over and performed within each organisation (e.g. pur-
chase order, invoice, contract, application). The state of a process instance can
be inferred from the history of data associated with it on the blockchain, for
example an order has been placed, a shipment was sent, a payment was made,
etc. This eliminates the need for sharing additional information about exact pro-
cess state on the blockchain, or any process definitions, business logic and rules,
organisational data, or resource allocations that should remain private to their
respective organisations.

A transaction (such as placing a purchase order) submitted by one organisa-
tion to the blockchain will, within a short period, be written to a block on the
blockchain after it is validated by other peer nodes on the network using a valida-
tion algorithm, and ordered along with other transactions into a block structure.
The creation of a new block will trigger an event notification which may be used
by another organisation to complete a task in one of its own processes or to
commence a new process instance (see Sect. 5 for more details).
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An internal architecture of the proposed approach is given in Fig. 2. The
BPMS of an organisation will delegate the execution of certain tasks to the
blockchain service (middleware component) using the appropriate API along
with the requisite data. The subcomponents of the middleware are:

– Smart Contract Invoker: Performs smart contract calls on the blockchain
to either query the current instance data that has been written to the chain,
or requests the creation of a new transaction to store data to be shared with
another organisation.

– Event Listener: Listens and responds to events generated by the blockchain
network each time a new transaction is created. An event may trigger the
completion of a waiting task, or the launch of a new process instance via a
call to the BPM engine’s API.

– Task Cache: Stores tasks that are waiting for some event to occur on the
blockchain, that is some specific data to be made available from another
organisation (e.g. order received, invoice produced, etc). When the designated
event occurs, that task can be further processed and/or completed, allowing
its parent process instance to continue.

– Authority Certificate Store: Stores the private and public keys authoris-
ing the service to access the channel to read from and submit to the ledger
on behalf of its owner organisation. Each call of a smart contract must be
accompanied by the appropriate certificates.

5 Implementation

A prototype service that implements the conceptual architecture described in
Sect. 4 has been realised in the YAWL business process management envi-
ronment [16]. YAWL was selected because it is robust, fully open-source, and
offers a service-oriented architecture, allowing an interactive blockchain service
to be implemented independent of existing components. However, the generic
federated architecture is not limited to the YAWL environment, but rather is
applicable to any BPMS that supports the addition of service-oriented or mid-
dleware components for interacting with external networks and applications.
Importantly, absolutely no changes were required to be made to the YAWL
environment itself to enable support for communication and interaction with a
blockchain network. The YAWL Blockchain Service, and its source code, can be
freely downloaded from the YAWL repository3.

For this prototype implementation, a Hyperledger Fabric blockchain net-
work was chosen, because it is open-source, can be deployed freely, does not
require crypto-currency payments for its operations and supports a permissioned
network natively. Again, the architecture is not limited by this choice; other
blockchain platforms may be used.

The Blockchain Service has been developed as a YAWL custom service and so
may have tasks assigned to it at design time via the process editor. At runtime,
3 https://github.com/yawlfoundation/yawl.

https://github.com/yawlfoundation/yawl
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the engine delegates all such assigned tasks to the service for action, passing task
input data and metadata to it via a specific process engine API. Communication
between the YAWL Blockchain Service and the Hyperledger Fabric network is
handled via the Java software development kit (SDK) for Hyperledger4. Each
organisation maintains its own discrete YAWL environment and Blockchain Ser-
vice.

5.1 Event Handling

The architecture leverages the event generating capabilities of the blockchain
platform to provide change-of-state announcements in the end-to-end process,
in particular notifying parties in cross-organisational processes of actions that
have been taken by others. Events of interest can be used to release a task that
has been waiting for an action to occur, or can signify the triggering of a new
process instance within an organisation.

For a task that has been designated to wait for an action, a dedicated data
structure, which specifies the event to wait for and the values that uniquely iden-
tify the event as related to the current end-to-end process instance, is included
as an input parameter of the task. On being delegated the task at runtime, the
Blockchain Service stores details of the task, and the specifics of the WAIT data
values, and compares each incoming event with those parameters. When a match
occurs, the task is updated with the values attached to the event, and released,
i.e. returned to the core BPMS engine, allowing the process instance to continue.

The other type of event of interest to the Blockchain Service signifies the
triggering of a new case instance. For example, if a pharmacy raises a purchase
order and submits it to a blockchain, the event produced by the blockchain when
the order transaction is written to a block can be captured by the Blockchain
Service of a pharmaceuticals distributor and used to trigger the creation of a
new process to fulfil that order (see Sect. 5.2 below for more details). Events can
be defined as process triggering events via a dynamically loaded configuration
file, or via an input data variable for a task, or by using an administration tool.

5.2 Illustrative Example

An example execution of typical interactions among the three organisations in
the supply chain scenario of Sect. 3 is illustrated in Fig. 3. The processes have
been somewhat simplified for clarity in the discussion below, and are depicted
in the YAWL language.

There are three interacting organisations: a Pharmacy that places orders
for the supply of pharmaceuticals, a Distributor that fulfils those orders, and
a Manufacturer that fabricates and supplies pharmaceuticals for distribution.
The Pharmacy interacts only with the Distributor, similarly the Manufac-
turer interacts only with the Distributor, and consequently the Distributor
interacts with both. To ensure data isolation and confidentiality, two channels

4 https://github.com/hyperledger/fabric-sdk-java.

https://github.com/hyperledger/fabric-sdk-java
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are created, one Pharmacy ←→ Distributor (called chPharmDist), the other
Manufacturer ←→ Distributor (chManuDist). Importantly, all internal pro-
cesses remains private to each organisation, only the transactional data necessary
to collaborate with another organisation is shared via the blockchain.

Fig. 3. Inter-organisational process interactions – supply chain example

While this scenario concerns a specific pharmacy-distributor-manufacturer,
more generally a distributor would deal with a number of different pharmacies
and manufacturers, and vice versa, all of which would potentially participate
as peers within the blockchain platform and may play a role in the validation
consensus that occurs when a transaction is submitted to the chain. Further, it
is of course also possible to have a single channel for all three parties if desired.

To illustrate a complete sequence of interactions, with reference to Fig. 3 and
the numeric labelling within it:

1. A composite process instance begins with the pharmacy process, when a new
order is generated and then sent, i.e. submitted and subsequently written
to a new block on the chain via a task delegated to its YAWL Blockchain
Service.

2. Since the permissioned channel chPharmDist is shared by the Pharmacy
and the Distributor, the Distributor’s Blockchain Service detects the new
BlockEvent and interprets it as a trigger to launch a new instance of its
internal ‘supply’ process. The transaction data sent with the event (i.e. the
purchase order) is used as the originating data for the new instance.

3. The Distributor adds the order to a batch, then at a designated time submits
the batch order to the Manufacturer via submission to the blockchain via
the shared chManuDist channel shared by those two organisations.

4. The Manufacturer’s service receives the write BlockEvent, which triggers a
new instance of its own ‘manufacture’ process, using the transaction data in
the event (i.e. the batch order) as originating data.



10 M. Adams et al.

5. Once the Manufacturer ships the order, the process archives the order details
on the blockchain.

6. This BlockEvent triggers the release of the waiting Receive and Verify task
in the Distributor’s process, allowing that process to continue.

7. Later, an invoice is produced by the Distributor and submitted to the block-
chain via the chPharmDist channel.

8. The subsequent writing of the invoice to the chain causes a BlockEvent that
triggers the release of the waiting Receive Invoice task in the Pharmacy’s
process.

9. Eventually, the Pharmacy pays the invoice by submitting the payment trans-
fer details to the chain.

10. The payment causes a BlockEvent that triggers the release of the waiting
Receive Payment task in the Distributor’s process.

Significantly, this example illustrates that secure inter-organisational process
automation can be achieved using a federated architecture, and that the app-
roach affords several concrete advantages when compared to the more heavy-
weight, blockchain-centric architectures:

– Efforts to combine the three processes into one overarching, monolithic, end-
to-end process model are no longer required, negating the need for a great
deal of collaboration between all parties, and the translation of the result into
a set of factory smart contracts. The architecture also avoids the need for the
creation, verification and storage of a new set of smart contracts for every
instance of the inter-organisational process.

– Because all business logic, branching rules, resources allocations, etc. are han-
dled by the BPMS, the smart contracts here are not overloaded with pro-
cedural code, resulting in much simpler, faster to process transactions. In
this example, the smart contracts define data structures for order, invoice
and payment, and a trivial invoke function that either submits a transaction
or performs a query over existing blocks. The data structures are used to
(de)serialise JSON strings passed to/from the BPMS into block data.

– There is no need to ‘centralise’ the process on the blockchain. Each organi-
sation retains autonomy of its own processes, and the foci of operations are
retained within the processes of each organisation’s BPMS.

– There is no requirement for the creation and maintenance of the “intri-
cate set of components” [19], prerequisite to the heavyweight architecture.
Only a standard BPMS environment, a simple middleware service and vanilla
blockchain network are needed.

– Unlike many blockchain-centric architectures, there is no requirement for
a central ‘mediator’ process to choreograph the interactions between each
organisation’s processes.

– There are no limitations placed on the types of process patterns supported.
Any pattern supported by the process language used by the process execution
environment (i.e. the BPMS) can be used in this approach, including those
more complex patterns that are difficult, if not impossible, to transform into
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a smart contract, since all process executions are contained within the BPMS,
rather than on the blockchain.

– An unimpeachable audit trail is stored on the blockchain(s) and can be
extrapolated for all inter-process activity instances between organisation
pairs.

6 Discussion and Conclusion

Many blockchain-centric approaches use a blockchain monolithically as an entire
execution platform for business processes. Thus, a potentially large volume of
data, including process definitions in the form of smart contracts, business rule
definitions, datasets representing the work of a process instance, as well as its
constantly updating state information, is written to, read from, and executed on
the blockchain. Depending on the smart contracts and business rules executed,
such data could contain potentially-confidential internal data of an organisation,
thus inadvertently and unnecessarily exposing private data to external parties.

As per our case example (Fig. 3), it will require 20 large, custom contracts
to be created (one for each task) in such blockchain-centric architectures ver-
sus 7 short, generic contracts that merely write important transactions to the
blockchain in our approach. Additionally, each custom contract will require con-
siderable effort for verification, and the blind trust of each organisation that the
translation tool generates error-free smart contracts. Each update of a smart
contract requires that each peer must compile, instantiate and validate it before
it is committed to the blockchain, thus consuming resources and adding to the
overhead of the blockchain’s performance.

It is clear that blockchain is much more expensive as a medium for process-
ing and storage than traditional media. Hence, it should be used as sparingly as
possible by minimising both the size of smart contracts and the amount of data
stored, while maintaining trust by means of a reliable audit trail. Extraneous
processing and data should go to traditional platforms that offer better perfor-
mance, flexibility and technology heterogeneity, and less visibility across parties.
We are not convinced that it is necessary to reinvent the functionality of a BPM
engine, which includes complex control flow management, data management and
resource allocation, within a blockchain platform.

As we have demonstrated in our implementation, it is less work to integrate
blockchain into an application with our federated approach, when compared
to the more heavyweight blockchain-centric architectures. To fully transfer all
the features of an industrial strength BPM system onto a blockchain platform
could amount to a very long, risky and expensive undertaking, especially when
considering the non-trivial processes in real-world scenarios. Our prototype illus-
trates the advantages of dedicating the existing capabilities of BPMS for pro-
cess automation, and those of blockchain as an immutable, distributed ledger, to
automate secure, cross-organisational process interactions without the overheads
necessitated by the heavyweight, blockchain-centric approach.

We believe our proposal aligns better with the underlying philosophy of
blockchain technology based on distributed autonomous organisations (DAOs)
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[12]. We have presented a conceptual architecture and an implementation that
demonstrates the feasibility of the approach. The comparisons presented here
are mostly qualitative; a more thorough empirical comparison through experi-
ments and quantitative data is needed and it will form our future work. More
work is also needed to optimise the distribution of on-chain and off-chain data,
and to validate the applicability of the federated approach with different types
of scenarios and use cases.
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Abstract. Schema matching is a critical problem in many applications
where the main goal is to match attributes coming from heterogeneous
sources. In this paper, we propose PROCLAIM (PROfile-based Cluster-
Labeling for AttrIbute Matching), an automatic, unsupervised clustering-
based approach to match attributes of a large number of heterogeneous
sources. We define the concept of attribute profile to characterize the main
properties of an attribute using: (i) the statistical distribution and the
dimension of the attribute’s values, (ii) the name and textual descrip-
tions related to the attribute. The attribute matchings produced by PRO-
CLAIM give the best representation of heterogeneous sources thanks to
the cluster-labeling function we defined. We evaluate PROCLAIM on
45,000 different data sources coming from oil and gas authority open data
website (The data is published under Creative Commons Attribution-
NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0)). The
results we obtain are promising and validate our approach.

1 Introduction

During the last years, the availability of multiple and heterogeneous data sources
has given new perspectives to the schema matching problem which is a funda-
mental step for data integration. A large number of research works exist in
the literature, the main task in these approaches is to identify the correlation
between the attributes using dataset values, semantic and syntactic rules to
detect the correspondence between attributes during the schema matching pro-
cess [1]. Most of the works on schema integration assumed a global (mediated)
schema and then tried to find a solution for better matching on mostly a pairwise
matching between the source schema and the mediated schema. In this context
it is very difficult to define a global schema that matches all the attributes of
a given domain [10]. Moreover, real world data is always noisy and for most of
integration methods, data cleaning is needed. However, in terms of big data,
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data cleaning is expensive and time consuming. In this paper, we develop an
heuristic method which can deal with real world and massive data.

In this paper, we present PROCLAIM (PROfile-based Cluster-Labeling for
AttrIbute Matching), an unsupervised method for matching attributes coming
from a large number and heterogeneous sources in a specific domain. Our results
show that PROCLAIM is an effective fully automatic method to discover a
set of meaningful vocabularies which are the backbone of the definition of a
specific domain. PROCLAIM defines the concept of attribute profile by taking
into account the data type using: (i) the statistical distribution and the dimen-
sion of the attribute’s values, and (ii) the name and textual descriptions of the
attribute. These properties give a unified representation to each attribute. The
cluster-labeling function takes as input these properties to automatically assign
a set of labels to a high number of attributes.

The paper is organized as follows: Sect. 2 reviews the related studies on
schema matching and the available tools. Section 3 presents a brief overview
of PROCLAIM. Sections 4, 5 and 6 detail each building block of PROCLAIM.
Section 7 illustrates the results of our experiments in two different domains.
Finally, Sect. 8 draws some future steps.

2 Related Work

Knowledge Base (KB) construction is a recurrent problem in industry and
research and includes problems of data extraction, cleaning, and integration [6].
A significant amount of work has been done in recent years for automatic con-
struction of knowledge bases. However, the first step of KB construction, which
is defining a global schema with the aim of populating the KB, still requires a
manual effort [15]. Several previous researches were mainly focused on extract-
ing data from unstructured data such as texts. Open Information Extraction
systems are not concerned with the integration of extracted entities and their
properties from different sources with unified names. Because of this limitation
the resulting knowledge bases may the same entity represented multiple times
with different names [15]. Other techniques, such as Biperpedia [9], use search
engine query logs in addition to text to discover attributes. This process involves
numerous trained classifiers and corresponding labeled training data. Most of the
automatic KB construction systems were focused on retrieving facts and entities
from unstructured datasets. To our knowledge, integrating the existing struc-
tured sources in the knowledge bases has not been considered in the process of
constructing the KB automatically.

A large number of publications focused only on schema matching. In this con-
text, schema matching identifies the correspondences between similar elements
belonging to different schemas. IntelliLIGHT [8] is a system looking in large-scale
structured data sets which aims to locate and retrieve needed data in a specific
domain. It proposes a method which ranks the main data tables taking as out-
put the ones having a higher score. PROCLAIM is a very different approach to
the problem; instead of ranking the best available schema among different data
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sources, it provides a unified standard schema from all sources and generates a
global schema for a domain automatically. UFO [11] is a data structure express-
ing various representations of the same concept as a data object and is capa-
ble of recognizing and mapping such objects in different data sources automat-
ically. The WebTable system [3] is a search engine that ranks tables scraped from
the web. In this approach, AcsDB is introduced as a database which contains a
corpus of statistics on schema elements that is used to compute the probabil-
ity of an attribute (the number of schemas containing the attribute divided by
the total number of schemas) and the probability of an attribute conditioned on
another attribute. WebTable autocompletes a schema (suggest additional related
attributes for a given set of attributes) by using the probability of pair attributes
in different schema to provide additional synonyms. In contrast, PROCLAIM
focuses on all characteristics of all attributes to find the similar attributes in the
provided schemas. The main goal of PROCLAIM is discovering the most complete
global schema over the existing schemas in a domain.

3 PROCLAIM Overview

Schema matching aims at discovering semantic correspondences of attributes
of schemas across heterogeneous sources. Our goal is to get a global attribute
schema for all the independently developed schemas of the same domain which
can be formalized as follows.

Given a set of schemas S = {S1, S2, ..., Sn} and the set of all attributes
belonging to these schemas, each Ai contains the whole set of

attributes (a1, ..., am) used in the schema Si. Let us consider a single schema
(S) and its set of attributes (A) (ai ∈ A where i ∈ [1 : m]). Schema matching
selects sets of n-ary mapping attributes which together define similar groups of
attributes (Gi), as illustrated in Example 1. All attributes are trivially a group
by themselves. A label (l) can identify in the best way the essence of a semantic
group of attributes. A labeling function fL(G) indicates the required process to
define the label (fL : G → L), where L is a set of labels (li ∈ L; 0 ≤ i ≤ m)
and G is a set of similar groups of attributes (Gi ∈ G). The set of labels (L)
identifies the elements of a global schema for the given set of schemas (S), this
resulting schema is also the mediated or target schema.

Example 1. Consider three schemas as set of attributes about about rental cars
descriptions:
S1 = {Fuel Type, Location, Mileage, Name, Price, Year, Transmission}
S2 = {Country, Disp., HP, Mileage, Price, Type}
S3 = {fuel type, maker, manufacture year, mileage, model, price eur,
transmission}
Also, consider the following attribute matches among the schemas:
G1 = {Fuel Type, fuel type, fuel, fuelType}
G2 = {Location, Country, city, county name, state name}
G3 = {Name, maker, brand}
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Consider these labels {Location, Brand, Fuel, ldots} extracted from the data
sets. These labels will be assigned to each group of attribute (i.e. as follows: l1
= Fuel, l2 = Location, l3 = Brand) and will define the names of the attributes
of the global schema for a specific domain: L = {Fuel, Location, Brand, . . . }.

The main question addressed in this research is how to define an automatic
process that discovers a set of labels which can effectively represent a global
attribute schema for a specific domain. The PROCLAIM method is proposed
as an answer to this question. PROCLAIM is a new approach which enables
the automatic holistic schema matching which leads to construction of a global
attribute schema for a specific domain. Let us illustrate the procedure, by fol-
lowing the main steps it involves, with the help of Fig. 1:

1. a set of heterogeneous sources with different schema (S) is provided as input;
2. the data from all sources are stored in columnar format storage;
3. the data type of each attribute is identified and data with the same data type

are stored in the same set (SdK
);

4. an attribute profile is computed based on the specificity of each data type
(SdK

). This profile for all kinds of attributes can contain at most four prop-
erties (statistics, description, unit, and name property). Then each profile of
attributes can contain at most four properties. The assigned profile to each
attribute will be converted to a numerical vector;

5. an automatic labelling process is defined to find all similar attributes and
gives a unified name to each of them. This process includes two principal
components: (1) finding the most similar attributes from different schemas,
(2) giving an automatic label to each attribute by a defined labeling function
(Lf ). A density based clustering algorithm will be applied on the numerical
profiles for finding the most similar attributes. Each profile vector represents
a unique attribute;

6. the list of automatically computed labels will define a global attribute schema
for a specific domain.

As explained in detail in the following sections, PROCLAIM can be applied
on real-life noisy data. The method is designed to handle a large number of
heterogeneous schemas and proposes a unified numerical profiling of information
of any data type. The approach enables the usage of common machine learning
algorithms such as clustering. Finally the automatic labeling and merging of
clusters allow the definition of a global schema that represents the synthesis of
the heterogeneous schemas.
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Fig. 1. The framework of PROCLAIM to discover a global schema

4 Preliminary Phase

Some of the building blocks of PROCLAIM can be considered as initial steps
to prepare the original datasets. Two main steps are defined as the initial steps
in the preliminary phase of PROCLAIM (1) targeting data into a columnar
datastore, (2) identifying the data type.

4.1 Column-Based Data Formats

Column-based data formats organize data in a set of tables. Each table contains
a set of rows, and each row has a set of columns, each with a name and a value.
Rows in a table are not required to have the same attributes. Data access oper-
ations are usually over individual rows and show the best performances when
retrieve only a subset of the attributes of a table, when data sets are sparse and
contain lots of empty values [12]. Moreover column-based data formats process
big datasets efficiently since provide large-scale parallelization and effective par-
titioning strategies. PROCLAIM for its calculation needs a tuple for each value
of attributes showing the name of the attribute and its value. In this case, storing
the data in columnar-based format is much efficient.

4.2 Data Type Identification

When the search space is large (the number of attributes or schemas are big),
matching the complete input of schemas may require long execution times, and
achieving high quality results may be difficult. One way to reduce the search
space is to find the similar attributes within the same data types. The hetero-
geneous sources provide attributes in different data types. Since the type of the
attributes may not be provided in the metadata of sources, we need to identify
the types given the values. One main problem in this step is the fact that the
original datasets are not clean. We have to consider the type based on the data
type of the majority of the instances (values). Here, we just consider five data
types but this set can be extended if it is necessary:

– numerical representing all attributes which its value just contain integer or
float.
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– categorical containing all strings, characters and mix data type.
– date representing date and time such as datetime, timestamps and etc.
– rare classifying attributes which they have less than 10 instances.
– unique referring to attributes with unique value (cardinality is equal to 1).

Formally, let dk be the data type of an attribute ai with probability p ≥
threshold (e.g. threshold = 0.8) where ai ∈ and dk ∈ { numerical, cat-
egorical, date, rare, unique} where k ∈ [1,5]. Data Type function (FD)
(FD : → { numerical, categorical, date, rare, unique}; FD(ai) = dK)
pre-classified the attributes of the whole dataset into maximum five categories
(SdK

) which contain attributes with the same data type.

5 Attribute Profile Representation

Once we have all the attributes belonging to the same data type (Sg) we can
group them to discover attributes coming from different schemas which contain
the same information (e.g., {name, maker, brand} in our example). PROCLAIM
performs clustering and labeling based on the computation of a similarity matrix
of numerical profiles of attributes. Before applying our algorithm, we must con-
vert an attribute to a numerical profile based on its data type. According to our
representation any attribute is characterized by a maximum of four components
according to the data type to which it belongs. These components are descrip-
tion, unit, name, and statistics. In this section we provide a description of each
component of the profile and its contribution in the analysis of the attributes
classified in any of the six data types introduced in the previous section. Notice
that the rare type attributes are ignored due to the impossibility to compute
a valid statistic.

Description Property. The majority of datasets have a descriptive part for
the schema where the meaning of each attribute can be found. In other cases,
the description is not provided but the used values belong to domain specific
terms or abbreviations and this description can be retrieved, for example, using
domain specific Wikis.

To create the description profile, first of all, we remove the stop-words and
then we apply the stemming method over a bag of tokens. Then for each descrip-
tion, the stems and the occurrence of each term (in all the different descriptions
for any specified attribute) is used to build the description profiles. Remov-
ing stop-words in a specific domain is necessary, since these words can appear
in almost all descriptions and can cause false similarities (e.g., for the domain
of cars, the words such as car, vehicle, automobile and etc, are the domain
stop-words). We then transform the descriptions to categorical variables. Next,
feature engineering is required to encode the different categories into a suitable
numerical feature vector. One-hot encoding is a simple but efficient widely-used
encoding method [4]. An example of converting categorical variables for some
attributes to numerical values can be seen in Table 1.
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Table 1. One-hot encoding for converting descriptions to numerical feature

Attribute displac volum engin cc repres kw ccm

ENGINE DISPLACEMENT 0 0 0 0 0 0 1

ENGINE POWER 0 0 0 0 0 1 0

DISP. 1 0 1 0 1 0 0

ENGINE 1 1 1 1 0 0 0

Unit Property. Dimensions and units are fundamental tools to explain the
characterization of phenomena [13]. A dimension is a measure of a physical
variable by fundamental quantities without numerical value, such as distance,
time, mass, and temperature. However, a unit is a specific way to assign a mea-
surement (with numerical value) to the dimension, e.g., a dimension is length,
whereas meters or feet are relative units that describes length [13]. Dimensions
and units are commonly confused, despite the fact that the solution to most
problems must include units. The distribution of the same entity in different
units can be shifted, but by consideration of the same dimension, the similarity
of shifted distribution can be found. Also, attributes with units related to same
dimension are related to each other through a conversion factor, such as Kelvin
or Celsius which measures the dimension of temperature and they can convert to
each other. Given a dataset, the related units can be found thanks to the descrip-
tive part of the schema or taking into account also the instances (near the value
or in a separated column). The units and their mapped dimensions of attributes
can be extracted and recorded separately. In Table 2 we show dimensions and
units characterizing some attributes of our running example. The dimension is
also encoded using one-hot encoding approach.

Table 2. Some attributes with their units and associated dimension

Attribute Unit Dimension

ENGINE DISPLACEMENT CCM VOLUME

ENGINE POWER KW POWER

PRICE EUR EUR PRICE

ENGINE CC VOLUME

Name Property. The name of an attribute can also be useful for the analysis.
Names often contain concatenated words and abbreviations. Thus, they first
need to be normalized before they are used to construct a profile to compute
linguistic similarities. First tokenization is applied but it may not be enough;
e.g for the name ‘vehicleType’, the name should be split into word ‘vehicle’ and
‘Type’. In this regard, we compare all names of other attributes and see if one
of them is part of the name string, this breakdown will be done.
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Statistics Property. The statistics profiles concern categorical and numer-
ical data types. PROCLAIM uses descriptive statistical analysis to produce a
profile for each attribute which not only defines the characteristics of an attribute
but also enables comparing the profiles to find similarities. In the following, we
list the most important statistical measurements regarding numerical and cat-
egorical data types.

– numerical data type:
For the numerical data type, there are several measures that can be
studied. The domain under analysis and the characteristics of analyzed
data will help us to select the significant ones. These measures can be vari-
ability or dispersion of distribution of values per each attribute, symmetry
of the distribution, the number of instances (cardinality) and central ten-
dency.

– categorical data type
For the categorical data type, the considered statistics profile contains
the top most frequent values among all instances of one attribute. This
set of top most frequent instances can design a pattern for an attribute.

Since other components of attribute profiles are encoded using one-hot encoding
approach we decided to apply the same method to the statistics profile. First log
transform will normalize the distribution with left or right skewness, then the
distribution is presented into categorical scale using binning and finally encoded.
We obviously lose the numerical nature of the statistics but we can merge easily
this vector with the other vectors without a normalization issue.

Table 3. Statistics profile

Attribute 5% 25% 50% 75% 95% Count

DISP. 90.9 113.75 144.5 180.0 302.0 32

ENGINE 993.0 1198.00 1497.0 1995.0 2982.0 101

ENGINE DISPLACEMENT 1124.0 1400.00 1600.0 1968.0 2967.0 158

ENGINE POWER 44.0 65.00 80.0 103.0 161.5 114

Table 4. Normalized statistics profile

Attribute 5% 25% 50% 75% 95% Count

DISP. 5 5 5 5 6 3

ENGINE 7 7 7 8 8 5

ENGINE DISPLACEMENT 7 7 7 8 8 5

ENGINE POWER 4 4 4 5 5 5
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Example 2. In Table 3 we present the statistics profile for four numerical
attributes. As a result of this analysis, we can see that the ‘Engine’ and ‘Engine
Displacement’ have the same normalized distribution. Normalized data with log
transformation is shown in Table 4.

For each attribute of the dataset, we compute the global profile which is
made of four properties we described in this section. Each profile is built by
considering the type of attribute and the global profile is finally converted into
a numerical vector.

We finally produce a dataset that is made of a collection of vectors that will
be the input for the next steps of the computation.

For each of the four properties, we propose a weighting factor on the proper-
ties that is adjusted according to the data type of the attribute. For example, for
numerical and categorical variables, the attribute name can be ignored because
this information is uncertain and the distribution of the values is very important.

6 Attribute Labeling

The attribute labeling is a three step process that (1) performs attribute cluster-
ing, (2) assigns a label to each cluster, and (3) merges clusters having the same
label. Step 3 creates each single attribute of the global schema. In this section,
we are going to detail each step of the process.

6.1 Clustering

The calibrated numerical vectors produced as described in Sect. 5 allow us to
apply clustering to find similar groups of attributes (Gi ∈ G). PROCLAIM
uses a density-based clustering method. Density-based clusters are connected,
dense areas in the data space separated from each other by low density areas.
Density-based clustering can be considered as a non-parametric approach, since
this method makes no assumptions about the number of clusters or their distri-
bution [5]. In higher-dimensional space the assumption of a certain number of
clusters of a given distribution is very strong and may often be violated. How-
ever, other parameters should be identified, e.g., a density threshold that is the
minimum number of points (MinPts) and the radius of a neighborhood (ε) in
the case of DBSCAN [7] and OPTICS [2]. Sparse areas as opposed to high den-
sity areas are considered as outliers (noise). This results in having points in the
sparse areas that are not assigned to any cluster since in general each outlier
can be considered as one cluster containing just one element. As a result, 1) It
is not necessary to specify the number of clusters; 2) It is not necessary that all
the points belong to at least one cluster.

OPTICS [2] (Ordering PoinTs to Identify the Clustering Structure) and the
aforementioned DBSCAN are two popular density based clustering algorithms.
Despite all the similarities in the core concept of both algorithms, they have fun-
damental differences [2]. PROCLAIM uses OPTICS. In PROCLAIM, we want
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to reduce the chain of core profile effect [2] in order to have small clusters with
very similar profiles; hence, we set a very small value (e.g. 3) for the MinPts
input of OPTICS. We will then compute many clusters and have many outliers.
To reduce the number of outliers we run OPTICS, a second time, again with a
small value for the MinPts parameter only on the profiles that were considered
as outliers. The clusters computed during the second step will be added to the
clusters computed at the first step. With these two iterations, we increase the
number of clusters and reduce the outliers.

6.2 Labeling Function

The labels for each cluster will be created by using the descriptions and names of
all elements in each cluster. The stop words will be removed using the common
linguistic stop words and the domain specific ones. The idea is to select the
most frequent words, bigram, and trigram terms appearing in the description
and name of each attribute of the cluster. Then, the most frequent term will be
the label of the cluster as shown in Example 3.

Example 3. Consider C1 = {ENGINE,DISP.} as a cluster computed using
the two-steps OPTICS algorithm. The descriptions gathered per each attribute
are:
Descr Engine = ‘The displacement volume of the engine in CC.’
Descr Disp. = ‘: Represents the engine displacement of the car’

The name profile of attributes can also be added to the descriptions:
Descr names = {engine, disp}.

Furthermore, after removing the stop words, the following bag of words for
each description will be generated:
BOW Engine = {displacement : 1, volume : 1, engine : 1, cc : 1}
BOW Disp. = {represents : 1, engine : 1, displacement : 1, car : 1}
BOW names. = {engine : 1, disp : 1}

Moreover, we create a holistic bag of words by merging all the terms together
associated with their total number of occurrences as follows:
BOW total = {engine : 3, displacement : 2, volume : 1, cc : 1, represents : 1}

By selecting the most represented term, we may produce some meaning-
less labels such as “displacement engine” rather than “engine displacement”. To
tackle this problem, we need to create a domain specific corpus and extract from
it the bigrams and trigrams associated with the respective number of occur-
rences. This will be used to adjust and validate the labels.

Consider a created corpus in the cars domain which includes resources of glos-
saries, dictionaries, wikis and etc. which can easily be gathered online1. Now, all
combinations of the highest frequency words from BOW total will be considered
to create the bigrams and trigrams which already exist in this domain (the mean-
ingful N-grams) with respect to terms frequency in the corpus. The bigrams and
trigrams selected will create a valid bag of terms. We will also add the most fre-
quent word appearing in the corpus to this valid bag of terms. From Example 3
1 Data from: https://www.kaggle.com/.

https://www.kaggle.com/
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we have: Bag of terms = {engine displacement : 2, displacement volume :
1, engine : 3}. To get the selected label, we take from the bag of terms the term
with the maximum number of occurrences with the priority first to the trigrams
then bigrams and finally words.

The selected label for the cluster C1 = {ENGINE,DISP.} is engine dis-
placement even if the number of occurrences of engine is higher.

After labeling each cluster we can finally merge the clusters with the same
label or labels that are synonyms (Example 4).

Example 4. Consider C2 = {ENGINE DISPLACEMENT,ENGINE
POWER} as another cluster computed using the two-step OPTICS algorithm.
The bag of words retrieved from related descriptions for these attributes are:
BOW Engine Displacement = {ccm : 1}
BOW Engine Power = {kw : 1}
BOW names = {engine : 2, displacement : 1, power : 1}
As final result the output is:
Bag of terms = {engine displacement : 2, engine power : 1, engine : 3}

The computed label is again engine displacement which means that this
cluster can be merged with cluster C1 of the Example 3. Then the new cluster
contains the following attribute {ENGINE, DISP., ENGINE DISPLACEMENT,
ENGINE POWER}.

All the merged and labelled clusters generate a global schema for a specific
domain. The label of different clusters in different data types can be the same
which enables us to integrate the attributes together even if their data types
were assigned wrongly in Sect. 4.2. PROCLAIM helps to integrate the data from
different sources and also creates a general schema which can help for integration
or new sources or to populate a knowledge base in the specific domain.

7 Experiment Results

In this section, we provide the experimental results on two datasets: one of them
is our ongoing cars example and the second is from the oil and gas domain.
The code of the experiment is implemented in Python 3.6.7. Parquet [14], a
columnar datastore is used to store original datasets. Parquet is a free and
open-source optimized column-oriented data storage developed on the Apache
Hadoop ecosystem. To the best of our knowledge, there are no benchmark labeled
datasets for comparing our results with another method. Therefore, for the car
example, we have collected data from Kaggle challenges. For the Oil and Gas
example, we use a large dataset.
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Table 5. Car Kaggle data set information as the input for PROCLAIM

Data set Kaggle challenge name #Attributes #Descriptions #Units #Source records

S1 Used cars price prediction 13 11 4 1000

S2 Cars data 8 7 0 600

S3 Personal cars classified 16 11 4 1000

S4 Craigslist cars EDA 26 24 0 1000

S5 Used cars database 20 12 1 1000

Sum Car Kaggle 70 65 9 4600

Car Kaggle. The Car Kaggle dataset was gathered from five different sources
(S1,. . . , S5) about cars from different Kaggle challenges (see Footnote 1). The
global Car Kaggle dataset, after merging different sources contain 78 original
attributes: 70 of them have different names; 65 out of 70 attributes contain
descriptions and just 9 out of 70 attributes have the provided unit. In Table 5,
we provide the details of each schema. As first step, we run data type identi-
fication in order to discover the type of each attribute. Data for this dataset
can be split in four different types and, as we can see the rare data type is
not present. Unique attributes are discarded (6 attributes) and we compute the
profile for the 64 remaining attributes (25 numerical, 35 categorical and 4
date attributes) and automatically assign label to each attribute. To be able to
evaluate PROCLAIM, we manually labeled all the attributes. A subset of PRO-
CLAIM labels and manual labels can be seen in Table 2. To evaluate the quality
of PROCLAIM labels, we used three metrics: precision, recall and F-measure.
Precision is defined as the percentage of the correct labels. We compared man-
ual labels with PROCLAIM labels. If the pair (Proclaim label, Manually
annotated label) matches, the label is considered as valid, as it can be seen
in Table 6. Recall is the ratio of attributes with correct labels to all attributes
(with or without labels). F-measure which is the harmonic mean of the precision
and recall. This result is shown in Table 7. These measures were calculated sep-
arately for each set of attributes (of each data type) and finally for the whole set
of attributes. As it can be seen in Table 7, precision is showing a good quality of
labels but since the number of attributes and sources are not big, we expected
not very high recall, but still this recall is promising for the schema matching
problem which in this research is not the main concern. The main goal is to have
the labels with high quality.
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Table 6. Labeling for Car Kaggle

Attributes PROCLAIM labels Annotated labels Match

PRICE EUR Price converted Price 1

PRICE Price converted Price 1

POWERPS Power Power 1

HP Power Power 1

WEIGHT Weight Weight 1

POSTALCODE Weight Address 0

Table 7. PROCLAIM evaluation

Data type Precision Recall F-measure

numerical 85.7 85.7 85.7

categorical 73.0 58.8 64.2

date 100 100 1

Overall 82.5 72.7 77.3

Oil NorthSea Dataset. The North Sea Oil and Gas (Oil NorthSea) dataset
were gathered from OGA2 (The Oil and Gas Authority Open Data) website
which contains 43997 different sources with a total of 5260 attributes. 4713 of
them have different names. The description is available for 3481 attributes and
unit is provided for 1668 over 4713 attributes. We apply the same approach
as described in Sect. 7. The number of different identified types of attributes
is: 638 numerical, 631 categorical, 46 date, 574 rare and 2824 unique
attributes. Since the number of attributes is too big to be entirely manually
annotated, we asked domain experts to label random set of attributes (20 labels
for numerical and categorical attributes and all labels for date attributes
- the number of date attributes are less than 50). We cannot calculate recall
and f-measure here, since the manual labels are just provided for a subset of
random labels. However, precision is calculated for these subsets for different
experiments. Experiments are done for different profiles for each group of same
data type attributes and the result is shown in Table 8. Cover data ratio measures
the percentage of labeled attributes. The Covered data ratio is showing a high
percentage of considered attributes to discover the global schema. As can be

Table 8. Experiments results for different profiles subset

Data type Profile #Unlabeled

Attr.

#Labeled

Attr.

#Labels Precision

(%)

Covered data

(%)

Numerical Stat. 84 554 107 58.1 86.8

Descr. 122 516 112 93.25 80.9

[Stat., Descr.] 53 585 128 86.4 91.6

[Stat., Descr., Unit] 60 578 110 90.1 90.5

Categorical Stat. 135 496 102 70.5 78.6

Descr. 203 428 100 94.9 67.8

[Stat., Descr.] 129 502 126 86.2 79.5

[Stat., Descr., Unit] 121 510 130 92.1 80.8

Date Descr. 16 30 3 100 65.2

[Descr., Name] 5 41 7 94.3 89.1

[Descr., Unit, Namea] 5 41 7 94.3 89.1

Total [full profile] 186 1129 247 92.2 85.9
aUnit is not available for Date attributes

2 The data is published under Creative Commons Attribution-NonCommercial-
ShareAlike 4.0 International (CC BY-NC-SA 4.0).
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seen, the precision of clusters for numerical, categorical, and date data
type is over 90% which is a promising result. The global schema created from
the Oil NorthSea dataset contains 247 labeled attributes which covers 86% of
the 1315 original attributes belong to the numerical, categorical, and date
data types.

8 Conclusion and Future Works

Compared to the huge work on pairwise schema matching, research on holistic
schema matching for more than two sources is still at an early stage. PROCLAIM
is an efficient and effective way for schema matching and provides a consistent
domain-specific attribute schema. Experiments show that thanks to our app-
roach we can gather automatically more than 80% of vocabularies related to a
domain and populate the knowledge bases with corresponding attributes from
heterogeneous sources. In future work, our approach can be extended for han-
dling new attributes from new sources and for enriching the set of labels by
adding similar words from different thesauri and dictionaries.
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Abstract. Data curation processes constitute a number of activities,
such as transforming, filtering or de-duplicating data. These processes
consume an excessive amount of time in data science projects, due to
datasets often being external, re-purposed and generally not ready for
analytics. Overall, data curation processes are difficult to automate and
require human input, which results in a lack of repeatability and poten-
tial errors propagating into analytical results. In this paper, we explore a
crowd intelligence-based approach to building robust data curation pro-
cesses. We study how data workers engage with data curation activities,
specifically related to data quality detection, and how to build a robust
and effective data curation process by learning from the wisdom of the
crowd. With the help of a purpose-designed data curation platform based
on iPython Notebook, we conducted a lab experiment with data work-
ers and collected a multi-modal dataset that includes measures of task
performance and behaviour data. Our findings identify avenues by which
effective data curation processes can be built through crowd intelligence.

Keywords: Data curation · Data quality · Crowd intelligence

1 Introduction

Recent reports indicate that data scientists spend in excess of 80 percent of
their time engaged in data curation activities [18]. These cost intensive, and
often non value-adding, processes are considered a drain on analytics functions
within organizations and result in data science project cost and time over-runs.
A primary reason behind the need for data curation is the large proportion of
externally acquired datasets that have different quality levels. These external
datasets, sourced for example from partners, public sources, or data market-
places, are often created for a different purpose. In fact, even internal data
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may have to be repurposed [25] to meet the specific needs of a certain data
science project. In either case, data curation may include selection, classifica-
tion, transformation, filtering, imputation, integration/fusion, or validation [8],
thus requiring a variety of steps, such as format and structural transformations,
meta-data extractions, annotations, de-duplication, and data categorization, to
be completed before the actual analysis of the data can be performed.

Current data curation approaches can be categorized into three types, viz.,
ad-hoc/manual approaches [20], automated approaches [10] and crowd-sourced
approaches [5]. There have been recent advances in automated approaches based
on AI and machine learning techniques that have assisted in tackling certain
types of data curation tasks such as relation extraction [11] and entity linking
[2]. However, the bulk of data curation activities cannot feasibly and efficiently
be addressed by machine-based algorithms [21] without human intervention [15].
Not surprisingly, in practice, manual approaches are still the predominant choice
for data scientists [1], and thus those who need to use the data (i.e. data con-
sumers), undertake data curation in an ad-hoc manner without following well-
defined processes or guidelines e.g., they will fix an error when they encounter
it during their analysis for their own benefit. Such data curation activities suf-
fer from scalability, as well as lack of repeatability and verifiability of outcomes
[6,8]. To improve the scalability of data curation, recent studies have focused on
outsourcing specific data curation tasks to a crowd of data workers online. Such
so-called micro-tasks, e.g. annotations of text and images, provide some benefits
of scaling-out data curation, improving curation efficiency, and reducing man-
ual data curation effort and cost. Some successful examples of crowdsourcing
methods include Data Tamer [22], ZenCrowd [3] and Qurk [12].

Whereas crowd-sourced approaches work well for specific micro-tasks, they
currently lack the ability to construct overall data curation processes. The
involved and contextual nature of data curation activities, and the inherent com-
plexity of the processes composed by a number of smaller tasks, make it very
challenging to design, construct and validate the overall data curation process
and respond to repeatability and efficiency needs in data curation. Thus, while
there is promise in a crowd-sourced approach, we argue that for it to assist in
reducing data curation efforts in data science projects, it needs to be extended to
enable the discovery of ideal sequences of curation steps, as opposed to remaining
focused at the micro-task level.

Accordingly, the aim of our study is to develop a deep understanding of how
data workers engage with data curation tasks specifically related to data quality
detection, and to investigate how to build repeatable and efficient data curation
processes harnessing the collective intelligence of a group of data workers.

To this end, we investigate the potential of an approach that relies on human
intelligence of a crowd of data workers to build data curation processes. Our
study focuses on a set of tasks relating to data quality detection and tagging.
We conduct a lab experiment with data workers to create a multi-modal dataset
that includes measures of objective task performance and behaviour data. This
unique dataset describing data worker behaviours enables us to identify patterns
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in their use of the available resources and to produce an effective and robust
process assembled from top performers’ actions.

2 Related Work

The importance and scope of data curation have increased multi-fold in the era of
big data, due to the prevalence of external and re-purposed data in data science
projects. Currently, three main approaches are evident in the context of data
curation, namely: ad-hoc/manual, automated, and crowd-sourced approaches.

The manual approach is the most common approach [8,20], however, inher-
ent in this approach are several issues, such as biases introduced by data users
during their curation process, problems of reusability and repeatability (given
the ad-hoc nature of the approach) and lack of transparency. In particular, data
quality issues constitute a major challenge for data workers using a manual app-
roach as it is likely that multiple data quality issues exist in large datasets e.g.
completeness, accuracy, consistency, etc [15,23]. Recent advances in Machine
Learning have improved the efficiency and scalability of automated approaches
to data curation, however, issues relating to training data remain. In particu-
lar, these include the requirement for a substantial, manually labelled, training
dataset for the approach to function effectively [15] and the lack of ground truth
in evaluating the effectiveness of the approach [21].

A third approach, using the concept of crowd sourcing, provides a promising
alternative for such situations with a potential to overcome the ad-hoc nature
and lack of repeatability inherent in the manual approach. This approach aims
to leverage human intelligence through outsourcing data curation micro-tasks to
a crowd of data workers online. Based on the assumption that certain tasks can
be performed more effectively by humans compared to algorithms, several human-
in-the-loop systems (e.g., [3]) have been proposed to leverage both the scalability
of machine-based data processing and the effectiveness of involving crowd intel-
ligence [4]. However, while the approach is promising, it is plagued by challenges
relating to the recruitment of a suitable crowd, determining appropriate methods
to route data curation micro-tasks to the crowd [6], and the lack of comprehensive
understanding of how data workers engage with data curation (required to enable
appropriate routing) [6,15]. Hence, the studies aiming to better understand data
worker behaviours are gaining the attention of researchers [15] and are considered
crucial to improve and enable successful use of the approach.

User behaviour has been studied in many contexts. For example, understand-
ing the behaviour of software developers has been a long-standing focus [15,19],
providing insights of increasing efficiency in manipulating (source) code [14] as
well as in debugging [19]. Prior research has explored how software developers
work with code, in terms of their search and reuse strategies [16]. Results have
shown certain behavioural patterns, for example, common copy/paste actions to
replicate code snippets [16]. User behaviour has also been studied in the context
of User Interface (UI) design, such as mouse scroll and keyboard behaviours to
measure user satisfaction [13]. To study data workers, recent research outlined
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the work cycle of data scientists, ranging from discovery to design [15]. The
study confirmed that the process data scientists use to clean and prepare data
for analysis is time-consuming and requires data scientist’s domain knowledge
[15]. In addition, data workers tend to spend more time carrying out information
retrieval online [14], as the ease of access to online information and open source
projects has been observed to benefit their work efficiency.

In this paper, we build upon prior work in software engineering, UI design
and behaviour studies of data workers to design an experiment that provides
multi-modal data including performance and behaviour-log data as a means of
understanding user behaviour in the context of data curation. We further note
that in data science projects, data curation is a process that consists of multiple
tasks. Utilizing a crowd-sourcing approach for building data curation processes
from multiple crowd-sourced tasks is currently under-studied and a key objective.

3 Study Design

To evaluate data workers’ behaviours, we considered a lab setting [23] for our
study. The participants are asked to identify five types of data quality issues
in a given dataset by writing python code to explore through a dataframe on
our purposed designed platform. Participants are free to use available code snip-
pets (which we call DataOps [24] throughout this paper) on the platform, and
they can search for external resources using the given browser. To label iden-
tified quality issues, they need to add tags to each error they have discovered.
The experiment commences with a pre-experiment survey, followed by a tutorial
outlining definitions and examples of data quality issues and a practice example,
and then they start the formal experiment whenever they feel ready. At the end
of the experiment, the participants are asked to complete a post-experiment sur-
vey. The surveys based on [7] captured participant perceptions on the experiment
tasks and helped ensure internal validity. In the following, we provide details of
our experiment setting, instruments and participants.

Experiment Setting. To capture the interactive behaviours exhibited by par-
ticipants, we design a user interface (UI) based on Jupyter Notebook (see Fig. 1).
The UI of our data curation platform has three main panels: DataOps (left), the
notebook (middle), and the data (right) to enable (1) viewing data-ops and their
functions, (2) development of the working code, and (3) viewing data. Similar
elements can be found in several data curation platforms, such as Trifacta1,
Tamr2 [17], and Talend Open Studio3. We use Chrome browser extensions to
inject the left and right panel on top of the notebook, and to log behavioural
actions by JavaScript. Participants are only allowed to use the given browser
throughout the experiment. To provide a set of internal data curation resources,

1 Trifacta, https://www.trifacta.com/.
2 Tamr Agile Data Unification and Management Systems, https://www.tamr.com/.
3 Talend Open Studio, https://www.talend.com/products/talend-open-studio/.

https://www.trifacta.com/
https://www.tamr.com/
https://www.talend.com/products/talend-open-studio/
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Fig. 1. User interface of our experimental platform

we pre-define 21 DataOps, ranging from importing essential libraries to com-
plex Boolean operations involving regular expressions. This set of DataOps is
sufficient to complete all tasks in our experiment (i.e., participants do not nec-
essarily need to refer to external materials in the experiment). We provide each
DataOps with a description of its functionality, an explanation of how to use it
(e.g., how to adjust parameters), and a code snippet that participants can copy
to the notebook and use to explore the dataset and discover data quality issues.
We also provide a copy button for each DataOps to facilitate the copy action.
In the middle panel, we provide a standard Jupyter Notebook for participants
to perform any operations (either copied from DataOps or written in Python
from scratch). Because we aim at analysing the processes the participants fol-
low to complete a given data curation task, we disabled the cut button in the
built-in tool panel in the notebook to get a full representation of their actions.
In the right panel, participants can browse the data they work with and add or
remove tag labels indicating data quality issues either via the toolkit provided
in the top right area of the UI or by clicking the tag labels shown in each cell
in the data view. To enable smooth use of the toolkit (e.g., to add or remove
tags), we disabled several hotkeys and shortcuts (e.g., “d,d”, “0,0”, etc.) that
are pre-defined by Jupyter Notebook. The dataset that participants are asked to
work with contains 13 000 records (this amount ensures writing code to perform
tasks) and 4 columns including: ID, name, contact number and join date. We
prepared the dataset with Parallel Data Generation Framework (PDGF)4. Five
types of data quality issues were injected in the dataset relating to (1) missing
(completeness), (2) non-unique (uniqueness), (3) duplicate (redundancy), (4)
imprecise (precision) and (5) inconsistent (consistency) values. Table 1 shows
definitions for these types and the number of instances injected per type.

Data Collection Instruments and Participants. In our study, we collect
behaviours while participants are interacting with the experiment UI, including
4 Parallel Data Generation Framework (PDGF), https://www.bankmark.de/prod

ucts-and-services/.

https://www.bankmark.de/products-and-services/
https://www.bankmark.de/products-and-services/
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Table 1. Data quality issues manually injected in the working dataset in formal exper-
iment.

Type # Instances Definition

Missing (M) 1263 The value of a specific attribute being empty for a

record

Non-unique (U) 5001 Different records identified by the same key

Duplicate (D) 5609 Multiple records being identical with respect to all
attributes

Imprecise (P) 8106 Degree of accuracy for the same attribute varying
across different records

Inconsistent (C) 15738 a Format of the values for the same attribute varying
across different records

a Each participant may choose one format as “standard” and thus label other formats
to be inconsistent. Therefore, we present the minimum number of this type of issue to
show the lower bound, where we assume the participant picks up one format that has
the maximum number of instances in the dataset as “standard”.

mouse clicks, copy/paste and changes between browser tabs. All behaviours are
logged with a timestamp. Participation in our experiment was voluntary. All
participants were undergraduate and master students in data science disciplines.
In total, 39 students participated. Each was offered a $30 voucher for their time.
To qualify for the experiment, participants need to have some working knowledge
of Python. We do not set any restrictions on their understanding of data quality
(as we cover this in the tutorial), nor did we limit the experiment duration.

4 Building a Crowd Intelligence-Based Data Curation
Process

In this section, we first provide insights into individual data worker behaviours as
they work through each of the five tasks aiming at identifying data quality issues.
To evaluate the performance of the data workers, we use precision, recall and F1
score as the evaluation metric. For each tag in our ground truth, if it also exists
in the created annotations given by the data worker (i.e. our participant), we
consider it a true positive (tp). Otherwise, this tag is regarded as a false negative
(fn). Similarly, for each tag created by data workers, if it does not exist in the
ground truth, we consider this tag a false positive (fp). Therefore, by counting
TPs, FPs and FNs, precision, recall and F1 could be computed by their defini-
tions, i.e., precision = tp

tp+fp , recall = tp
tp+fn and F1 = 2· precision·recall

precision+recall . We use
the observed performance and behavioural logs to build a data curation process
(which we call “golden notebook”5 throughout the paper) that assembles (parts
of) the code given by best workers. We use three criteria to assess the quality
of golden notebook, namely effectiveness (i.e., how many data quality issues are
correctly detected), robustness (i.e., how reliable the produced golden notebook

5 See http://130.102.97.188/caise20/goldenNotebook/ for our “golden notebook”.

http://130.102.97.188/caise20/goldenNotebook/
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is for processing unseen data), and refinement (i.e., how well the golden notebook
performs by assembling partial best code produced by different performers.).

4.1 Understanding Individual Data Curator Behaviour

Participants (indicated below through their participant ID - PID, a non- consecu-
tive number) in our experiment work on a voluntary basis without a time limit,
and hence they may or may not complete all given tasks. For this reason, to
measure their performance we only consider the tasks that they have attempted.

Figure 2 shows there are 13 participants who attempted all tasks. Among
them, participants P6, P14, P2, P58 and P8 are the best performers – they
achieved the overall top 5 scores. Table 2 shows their detailed F1 score. From
Table 3, we observe that the 5 top performers are not all ranked in the first
place for all types of data quality issues. Missing and duplicate data are the top
data quality issues for which most of the participants achieve a perfect score.
Non-unique is the second best, and inconsistent and imprecise are the third and
fourth best.

In addition, we note that 26 participants only attempted several (not all)
tasks. There are 21, 14, 10, and 5 participants who did not attempt the tasks
relating to the detection of imprecision, inconsistency, non-uniqueness and miss-

Fig. 2. Stacked value of participants’ F1 score

Table 2. Top 5 performers (PIDs) and their overall performance of F1 scores

Ranking PID Overall score Missing Duplicate Inconsistent Non-unique Imprecise

1 6 3.877 1.0 1.0 0.778 0.635 0.463

2 14 3.783 1.0 0.942 0.703 0.675 0.463

3 2 3.738 1.0 1.0 0.798 0.477 0.463

4 58 3.526 1.0 0.975 0.600 0.635 0.317

5 8 3.464 1.0 1.0 0.476 0.675 0.314
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Table 3. Top 5 performers (PIDs) and their performance scores for each type of errors.
Performers are ranked by F1 score. Notation: p: precision, r: recall, F1: F1 score

Ranking Missing Duplicate Non-unique Imprecise Inconsistent

1 P2, P3, P6,

P8, P9, P10,

P11, P14, P16

P41, P45, P50,

P58

P2, P3, P6,

P8, P11

P46 P42 P2

p = 1.0, r =

1.0

p = 1.0, r =

1.0

p = 0.951, r = 0.847 p = 0.312, r = 1.0 p = 0.664, r = 1.0

F1 = 1.0 F1 = 1.0 F1 = 0.896 F1 = 0.475 F1 = 0.798

2 P46, P47 P45 P8, P14 P2, P6, P14 P6

p = 0.998, r =

1.0

p = 0.996, r =

1.0

p = 0.572, r = 0.823 p = 1.0, r = 0.302 p = 0.637, r = 1.0

F1 = 0.999 F1 = 0.998 F1 = 0.675 F1 = 0.463 F1 = 0.778

3 P5 P1 P3, P6, P50, P58 P58 P14

p = 1.0, r =

0.498

p = 0.989, r =

1.0

p = 0.465, r = 1.0 p = 0.333, r = 0.302 p = 0.603, r = 0.842

F1 = 0.665 F1 = 0.995 F1 = 0.635 F1 = 0.317 F1 = 0.703

4 P33 P50, P58 P2 P8 P9

p = 0.995, r =

0.496

p = 1.0, r =

0.951

p = 0.335, r = 0.823 p = 0.327, r = 0.302 p = 0.681, r = 0.651

F1 = 0.662 F1 = 0.975 F1 = 0.477 F1 = 0.314 F1 = 0.666

5 P49 P14 P32 P32 P42

p = 0.825, r =

0.052

p = 0.891, r =

1.0

p = 0.278, r = 0.847 p = 0.188, r = 0.301 p = 0.518, r = 0.844

F1 = 0.098 F1 = 0.942 F1 = 0.418 F1 = 0.231 F1 = 0.642

ing errors, respectively. Considering the effort in the coding process and lack of
a break during the experiment, fatigue may have played a part in this inactivity.

Observed Behaviours. Based on the collected log data, analysis of recorded
videos based on [9], and the final code written by the best performing par-
ticipants, we observe their behaviours from the perspective of their strategy
in tagging different data quality issues, how they interact with the three pan-
els, how they code, search keywords in external pages, and debug when they
encounter error messages. Table 4 presents further insights into the best per-
formers’ behaviour. For example, we observe that P14 wrote the least code and
spent more time on external pages compared to other top-5 performers. We note
that P14 made effective use of a for-loop and regular expressions to reduce the
code length. Most participants copied code from previous tasks to build the next
task. We also observed a unique behaviour from P58, who focused on finding
all error types for each attribute, as opposed to the rest of the participants who
worked to find one type of error in all of the data, before moving to the next
error type.

Overall, we observed that participants viewed the dataset panel before they
approached the tasks, and during coding and after tagging the data, indicating
that the dataset view and browsing can provide an intuitive way for data workers
to reason about the data quality issues. We note that there is no significant
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Table 4. Top 5 performers interaction behaviour

Rank PID Time (seconds) spent on #Change between #Copy/paste #Written

Experiment pages Other pages Browser tabs Action Codes

1 6 2374 592 37 66 49

2 14 2995 1369 51 39 18

3 2 1903 510 22 62 46

4 58 2533 453 34 68 92

5 8 3320 465 21 76 66

difference in time spent on the three panels of the experiment UI across users,
confirming the suitability of the design approach for the experiment UI as they
all have spent a similar period on each of the three panels.

4.2 Learning from the Crowd

In this section, we outline how the collective intelligence of data workers can be
harnessed. Aiming to improve the efficacy and efficiency of data curation pro-
cesses, we analyzed the Python code produced by the top five performers for
each type of data quality issues. Table 3 shows the top five performers and their
performance (i.e., precision, recall and F1) scores for each type of error. As the
top performers vary from task to task, we are able to extract (parts of) the best
code snippets that work well for a particular task and assemble them to generate
a collection of best code, that is, the “golden notebook” that works well for all
tasks. By manually running the golden notebook on the same dataset as we used
in the experiments, we evaluate the results from three perspectives: (i) effective-
ness, where we investigate whether the results given by our golden notebook are
better than those given by the best performer; (ii) robustness, where we simulate
several scenarios to test if the performance of the golden notebook drops when
the types of errors become more complex; and (iii) refinement, where we compute
the improvement of the performance (e.g., F1) of the assembled code generated
from the algorithm in a step-by-step manner. In the following, we present the
construction of the golden notebook as well as the results of the evaluation.

Effectiveness. For “duplicate” and “missing” data quality issues, the partici-
pants have already reached the upper bound of F1 score (i.e., all errors of these
two types were labelled correctly). Thus, to generate the golden notebook, the
code given by any of these top-1 performers for the tasks is sufficient. By con-
trast, the highest F1 scores for “inconsistent”, “imprecise” and “non-unique”
were 0.798, 0.475 and 0.896, respectively (see Table 3). Therefore, a better solu-
tion for these three types of errors may be generated. In our experiment, we
injected imprecise errors into two columns: contact and join date. Based on
observations, some performers had worked on one column only. Table 5 shows
as an example of the code given by participant “P2” and “P58” (ranked second
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Table 5. Example of assemblage of top-N best code snippets and performance in terms
of precision and recall for “imprecise” errors

Individual Assembled

ID Code F1 F1

X = pd.to datetime(db[db[”join date”].notnull()]

0.674

P2 [”join date”], errors=’coerce’) 0.463
str( list (X.loc[X. isnull ()]. index.values))

P58

A = db[db[”contact”].str.contains(”ˆ+\d\d\d{9}”, na=False)]

0.317
B = db[db[”contact”].str.contains(”ˆ\d\d\d{9}”, na=False)]
C = db[db[”contact”].str.contains(”ˆ0\d{9}”, na=False)]
db[∼db.index.isin(pd.concat([A, B, C]).index)]

and third best respectively) in solving the data quality issue of “imprecision”. It
is evident that P2 was investigating join date while P58 was dealing with prob-
lems in contact. Since there is no conflict between these codes, we can assemble
them in the golden notebook to achieve better performance on both of the two
columns. To generate the golden notebook, we start with the code given by those
who achieved the highest F1 for each task. If the participant does not solve the
problems for a particular column where the errors exist, we examine the code
given by the next best performer. As shown in Table 5, we observe that the F1
score (performance) of the simulation result on “imprecise” has increased from
0.463 (P2) or 0.317 (P58) to 0.674 (simulation), and is better than the highest F1
on “imprecise” in the experiment (i.e., 0.475 contributed by P42, see Table 3).

Robustness. Investigating the code provided by P2 and P14, we find that
both of their code works well for identifying “imprecise” errors in the column
join date, achieving 1.0 for F1. Table 6 shows the code snippets used by these
two participants to tackle the problems of “imprecision” in join date. We observe
that P2 used pandas.to datetime() while P14 used a regular expression with a
specific pattern to perform the tasks. In our experiment, the task of identifying
imprecise errors for join date requires the participants to differentiate the date
format of “YYYY/MM/” from “YYYY/MM/DD”. In reality, however, we may
have to identify more complex imprecise errors. To understand the robustness of
the code provided by the two participants, we run simulations of their code on
an artificial dataset, where we randomly change 50% instances from the format
of “YYYY/MM/” to “YYYYMM”.

In the simulation, regular expression written by P14 can no longer match
the format, and thus fails to recognize these errors. Contrary to this, the logic of
code used by P2 checks a negative condition (i.e., if the condition is not satisfied,
it is regarded as an error). Therefore, since to datetime() function provided
natively by pandas could not recognize “YYYY/MM/” nor “YYYYMM” as
a correct date string, the recall6 is not affected in the simulation. This shows

6 P2 got 1.0 for recall while P14 got 0.5 in this simulation.
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Table 6. Code snippets given by P2 and P14

P2 P14

X = pd.to datetime(db[db[”join date”].notnull()] regexp = re.compile(r’[0−9]{4}\/[0−9]{2}\/$’)
[”join date”], errors=’coerce’) for index, cid in enumerate(db[’join date’]):

str( list (X.loc[X. isnull ()]. index.values)) cid = str(cid)
if regexp.search(cid ):

imprecise list .append(index)

that writing code in negative logic has more tolerance or flexibility in matching
different errors.

Refinement. Among all top-N performers, we observe that some participants
have achieved high precision but low recall (e.g., P2, P6 for “imprecision”, see
Table 3), while others achieved high recall but low precision (e.g., P3, P6 for
“non-uniqueness”, see Table 3). Thus, we consider that the performance can be
refined by assembling the code from those with high recall and high precision
step by step. As the first step, we use the code from those who achieve the highest
recall (e.g., 1.0) to select a subset of the candidates to be labelled, removing the
data points where the errors do not exist7 while keeping the maximum coverage
of the issues. Then we apply the code from the one with the highest precision

Table 7. Refinement of performance by code snippets given by P6 and P46 on the
identification of “non-unique” errors. Notation: p: precision, r: recall, F1: F1 score

ID Code

P6

db.loc [db.duplicated([ ’customer id’ ], keep = False)]. index. tolist ()p = 0.465, r = 1.0

F1 = 0.635

P46

dbCount = db[’customer id’].value counts()

valueList = dbCount.loc[(dbCount.values > 1)].index.tolist()

dbCount2 = db.loc[db[’customer id’]. isin (valueList )]

p = 0.951, r = 0.847 dbCount3 = dbCount2[’name’].value counts()

F1 = 0.896 valueList = dbCount3.loc[(dbCount3.values == 1)].index.tolist()

db.loc [db[’name’]. isin (valueList )]. index. tolist ()

Refinement
newList = []

(pseudo code)
for x in P6.results : # selection from P6 (subset of DB)

if (x in P46.results ): # satisfying the conditions in P46

p = 1.0, r = 0.847 newList.append(x)

F1 = 0.917 print newList

7 In this case, we should choose the code that achieves 1.0 recall, so that the coverage
of the errors can be guaranteed.
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among the top-N performers (e.g., P46 for “non-uniqueness”, see Table 3) to this
sub-dataset, which guarantees that we only select from this subset the instances
where the errors are most likely in existence. Table 7 presents an example of
refinement of the performance. Among top-N performers for “non-unique” task,
we use the code given by the performer with the highest recall (e.g., P6, see
Table 3)8 to generate a subset of the working dataset. Then we use the code
given by P46 (who has the highest precision for this task, see Table 3) to select
from this subset the data points with the errors. This process allows us to remove
the instances that satisfy the condition by P46 but not covered by the results
from P6 as we know that P6 has a full coverage (i.e., recall = 1.0) of the errors.
Therefore, we can remove some data points from P46 which do not have errors.
This approach results in the refinement of the performance. Table 7 shows after
the refinement, the F1 score becomes 0.917, which is better than (or at least the
same as) the best score individually.

5 Discussion and Conclusion

In this work we studied how data workers, using data science students as a proxy,
complete data curation tasks. Collecting and analysing multi-modal data about
the different processes adopted by data workers to curate data and to identify
data quality issues, we have identified different possible data curation strategies
and applied a systematic approach to select atomic actions from individual data
workers and combine them to create an aggregated data curation process. Our
results show that the approaches taken by the data workers participating in our
study were often diverse and complementary in that they were able to identify
different data quality issues with different levels of effectiveness and robustness.
This bears implications for automatically creating aggregated data curation pro-
cess through crowd intelligence. However, our work is limited as it was based
on a lab experiment and we only focus on detecting data quality issues and in
general data workers perform a range of data curation tasks. This work is the
first step towards a systematic approach to build effective, robust and repeat-
able data curation processes by learning from a crowd of data workers. In further
work we would conduct experiments with real crowd workers to fully test the
efficiency of our proposed approach.
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DP190102141 on Building Crowd Sourced Data Curation Processes.
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Abstract. Today business organizations operate in digital ecosystems
that can be conceptualized in terms of multi-party business processes,
where co-operation among parties is mandatory. Being every party
a potential source of failures with impacts on the entire ecosystem,
resilience is a feature that should be enforced by multi-party business pro-
cesses directly at design-time, to anticipate what should be done in case
of possible occurring failures at run-time. In this direction, this paper
presents R-CMMN, a modeling tool that implements a maturity model
to support process designers in the definition of resilient aware business
processes at design-time, using OMG CMMN as modeling notation.

1 Introduction

The adoption of service-oriented architectures and workflow automation has
allowed information systems to become more interconnected, reducing the com-
plexity in digitizing the communication among different organizations. As a
result, every business organization operates in digital ecosystems where coop-
eration is mandatory [5]. Such ecosystems can be conceptualized in terms of
multi-party business processes: every party performs some internal tasks and
communicates with the other parties if some information is needed to perform
the internal tasks or if some results can make the others able to perform their
own tasks. While this communication increases the opportunities for the involved
organizations, the side effect is that every party is a potential source of failures
with impacts on the entire ecosystem. For example, a party could stop working
for internal reasons and all the parties which depend on the information that
the failing one is responsible for might fail as well, resulting in a domino effect.

In this context, a proper design of resilient business processes becomes fun-
damental. Resilience concerns the ability for a system to cope with unplanned
situations in order to keep carrying out its mission [3]. In particular, making
a multi-party business process resilient means to help the organization to cope
with the complexity of the process and to avoid or mitigate possible failures
c© Springer Nature Switzerland AG 2020
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that might affect the involved organizational structure [1]. To tackle the above
challenge, in our previous works [4,6], we presented a data-centric approach to
improve the resilience of multi-party business processes at design-time. The app-
roach considers data dependencies among the involved parties, and relationships
between process tasks/milestones and data are taken into account to identify the
sources of possible failures, their impact, and thus improve the process model to
make it resilient against these failures. To this aim, a maturity model for resilience
awareness was proposed, based on a modeling notation extending OMG CMMN
(Case Management Model and Notation). The maturity model is organized in
5 different resiliency levels, which allow designers to: (i) model at an increasing
degree of detail how data and milestones should be defined to achieve resilient
by-design processes, and (ii) quantify the distance between a process model and
the complete achievement of a resiliency level.

In this paper, starting from the rigorous formalization of the maturity model
provided in [4], we discuss its concrete implementation through the development
of R-CMMN, a modeling tool for designing resilient by-design CMMN process
models. R-CMMN not only allows us to precisely quantify the percentage of
compliance of a CMMN model with respect to a specific resiliency level, but it is
also able to suggest how refining a process model to reduce the possible impact
of failures caused by missing or unreliable data at run-time.

The rest of the paper is organized as follows. Section 2 introduces the back-
ground to understand the tool functioning, namely an introduction to CMMN,
a running example and the rationale of the maturity model. Section 3 provides
an overview of the R-CMMN development and features. Finally, Sect. 4 reports
some experimental results that demonstrate a good usability of the tool.

2 Background

Short Introduction to CMMN. CMMN provides a set of constructs that
help the modeler to design a business process in terms of states in which the
tasks can be (or cannot be) performed. The main concept of CMMN is the case
that is defined by the case file (data managed in a case), the case plan (how the
case evolves), and the case roles (the stakeholders). CMMN does not focus on
the order in which the tasks are performed, but on the dependencies between
the different states of execution of the process based on information stored in
the case file. In more detail, a case plan (represented as a manila folder) is a
composition of stages (represented by a rectangle shape with angled corners).
The stages represent the episodes of a case which, in turn, could contain other
stages or tasks, i.e., atomic units of work. Tasks and stages can be characterized
by the entry and exit criteria represented by white and black diamonds. These
criteria define when a task or a stage opens and when they can be considered as
closed. The milestones (represented by ovals) express that certain intermediate
goals in the case can be reached when some condition(s), modeled using entry
criteria, are satisfied. Finally, listeners (represented by circles) represent events
that might occur during the execution of the case plan and that could determine
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Fig. 1. CMMN diagram of the running example

the start or the end of a task or stage. Concerning the information model, CMMN
simply includes the possibility to specify data objects (typical document shape)
without any specific restriction on their format or content.

Running Example. Having quickly introduced the main elements of CMMN,
we refer to the running example shown in Fig. 1 representing a realistic case
study [6] concerning a process that collects data coming from a set of sensors.
These sensors monitor the behavior of the customers inside a shop. Every week,
these data are analyzed to create a report that constitutes the basis for creating
marketing reports useful to identify marketing strategies (e.g., how to better
distribute the items in the shelves, etc.). The case plan is composed by three
main stages (i.e., Sensor data acquisition, Data analysis, and Marketing anal-
ysis). While the data analysis starts every Monday and closes when a report
is produced, the other two stages always run as neither entry nor exit criteria
are defined. The entire case closes when the conversion rate (the ratio between
people entering into the shop with respect to the people that buy some goods)
becomes acceptable for the shop owner. Finally, as defined in the sensor data
acquisition stage, it is possible to express some dependencies between the tasks.
In fact, the sensor reading tasks start only when the sensors have been com-
pletely installed. As previously mentioned, the information model provided by
CMMN is not so rich. For this reason, we can simply add data objects to the
stages to clarify which are the data that are considered when a stage is running.

Maturity Model. With the aim to classify multi-party business processes in
terms of their degree of resilience awareness, the main contribution of our pre-
vious work [4] is the rigorous formalization of a maturity model that organizes
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5 increasing levels of resilience awareness in a coherent framework where the
actions to be taken in order to enhance the by-design resilience are identified.

– Level 0 – No resilience awareness. At this level, a process is designed
without taking into account the data unavailability/unreliability that might
cause failures during the execution. As a result, no countermeasure in case of
such situations is defined. The process shown in Fig. 1 belongs to this level.

– Level 1 — Failure awareness. At this level, failure-aware processes are
designed to have a clear map of which relevant data are subject to failures,
as well as the impact of these failures.

– Level 2 — Data resilience. At this level, on the basis of the information
about the sources of failures and their potential impacts, the designer can
specify if there are alternative data sources and how to reach them.

– Level 3 — Milestone resilience. At this level, the designer defines, for
each milestone, a new alternative milestone that represents a status that can
terminate process execution in a reasonable way.

– Level 4 — Process resilience. At this level, based on the information
about alternative data and milestones, the designer can embed in the process
a recovery strategy indicating how these alternatives could be managed to
improve their quality to a level that is equivalent to the original service.

3 R-CMMN

From a technical perspective, R-CMMN has been developed as a plugin of cmmn-
js1, an open source rendering toolkit and web modeler provided by Camunda to
design CMMN 1.1 models2. R-CMMN is written in JavaScript, thus it can run
into any modern browser requiring no server back-end. While cmmn.js provides
basic features to model a CMMN process, i.e., it is based on a drag-and-drop
palette to move and combine CMMN constructs into a visual workspace, with R-
CMMN we have extended cmmn.js with additional features that allow designers
to: (i) systematically increase the level of resilience of a process model, and (ii)
quantify the distance between a process model and the complete achievement of
a resiliency level. The resilient aware version of the process in Fig. 1, modeled
with R-CMMN, is shown in Fig. 5. The features introduced by R-CMMN are:

Fig. 2. Connecting tasks to case file items (a) and setting criticality values to them (b)

1 https://bpmn.io/toolkit/cmmn-js/.
2 https://www.omg.org/spec/CMMN/1.0.

https://bpmn.io/toolkit/cmmn-js/
https://www.omg.org/spec/CMMN/1.0
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– the ability to connect case file items to tasks or event listeners (that was not
possible in traditional CMMN) and specify the nature of the operations on
them (e.g., create, read, predicate on, etc., cf. Fig. 2(a)). For example, in the
process of Fig. 1, a designer can express the fact that the Marketing actions
task leads to the creation of a new marketing report that predicates on the
event listener acceptable conversion rate (cf. the resilient process in Fig. 5).

– the possibility to define a criticality value (ranging among five values, from
“none” to “critical”) for each case file item, to identify the data that might
have more impact in case of their unavailability. For example, a designer can
express that the lack of sensors data in the process of Fig. 1 would have a
high impact on the other parties by selecting the ‘H’ option from the context
pad of the case file item in question, which can be opened clicking on the
lighting bolt icon, as shown in Fig. 2(b). The criticality value of a case file
item is graphically provided through an integer number in the top left corner
of its icon, with ‘1’ meaning “maximum criticality”, and ‘0’ meaning “no crit-
icality”. Note that associating any case file item having a not-null criticality
to a task is sufficient to achieve Level 1 of the maturity model.

– two additional constructs to specify alternative case file items and alternative
milestones, which can be connected to their primary counterparts (with a
shape identical to them, but with a dashed border) to enable the achievement
of levels 2 and 3 of the maturity model, respectively (cf. Fig. 3(a) and (b)). If
the designer is aware that no alternative case file item/milestone is possible
for a primary one, than its icon will be explicitly labeled with an ‘X’. For
example, in the process of Fig. 1, two alternative sources can be defined:
public data as an alternative to sensors data and the Data mining task, and
market analysis to be used instead of the report produced by the Marketing
actions task. Similarly, an alternative milestone low quality report can be
coupled with the primary milestone report available (cf. Fig. 5).

– the possibility of defining priority chains of alternatives attached to a primary
case file item or milestone. The priority of an alternative element within the
chain is graphically provided through an integer number in the bottom left
corner of its icon, with ‘1’ meaning maximum priority.

– a new type of event listener, called error event listener (having a lightning
bolt marker within the event shape), that represents the situation in which
the use of an alternative case file item having a not-null criticality causes the
enactment of a recovery strategy embedded in a novel type of stage, namely
the recovery stage (having the same shape of a traditional stage, but with a

Fig. 3. Connecting alternative case file items/milestones to their primary counterparts
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dashed outline). In the resilient process of Fig. 5, in case the quality of public
data is not considered sufficient, a recovery strategy – defined by a recovery
stage – is required. In our example, the goal of the recovery stage is to support
the achievement of the alternative milestone low-quality report by providing a
Data fixing task able to increase the low-quality public data in a set of revised
public data which will be used by the Data mining task.

Fig. 4. Measuring the percentage of compliance with a resiliency level

In addition, for any resiliency level formalized in the maturity model, the tool
enables to quantify the percentage of compliance3 of a process model with respect
to the resiliency level of interest, taking into account the different values of
criticality of the modeling elements. Pushing the button “Check Level”, located
in the left bottom side of the workspace (cf. Fig. 5), a dialog box is shown that
reports a percentage value that measures the distance between the model and the
complete achievement of the next resiliency level, together with some suggestions
to refine the process model towards achieving it (cf. Fig. 4).

The complete source code to setup and run R-CMMN, and a video tutorial
of the tool in action, are available at: https://github.com/bpm-diag/R-CMMN.

4 User Evaluation and Conclusion

To the best of our knowledge, R-CMMN is currently the only implemented tool
that allows to design process models taking into account the concept of resilience,
thus no comparison was possible against other process modeling tools, being
them not resilience-driven. For this reason, we opted to measure the degree of
usability of the user interface (UI) developed for R-CMMN. To this aim, we
employed the SUS (Software Usability Scale) questionnaire, which is one of the
most widely used methodology to measure the users’ perception of the usability
of a tool [2]. In SUS, any statement is evaluated with a Likert scale that ranges
from 1 (“strongly disagree”) to 5 (“strongly agree”), and at the end of the

3 The formulas to calculate the percentages of compliance with respect to any
resiliency level are discussed in [4].

https://github.com/bpm-diag/R-CMMN
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Fig. 5. The resilient aware version of the process in Fig. 1, modeled with R-CMMN

computation an overall score is assigned to the questionnaire. The score can
be compared with several benchmarks presented in the research literature to
determine the degree of usability of the tool being evaluated. In our test, we
made use of the benchmark presented in [7], which associates to each range of
the SUS score a percentile ranking varying from 0 to 100, indicating how well it
compares to other 5,000 SUS observations performed in the literature.

The evaluation was enacted with a group of 16 Master students in Manage-
ment Engineering during the last lecture of the course of Processes Management
and Mining held in the academic year 2019/2020 at Sapienza University of Rome.
Many of the students involved in the test declared to be knowledgeable (50%),
skilled (12.5%) or expert (12.5%) in modeling processes with BPMN and CMMN
(both the languages were covered during the course), while only the remaining
25% consider themselves as novice in process modeling.

After a preliminary short training session to introduce the concept of
resilience in process modeling and describe the usage of R-CMMN, starting
from the (not-resilient) process shown in Fig. 1 and its informal description,
the students were requested to systematically increase its resiliency level using
the features and feedback provided by the tool. All the students were able to
complete their tasks within the maximum available time (20 min). As soon as
a student completed the task, we administered her/him the SUS questionnaire,
consisting of the traditional 10 statements typical of the original SUS [2].
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Fig. 6. Computation of the SUS overall score

The collection of the ranks associated to any statement of the SUS is reported
in Fig. 6, together with the SUS Final Score and the associated percentile, cal-
culated following the procedure discussed in [7]. Since the average SUS score
obtained by the tool was 79.8, according to the selected benchmark [7], the
usability of the tool corresponds to a rank of A-, which indicates a degree of
usability among very good and excellent.

Acknowledgments. This work has been supported by the “Dipartimento di Eccel-
lenza” grant, the H2020 projects DESTINI and FIRST, the Italian project RoMA -
Resilience of Metropolitan Areas, and the Sapienza grant BPbots.
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Abstract. Formulating temporal requirements and constraints in the
Service Level Agreements of inter-organizational business processes raises
the challenge to balance a trade-off between low coupling and expressive-
ness, between keeping the internals of a participating process secret and
being able to express cross-organizational temporal constraints. We intro-
duce temporal parameters as means to greatly enhance expressiveness
while maintaining lean interfaces. In addition, we propose distributed
procedures for checking controllability and negotiating parameter restric-
tions of temporally constrained inter-organizational business processes at
design time, which fully respect the privacy of the local process imple-
mentations.

Keywords: Inter-organizational processes · Temporal parameters ·
Dynamic controllability

1 Introduction

Business applications are increasingly realized as inter-organizational processes
[10,14,18,29]: several partners cooperate by composing their local processes,
such that a business process emerges from the interaction of loosely coupled
local processes. Typically, the implementation of local processes is kept private,
and only interfaces (process views) are made available for the other parties [3].

To guarantee the effectiveness of the collaboration, contracts, in particular
Service Level Agreements (SLAs), are stipulated between the business partners
specifying interfaces, protocols, and service qualities. Temporal SLAs define tem-
poral properties which need to be fulfilled, such as maximum response times, or
constrain possible enactments, such as the validity period for some objects. Tem-
poral SLAs impose restrictions on the points in time certain events may occur,
and can be expressed as temporal constraints, i.e. sets of inequalities referring to
timestamps of events.

The formulation of temporal constraints for inter-organizational processes
[11], however, is restricted to the events visible in the shared interfaces (process
views [3,10]) to the private local processes. It was recognized that there is a
conflict between requirements to keep process internals hidden, and the need to
c© Springer Nature Switzerland AG 2020
N. Herbaut and M. La Rosa (Eds.): CAiSE Forum 2020, LNBIP 386, pp. 51–63, 2020.
https://doi.org/10.1007/978-3-030-58135-0_5
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expose internals in the interface (process view) to be able to formulate cross-
organizational temporal constraints in SLAs. It is our ambition to overcome this
dilemma.

Temporal variables have been introduced for the representation and commu-
nication of temporal properties of processes [8]. We propose here to exchange
temporal variables in form of parameters in messages between the processes of
a collaboration, and show that temporal parameters significantly increase the
possibilities for formulating cross-organizational temporal constraints without
exposing process internals.

Of course, it was always possible to represent temporal aspects as application
data, and also to transfer these data between processes. The novel contribution,
we propose, is to include these data into the time management capabilities of pro-
cess design and enactment systems, i.e. to specify temporal constraints between
events and data, to check the temporal correctness of process specifications at
design time, and to schedule the process execution at run time, considering also
these temporal parameters.

When temporal SLAs are formulated at design time, it is important to
know, whether executions of the process will adhere to the temporal constraints.
Dynamic controllability [6] is the suitable notion for temporal correctness, as it
guarantees the fulfillment of all temporal constraints in a process under all fore-
seeable circumstances, even those which are not under the control of the process
controller. In [8] we have shown how a single process with temporal variables
can be checked for dynamic controllability. [13] addresses the problem of check-
ing, whether a given set of requirements on the temporal variables as Temporal
SLAs complies with the dynamic controllability of a service composition. For
inter-organizational processes this problem is more complex, because both the
design and the execution are distributed, and the values of temporal parameters
are not available at process instantiation time but are communicated peu à peu
during run time.

In this paper we present a model for representing interacting processes with
temporal parameters. We present and discuss several typical patterns of appli-
cations, which can be formulated as temporal constraints between events of
different communicating processes in an elegant way, and which would require
to expose more internal details when expressed without temporal parameters.
We present a procedure for checking whether a process can guarantee to meet all
temporal constraints, if all temporal parameters are within their ranges agreed
in the Temporal SLAs. Furthermore, we briefly sketch additional procedures for
supporting process designers to negotiate admissible Temporal SLAs, in partic-
ular, acceptable range constraints for temporal parameters.

2 Motivating Example

Consider as an example the ground operations at an airport to illustrate the
need to compute cross-organizational Temporal SLAs. Ground operations is an
umbrella term for a large number of coordinated operations, carried out by
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Fig. 1. Example process in BPMN-like notation with cross-organizational constraints.

several companies, from the time an airplane lands at an airport to the time it
leaves it. Timeliness of operation in this context is crucial, since even one time
failure may cause cascading ones, each with highly expensive penalty costs. For
simplicity, we consider the interactions between 3 business partners (Fig. 1).

After an airplane has reached the gate, the checked baggage is unloaded
and brought to the terminal by a ramp services company R, then loaded into a
conveyor belt system (task Lc). Each piece of baggage is routed to its destination
(e.g., baggage claim area, storage area, another gate) by a logistics company L.
The airport company A is responsible for the baggage claim area, where a number
of carousels deliver the baggage to the passengers.

L can route the baggage not earlier than 5 min after Lc, and A can deliver the
baggage at most 16 min after Lc. So to coordinate and execute their processes in
a timely manner, A and L need to know when Lc ended. Additionally, to schedule
and verify that their processes can be executed with no time failures, they need
to know in advance, the time interval in which to expect Lc to end. Here Lcend

is an event in the local process of R: so how to model the cross-organizational
dependencies between events of R, L, and A, and how to make sure they can carry
on the collaboration with timeliness guarantees? Current modeling languages
require to expose the internals of the collaborating processes, for expressing the
time constraints required by this scenario, and for allowing a design time check
for temporal correctness of the local processes and the global one. This is not
desirable, because it probably exhibits business secrets and couples the process
much more tightly, complicating future changes.

Similar to the above example are other application scenarios, in which there
is a need for modeling (cascading) temporal requirements in inter-organizational
processes. Consider, as an example, a supply chain where some raw textile mate-
rials are delivered from India to a factory in Vietnam for some first processing,
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and later on the processed goods need to be transferred to a second factory in
Naples, Italy via cargo ship for final processing before selling. The time window
for the delivery to the first factory may heavily influence the time window for fine
processing and hence selling, since cargo ships may not wait in case of delays.
So the various parties would require to know the possible time windows for a
correct execution, while not having to disclose their processes to each other.

So here we show how we can model the interplay of the various local temporal
requirements by exchanging temporal parameters, and we show the necessity of
common restrictions for actual parameter values, which guarantee no time failure
will occur, without the need for any of them to expose private information.

3 Inter-organizational Process Model

3.1 Architecture, Context, and Assumptions

Inter-organizational business processes [10,18,26,29] are ensembles of commu-
nicating (local) processes executed by different parties to achieve a common
(business) goal. Local processes only disclose their communication interfaces
(inputs and outputs, and requirements/guarantees on them) to other parties
and hide their internal process models. The involved parties are autonomous in
the execution of local processes and are only bound by some form of contract
(choreography, protocol, process model, and/or Service Level Agreements) [27].
In the following we assume that an inter-organizational process has already been
modeled in form of a decentralized fully distributed P2P collaboration [29], and
data is exchanged between local processes through message steps [18]. We focus
on the definition of Temporal Service Level Agreements and on the checking of
the controllability of the emerging inter-organizational processes.

Currently we target block-structured acyclic processes, to be able to reason
about temporal controllability without having to cope with potential design flaws
[5]. One of the local processes starts an inter-organizational process assigning a
unique identifier to the process and registering the start time of the process.
Other parties and their processes are instantiated by receiving a (first) message
from an already activated process. For easy matching, all messages between
parties include the ID of the inter-organizational and local process.

Local processes have specified task durations, deadlines, and may include
additional temporal constraints stating minimum or maximum durations
between events. Time is measured in an atomic time unit (chronon), like min-
utes, hours or days. Events will be stamped with time-points, i.e. a point on
an increasing time axis representing the temporal distance to a given reference
point. We call such a reference point zero, and assume it is global, i.e. shared
between the local processes in a collaboration. All messages contain the time-
point of the sending event of the message, allowing the coordination between
local processes.

To formulate temporal constraints across local processes, we adopt the app-
roach of [8], where events and time-points may be represented in temporal vari-
ables, which are exchanged as temporal parameters via messages. So temporal
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parameters encode process events or other time-points (e.g., the expiration date
of a password), which can be communicated across the local processes in a inter-
organizational process. Thus, we distinguish between input and output temporal
parameters, depending on whether they are received from or sent to another local
process.

Temporal parameters may be restricted through range constraints specifying
minimum and maximum values for parameters. Such ranges may be used to
restrict parameters to values which guarantee absence of time failures in the
process, as shown in [8].

Temporal parameters allow the formulation of temporal constraints and
temporal requirements between different local processes without exhibiting the
involved process elements (activities, events) to other parties.

We assume that the time needed for exchanging a message is not control-
lable, since it depends on the connection channels between the partners. Thus,
each message exchange is modeled with dedicated send and receive tasks, whose
duration can only be observed to take between specified minimum and maximum
values, but not controlled. We assume that these minimum and maximum values
are given by, e.g., domain experts, statistical analysis, or contracts.

To avoid concurrency management and handling variables with different val-
ues over time, here we consider, without loss of generality, processes, in which
each temporal parameter has exactly one writer, and may have multiple readers.
The mediated transmission of a temporal parameter from its writer to a reader
through another reader is possible.

While temporal parameters have been proposed also for exchanging temporal
information in web services [13], the major distinction with inter-organizational
processes is the time-point, when the value of temporal parameters is available.
For service invocations all input parameters are instantiated, when the service
is invoked. In inter-organizational processes, each message exchange may instan-
tiate further temporal parameters, and therefore, also the value of a parame-
ter might depend on the instantiation of other temporal parameters, and the
observed durations of contingent activities [9].

3.2 Local Process Model with Temporal Parameters

Our first contribution is the formalization of a timed local process model which
enables the exchange of temporal parameters to realize inter-organizational tem-
poral constraints under the assumption presented in Sect. 3.1.

Definition 1 (Local Process Model). A local process model P is a tuple
(proc id,N,E, V,C), where:

– proc id is a unique process id.
– N is a set of nodes. A node n has type n.type ∈ {start, activity, xor −

split, par − split, xor − join, par − join, send, receive, end}.
• A node n with n.type ∈ {activity, send, receive} has a read set n.r of
variables read by it, and a write set n.w of variables written by it;
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• A node ns of type send has an additional reference ns.to to the id of
the process receiving the parameter, which is in ns.r;
• A node nr of type receive has an additional reference nr.from to the
id of the process sending the parameter, which is in nr.w.

– E ⊆ N × N is a set of edges defining precedence constraints.
– V is a set of temporal variables, partitioned in V I , V O, Ne:

• V I is the set of input parameters of P : V I =
⋃

n:n.type=receive{n.w};
• V O is the set of output parameters of P : V O =

⋃
n:n.type=send{n.r};

• Ne is the set of start and end events of nodes: Ne =
⋃

n∈N{ns, ne}.
– C is a set of temporal constraints consisting of

• duration constraints for each n ∈ N : d(n, dmin, dmax);
• range constraint for temporal variables v ∈ V I ∪ V O : r(v, vmin, vmax);
• upper-bound constraints: ubc(a, b, δ), where a, b ∈ V, δ ∈ N, imposing
that b ≤ a + δ;
• lower-bound constraints: lbc(a, b, δ), where a, b ∈ V, δ ∈ N, imposing that
b ≥ a + δ.

A temporal parameter is associated with a range of admissible values
expressed as interval between minimum and maximum, relative to local pro-
cess start time. For any process instantiation, the actual parameter value must
fall within the range in order for the process to be temporally correct.

Space reasons allow only a brief informal definition, when a process is well-
formed : we require that no admissible sequence of messages leads to a deadlock
[12], that the temporal parameters are available, when they ought to be sent to
other processes, and that temporal parameters are received before they are used.

Following Definition 1, for the depicted extract of the local process of R in
Fig. 1: N = {reach, unload, load, deliver, ...}, E = {(reach, unload), (unload,
deliver), (unload, load), ...}, V O = {conv load time}, Ne = {reachs,
reache, ..., loade, ...}, C = {(reach, 1, 7), ..., (load, 3, 10)}. One can verify that
analogous sets represent, e.g., the process of L, with the additional constraint
expressing the minimum 5 min to elapse between conveyor loading time at R
and routing start at L lbc(conv load time, routes, 5). Expressing this constraint
requires a send, resp. receive task in R, resp. L (not depicted in Fig. 1), for trans-
mitting the conveyor belt loading time encoded in parameter conv load time.

3.3 Local Process in an Inter-organizational Process

For broader generality, we assume that a local process which takes part into an
inter-organizational process has a local view of the global process. This means
that a local process Pi, only sees the direct exchanges of temporal parameters
between Pi and any other local process Pj , but not parameter exchanges between
Pj and a third process Pk.

Temporal parameters are used in temporal constraints in different local
processes. Thus, avoiding that these constraints are violated requires that the
parameters take only values which are allowed by all processes using them, and
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are exchanged at agreed times as well. However, also the time in which a param-
eter exchange occurs can be modeled through parameters. So the exchange of
temporal parameters requires a number of restrictions on the temporal param-
eters values, on which all the interested process partners agree.

If a set of parameter restrictions is given, each local process can verify,
whether these restrictions allow for temporally correct executions. However,
often not all restrictions are known, and they must be computed. Thus, a meta-
protocol for negotiating adequate parameter restrictions between communicating
processes is required. We discuss the implications and problems to address to
this end in Sect. 4.

3.4 Application Patterns

The process model we propose enables the expression of a number of application
patterns for cross-organizational temporal constraints and dependencies without
exhibiting process internals. For validating the increase in expressiveness, we
show some application patterns with examples, which could not be expressed
with current models for temporal constraints.

– Best before date: Consider an upper bound constraint ubc(s, d, δ) between
events of different local processes. The first process can encode ts + δ in a
temporal variable, say D, and eventually send it to the other process. The
other process can encode a constraint ubc(D, d, 0).

Example: A process generates a one-time password, which is valid until a
time-point D for invoking some service S. The receivers includes an upper-
bound constraint ubc(D, call S, 0) to restrict the call of service S to happen
before time point D.

We would not know, how to formulate such a constraint in current process
models. In particular, the receiver does not need to know about the activity
generating the password and the sender does not need to know about the
activity using the password. This pattern can be generalized that a sender
might restrict when the receiver may perform some activities.

– Best before date - receiver: A process ps may transmit to some other process
pr the timestamp of occurrence of some local event, which may be used to
constrain some activity at pr, without exposing the internals of ps or pr.

Example 1: A blood sample is sent to the lab together with the timestamp,
when the blood was extracted: for each possible test, the lab can include an
upper-bound constraint, until which time-point after the extraction it can be
performed.

Example 2: In the example of Fig. 1, t = Lce can be sent to L and A to con-
strain the execution times of Rb and Oc with lbc(t, Rbs, 5) and ubc(t, Ocs, 16).
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– Responding to time requests: A process pr may receive a temporal parameter
and is asked to respond with the time in which some (local) event is expected
to occur as a consequence of the received timestamp.

Example: Since a clearing process might involve fixed-date constraints, a hir-
ing process might ask, when it has to submit a request to receive the result
before a given date.

– Mediating between not directly communicating processes: As temporal param-
eters are data which can be transitively transmitted, temporal constraints can
be established between activities of processes, which do not directly communi-
cate: a mediator process pm may be used to forward some temporal parameter
received from an origin process po to a destination process ps.

Example: A real estate agent might send the deadline of a binding offer of a
potential buyer to the seller.

All these patterns and examples have in common, that the cross-
organizational constraints they induce could not be formulated with current tem-
poral models without exposing additional information about the local processes
to maybe also additional parties. Thus we can conclude, that the proposed model
increases the expressiveness for modeling time constrained inter-organizational
processes.

4 Temporal Correctness

4.1 Dynamic Controllability of Local Processes

In recent years dynamic controllability (see [6]) was established as the most
important notion for checking temporally constrained processes. A process is
dynamically controllable, if the process controller has a dynamic execution strat-
egy that the process can be executed without violating any temporal constraint
despite uncertainties due to uncontrollable durations. The execution strategy
assigns start times to process steps dynamically in response to the observation
of actual durations observed at run time.

Most approaches for checking dynamic controllability of local processes are
based on a mapping to equivalent temporal networks, such as Simple Tempo-
ral Networks with Uncertainty (STNUs) as we showed in [8]. Basically, these
networks are oriented graphs with nodes representing time-points, and edges
representing temporal constraints between time-points. Edges may be contin-
gent or non-contingent. A contingent edge represents a constraint which cannot
be controlled: the value of the time-point target of such an edge can only be
observed (within the interval specified by the edge weight). A non-contingent
edge represents a constraint, which can be controlled by assigning to its target
time-point a value compatible with the bound specified in the edge weight.
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In a nutshell: for each process step there is a pair of STNU nodes, one for
the start and one for the end event of the step. These nodes are connected by
STNU edges representing the step duration. Precedence constraints and lower-
and upper-bound constraints are mapped into STNU non-contingent edges.

Additionally, the network has one node for each temporal parameter. Each
input parameter is mapped to a contingent node and is connected to Z, the
STNU zero time-point, by contingent edges with weight the parameter range,
since it comes with an assigned value on which the process controller cannot
have any influence. In contrast, each output parameter is connected to Z with
non-contingent edges weighted with the range of the parameter. All parameters
are used in temporal constraints, which link them to some process event.

A process is dynamically controllable, if and only if its equivalent STNU
is dynamically controllable. In [8] we have shown that, to verify the dynamic
controllability of a process, we map it into an equivalent STNU, and apply
existing techniques for the dc-check of STNUs. Due to space reasons, we refer to
[8] for a detailed presentation of the approach to checking dynamic controllability
of local processes with temporal parameters based on the STNU mapping.

4.2 Temporal Properties of Inter-organizational Processes

A timed inter-organizational process is a process emerging from the collaboration
of local processes exchanging temporal parameters. It is dynamically controllable
if all its local processes are dynamically controllable. A local process is dynami-
cally controllable, if it has an execution strategy, such that for all possible values
of input parameters all temporal constraints can be satisfied.

We propose a series of procedures for checking the temporal properties of
inter-organizational processes at design time and the monitoring of temporal
constraints at run time. Furthermore, we propose procedures to supporting the
design and the negotiation of temporal constraints in the choreography, in par-
ticular, the admissible ranges of temporal parameters.

– Checking of dynamic controllability for a choreography specification;
– Forward propagation of constraints: computing the smallest ranges for output

parameters given ranges of input parameters;
– Backward computation of constraints: computing largest possible ranges for

input parameters given the ranges of output parameters;
– Completion of choreography specifications: compute the missing parameter

ranges given a partial specification of parameter ranges;
– Negotiation of parameter ranges: computing the trade-offs between ranges of

different parameters to support the negotiation of ranges between the parties
of an inter-organizational process.

All these procedures require a meta-communication framework for the
involved parties to exchange the choreography specifications. They are based
on computing derived constraints between the variables of a temporal constraint
network (STNU, resp. CSTNU [17]) representing the time-points of events of a
process execution, or the temporal parameters.
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5 Related Work

A consistent body of research is devoted to time management for business pro-
cesses: general overviews of related works in the area can be found in [4,7,11].

The problem of checking whether deadlines and time constraints can be ful-
filled in time-constrained process definitions is addressed by early works such
as [1,24]. The techniques adopted in these works are based on network anal-
ysis, scheduling, or constraint networks. Further works such as [2,15] address
the case of inter-organizational processes and service compositions, while [20]
analyzes the representation and support of temporal constraints in modularized
processes. However, none of these approaches considers using temporal variables
for expressing temporal properties or requirements, which, as we show here,
increase the expressiveness for temporal constraints without affecting secrecy.

Towards the use of temporal variables is the work in [19], which aims at
conceding controlled violations of temporal constraints by checking temporal
consistency at both design- and run time. The use of variables, however, is
limited to the definition of controlled violations of temporal constraints, and
variables are also not explicitly defined in the process model.

The formalization of time patterns and their semantics in [21] brought a
much needed consolidation in the area of representing temporal constraints for
process models. Time patterns categorize temporal constraints by defining 10
categories, based on temporal properties of events derived from control flow.
Temporal variables allow to extend this work by enabling new constraints.

For time-constrained process models there is also the need for pro-active
monitoring of the compliance of process instances to their process model, which
is considered in, e.g., [16,22]. [23] uses timed automata and model checking
techniques for the analysis of properties of collaborative processes. However, to
the best of our knowledge, all these approaches consider satisfiability rather than
dynamic controllability as the notion for temporal correctness.

Here we showed an algorithm for computing missing constraints on variables,
which is based on the flow of messages exchanging these variables. Of course one
may use process mining techniques [28] to derive missing temporal qualities for
a model; however, this is only possible if there is a sufficient number of traces
available in the process logs. In contrast, here we focus on new process definitions,
and on a design time check of their temporal properties.

As for dynamic controllability check, we rely on an approach based on map-
ping process definitions to Simple Temporal Networks with Uncertainty (STNUs)
[25]. Considerable research efforts have been devoted in the last decades both to
developing different notions of controllability for temporal constraint networks,
and to developing more expressive network models [17,20,30,31]. Considering
the increasing complexity for verifying dynamic controllability of these more
refined networks, we regard STNUs as a suitable formalism for representing the
temporal dimension of a process model and deriving missing temporal informa-
tion at design time.
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6 Conclusions

Service Level Agreements including temporal obligations are crucial for the
definition of business collaborations. However, the need for secrecy has fre-
quently precluded the formulation of inter-organizational temporal constraints.
The introduction of temporal variables opens interesting new ways to define
inter-organizational processes with Temporal SLAs, as process parties might
exchange temporal information as data without jeopardizing the secrecy of pro-
cess models.

We introduced a process model for decentralized business processes in which
temporal constraints are realized by the exchange of such parameters. The pro-
posed process model allows the expression of a number of application patterns
which would require exhibiting process internals otherwise.

This work is a first step in the design of time-constrained inter-organizational
processes with guarantees of confidentiality and temporal correctness. As future
work we intend to carry out a systematic investigation of application patterns,
and design and implement the proposed procedures to support the negotiation
of parameter restrictions.
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31. Zavatteri, M., Viganò, L.: Conditional simple temporal networks with uncertainty
and decisions. Theoret. Comput. Sci. 797, 77–101 (2019)

https://doi.org/10.1007/3-540-45341-5_10
https://doi.org/10.1007/3-540-45341-5_10


Seed Model Synthesis for Testing
Model-Based Mutation Operators
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Abstract. In software engineering, mutation consists in injecting small
changes in artefacts – like models, programs, or data – for purposes like
(mutation) testing, test data generation, and all sorts of search-based
methods. These activities normally require the definition of sets of muta-
tion operators, which are often built ad-hoc because there is currently
poor support for their development and testing.

To improve this situation, in previous work we proposed a model-
based approach to create and execute mutation operators. Our proposal
represents the artefacts to be mutated as models and provides a domain-
specific language called Wodel to define the mutation operators. How-
ever, testing the operators is cumbersome, since it requires the manual
creation of input seed models. To facilitate this testing process, we pro-
pose a method – based on model finding – for the automated synthesis of
test models that exercise the defined mutation operators. We provide tool
support for our proposal, and illustrate its usage by defining mutation
operators for BPMN.

Keywords: Model-based mutation · Model-driven engineering · Model
synthesis · OCL · Wodel · BPMN

1 Introduction

Mutation consists in the selective introduction of modifications into sets of
seed artefacts, like models, programs or data. Mutation is at the core of many
techniques in software engineering, like mutation testing (where programs are
mutated with faults to evaluate the quality of a test suite) [5,14], test data
generation (like in mutation-based fuzzing, which introduces small changes to
existing test inputs) [26], and search-based software engineering (which applies
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metaheuristic search techniques to software engineering problems, where candi-
date solutions are combined and mutated) [15]. Mutation has also been applied
for other purposes, like the automatic generation of exercises and quizzes [9] or
testing distributed applications in simulated environments [3].

Mutation-based methods require the creation of mutation operators able to
change the target artefacts in pertinent ways. For example, for mutation testing,
operators need to emulate common faults made by competent developers. Such
operators are typically defined over the abstract syntax tree of the program,
which makes them difficult to test since the input data of the operators are pro-
grams. Moreover, operators are often defined ad-hoc using general programming
languages not designed for mutating artefacts, like Java [19] or C [18], which is
costly and error-prone.

To improve this situation, we propose an approach to facilitate the creation
and testing of mutation operators. It is model-based to enable its application to
heterogeneous artefacts (programs, models, data). This means that the arte-
facts to mutate are represented as models conforming to a meta-model, for
which we rely on injection (artefact-to-model) and extraction (model-to-artefact)
transformations. Our solution includes a domain-specific language (DSL) called
Wodel [8,9] specially tailored to design mutation operators applicable over mod-
els. To help in the validation of the designed operators, we offer facilities for
synthesizing models over which the operators can be tested. Such models are
ensured to provide full statement coverage of the mutation program.

Our method is supported by the Wodel tool [10]. While the DSL Wodel

was introduced in [8,9], in this paper we focus on the facility for seed model
synthesis, based on constraint solving and model finding [20].

The rest of this paper is organized as follows. Section 2 introduces a running
example in the area of process modelling. Then, Section 3 describes the Wodel

DSL. Section 4 explains our methods to synthesize models for testing mutation
operators, and Sect. 5 describes our current tool support. Finally, Sect. 6 reviews
related work, and Sect. 7 concludes the paper.

2 Running Example: Mutation for Process Models

A number of research works have applied mutation to workflow languages for
different purposes, like evaluating the quality of test cases (as in [7] for WS-
BPEL), optimising process models (as in [16] for BPMN), or for process mining
using a genetic approach (as in [6] for process trees or [22] for Petri nets). As
an illustration, in this paper, we are defining a set of mutation operators for the
Business Process Model and Notation (BPMN)1.

Figure 1 shows part of a simplified BPMN meta-model taken from an editor
built by a third-party2. A process defines a set of FlowObjects, which can be either
Activities (i.e., a work to be done), Events (to denote that something happens, such
as the start or end of the process), or Gateways (to fork or merge several paths).
1 http://www.bpmn.org/.
2 https://github.com/bluezio/simplified-bpmn-example.

http://www.bpmn.org/
https://github.com/bluezio/simplified-bpmn-example
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Depending on the kind of gateway, the execution of its outgoing paths can be
in parallel (AND), inclusive (OR, one or more paths are executed), or exclusive
(XOR, only a path is executed). The OCL invariant inv2 ensures that gateways
always have input and output paths. Finally, flow objects can be connected
through ConnectingObjects to specify the execution flow (Sequence), send messages
(Message), or associate artefacts to flow objects (Association). The OCL invariant
inv1 ensures that start events have no input flows, end events have no output
flows, and flow objects are not connected to themselves. To better illustrate
model synthesis in Sect. 4, we have restricted processes to have between 1 and
10 elements, as cardinality of reference BusinessProcess.elements indicates.

BPMNElement 
name: String 

Connec ngObject FlowObject 
from 

to

Message Sequence Associa on 

Gateway Ac vity 

XOR OR AND 

DataObject 

StartEv IntermediateEv EndEv 

0..1 

0..1 

BusinessProcess 1..10 
elements 

inv1: not self.to.oclIsKindOf(StartEv) and 
 not self.from.oclIsKindOf(EndEv) and 
          self.from<>self.to 

inv2: 
Connec ngObject.allInstances()→exists(c|c.to=self) and  
Connec ngObject.allInstances()→exists(c|c.from=self) 

Fig. 1. Simplified BPMN meta-model.

Figure 2 shows a simple BPMN model in concrete syntax. It describes the
process to satisfy someone who is hungry. The process starts when a person
becomes hungry. The first activity is to buy food, followed by cooking the food.
Then, when the meal is ready, the person eats it, and this concludes the process.

hunger
no ced

buy
groceries cook

meal
ready

eat meal

hunger
sa sfied

start event

ac vity

intermediate
event

end event

legend

Fig. 2. An example BPMN model (using the standard concrete syntax).

In the next section, we introduce our DSL Wodel for model mutation, and
use it to define a set of mutation operators for BPMN.
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3 Wodel: A Domain Specific Language for Model
Mutation

Wodel [8,9] is a DSL for the specification of mutation operators. It is domain-
independent, and so it can be applied to arbitrary languages, or to other kinds of
artefacts like data. For this purpose, it relies on the provision of a domain meta-
model specifying the structure of the artefacts to be mutated. The execution
of a Wodel program yields a set of mutant models obtained by applying the
specified operators to a set of given seed models, using different policies. For
traceability, a registry with the mutations used to generate each mutant is also
produced. Wodel ensures that the created mutant models conform to the domain
meta-model and satisfy its OCL invariants.

Wodel provides mutation primitives to select, modify, create, delete, clone
and retype objects; and to create, modify and delete references. Its mutation
engine has built-in functionalities to ease the definition of mutation operators;
for example, new objects are automatically added to a suitable container ref-
erence, and mandatory attributes and references without an explicit value are
automatically initialized. Its editing environment [10] features code completion,
type checking, and generation of stand-alone Java code from Wodel programs
(cf. Sect. 5). The tool can be extended with post-processing applications. Two
examples are the framework for the automated generation of exercises presented
in [9], and the mutation testing development framework introduced in [11].

Listing 1 shows a simple Wodel program for defining a mutation operator
for BPMN. Line 1 specifies the strategy for mutant synthesis: generating either a
maximum number of mutants, or all possible ones by using the keyword exhaus-

tive. Line 2 states the output folder to store the mutants, and the input folder
with the seed models. Line 3 configures the meta-model in use (we use the on in
Fig. 2). The remainder of the program defines the mutation operators.

1 generate exhaustive mutants
2 in ”out/” from ”model/”
3 metamodel ”http://bpmn.com”
4

5 with blocks {
6 ev2ac {
7 retype
8 one [StartEv, IntermediateEv, EndEv]
9 as Activity

10 }
11 }

Listing 1. Defining a mutation operator for BPMN with Wodel.

In this example, the operator ev2ac retypes an event of any kind into an activ-
ity (lines 7–9). This operator uses a single mutation primitive, but in general,
operators can use any number of mutation statements. For instance, Table 2 in
the appendix contains other more complex operators for BPMN, both proposed
in the literature [21] and created by us. Mutation primitives can be scheduled
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to be applied a random number of times within a given interval. If they do not
define an interval (as in the example), they are applied just once.

Figure 3 shows an application of the mutation operator in Listing 1 to the
BPMN model of Fig. 2. In the resulting mutant, the IntermediateEv ‘meal ready’
is replaced by an equally named Activity, and the incoming/outgoing references
are preserved by the operator.

hunger 
no ced 

buy
groceries cook 

meal 
ready 

eat meal 

hunger 
sa sfied 

hunger 
no ced 

buy
groceries cook eat meal 

hunger 
sa sfied 

meal ready 

Fig. 3. Application of the mutation operator in Listing 1 to a BPMN model.

4 Seed Model Synthesis Using Model Finding

As any other software, mutation programs need be tested to detect possible
errors, so that they can be fixed. In the case of Wodel, this implies the creation
of test models upon which the mutation programs can be executed. However,
creating test models manually is tedious and error-prone, and it is difficult to
ensure a full coverage of the program.

Therefore, to ease the testing of Wodel programs and operators, we propose
a method based on model finding [17] to automatically produce seed models over
which all instructions of the given Wodel program are applicable (if such models
exist in the given search scope).

Figure 4 outlines the seed model synthesis process. It relies on model search,
a technique which applies constraint resolution over models [17]. In particu-
lar, the synthesizer enriches the description of the domain meta-model and its
invariants with additional OCL constraints derived from the Wodel program.
These constraints express the requirements that a seed model must fulfil to
allow the application of each mutation operator included in the program. Next,
the enriched meta-model is loaded into a model finder [20], which performs a
bounded search of instances of the meta-model satisfying the OCL constraints. If
a model is found, then it ensures full statement coverage of the Wodel program
when executed with the model.

Table 1 shows the templates used to generate the OCL constraints for each
mutation primitive, as well as illustrative examples. For instance, the OCL tem-
plate for the object deletion primitive demands the existence of an object with
the specified type and feature values, and included in a container reference that
would not violate its lower cardinality bound if the object deletion takes place.
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Fig. 4. Process for automated model synthesis.

The table shows as an example the deletion of an Activity: the derived OCL con-
straint checks that there exists some Activity, and the BusinessProcesses to which
it belongs contain other elements apart from the Activity (i.e., the size of refer-
ence BusinessProcess.elements is bigger than 1, and deleting the Activity would still
satisfy the reference cardinality).

Other OCL templates deal with object creation (which requires the existence
of a suitable container reference with enough space for the object), object cloning
(which in addition requires the existence of a candidate object to be cloned),
object retyping (which requires conditions equivalent to those for deleting and
creating objects for every container or regular reference that is not source- or
target-compatible with the new type), reference modification (which requires the
existence of an object of the target class), reference creation (which in addition
requires a reference with space to add the object of the target class), and refer-
ence deletion (which requires that the reference fulfils its lower cardinality after
taking one of its objects out).

For readability reasons, Table 1 shows the template associated to one occur-
rence of a mutation primitive. However, a program may apply the same primitive
with the same parameters more than once. This may occur because the primi-
tive is repeated, or because it defines an interval of applications bigger than one.
Hence, in the general case, we count how many times a same instruction appears
(i.e., is to be executed), and generate a slightly more complex constraint where
each such occurrence is represented as a variable. For instance, if the mutation
create Activity has to occur twice, we generate the constraint shown in Listing 2
(cf. Table 1).

BusinessProcess.allInstances()→exists(b1,b2 |
(b1 <> b2 and b1.elements→size() < 10 and b2.elements→size() < 10)
or b1.elements→size() < 9)

Listing 2. OCL invariant derived from a Wodel program creating two activities.
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Table 1. Templates to generate OCL constraints from mutation primitives.

Conditions to check OCL template Example
Object filter:
Auxiliary template used to
check that an object has the
given feature values.

o.〈feat1〉 = 〈val1〉 ... and
o.〈featn〉 = 〈valn〉

Object selection,
object modification:
There is an object with the
given type and feature val-
ues.

〈Class〉.allInstances()
→exists(o | 〈object−filter〉)

Wodel:modify one Activity
where {name = ’InitialName’}
with {name = ’ModifiedName’}

OCL: Activity.allInstances()
→exists(a | a.name = ’InitialName’)

Object creation:
There is a container refer-
ence of the object’s type
with space to add more ob-
jects.

〈Container〉.allInstances()
→exists(o |
o.〈ref〉→size() < 〈upB〉)

Wodel: a = create Activity
OCL: BusinessProcess.allInstances()

→exists(b |
b.elements→size() < 10)

Object deletion:
There is an object with the
given type and feature val-
ues, and its deletion does
not violate the lower bound
of any reference of the ob-
ject’s type.

〈Class〉.allInstances()
→exists(o | 〈object−filter〉 and

〈Container〉.allInstances()
→forAll(c |
c.〈ref〉→includes(o) implies
c.〈ref〉→size() > 〈lowB〉))

Wodel: remove one Activity
OCL: Activity.allInstances()→exists(a |

BusinessProcess.allInstances()
→forAll(b |
b.elements→includes(a) implies
b.elements→size() > 1))

Object cloning:
There is an object with the
given type and feature val-
ues, and a container refer-
ence of that type with space
to add more objects.

〈Class〉.allInstances()
→exists(o | 〈object−filter〉) and

〈Container〉.allInstances()
→exists(o |
o.〈ref〉→size() < 〈upB〉)

Wodel: deep clone one Sequence
OCL: Sequence.allInstances()

→exists(s | true) and
BusinessProcess.allInstances()

→exists(b |
b.elements→size() < 10)

Object retyping:
There is an object with the
given source type and fea-
ture values. If the target
type is not compatible with
the container of the source
type, conditions to delete a
source object and create a
target one are required (and
similar for refs not compat-
ible with target type). Or-
catenate for each considered
source/target type.

〈Class〉.allInstances()
→exists(o | 〈object−filter〉 [and

〈SrcContainer〉.allInstances()
→forAll(c |
c.〈ref〉→includes(o) implies
c.〈ref〉→size() > 〈lowB〉)
and
〈TrgContainer〉.allInstances()

→exists(c |
c.〈ref〉→size() < 〈upB〉)]1)

1add condition if 〈SrcContainer〉.〈ref〉
is not compatible with target type

Wodel: retype one Activity as DataObject
OCL: Activity.allInstances()

→exists(a |
ConnectingObject.allInstances()

→forAll(c |
(c.to→includes(a) implies
c.to→size()>0) and
(c.from→includes(a) implies
c.from→size()>0)))

−− the checks on references to
−− and from are performed because
−− they are not compatible with
−− DataObjects

Reference creation:
There is an object of the
reference type, and a refer-
ence to which we can add
the object without violating
the upper bound.

〈TgtClass〉.allInstances()
→exists(o | 〈object−filter〉) and

〈SrcClass〉.allInstances()
→exists(o |

〈object−filter〉 and
o.〈ref〉→size() < 〈upB〉)

Wodel: create reference ˆto
to one Activity
in one Sequence

OCL: Activity.allInstances()→exists(a | true)
and Sequence.allInstances()

→exists(s | s.to→size() < 1)
Reference modification:
There is a non-empty refer-
ence of the given kind, and
more than one object of the
reference target type.

〈SrcClass〉.allInstances()
→exists(o | o.〈ref〉→notEmpty())

and
〈TgtClass〉.allInstances()

→size() > 1

Wodel: modify target ˆto
from one Sequence
to other FlowObject

OCL: Sequence.allInstances()
→exists(s | s.to→notEmpty()) and

FlowObject.allInstances()→size() > 1
Reference deletion:
There is a reference from
which we can remove an ob-
ject without violating the
lower bound.

〈Class〉.allInstances()
→exists(o |

〈object−filter〉 and
o.〈ref〉→size() > 〈lowB〉)

Wodel: a = select one Sequence
remove a→ˆto

OCL: Sequence.allInstances()
→exists(s | s.to→size() > 0)

Overall, the model synthesis process starts with the domain meta-model and
its invariants. The meta-model is added an auxiliary mandatory class named
Dummy. Then, the process uses the templates of Table 1 to generate the OCL
constraints for each mutation operator in the provided Wodel program. These
constraints are added as invariants of the Dummy class. Finally, the model finder
is invoked with this enriched meta-model as input.
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As an example, Listing 3 shows the OCL constraint generated from the pro-
gram in Listing 1. As the retype operation considers three types, and or with
three cases is generated.

1 context Dummy
2

3 inv mut1 :
4 StartEv.allInstances()→exists(a | true) or
5 IntermediateEv.allInstances()→exists(a | true) or
6 EndEv.allInstances()→exists(a | true)

Listing 3. OCL constraint derived from Listing 1.

Figure 5 shows a seed model returned by the model finder for the previous
constraint. It satisfies the constraint of Listing 3, and those of the original meta-
model.

ac vity-1

start-event

Fig. 5. Generated seed model.

Please note that seed models satisfying the synthesized constraints enable
the application of all statements in the Wodel program. However, they do not
guarantee that, after applying the program, the resulting mutant satisfies the
existing invariants of the domain meta-model. This would require from tech-
niques for advancing constraints to model operations [4], which is left for future
work.

5 Tool Support

The Wodel development environment is available as an Eclipse plugin at http://
miso.es/tools/Wodel.html, together with examples and videos. The implemen-
tation is based on EMF [24], and expects the meta-models of the artefacts to be
mutated to be specified using Ecore.

Figure 6 shows the Wodel IDE. The IDE features a textual editor (label
1 in the figure) to create Wodel programs. The editor is built with Xtext and
supports features like code completion. Label 2 in the figure shows the explorer
with a typical Wodel organization. The src folder contains Wodel programs
with the defined mutation operators. These operators are compiled into Java
programs, and stored in the src-gen folder. The generated Java programs can be
executed within the IDE to produce mutants from the seed models, which are
saved in the out folder.

http://miso.es/tools/Wodel.html
http://miso.es/tools/Wodel.html
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12

3

4

Fig. 6. Wodel IDE and seed model synthesizer.

To support the contributions presented in this paper, we have extended the
Wodel environment to support the synthesis of seed models for testing mutation
programs. The seed model synthesis for a given program can be configured by
means of the wizard marked with label 3 in the figure. This wizard allows setting
the maximum number of seed models to be generated, the mutation operators
used in the seed model generation process (either all operators in the program
or a subset), additional model requirements expressed by OCL, and optionally,
an EMF model to be used as seed of the model search. Moreover, a preference
page allows customizing the minimum and maximum number of objects and ref-
erences that the produced seed models should have. The search of seed models is
performed using the Use Validator model finder [20]. The generated seed mod-
els are converted from the USE format to EMF, and stored in the model folder
(see the explorer view). The generated models can be used to test the designed
operators, and can be visualized using, e.g., the EMF tree editor, or dedicated
graphical editors, such as the one with label 4 in the figure.

6 Related Work

Next, we review works related to the main elements of our approach: languages
tailored to define or synthesize mutation operators, and model synthesis from
requirements.

DSLs for Mutation Operators, and Operator Synthesis. Some model-based muta-
tion approaches use general-purpose model transformation languages to define
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mutation operators. In [12], the authors present an MDE approach to define
mutation testing tools, where programs are represented as models, and opera-
tors are encoded in QVT-o. Mutation operators have also been defined using
Henshin in [2], and ATL in [25]. Instead, Wodel is a DSL targeted to define
mutation operators, giving support for specific mutation actions (e.g., retyping,
cloning), the automatic initialization of object features and containers, and the
configuration of the number of mutants to generate. Works like [25] miss such
policies and only produce one mutant per input model.

Major [19] is a mutation testing tool for Java that includes a scripting lan-
guage to perform small customizations in mutation operators. For example, it
allows configuring the replacement lists of mutation operators like Arithmetic
Operator Replacement (AOR). Instead, Wodel is more expressive as it enables
the selection, creation, deletion and retyping of elements. Moreover, Wodel is
language-independent, as one can define operators for arbitrary meta-models.

In [1], the authors propose a set of mutation primitives to define mutation
operators for Ecore meta-models. However, it is not a full-fledged DSL, missing
essential features like the possibility of selecting elements, and there is no tool
support for execution. The approach in [2] generates operators that guarantee the
consistency of the mutated models with the meta-model multiplicity constraints.
The operators are encoded as graph transformation rules. In comparison, Wodel

considers more advanced primitives, like cloning, modifying the source or target
of references, and retyping. Our techniques for model synthesis (for testing) could
be a complement to these two approaches.

Model Synthesis. The MDE community has used model finders (like USE [20]
or Alloy [17]) for activities like model completion, test model generation, or
transformation analysis. For example, model finding is used in [13] to gener-
ate test models for transformations based on specifications. For this purpose,
the specifications are transformed into OCL. In our case, the novelty yields in
the encoding of the semantics of the Wodel program into OCL, ensuring full
statement coverage of the program.

Overall, to the best of our knowledge, environments to support the creation
and testing of model-based mutation operators are currently lacking. Hence, we
have designed Wodel, and its seed model generation capabilities to fill this gap.

7 Conclusions and Future Work

Given the recurrent need to develop sets of mutation operators, we propose
a model-based approach to facilitate their definition, testing, and application.
This way, we provide a DSL – called Wodel – for their description, and model
synthesis capabilities – based on model finding – for their testing and validation.
Our approach is supported by an Eclipse plugin, and we have illustrated the
approach in the context of the BPMN language.

We are currently extending the model synthesis process in two ways. First,
to generate models where the operators are not applicable but are close to being
applicable, so called near misses [23]. Second, to generate seed models ensuring
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that the execution of the Wodel program leads to a correct model. For this pur-
pose, we may use techniques to advance OCL constraints as preconditions, based
on [4]. We also plan to work on static analysis techniques, e.g., to detect operator
conflicts and dependencies. Finally, we are currently working on a methodology
supporting the integral engineering of mutation operators.

Acknowledgments. Work funded by the Spanish Ministry of Science (projects MAS-
SIVE, RTI2018-095255-B-I00 and FAME, RTI2018-093608-B-C31) and the R&D pro-
gramme of Madrid (project FORTE, P2018/TCS-4314).

A BPMN Mutation Operators

Table 2 encodes the BPMN mutation operators proposed in [21] using Wodel.

Table 2. Wodel mutation operators for BPMN.

Mutation operator Wodel code
Insert activity s = select one Sequence where {ˆto not typed EndEv}

f = select one FlowObject in s0→ˆto
a = create Activity with {name = ’newActivity’}
modify target ˆto from s to a
create Sequence with {name = ’newSeq’, ˆfrom = a, ˆto = f}

Remove activity s0 = select one Sequence where {ˆto is typed Activity}
a = select one Activity in s0→ˆto
s1 = select one Sequence where {ˆfrom = a}
f = select one FlowObject in s1→ˆto
remove a, s1
modify target ˆto from s0 to f

Move activity a = select one Activity
s0 = select one Sequence where {ˆto = a and ˆfrom <> null}
s1 = select one Sequence where {ˆfrom = a and ˆto <> null}
o = select one FlowObject where {self = s1→ˆto}
s2 = select one Sequence where {ˆfrom = o and ˆto <> null}
modify s0 with {ˆto = o},
s1 with {ˆfrom = o, ˆto = a},
s2 with {ˆfrom = a}

Mutation operator Wodel code
Replace activity a0 = select one Activity

src0 = select one Sequence where {ˆto = a0}
tar0 = select one Sequence where {ˆfrom = a0}
a1 = select one Activity where {self <> a0}
src1 = select one Sequence where {ˆto = a1}
tar1 = select one Sequence where {ˆfrom = a1}
modify src0 with {ˆto = a1}, tar0 with {ˆfrom = a1},

src1 with {ˆto = a0}, tar1 with {ˆfrom = a0}
Retype gateway retype one [AND, OR, XOR] as [AND, OR, XOR]

References

1. Alhwikem, F., Paige, R.F., Rose, L., Alexander, R.: A systematic approach for
designing mutation operators for MDE languages. In: MODEVA, CEUR Workshop
Proceedings, vol. 1713, pp. 54–59 (2016). CEUR-WS.org

http://www.CEUR-WS.org


Seed Model Synthesis for Testing Model-Based Mutation Operators 75

2. Burdusel, A., Zschaler, S., John, S.: Automatic generation of atomic consistency
preserving search operators for search-based model engineering. In: MODELS, pp.
106–116. IEEE (2019)
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Abstract. Document stores are frequently used as representation for-
mat in many applications. It is often necessary to transform a set of data
stored in a relational database (RDB) into a document store. However,
it is difficult to evaluate which target document structure is the most
appropriate for each scenario. In this article, we present a tool, called
QBMetrics (Query-based Metrics), that assists on an RDB to NoSQL
document conversion process or even to design a NoSQL database, by
calculating a set of query-based metrics for evaluating and comparing
the created schemas against a set of existing queries. We represent the
schemas and the queries as DAGs (Directed Acyclic Graphs), which are
used to calculate the metrics. The metrics allow to evaluate if a given
target document schema is adequate to answer the queries. We demon-
strate the tool in an RDB to NoSQL conversion scenario, involving the
creation of the schemas, queries and the metrics calculation.

Keywords: RDBs · Document stores · Metrics · Evaluation · Tool

1 Introduction

Relational databases (RDB) are widely used to store data of several types of
applications. However, they do not meet all requirements imposed by modern
applications [9], that handle structured, semi-structured and unstructured data.
Furthermore, RDBs are not flexible enough, since they have a predefined schema.
NoSQL databases [7] emerged as an option. They differ from RDB in terms of
architecture, data model and query language [7]. They are generally classified
according to the data model used: document, column family, key-value or graph-
based. One of the most used NoSQL format are document stores.

RDB and document stores will be used together, being necessary to inves-
tigate strategies to convert and migrate schema and data between them. Dif-
ferent approaches have been presented to convert RDB to NoSQL document
stores [1,3,4,8,10]. Some of them consider just the structure of the RDB in the
conversion process [8,10]. While others also consider the access pattern of the
c© Springer Nature Switzerland AG 2020
N. Herbaut and M. La Rosa (Eds.): CAiSE Forum 2020, LNBIP 386, pp. 77–85, 2020.
https://doi.org/10.1007/978-3-030-58135-0_7
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application [1,3,4]. However, none of the approaches is concerned with the evalu-
ation and the comparison of the output document structure against the existing
queries that need to be adapted and then executed. The work from [2] presents
eleven metrics to evaluate the structure of document stores. Such evaluation is
important to guide the choice of an adequate document structure. However, the
approach has no specific metrics for assessing the queries access pattern against
document structure. Despite not having a formal schema, a document has a
structure used by the queries to retrieve data. We consider that this document
structure can be used as an abstraction to represent a schema.

We present a demo of the QBMetrics tool1, which is used in RDB to NoSQL
document conversion processes or even to design a NoSQL database schema. It
provides a graphical interface to calculate query-based metrics that assist on
the choice of a most appropriate target NoSQL schema. The tool uses Direct
Acyclic Graphs (DAGs) to represent both the target NoSQL schema and the
set of queries, where the vertices are entities and the edges are relationships.
More specifically, a DAG represent a collection structure for a schema and an
access pattern for a query. DAGs as schema have already been used in a previous
approach to convert RDB to NoSQL nested models [6].

This demonstration will show how the tool is used to calculate metrics to
evaluate and compare candidate target NoSQL schemas, by executing the fol-
lowing steps:

– creation of the target NoSQL schema and queries;
– calculation of a set of schema scores and query scores;
– analysis of the results.

This paper is organized as follows: Sect. 2 presents the architecture of our
tool. In Sect. 3 we present a validation scenario and the demonstration steps.
Finally, conclusions are provided in Sect. 4.

2 QBMetrics Tool

The QBMetrics tool supports an RDB to NoSQL document conversion pro-
cess by calculating metrics for evaluating and comparing target NoSQL schema
options, prior to the data conversion. The tool has two components, the Con-
verter and Metric components, as shown in Fig. 1.

2.1 Converter Component

This component defines conversion process, encapsulating the input RDB con-
nection properties, the set of target NoSQL schemas and the set of queries.
Both, schemas and queries are represented by DAGs (Directed Acyclic Graphs).
A DAG is defined as G = (V,E), where the set of vertices V is related with

1 The tool is available for download at: https://github.com/evandrokuszera/nosql-
query-based-metrics.

https://github.com/evandrokuszera/nosql-query-based-metrics
https://github.com/evandrokuszera/nosql-query-based-metrics
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Fig. 1. Tool architecture.

the tables of the RDB and the set of edges E with the relationships between
tables. The direction of the edges defines the transformation flow. Each DAG
may be seen as a tree, where the root vertex is the target entity. The path from
one leaf vertex to the root vertex defines one transformation flow. Each vertex
contains the metadata of its respective RDB table, including its name, fields
and primary key. The edge between two vertices encapsulates relationship data
between two tables, including primary and foreign keys and which entity is on
the one or many side of the relationship. Through the DAG, we specify the
de-normalization process from a set of related tables to produce a NoSQL col-
lection. There are works with the same objectives, but with different strategies
[3,10].

Considering a DAG as a NoSQL collection, the root vertex is the first level of
the collection and the remaining vertices are the nested entities. The direction
of the edges defines the direction of nesting between entities and encapsulates
nesting type information, including embedded objects or array of embedded
objects types. We represent a NoSQL schema through a set of DAGs, where
each DAG represents the structure of a collection. We define a NoSQL schema
as S = {DAG1, ...,DAGn|DAGi ∈ C}, where C is the set of collections of S. The
resulting S schema can be used by our Metamoforse framework [6] to migrate
data from RDB to NoSQL document

2.2 Metric Component

It receives as input a target NoSQL schema and a set of queries, both represented
by DAGs. A detailed description of the metrics is available in [5].

Query Metrics. The tool calculates three metrics that measure the cover-
age of the query paths in relation to the schema collection paths, being Path,
SubPath and IndPath. The Path(query) metric measures coverage consider-
ing path matching (leaf-to-root vertices), SubPath(query) considering subpath
matching and IndPath(query) considering indirect path matching. An indirect
path is the one where all its vertices and edges are contained in a regular path,
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but there are additional intermediate vertices. The tool also calculates two met-
rics related to edge coverage. DirEdge(query) measures the coverage of the edges
of the query against the edges of the collection, considering the direction of edges
(e.g. a → b). On the other hand, AllEdge(query) measures the edge coverage
regardless of edge direction (e.g. a → b or a ← b). The last metric is called
ReqColls(query), which returns the smallest number of collections required to
answer a given query.

To measure the coverage of the query paths and query edges relative to all the
schema, the maximum value found when applying the metric for each collection
is considered. However, for the ReqColls is minimum value found.

Query Score (QScore) represents the query score for a given metric or set
of metrics. The QScore for DirEdge, AllEdge and ReqColls is the same value
returned by the respective metric, for example, QScore(DirEdge, query) =
DirEdge(query). However, for the Path, SubPath and IndPath metrics,
it is calculated as the maximum value between them and is defined as
QScore(Paths) = max(Path, SubPath, IndPath).

To calculate the value of Path, SubPath and IndPath in QScore(Paths),
we use the expression (xPath(query) ∗ w)/depth(query), where xPath can be
replaced for one of the three metrics above, w is the weight of each metric and
depth() is a function that returns the depth where the xPath match was found
in the schema. Different weights can be assigned to each xPath, prioritizing
schemas with a specific type of structural correspondence. The match depth is
used to penalize schemas, with less deep schemas being preferred.

Schema Score (SScore) denotes the sum of the QScore values for all the
queries for a given metric (except ReqColls), where each query qi of the set of
queries (Q) has a specific weight wi, and the sum of all wi is equal to 1. Following
the same idea of the QScore, SScore(Paths,Q) denotes the schema score for the
metrics Path, SubPath, and IndPath. The SScore for ReqColls metric is a ratio
between the number of queries and the number of collections required to answer
them. A schema that answers each input query through only one collection has
SScore(ReqColls,Q) = 1. It decreases when the number of collections increases.

To summarize, the QScores shows the coverage provided by the schema for
each query, where we can identify which queries require the most attention or
are not covered by the schema. The SScore field provides an overview of how
well the schema fits the query set. Since the metrics are not independent, we do
not define a single expression to calculate the overall score of the schema.

3 QBMetrics Demonstration

3.1 Scenario

The tool’s demonstration scenario consists of converting an existing RDB to
NoSQL document. Figure 2 shows the E-R model of the RDB. Although the
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RDB is composed of seven tables, related to each other, in the demo only the
Customers, Orders and Orderlines tables will be used. Generally, the RDB enti-
ties are converted to documents and the relationships to references, embedded
documents or arrays of embedded documents. The decision on how the docu-
ments will be structured is not a trivial task and depends on the various aspects
(application access pattern, redundancy, maintainability, etc.).

Fig. 2. Input RDB

Figure 3 shows three options for structuring the entities Customers, Orders
and Orderlines as documents, named schemas A, B and C. In schema A we
have a collection called Customers, where Orders and Orderlines are arrays of
embedded documents. In schema B there is a collection called Orders, where
Customers is an embedded document and Orderlines is an array of embedded
documents. In schema C there are two collections, Customers and Orders.

Fig. 3. Input NoSQL document schemas (A− C) and queries (q1 − q3).

In this demo, we consider the application access pattern to evaluate and
compare the schemas A−C. The access pattern is represented by the queries q1−
q3 of Fig. 3. The goal is to calculate the metrics on the set of schemas and check
which one provides greater coverage for the set of queries. The user can configure
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different weights for queries, prioritizing a certain access pattern. In addition, it
is also possible to assign different weights to the Path, SubPath and IndPath
metrics, prioritizing schemas by path type. In the demonstration scenario, all
queries will have the same weight (same priority), however, different weights will
be assigned for path type, being path = 1.0, subpath = 0.7 and indpath = 0.5.
In this way, schemas with greater Path coverage will be prioritized, followed by
schemas with greater SubPath and IndPath coverage.

3.2 Demonstration

The tool provides support for defining a conversion process from RDB to NoSQL
document, and also for evaluating and comparing possible NoSQL schemas
through query-based metrics. Figure 4 shows the graphical interface of the tool.
The execution flow is based on four steps: In (A) the input RDB connection
parameters are provided. In (B) one or more NoSQL schemas are created from
the entities of the input RDB. In (C), queries that represent the application’s
access pattern are defined. Finally, in (D) the metrics are calculated. Each step
will be detailed below.

Fig. 4. The tool graphical interface

A: Input RDB. The starting point is to define the connection properties of
the input RDB (A). The tool accesses the RDB metadata to assist in creating
schemas and queries. Currently, Postgres and MySQL databases are supported.

B: NoSQL Schemas. The user can create one or more NoSQL schemas from
the input RDB. Each schema consists of one or more collections of documents,
represented as DAGs. In Fig. 4 (B), schemas A − C and respective values for
structural metrics are shown, such as number of documents, arrays of embedded
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documents, arrays of primitive types, primitive types and the maximum collec-
tion depth. The user can add new collections or remove existing collections from
the schema. In Fig. 4 (B.1) schema C is shown. It is composed of the Customers
and Orders collections. In Fig. 4 (B.2) the screen for creating a collection (or
DAG) is shown. To create a collection three steps are required:

– Step 1 - Add vertices: the user selects the vertices (RDB tables) to compose
the DAG. The tool automatically loads the list of tables from the input RDB.
For instance, in (B.2) the Orders and Orderlines vertices are selected.

– Step 2 - Add edges: the user adds edges between vertices. When selecting
the source vertex, the tool automatically searches for possibly target vertex,
based on RDB metadata. For example, in (B.2) an edge is added in the
direction Orderlines → Orders. The direction of the edges, together with
metadata extracted from the input RDB (e.g. PK and FK) define how the
entities will be nested. In this case, Orderlines (FK) will be nested as an array
of documents embedded in the collection Orders (PK).

– Step 3 - Collection metrics: show the structural metrics of the collection.

The next step is to create the queries, which will be used to calculate the
metrics on the NoSQL schemas.

C: Queries. The process of creating queries is similar to the process of creating
collections. Both, collections and queries, use DAG-based abstraction. Fig. 4 (C)
shows the three previously defined queries (from Fig. 3). These queries represent
the access pattern that will be used to evaluate and compare the schemas A−C.

D: Calculating Query Metrics. After defining the candidate NoSQL schemas
and queries, the user can calculate the metrics. Figure 5 shows the results of the

Fig. 5. Query metrics results by schema
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metrics for the schemas A−C and queries q1 −q3, including query coverage (left
side), QScore (right side) and SScore (below each schema).

Field (D) represents the depth where the correspondence between schema
and query was identified. As a result, among schemas A, B and C, schema A
has the highest SScore for the Paths (0.68) and DirEdge (0.66) metrics, being
the schema closest to the query access pattern. The schema C is in second place,
but has the lowest SScore for the ReqColls (0.75) metric, which means it is
necessary to join documents from different collections. Through the metrics, the
user can evaluate and compare different NoSQL schema options before migrating
the data, where the user can select one or more metrics that best meet the
requirements of the application.

4 Conclusion

In this demo paper we presented the QBMetrics tool to support the conversion
process from RDB to NoSQL document. Based on an input RDB, the expert
user defines a set of candidate NoSQL schemas and a set of queries that represent
the application’s access pattern, both represented as DAGs. The tool calculates
a set of metrics that measures the coverage that a schema provides for the set
of queries. This information is used to decide which schema is most appropriate
for the required access pattern, before migrating the data. As a future work, we
intend to extend the set of metrics to consider aspects related to the implemen-
tation effort and execution time of queries in the target database. In addition,
it is planned to carry out evaluations of the tool in real scenarios.
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Abstract. Conformance checking is a fundamental task to detect devia-
tions between the actual and the expected courses of execution of a busi-
ness process. In this context, temporal business constraints have been
extensively adopted to declaratively capture the expected behavior of the
process. However, traditionally, these constraints are interpreted logically
in a crisp way: a process execution trace conforms with a constraint model
if all the constraints therein are satisfied. This is too restrictive when
one wants to capture best practices, constraints involving uncontrollable
activities, and exceptional but still conforming behaviors. This calls for the
extension of business constraints with uncertainty. In this paper, we tackle
this timely and important challenge, relying on recent results on proba-
bilistic temporal logics over finite traces. Specifically, we equip business
constraints with a natural, probabilistic notion of uncertainty. We discuss
the semantic implications of the resulting framework and show how prob-
abilistic conformance checking and constraint entailment can be tackled
therein.

Keywords: Declarative process models · Probabilistic temporal
logics · Conformance checking

1 Introduction

Temporal business constraints have been extensively adopted to declaratively
capture the acceptable courses of execution of a business process for conformance
checking. In particular, the Declare constraint-based process modeling language
[8] has been introduced as a front-end language to specify business constraints
based on Linear Temporal Logic over finite traces (LTLf ) [2].

In general, business constraints are interpreted logically in a crisp way. This
means that an execution trace conforms with a constraint model if all the con-
straints therein are satisfied. This is too restrictive when one wants to capture
patterns that recur in many application domains, such as:
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• best practices, captured as constraints that should hold in the majority, but
not necessary all cases (example: an order is shipped via truck in 90% of the
cases);

• outlier behaviors, i.e., constraints that only apply to very few cases that
should still considered to be conforming (example: an order is shipped via car
in less than 1% of the cases);

• constraints involving activities that are not all necessarily controlled by the
organization that orchestrates the process, and for which only some guar-
antees can be given about their proper executability (example: whenever an
order is accepted, payment is performed by the customer in 8 cases out of
10).

Surprisingly enough, to the best of our knowledge no attempt has been done,
so far, to make constraint-based process modeling approaches able to capture
this form of uncertainty. In this paper, we tackle this timely and important
challenge, relying on recent results on probabilistic temporal logics over finite
traces [5]. Specifically, we equip business constraints with a natural, probabilistic
notion of uncertainty based on the ratio of traces in a log that must satisfy the
constraint, and use the resulting probabilistic constraints to lift Declare to its
probabilistic variant that we call ProbDeclare. We then discuss the semantic
implications of this approach, showing how it has to combine logical and prob-
abilistic reasoning to tackle the semantics of probabilistic constraints and their
interplay. We finally show how this combined reasoning can be applied to verify
the consistency of a ProbDeclare model, do conformance checking, and carry
out probabilistic constraint entailment, i.e., estimate with which probability a
ProbDeclare model implies a given LTLf formula.

2 LTL over Finite Traces and the Declare Framework

As a formal basis for specifying crisp (temporal) business constraints, we adopt
the customary choice of Linear Temporal Logic over finite traces (LTLf [1,2]).
This logic is at the basis of the well-known Declare [8] constraint-based process
modeling language. We provide here a gentle introduction to this logic and to
the Declare framework.

2.1 Linear Temporal Logic over Finite Traces

LTLf has exactly the same syntax as standard LTL, but, differently from LTL,
it interprets formulae over an unbounded, yet finite linear sequence of states.
Given an alphabet Σ of atomic propositions (in our setting, representing activi-
ties), an LTLf formula ϕ is built by extending propositional logic with temporal
operators:

ϕ ::= a | ¬ϕ | ϕ1 ∨ ϕ2 | ©ϕ | ϕ1 U ϕ2 where a ∈ Σ.

The semantics of LTLf is given in terms of finite traces denoting finite, pos-
sibly empty sequences τ = 〈τ0, . . . , τn〉 of elements of 2Σ , containing all possible
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Table 1. Some Declare templates, their textual and graphical representation, the cor-
responding LTLf formalization and the LTLf formula capturing their complement (i.e.,
their logical negation).

propositional interpretations of the propositional symbols in Σ. In the context of
this paper, consistently with the literature on business process execution traces,
we make the simplifying assumption that in each point of the sequence, one
and only one element from Σ holds. Under this assumption, τ becomes a total
sequence of activity occurrences from Σ, matching the standard notion of (pro-
cess) execution trace. We indicate with Σ∗ the set of all traces over Σ. The
evaluation of a formula is done in a given state (i.e., position) of the trace, and
we use the notation τ, i |= ϕ to express that ϕ holds in the position i of τ . We
also use τ |= ϕ as a shortcut notation for τ, 0 |= ϕ. This denotes that ϕ holds
over the entire trace τ starting from the very beginning and, consequently, log-
ically captures the notion of conformance of τ against ϕ. We also say that ϕ is
satisfiable if it admits at least one conforming trace.

In the syntax above, operator © denotes the next state operator, and ©ϕ is
true if there exists a next state (i.e., the current state is not at the end of the
trace), and in the next state ϕ holds. Operator U instead is the until operator,
and ϕ1 U ϕ2 is true if ϕ1 holds now and continues to hold until eventually, in
a future state, ϕ2 holds. From these operators, we can derive the usual boolean
operators ∧ and →, the two formulae true and false, as well as additional tem-
poral operators. We consider, in particular, the following three:

• (eventually) �ϕ = true U ϕ is true if there is a future state where ϕ holds;
• (globally) �ϕ = ¬�¬ϕ is true if now and in all future states ϕ holds;
• (weak until) ϕ1W ϕ2 = ϕ1U ϕ2∨�ϕ1 relaxes the until operator by admitting

the possibility that ϕ2 never becomes true, in this case by requiring that ϕ1

holds now and in all future states.

Example 1. The LTLf formula �(accept → �pay) models that, whenever an
order is accepted, then it is eventually paid. The structure of the formula follows
what is called response template in Declare. �
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2.2 Declare

Declare [8] is a declarative process modeling language based on LTLf . More
specifically, a Declare model fixes a set of activities, and a set of constraints
over such activities, formalized using LTLf formulae. The overall model is then
formalized as the conjunction of the LTLf formulae of its constraints.

Among all possible LTLf formulae, Declare selects some pre-defined patterns.
Each pattern is represented as a Declare template, i.e., a formula with placehold-
ers to be substituted by concrete activities to obtain a constraint. Constraints
and templates have a graphical representation; Table 1 lists the Declare tem-
plates used in this paper. A Declare model is then graphically represented by
showing its activities, and the application of templates to such activities (which
indicates how the template placeholders have to be substituted to obtain the
corresponding constraint).

Example 2. Consider the following Declare model, constituting a (failed)
attempt of capturing a fragment of an order-to-shipment process:

accept reject1..* 1..*

The model indicates that there are two activities to accept or reject an order,
that these two activities are mutually exclusive, and that both of them have to be
executed. These constraints are obviously contradictory and, in fact, the model
is inconsistent, since its LTLf formula �accept∧ �reject∧ ¬(�accept∧ �reject)
is unsatisfiable. �

3 Probabilistic Business Constraints

As recalled in Sect. 2, business constraints captured with LTLf are interpreted in
a crisp way, i.e., they are expected to hold in every execution of the process. We
now extend constraints with a natural notion of uncertainty introducing proba-
bilistic constraints. Then, we show how this notion can be used to make Declare
probabilistic and discuss informally the interplay of multiple probabilistic con-
straints.

3.1 Probabilistic Constraints: Definition and Semantics

For simplicity, we only consider the case of exact probability, but all the con-
siderations we do directly carry over the more general case where the proba-
bility of a constraint is related to a given quantity with comparison operators
(≤, <, =, and their duals).

Definition 1. A probabilistic constraint over a set Σ of activities is a pair
〈ϕ, p〉, where ϕ is an LTLf formula over Σ representing the constraint formula,
and p is a rational value in [0, 1] representing the constraint probability. �
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Since a probabilistic constraint quantifies how many traces should satisfy
it, it has to be interpreted over multiple traces that, as a whole, constitute an
event log for the process of interest. In particular, the constraint holds in a log
if the ratio of traces in the log that satisfy the constraint formula is equal to the
constraint probability. This naturally leads to interpret the constraint probability
statistically as the ratio of conforming vs non-conforming traces contained in a
given log.

For simplicity, we stick here with the standard definition of event log, but
we could alternatively adopt the stochastic interpretation of an event log,
following [3].

Definition 2. An (event) log over a set Σ of activities is a multiset of traces
over Σ, i.e., a multiset over Σ∗. �

Given a log L, we write τn ∈ log to indicate that trace τ appears n times in L.
Trace τ belongs to L if τn ∈ log with n > 0. With these notions at hand, we
say that a probabilistic constraint 〈ϕ, p〉 holds in a log L or, equivalently, that
L satisfies 〈ϕ, p〉, if

∑
τn∈L,τ |=ϕ n = p.

Note that the probabilistic constraint 〈ϕ, p〉 is equivalent to the probabilistic
constraint 〈¬ϕ, 1 − p〉. In fact, given a log L, if the ratio of traces in L that
satisfies ϕ is p, then the remaining 1 − p traces in L do not satisfy ϕ, i.e., they
satisfy the constraint complement ¬ϕ.

Example 3. Consider the probabilistic constraint 〈existence(accept), 0.8〉.
It indicates that 80% of the traces in a log contain at least one
occurrence of accept or, equivalently, that 20% of the traces do not
contain any execution of accept. This constraint holds in the log:[ 〈accept〉2, 〈accept, reject〉, 〈reject〉4, 〈accept, cancel〉3, 〈accept, pay, ship〉10 ]

, since
16 out of the 20 traces contained therein include (at least) one occurrence of
accept, i.e., they satisfy existence = �accept. �

3.2 ProbDeclare and the Issue of Multiple Interacting Constraints

We now use the notion of probabilistic constraint as the basic building block to
lift Declare to its probabilistic version, which we call ProbDeclare.

Definition 3. A ProbDeclare model is a pair 〈Σ, C〉, where Σ is a set of activ-
ities and C is a set of probabilistic constraints. �

A standard Declare model corresponds to a ProbDeclare model where all
probabilistic constraints have probability 1. In the remainder of the paper, when
drawing ProbDeclare diagrams, we then adopt the following notation: (i) when-
ever a constraint has probability 1, we draw it as a standard Declare constraint;
(ii) Whenever a constraint has probability p < 1, we show it in light blue, and
we annotate it with the probability value p.

The main issue that arises when multiple, genuinely probabilistic constraints
are present in the same ProbDeclare model is that they interact with each other
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depending on their constraint formulae and probabilities. In particular, to satisfy
the probabilistic constraints contained in a ProbDeclare model, a log must con-
tain suitable fractions of traces so as to satisfy all probabilistic constraints and
their probabilities, with the effect that some of these traces may contribute to the
computation of the ratios for different constraints. The following examples intu-
itively illustrate this interplay. The first example shows that inconsistent Declare
models may become consistent if the conflicting constraints are associated with
suitable probabilities.

Example 4. Consider the following probabilistic variant of the (inconsistent)
Declare diagram shown in Example 2.

accept reject1..*{0.8} 1..*{0.1}

This model contains two mutually exclusive activities, accept and reject, and
indicates that often (in 80% of the cases) accept is selected, whereas rarely (in
10% of the cases) reject is selected. This captures a form of probabilistic choice,
which also implicitly contemplates that none of the two activities occurs. In fact,
from this very simple model, we can infer the following conditions on satisfying
logs:

1. The not-coexistence constraint linking accept and reject is crisp, and con-
sequently no trace in the log can contain both accept and reject.

2. Point 1, combined with the probabilistic existence constraint on accept,
means that a trace in the log has 0.8 probability of containing accept (which
means that reject will not occur), and 0.2 probability of not containing accept
(which means that reject may occur or not).

3. A similar line of reasoning can be applied to the existence of reject, which
must appear in 10% of the traces in the log.

All in all, combining all the constraints, we get that the 10% of traces containing
reject must be disjoint from the 80% containing accept. This implicitly means
that in the remaining 10% of the traces, none of the two activities occur. �

The second example shows that a consistent ProbDeclare model may become
inconsistent by changing the values of probabilities.

Example 5. Consider again the ProbDeclare diagram in Example 4. Clearly,
if we change to 1 the constraint probabilities attached to the two existence
constraints, the model becomes identical to that in Example 2, consequently
becoming inconsistent. More in general, the model becomes inconsistent when-
ever the sum of the two probabilities exceeds 1. This witnesses that there must
exist some traces in which both constraints are satisfied, which contradicts the
fact that accept and reject should not coexist. More precisely, if we denote by pa

and pr the probabilities attached to the two existence constraints, then there
is a probability pa +pr −1 of having a trace that contains both accept and reject.
For example, if we set pa = 0.8 and pr = 0.3, we have that 10% of the traces in
the log should contain both accept and reject, which is impossible given the fact
that every trace in the log should satisfy not-coexistence(accept, reject). �
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The last example shows that, as customary in models with uncertainty, it is
misleading to just consider the probabilities attached to single constraints when
one wants to assess the probability of satisfying all of them at once.

Example 6. Consider the following ProbDeclare model:

accept
1..*{0.8}

0..1
pay

{0.7}

The model indicates that an order can be accepted at most once, and that
often (in 80% of the cases) it is actually accepted. In addition, it captures that
with probability 0.7 it is true that, whenever the order is accepted, then it is
also consequently paid (multiple payment instalments are possible, by simply
repeating the execution of pay). Finally, payments are enabled only if the order
has been previously accepted.

By looking at the diagram, one could wrongly interpret that in 70% of the
cases it is true that the order is accepted and then paid. This is wrong because
the response(accept, pay) constraint can also be (vacuously) satisfied by a trace
that does not contain at all occurrences of accept. A natural question is then:
what is the actual probability of observing traces that at some point contain
accept and, later on, pay (possibly with other activity occurrences in between
and afterward)? The answer is that this happens in half of the cases. To jus-
tify this non-trivial answer, one has to apply combined reasoning by considering
the interplay of response(accept, pay) and existence(accept), with their corre-
sponding probabilities. More specifically, response(accept, pay) can be satisfied
in this model in two different ways:

1. by not executing at all accept;
2. by executing accept (which can be done only once, due to the presence of the

crisp absence2(accept) constraint) and, later on, at least once pay.

These two situations, which we will call later on constraint scenarios, should
altogether cover exactly 70% of the traces, as dictated by the constraint prob-
ability attached to response(accept, pay). The first scenario must have proba-
bility 0.2, because in 80% of the traces accept must appear, as dictated by the
existence(accept) constraint and its associated probability. But then, the sec-
ond scenario, which is the one we are interested in, has probability 0.7−0.2 = 0.5
(half of the traces in the log). �

In the next section, we make the reasoning carried out in the discussed exam-
ples more systematic, showing how logical and probabilistic reasoning have to
be combined towards a single, combined declarative framework.

4 Reasoning on Time and Probabilities

As we have seen in the previous section, to reason on conjunctions of probabilistic
constraints, i.e., on ProbDeclare models, we need to simultaneously take into
account the temporal semantics of constraints and their associated probabilities.
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Formally, this is done by relying on the probabilistic temporal logic over
finite traces PLTLf , recently introduced in [5]. More specifically, probabilistic
constraints as defined here have a direct encoding into the fragment PLTL0

f of
PLTLf , also investigated in [5]. We do not delve into the encoding, nor highlight
the formal details on how to carry out this combined reasoning. We instead
show algorithmically how to accomplish this, noticing that all the algorithmic
techniques discussed next are correct thanks to [5]. Again thanks to [5], we also
get that, overall, the cost of reasoning on probabilistic constraints has the same
complexity of reasoning with standard LTLf constraints, i.e., PSpace in the
length of the constraints (this complexity bound is tight).

In the remainder of this section, we fix a ProbDeclare model M = 〈Σ, C〉,
where C is partitioned into crisp constraints Ccrisp = {〈ϕ, p〉 ∈ C | p = 1}
and (genuinely) probabilistic constraints Cprob = {〈ϕ, p〉 ∈ C | p < 1}. With a
slight abuse of terminology, when we use the term “crisp constraint”, we mean
a constraint in Ccrisp , and, when we use the term “probabilistic constraint”, we
mean a constraint in Cprob . We also assume that Ccrisp is a consistent Declare
model, i.e., crisp constraints are satisfiable altogether. If not, then M has to be
discarded, as it does not admit any conforming trace.

4.1 Constraint Scenarios and Consistency of ProbDeclare Models

While crisp constraints must hold in every possible trace, probabilistic con-
straints may or may not hold (with a ratio specified by their probability). In
addition, recall that when a constraint formula does not hold, then its negation
must hold. Consequently, in the most general case, M is a compact description
for the 2|Cprob | standard Declare models, each one obtained by considering all
constraint formulae in Ccrisp , and by selecting, for each constraint 〈ϕ, p〉 ∈ Cprob ,
whether the constraint formula ϕ or its complement ¬ϕ is assumed to hold.

We call the so-obtained Declare models (constraint) scenarios. To pinpoint a
specific scenario, we fix an ordering over Cprob , and we denote the scenario with
a binary string of length |Cprob |, where position number i ∈ {1, . . . , |Cprob |} has
value 1 if the i-th probabilistic constraint in Cprob must hold, 0 otherwise.

Example 7. Consider the ProbDeclare model in Example 6. By fixing the
ordering over its probabilistic constraints where 〈existence(accept), 0.8〉 is first
and 〈response(accept, pay), 0.7〉 is second, we have the following 4 scenarios:

1. Scenario 00, where none of the two constraint formulae holds, and is conse-
quently characterized by formula �¬accept ∧ �(accept ∧ �¬pay).

2. Scenario 01, where the response constraint formula holds while the
existence one does not, and so has formula �¬accept ∧ �(accept → �pay).

3. Scenario 10, where the existence constraint formula holds while the
response one does not, and so has formula �accept ∧ �(accept ∧ �¬pay).

4. Scenario 11, where both formulae holds (�accept ∧ �(accept → �pay)). �

Among the possible scenarios, only those that are logically consistent, i.e., are
associated with a satisfiable formula, have to be retained. In fact, inconsistent
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scenarios do not admit any conforming trace. Obviously, when checking whether
the scenario is consistent, its constraint formulae have to be conjoined with those
in Ccrisp .

Example 8. Consider the 4 scenarios of Example 7. Scenario 00 has to be
discarded because it is logically inconsistent: its formula �¬accept∧ �(accept∧
�pay) is unsatisfiable (it is asking for the presence and absence of accept). The
other three scenarios are instead logically consistent. �

Example 9. Consider the ProbDeclare model in Example 4. Also for this model
there are 4 scenarios, obtained by considering the two existence constraints
and their complements. The scenario where both constraints are not satisfied
captures those traces where no decision is taken for the order, i.e., the order is
not accepted nor rejected. The scenarios where one constraint is satisfied and
the other is not account for those traces where a univocal decision is taken
for the order. The scenario where both constraints are satisfied, thus requiring
acceptance and rejection for the order, is inconsistent, due to the interplay of
such constraints and the crisp not-coexistence one. This corresponds to the
standard Declare model of Example 2. �

We have explicitly used the term logically (in)consistent scenarios since there
is no guarantee that these scenarios are actually plausible. This depends on their
corresponding probabilities, which, in turn, are obtained by suitably combining
the probabilities of their constitutive constraints in their positive or comple-
mented form. This is done by enforcing the semantics of constraint probability,
which requires to ensure the following: for every probabilistic constraint 〈ϕ, p〉,
the sum of the probabilities assigned to those scenarios where ϕ must hold must
be equal to p.

To do so, we construct a system of linear inequalities whose variables repre-
sent the probabilities of possible scenarios [5]. We denote such variables as xs,
where s is the boolean string representing the scenario the variable is associated
with. By considering a ProbDeclare model M, fixing n = |Cprob | and writing
i ∈ {0, . . . , n − 1} in binary, the system of inequalities LM is:

xi ≥ 0 0 ≤ i < 2n (xi are probabilities)
2n−1∑

i=0

xi = 1 (xi are probabilities)

∑

jth position is 1

xi = pj 0 ≤ j < n (constraint semantics)

xi = 0 if scenario i is logically inconsistent

Notably, LM combines, at once, the logical and the probabilistic content of
M, on the one hand, imposing that the scenario probabilities agree with the
constraint probabilities, and, on the other, forcing logically inconsistent scenario
to have probability 0.
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LM may admit: (i) no solution, witnessing that M is inconsistent; (ii) one
solution, returning the exact probabilities for all the scenarios of M, (iii) multiple
(possibly infinitely many) solutions, witnessing that different probability distri-
butions can be assigned to the scenarios. To obtain the ranges of probability for
each scenario, one can turn the system of inequality into several optimizations
problems where each probability variable is minimized and maximized.

It is worth noting that, when LM is solvable, its solutions may force some
scenario probabilities to be always equal to 0. This witnesses the fact that even
a logically consistent scenario may not have any conforming trace due to the
interplay of constraint probabilities. We call plausible those scenarios that have
a probability > 0.

Example 10. Consider again the ProbDeclare model in Example 7 with its 4
scenarios (one of which is logically inconsistent, as discussed in Example 8). The
four possible scenarios have corresponding probability variables x00, x01, x10 and
x11, constrained by the system of inequalities (we omit the fact that all variables
are non-negative):

x00 + x01 + x10 + x11 = 1
x10 + x11 = 0.8 semantics of 〈existence(accept), 0.8〉

x01 + x11 = 0.7 semantics of 〈response(accept, pay), 0.7〉
x00 = 0 logical inconsistency of scenario 00

The system admits a single solution, with x00 = 0, x01 = 0.2, x10 = 0.3 and
x11 = 0.5, the last matching the informal discussion given in Example 6. �

We conclude the section with an informative ProbDeclare model example that
combines parts of the examples seen so far to capture a non-trivial fragment of
an order-to-shipment process. We use parameters for constraint probabilities,
then discussing the impact of grounding such probabilities to different actual
values.

Example 11. Consider the following order-to-shipment ProbDeclare model:

accept

1..*{pa}

0..1

reject

1..*{pr}

pay

{pap}

cancel

{pax}

ship

To construct the 16 possible scenarios for this model, the following constraints
and LTLf formulae have to be considered:

• existence(accept) with formula ϕa = �accept, and its complement
�¬accept;

• existence(reject) with formula ϕr = �reject, and its complement �¬reject;
• response(accept, pay) with formula ϕap = �(accept → �pay), and its com-

plement �(accept ∧ �¬pay);
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• response(accept, cancel) with formula ϕax = �(accept → �cancel), and its
complement �(accept ∧ �¬cancel). �

Table 2 summarizes the different constraint scenarios, their logical consis-
tency and, in the last column, their probabilities computed by constructing
and solving the system of inequalities described above. Table 3 shows instead
three different groundings for the constraint probability parameters and their
impact on the probabilities of the scenarios. In particular, Case 1 is so that
all the logically consistent scenarios may actually occur, even though with dif-
ferent probabilities. The most likely scenario, accounting for half of the traces,
captures the happy path where the order is paid and shipped. Case 2 assigns a
different probability to response(accept, cancel), causing scenario 1000 to be not
plausible anymore, being associated with probability 0; intuitively, the interplay
of constraints and their probabilities makes it impossible to just execute accept
without taking further activities. Finally, Case 3 increases the probability of
response(accept, cancel) even more, resulting in an inconsistent model.

Table 2. Constraint scenarios of the ProbDeclare model in Example 11, indicating
whether they are logically consistent and, if so, providing the (shortest) conforming
trace, and the scenario probability.

Scenario Logically
consistent

Shortest conforming
trace

Scenario
probability

ϕa ϕr ϕap ϕax

0 0 0 0 N

0 0 0 1 N

0 0 1 0 N

0 0 1 1 Y Empty trace 1 − pa − pr

0 1 0 0 N

0 1 0 1 N

0 1 1 0 N

0 1 1 1 Y 〈reject〉 pr

1 0 0 0 Y 〈accept〉 2 − pa − pap − pax

1 0 0 1 Y 〈accept, cancel〉 pa + pax − 1

1 0 1 0 Y 〈accept, pay, ship〉 pa + pap − 1

1 0 1 1 N

1 1 0 0 N

1 1 0 1 N

1 1 1 0 N

1 1 1 1 N
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Table 3. Three different groundings for the constraint probabilities used in the Prob-
Declare model in Example 11, and their impact on the scenario probabilities.

Consistent scenario Case 1 Case 2 Case 3

ϕa ϕr ϕap ϕax pa = 0.8 pa = 0.8 pa = 0.8

pr = 0.1 pr = 0.1 pr = 0.1

pap = 0.7 pap = 0.7 pap = 0.7

pax = 0.3 pax = 0.5 pax = 0.7

0 0 1 1 0.1 0.1 Inconsistent

0 1 1 1 0.1 0.1

1 0 0 0 0.2 0

1 0 0 1 0.1 0.3

1 0 1 0 0.5 0.5

5 Reasoning with Constraint Scenarios

Constraint scenarios can be used to perform a variety of tasks. We focus here
on two fundamental ones: conformance checking and probabilistic constraint
entailment.

5.1 Conformance Checking

In Declare, the simplest form of conformance checking amounts to check whether
a given execution trace satisfies all constraints contained in the model, thus
returning a yes/no answer.

In ProbDeclare, this notion can be refined by considering the different con-
straint scenarios and their probabilities. Let M = 〈Σ, C〉 be a ProbDeclare
model, and τ be a trace over Σ. The plausible scenarios of M are pairwise dis-
joint subsets of the overall set Σ∗ of traces over Σ. Disjointness comes from the
fact that every pair of plausible scenarios is so that they disagree about at least
one constraint, and no trace can conform with both of them. The complement
of the traces accepted by the plausible scenarios then characterizes those traces
that are not conforming with M. To assess conformance, we can then proceed as
follows: (1) Check τ against every plausible scenario of M. (2) If one plausible
scenario is so that τ holds there, output yes together with the probability (or
range of probabilities) attached to that scenario; the scenario probability gives
an indication on whether the trace represents a “mainstream” execution of the
process, or is instead an outlier behavior. (3) If no such scenario is found, then
output no.

Example 12. Consider the ProbDeclare model captured by Case 1 in Table 3.
Trace 〈accept, cancel, pay〉 does not conform with the model, since paying and
canceling are mutually exclusive. Trace 〈accept, cancel〉 is instead conform-
ing, as it satisfies scenario 1001. Since this scenario is associated with prob-
ability 0.1, the analyzed trace represents an outlier behavior. Finally, trace
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〈accept, pay, ship, ship, pay, ship〉 represents a mainstream behavior since it con-
forms with the most likely scenario 1010, with probability 0.5. �

5.2 Constraint Entailment

It is well-known that Declare and other declarative process modeling languages
have the issue of hidden dependencies [7], namely the fact that constraints may
interact with each other in subtle ways. This becomes even more complex in the
case of probabilistic constraints. In this light, it becomes crucial to be able to
ascertain whether a constraint is implied by a given model. Checking constraint
implication in Declare is very simple: this simply amounts to check whether
the LTLf formula of the model implies the given constraint. In the case of
ProbDeclare, we extend this approach by computing, for a given LTLf formula,
what is the probability with which it is implied by the ProbDeclare model.
This is done as follows: (1) Initialize the constraint probability range to 0, 0. (2)
For every plausible scenario, check whether the scenario implies the formula of
interest in the classical LTLf sense; if so, update the constraint probability by
summing its minimum and maximum to the minimum and maximum probability
associated with the scenario. (3) Return the constraint probability range.

Example 13. Consider again the ProbDeclare model captured by Case 1 in
Table 3. We want to check to what extent the model implies that the order is
eventually shipped (�ship). Shipment only occur if a payment occurs before, and
therefore this formula is implied only by scenario 1010, consequently getting a
probability of 0.5.

We are also interested in checking to what extent the model implies that the
order is not rejected (¬�reject). This formula holds in all those scenarios where
existence(reject) is false. Therefore, this formula is implied with probability
0.9.

Finally, consider the LTLf constraint ¬(�cancel ∧ �ship), expressing
the mutual exclusion between cancel and ship. This constraint is implied
with probability 1, due to the presence of the two crisp constraints
not-coexistence(cancel, pay) and precedence(pay, ship), which must hold in
every possible scenario (including the plausible ones). �

6 Conclusions

We have studied how to enrich constraint-based process models with uncertainty,
captured as the probability that a trace will conform with a constraint or not.
We have discussed how this impacts the semantics of a constraint model, and
how logical and probabilistic reasoning have to be combined to provide core
services such as consistency and conformance checking, as well as probabilistic
constraint entailment.

Notably, all the techniques presented in this paper can be directly grounded
with existing tools: automata-based techniques for LTLf to carry out logical
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reasoning, and off-the-shelf systems to solve systems of linear inequalities (and
corresponding optimization problems) to handle probabilities.

In [6], beside a concrete implementation of the techniques presented in this
paper, we investigate the application of probabilistic business constraints to pro-
cess mining, not only considering standard problems like discovery, but also delv-
ing into online operational support and, in particular, process monitoring [4].
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Abstract. Organisational compliance with the General Data Protec-
tion Regulation (GDPR) is a challenging task. In this paper, we present
a GDPR model and its supporting method to manage compliance to the
regulation in business processes. Based on a running example, we illus-
trate how the method is applied to extract an as-is compliance model
that describes non-compliance issues and offers solutions to achieve pro-
cess compliance. The GDPR model and its method are supported by a
software tool. Their feasibility and validity are studied in a few business-
oriented cases. The paper also discusses the model completeness with
respect to the regulation.

Keywords: GDPR · Privacy management · Regulation compliance ·
Business process modelling

1 Introduction

With the Generic Data Protection Regulation (GDPR) [1], organisations require
techniques to assess and to make compliant their state of personal data pro-
cessing. Regardless of industry or size, one needs to find ways to achieve and
maintain the specified privacy standards. But as there is no standard approach
for achieving GDPR compliance, it is important to develop an understanding
of how the privacy status can be assessed. Failing to meet compliance require-
ments may result in administrative fines (see [6] where more than 300 cases of
the administrative fines are already reported after the GDPR introduction).

In this paper, we discuss the GDPR model [7,12] and its application to
achieve the compliance in business processes. The objective is to explain how
regulation compliance could be achieved using tool-supported model-based app-
roach. Based on the illustrative example, we present a method to achieve the
regulation compliance. The method supports extraction of the as-is compliance
status, explanation and reasoning of the non-compliance issues, and change of
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the business process model in order to resolve the non-compliance issues. In
addition we discuss completeness and validity of both the GDPR model and
method.

The paper is structured as follows: first we present the related work (Sect. 2).
In Sect. 3 we discuss the GDPR model. In Sect. 4, the method to achieve com-
pliance is presented using the Tollgate scenario. Finally, Sect. 5 discusses the
contribution and future research directions.

2 Related Work

Introduction of the GDPR regulation resulted in development of methods to
support the regulation compliance. In [9] authors introduce the GDPR-based
privacy vocabulary for data interoperability when creating privacy policies. In
[8] a data labelling model for access control of privacy-critical data is defined.
It uses the Fusion/UML process to design GDPR compliant system. Elsewhere,
a reference model [4] for depicting the GDPR principles is defined. It helps
consolidating the regulatory and business points of view using the enterprise
architecture models.

In [13] a UML representation of GDPR for assessing compliance is proposed.
Authors separate between the generic and contextual variations (related to the
national levels) and introduce a model driven approach to support compliance
activities. The study gives a strong background for the automatic analysis, how-
ever this still remains the future work. In addition the completeness of the GDPR
representation is rather limited with respect to the regulation.

3 GDPR Model

The GDPR regulation introduces the major principles for the personal data
processing. But it is rather broad and leaves a room for interpretation. In Fig. 1
we present the GDPR model [7,12]. Personal data [1] (Art. 4(1)) is represented
with the class PersonalData. Data processing [1] (Art. 4(2)) is captured with
the DataProcessing class, which also covers the cross-border processing [1] (Art.
4(23)) of personal data (using member states and main establishment attributes).

Controllers can also be Processors, (see, is processor in Controller class fol-
lowing the Art. 28(10)), but they can’t be processor and controller at the same
time. The LegalGround presents that data processing must have a legal ground
(whether consent or other). Consent is seen as a separate class that manifests
one legal ground. The LegalGround, in turn, guides DataProcessing by setting
the limits to the processing of personal data. Classes LegalGroundDataTransfer,
LegalGroundSpecialCategory, and DataProtectionImpactAssessment represent reg-
ulation Art. 45–59, 9(2) and 35–36 respectively. The model also includes an
obligation to issue the notification in case of a data breach (see, DataBreach-
Notification). The ProcessingLog artefact is created to meet [1] Art. 30, which
requires maintenance of records of the processing activities.
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Technical measures [1] (Art. 32(1)) are represented with the TechnicalMea-
sures class. TechnicalMeasures has two attributes category and stereotype which,
based on a taxonomy [10], could capture privacy enhancing technology means to
reach privacy goals. The OrganisationalMeasures class describes how Controller
should apply the organisational measures to Data processing. The model also
describes the data processing principles and the principle of accountability (e.g.,
Controller isAccountable to PrinciplesOfProcessing) as described in [1] Art. 5.

Rights: The GDPR model also presents the data subjects’ rights and associa-
tions (see [7,12]). The Controller is the key actor as it is responsible for enabling
the data subjects’ rights (i.e., Controller enablesExercise on Right). The regula-
tion [1] Art. 16 defines the right of the data subject to have his/her personal
data rectified when relevant. This further links to the notification obligation [1]
Art. 19. Other rights, e.g., regarding informing, objecting and not being subject
to automated decision – cover [1] Art. 13, 14, 21 and 22 respectively.

4 Method for Achieving Compliance

The method for achieving GDPR compliance consists of four steps, presented
in Fig. 2. First, one needs to check the current level of process compliance. This
includes analysis of the business process and extraction of the GDPR model
instance of the current state (see, Extract AS-IS compliance model). Next (see,
Compare two models), one compares the extracted model to the GDPR model.
The result of the third step (see, Define compliance issues) is a list of the non-
compliance issues. Depending on these issues, one makes a decision whether the
model is compliant or not. In case of non-compliance, in the fourth step one
changes the business process model so that the non-compliance in removed from
the model. The compliance checking, then, continues with the first step taking
the updated business process model as the input. Below we discuss how the
method for achieving regulation compliance is applied in the Tollgate scenario.

Tollgate Scenario. Let’s consider a connected vehicle case, where driver is
able to enter her personal information (e.g., Bank account info) to the car, see
Fig. 3. This data is then stored in the Storage of Bank account info. When the
Car approaches the Tollgate, it receives a payment request from the Tollgate.
The Car sends the Payment info (i.e., the driver’s name and her account num-
ber). The Tollgate processes the transaction by requesting the payment from the
Bank (see Request payment). The Transaction details include driver’s name, bank
account, tollgate ID, and amount. The Bank performs the payment transaction
and informs about its success both the Tollgate (see, Inform about successful
transaction and the Driver (see, Inform about transaction). Once Tollgate receives
a message about the successful transaction, it allows the Car to pass (see, Pass
tollgate).

Extract AS-IS Compliance Model. The input for this step is the business
model, which compliance should be checked, and the GDPR model, which is used
to guide the extraction of the AS-IS model. The extraction includes identification
of the following GDPR model elements:
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Actor: The Tollgate is a Controller, because it “determines the purposes and
means of the processing of personal data” [1]. The Tollgate is a public organi-
sation. It does not conduct regular and systematic monitoring of data subjects
(i.e., Drivers) on a large scale nor process sensitive personal data on a large scale
as a core activity (see, [1] Art. 37(1)).

Fig. 2. Method for achieving regulation compliance, adapted from [7,11]

Personal data and Data subject: As illustrated in Fig. 3, the Driver is a Data
subject because she owns the Bank account info (i.e., Personal data), which could
be used to identify natural person (see, [1] Art. 4(1)). The Bank account info is
not sensitive personal data (category is NORMAL).

Filling system: The filling system is the Car (information) system, where the
Driver stores her Bank account info (see Fig. 3). It is, then, accessed by the Tollgate
as the Payment info (see Fig. 4) is received from the car and processed.

Processing activity: The data processing activity is Request payment. This
is a data collection activity (i.e., operation = COLLECTION ). The case does
not indicate whether the payment is logged (processing logged = FALSE ). The
Payment info is transferred to other member states (i.e., Bank) thus member state
equals to 1. There is no information about a data breach (data breach = FALSE ).

Records of processing: The Tollgate process does not include any activities to
record data processing. RequestPaymentLog attributes receive FALSE value.

Legal grounds: The tollgate business process (see Fig. 3 and 4) does not indi-
cate what legal grounds ([1] Art. 6(1)) for Request payment are. The Tollgate
should potentially receive the Driver’s consent (see, reg. Article 6(1)(a)) for pro-
cessing the Transaction details and other attributes of LegalGroundsToRequest-
Payment receive value FALSE.

Measures: The organisational (i.e., TollgateOrgMeasures) and technical (i.e.,
TollgateTechMeasures) measures ([1] Art. 32) cannot be read from Fig. 3 or 4.
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Disclosure: As a result of the Request payment, the Bank gets the Transaction
details, which include driver name, his bank account, tollgate ID (which could be
seen as a sensitive information as it reveals driver’s location) and payed amount.

Principle of processing: As there is no conflicting information, it is presumed
that the Tollgate (as the Controller) follows the data processing principles (see,
[1] Art. 5(1)).

Fig. 3. Tollgate scenario: data input

Data subject rights: Let’s assume that Driver wishes to rectify his Bank
account info (e.g., process in Fig. 3) in the Car (see, [1] Art. 16). Figure 5
illustrates this situation, also by covering the [1] Art. 12(3)–12(6) (i.e., iden-
tity confirmed, action taken within 30 days and free of charge both get assigned
TRUE value).

Compare two Models and Define Compliance Issues. Table 1 presents
an extract of comparison of two – the GDPR and the AS-IS – models. The
instance of ProcessingLog is RequestPaymentLog. Following the [1] Art. 30(1),
“each controller <...> shall maintain a record of processing activity” [1]. This
is not the case in the Tollgate example, where logging activity is not present.
Thus, the non-compliance (NC#1) issue is identified suggesting that the activity
of logging needs to be introduced. The log should include the controller’s name
(Tollgate), purpose of processing (payment for passing the tollgate), data subject
category (Driver name), personal data category (bank account info: NORMAL),
recipient category (Bank), and the applied technical and organisational measures.

Following Art. 6(1), the processing needs to be lawful (see, correspondence
between the LegalGrounds and LegalGroundsToRequestPayment) “only if and to
the extent that at least one” [1] of the LegalGroundsToRequestPayment attributes
receives value TRUE. If not, then the Consent (i.e., DriverConsent) should be
given by the Data subject (i.e., Driver) “to the processing of his or her personal
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data for one or more specific purposes” [1]. The non-compliance issue (NC#2)
is defined to indicate that the Tollgate case does not illustrate how the consent
is given (or is there any other indications of the RequestPayment lawfulness).

Following the Art. 32(1), “the controller <...> shall implement appropriate
technical and organisational measures to ensure a level of security” [1]. The Toll-
gateOrgMeasures corresponds to OrganisationalMeasures in the GDPR model and
TollgateTechMeasures – to TechnicalMeasures. However, neither TollgateOrgMea-
sures nor OrganisationalMeasures are defined (or visualised) in the Tollgate case,
thus this situation results in another non-compliance issue (NC#3).

Fig. 4. Tollgate scenario: data processing

Change Business Process Model. Figure 6 and 7 illustrate how identified
non-compliance issues are addressed in the Tollgate example.

NC#1: To address the first non-compliance issue, the Tollgate should contain
a storage of the Logs of Request payment (see, Fig. 7). After performance of the
Request payment activity, the Tollgate logs the request transaction details (see,
activity C2). Besides the Transaction details, the log entry should also include the
purpose of processing, recipient (i.e., Bank), technical (e.g., cryptographic means,
see below) and organisational measures.
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NC#2: The second non-compliance is addressed by introducing how Driver’s
consent is handled to the Tollgate. In Fig. 6, while entering the Bank account
details, the driver should also Provide the consent to process Bank account details
(see activity C1.2 ). The consent is then placed in the storage contained in the
Car (information system). When processing the Payment info (see, Fig. 7), the
Tollgate checks the driver’s consent validity (see, activity C1.4 ). If it is not
valid, the Tollgate informs driver about the invalid consent (see, activity C1.5),
otherwise it proceeds with the data processing activity (see, Request payment).

NC#3: In the tollgate example we discuss one set of technical measures. In
Fig. 6, activity C3.1 illustrates that the Bank account info should be encrypted.
The encrypted data are stored in the Car (information system). Then, in Fig. 7,
the Tollgate receives it from the Car (see, Payment info) and submits it to the
Bank (see, Transaction details). The Bank uses the Private key to decrypt the
Bank account info in order to perform the payment transaction.

Fig. 5. Tollgate scenario: AS-IS compliance model

5 Discussion and Concluding Remarks

Tool Support. To support the GDPR compliance method (see Sect. 4), a proto-
type tool (see, https://github.com/motekaj/gdpr-analyzer) [11] is implemented.

https://github.com/motekaj/gdpr-analyzer
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Table 1. Table captions should be placed above the tables.

Reg. article GDPR model AS-IS compliance model Non-compliance issue

30(1) ProcessingLog RequestPaymentLog NC#1

6(1) LegalGrounds LegalGroundsToRequestPayment NC#2

6(1) Consent DriverConsent NC#2

32(1) OrganisationMeasures TollgateOrgMeasure NC#3

32(1) TechnicalMeasures TollgateTechMeasure NC#3

Fig. 6. Tollgate scenario: non-compliance resolution for data input

The main functions of the prototype support the method for achieving regulation
compliance (see, Fig. 2) and include (step 1) extraction of the AS-IS compliance
model, (step 2) comparison of the two models, and (step 3) definition of compli-
ance issues. The tool helps to detect the non-compliance issues as flags attached
to the relevant model elements and lists the recommended guidelines to address
them in the business process model. The updated model should be the input to
the next iteration of the compliance checking (i.e., step 1 of the method).

Limitation. The GDPR model does not consider how it may be adapted in a
national context. The GDPR leaves a room for Member States to deviate on
some aspects (including the legal grounds of processing that may arise from the
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national laws). The model would have to be adjusted when there are aspects
that controller must take into account to achieve compliance.

Completeness of the GDPR Model. The GDPR regulation includes 99 arti-
cles (including 191 (sub)articles in total), but not all articles consider specific
legal requirements for organisations. Some articles contain generic effort clauses
that are not fit for modelling. The model given in Fig. 1 addresses only the
specific1 legal requirements obliging controllers and processors. In addition the
GDPR model includes several special cases concerning the applicability criteria
which are presented using the BPMN notations in [7]. The additional applica-
bility criteria are (i) conducting a data protection impact assessment or prior
consultation with the supervisory authority [1] Art. 35 and 36; (ii) processing of
special categories of data on a legal basis [1] Art. 9(2); (iii) transferring personal
data to a third country [1] Art. 45(1), 46(1), 46(2), 46(3), 47(1) and 49(1); (iv)
making a data breach notification in case of a data breach [1] Art. 33 and 34.

In total the GDPR model (see details in [7]) concerns 40 articles (including
75 (sub)articles) resulting in rather high completeness (in comparison to other
works [4,9,13]) while checking the compliance of the business processes.

Administrative Fines. Organisations want to be compliant in order to avoid
administrative fines. Non-compliance of the data processing principles is a main
infringement under [1] Art. 83(5)(a). The GDPR model includes analysis of legal
ground, legal ground special categories and legal ground data transfer, which
guides the data processing. The legal ground special category and legal ground
data transfer define the legality of processing special data categories [1] Art. 9(2)
and the legality of data transfers to third countries. The model includes all the
data subject rights which cover [1] Art. 12(3)–12(6) and helps avoiding fines.

The data processing and accountability principles [1] Art. 5 are included,
too. The obligation to conduct a data protection impact assessment and prior
consultation enable the organisation to decide whether these needs to be con-
ducted and if so, what are the content requirements. The data processing also
includes three attributes for impact assessment, [1] Art. 33–35, data breach [1]
Art. 45(1), 46(1), 46(3), 47(1) and third country [1] Art. 49(1). Besides the tech-
nical measures, the GDPR model also considers the organisational measures [1]
Art. 32(1), 25(1) and 25(2). Addressing these compliance issues minimises the
risk of incurring administrative fines.

Validity. In addition to the tollgate scenario, the GDPR model, its supporting
method and tool have been applied in a few other cases. In [5], the GDPR model
is used to support modelling of the goal-actor-rule perspective. The study shows
how modelling language could be extended to capture infringement and to solve
it using embodiment, finding irregularities, compliance checking and irregularity
resolution activities. In [2] the GDPR model is applied in an airline contact
centre processes. The results of both cases [5] and [2] were introduced to the

1 The ones, which can be represented using UML activity, association or class nota-
tions.
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domain experts who found the application of the GDPR model intuitive and
helpful to achieve business process compliance.

In [11] the manual application of the method to achieve regulation compli-
ance is compared to the tool-supported analysis. The results indicate a high
correspondence between the number of found non-compliance issues. In addition
the tool-supported application is able to highlight non-compliance issues (e.g.,
application of the technical measures), which were omitted from the manual
analysis.

Future Work. Both, the GDPR model and method for achieving compliance
needs further refinement. Future research is also needed for tool support regard-
ing the change of the business process model (see Step 4, Fig. 2). Potentially,
process design patterns [3] could be useful, but one needs to define the link
between the identified non-compliance issues and the available patterns.
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2020 research and innovation programme under grant agreement No 830892, project
SPARTA. We would like also to thank Manon Knockaert (University of Namur) for
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Abstract. Database schema evolution is one of the grand challenges in
data management research and practice. In this paper, we survey avail-
able schema evolution benchmarks. We argue that existing benchmarks
do not reflect the more recent demands on database applications, such
as online data migration for high availability applications, agile release
strategies, and schema changes that affect more than one data model.
We conclude that a new generation of schema evolution benchmarks is
called for, which reflect these new demands, especially in the context of
schema evolution in NoSQL data stores.

Keywords: Evolution benchmarks · Schema transformation · NoSQL

1 Introduction

Schema evolution is a timeless topic in database research, with publications
dating back over 40 years [5,18]; nevertheless, the topic has not lost its rele-
vance among researchers (c.f. [10]) and practitioners (c.f. [2]). Managing schema
evolution becomes even more urgent with the movement to be agile in appli-
cation development: Being lean, committing to decisions as late as possible—
also concerning the schema—is in stark contrast to the “schema first” doctrine
that we have been teaching in database textbooks and classrooms for decades.
Schema evolution not only comprises the changes to the schema itself, captured
by schema evolution operations (SMOs), but also requires a strategy for migrat-
ing data accordingly. For instance, data can be migrated eagerly, lazily, or in
a hybrid combination of both. A schema evolution benchmark can help with
finding a suitable data migration strategy.

In this paper, we survey the current landscape of schema evolution bench-
marks. We point out specific weaknesses when applying them to database appli-
cations with modern software stacks. Today, many database applications often
c© Springer Nature Switzerland AG 2020
N. Herbaut and M. La Rosa (Eds.): CAiSE Forum 2020, LNBIP 386, pp. 113–125, 2020.
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need to be available 24/7 and do not allow for convenient time windows where
large-scale data migrations can occur (such as a weekend or a bank holiday). For
agile development teams, the benchmarks must mimic frequent and incremental
schema changes. Further, modern applications often employ novel (possibly even
several) data models, as they may be backed by NoSQL data stores, multi-model
data stores, or even poly-stores. When the data store is schema-free, we may even
have to work with versioned data [8,9] within the same database (rather than a
combination of databases with different schemas). Moreover, many applications
store Big Data, and schema evolution benchmarks should reflect this.

We show that available benchmarks, many designed for more traditional
database applications, are found wanting when scrutinized under these new
requirements. This leads us to make our case towards designing yet another
schema evolution benchmark for researchers working on schema evolution.

Contributions. We analyze existing schema evolution benchmarks and big
data analytics benchmarks to find out their similarities as well as the best
practices for benchmarks. We characterize these benchmarks systematically (a)
whether the scenario is synthetic or based on real-world data; (b) the availability
and repeatability of the benchmark data; (c) the data model and queries; and
(d) the year of publication of the benchmark (an indicator of its maturity), as
well as the citations of the publications as a proxy metric for their adoption.

2 Schema Evolution and Data Migration Strategies

Software products undergo code changes. This includes frequent evolutions of
data structures in the source core which in turn implies the necessity to eventu-
ally adapt the schema of the application-backing database and its legacy data
to such data model changes [13]. Typically, schema evolution encompasses two
steps. Firstly, the schema of the data is adapted and a new schema version is
introduced. Secondly, the existing data in the old schema version is transformed
to match the new schema. So-called schema modification operations (SMOs)
describe schema changes and their effects (c.f. [20]).

Numerous empirical studies exist on how schemas evolve in real projects.
One subject of study is MediaWiki, the software behind Wikipedia, which was
intensively studied in the Pantha Rei benchmark (c.f. [4]). The authors inves-
tigated the differences between schema changes and distinguished them into
macro changes referring to the type of the operation, e.g. schema changes or
index changes, and micro changes referring to actual schema changes on the
extracted SMOs. The SMOs which occurred most frequently across all schema
versions are visualized in Fig. 1.

Apparently, the most frequent operations are column based operations, while
table based operations occur rarely, with the exception of the create table SMO.
Another empirical study in [16] addresses the impact of SMOs. Changes in ten
open source database applications were analyzed and classified into multiple
categories. It was shown that the most common operations were transformations
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Frequencies of SMOs in MediaWiki
(in percent, rounded)

Table-based operations Column-based operations
create table (8.9%) add column (38.7%)

drop column (26.4%)
rename column (16.0%)
copy column (1.5%)
move column (0.5%)

drop table (3.3%)
rename table (1.1%)
merge table (1.5%)
copy table (2.2%)

distribute table (0,0%)

Fig. 1. SMOs and their frequency across MediaWiki schema versions, (c.f. [4])

(e.g. adding a column) and structural refactoring operations (e.g. dropping a
table). Only one application constituted an exception where the most changes
consisted of adding default values [16]. We can conclude that table-related or
column-related operations are the most frequent operations and thus, have to
play a major role in schema evolution benchmarks.

There are different strategies for the data migration which are executing
the SMO for the datasets. In general, we can distinguish between eager data
migration, lazy migration [20], and hybrid migration [11,13] approaches. In eager
migration all datasets are instantaneously migrated into the latest schema ver-
sion whenever a SMO is executed. This migration strategy occasions high costs
for the update operations because all datasets are immediately migrated, includ-
ing those currently not in use. In lazy migration the schema modification is exe-
cuted only if the dataset is requested by the application. Therefore, lazy data
migration migrates on-demand, updating only so-called ‘hot’ data. The general
observation can be made that a lazy data migration strategy reduces the update
costs but increases the prospective latency when datasets are requested. Some
applications, however, apply a no migration approach where data migration is
not materialized. Here, all datasets are kept in their original version even if
requested, and queries have to be rewritten against the latest schema version
in order to match. A query rewriting algorithm for NoSQL databases has been
proposed in [15]. For other settings, a hybrid migration has been suggested as a
compromise between eager and lazy migration [11]. Here, datasets are migrated
that are predicted to be accessed in the near future.

These data migration strategies vary significantly in their performance, oper-
ation costs, and their latency times. In [11], different metrics for established as
well as for newly defined data migration strategies for NoSQL databases have
been measured and visualized. Now, a schema evolution benchmark has to be
applied in order to evaluate the performance and compare the efficiency of the
different data migration strategies.
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3 Benchmark Characteristics

In the scope of this article, we compare five systems which are either benchmarks
or related systems. We compare them in detail regarding their data model, their
queries or workload, their data generator and data availability (if the set of
original data used for the benchmark is still available) and their metrics. A side-
to-side comparison is made in Table 1 while the details are described in the next
sections. The five systems we regard are the following:

Pantha Rei [4]. The first schema evolution benchmark is Pantha Rei which
benchmarks MediaWiki. It is surveyed since the authors derive SMOs for an
existing system and benchmark the query correctness (c.f. Sect. 4.1).

Twente [25]. The benchmark from University of Twente extends the TPC-C
benchmark by introducing complex schema transformations.

STBenchmark [1] is a benchmark for mapping systems. These systems allow
to describe relationships between multiple schemas, e.g. for information integra-
tion (c.f. [1]). We include it in our survey since the key ideas of mapping systems
share many commonalities with schema evolution systems.

BigBench (TPCx-BB) [6]. The BigBench (TPCx-BB) is not a schema evo-
lution benchmark, however, it encompasses big data aspects, a variety of data
ranging from structured to unstructured data, an extensive description of the
queries, and a detailed documentation.

Unibench [27] does not deal with schema evolution but gives valuable insights
in how to deal with several data models.

In the next sections, we provide more detailed insights into the character-
istics of the five above mentioned benchmarks with regards to the mentioned
characteristics, starting with the data model.

3.1 Data Model

Since the data model changes over time due to evolution, the data model only
holds for a certain point in time.

Based on an empirical study on schema changes in MediaWiki, the database
application behind Wikipedia, the benchmark Pantha Rei was crafted. It relies
on the relational MediaWiki schema. The schema currently consists of 48 tables
divided into 13 categories, e.g., 7 tables for storing user data and 4 tables to store
multimedia information. While MediaWiki supports multiple database backends,
MySQL is used as the basis for Pantha Rei [4].

The Twente benchmark [25] is an extension of the TPC-C benchmark from
2010, containing basic and complex schema transformations. TPC-C represents
an OLTP benchmark and models an order management system of a company
with multiple warehouses in different districts. While the TPC-C benchmark is
augmented with newly introduced schema transformation operations, the schema
is not adapted and contains 9 tables. For the underlying DBMS, MySQL and
PostgresQL was used. The database was generated using HammerDB (c.f. [25]).

The STBenchmark is an approach for benchmarking mapping systems.
Often, it is required to model relationships between different schemas. Because
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Table 1. Classification of schema evolution systems and benchmarks.

Pantha Rei Twente STBenchmark BigBench Unibench

Basic Information

Publishing year 2008 2015 2008 2013 2018

Citations of Reference 115 of [4] 2 of [25] 154 of [1] 325 of [6] 8 of [27]

Type of data model

Single Model MediaWiki TPC-C BioWarehouse

(among others)

– –

Multi Model – – – TPCx-BB
Social

Warehouse

Type of data

Structured � � – � �
Semi-structured – – � � �
Unstructured – – – � �
Data Availability

Original data (�)∗ – – – –

Data generator – � � � �
Workload

OLTP Queries � � – – �
OLAP Queries – – – � �
SMO Operations � � – – –

Mapping Scenarios – – � – –

Metrics

Performance – � � � �
Robustness/Adaptivity � – – – –

Legend: �: Yes, –: No, a: On the project website, the authors refer to a Medi-

aWiki dump page. Unfortunately, some links, e.g., to the Wikipedia on-line pro-

filer, are no longer valid. Citation count according to Google Scholar, checked

on 11/12/2019.

there are similarities between mapping and evolution (the same SMOs are
applied in both cases) the benchmark is included here. For the scenarios, the
benchmark adopts ideas of the TPC-H and the XMark benchmark. It consists
of a set of mappings which are likely for real world mapping applications in the
industry. The scenarios consists of a data model, a database instance and a set
of queries based on real world applications like DBLP oder BioWarehouse.

The TPC Express BigBench (TPCx-BB) benchmark was designed for Big
Data Analytical Systems (BDAS) and covers essential aspects of Big Data use
cases. The data model represents a web sales application and contains a relational
part with a multiple-snowflake schema for the key information such as customers,
items and sales, a semi-structured part for the web-logs and an unstructured part
for product reviews. Most of the data is stored as semi-structured or unstructured
data, only 20% of the data is stored in the relational part [23] (c.f. [6]).

Unibench models a social warehouse application and simultaneously consists
of a document store, a key-value store, an XML store, a relational database, and
a graph store.

In [24], the authors surveyed benchmarks and distinguished between textbook-
and real-world-benchmarks. They observed a gap between benchmarks proposed
in textbooks and online tutorials compared to real world benchmarks which is
important to keep in mind when designing a benchmark.
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Observations. Unsurprisingly, the intention of all data benchmarks is to model
real-world applications. While some benchmarks like TPCx-BB model systems
which are realistic to occur in real-world scenarios (c.f. [17]), other benchmarks
such as the MediaWiki benchmark or the STBenchmark are derived from real-
world systems.

3.2 Queries and Workload

The workload can be either defined by a set of SMOs or by a set of reference
queries for measuring the query success or failure rates and to determine the
amount of data that is affected by an evolution operation.

The Pantha Rei benchmark generates multiple sets of queries. One set con-
tains the 500 most common queries derived from the Wikipedia on-line profiler1.
Nearly 2,500 queries are lab-gen queries, derived from the interaction of the fron-
tend and the backend. Legacy synthetic probe queries are used to access single
columns to highlight the portion of data that was affected by an evolution oper-
ation. As a metric, the success rate of queries is measured (c.f. [4]).

The Twente benchmark consists of 30 schema transformation operations,
whereby 21 queries are considered as basic transformations, such as creating a
relation, rename a column or change its data type, creating indices or constraints,
and nine complex queries such as splitting or joining relations (c.f. [25]).

The workload of the STBenchmark consists of mapping scenarios generated
by the SGen workload generator. The generator is parameterizable and allows
to adapt parameters such as nesting depth and join size. Generally, the work-
load consists of tasks that are frequent in applications, such as copying records,
partitioning, nesting and unnesting and object fusion (c.f. [1]).

Analogously to the data model of BigBench, the queries for this benchmarks
are divided into queries for structured data, queries for semi-structured data,
and queries for unstructured data. Despite the fact that only 20% of the data
is stored in the structured part, 18 of 30 queries are executed on structured
data, while 7 queries access semi-structured and 5 queries access unstructured
data. The queries are relevant business cases according to McKinsey’s. Even if
this benchmark does not contain schema evolution, it represents an interesting
approach for designing a benchmark workload (c.f. [6,23]).

Unibench provides a set of ten analytical multi-model queries.

Observations. While some approaches use complex queries or analytical queries
to measure the performance of the respective systems, other approaches are gen-
erating queries to check the portion of affected data by data migration opera-
tions, triggered by SMOs and by how many queries are still working in the latest
schema version. Depending on the metric, both variants are important concepts.
All approaches have in common that they are using queries or statements that
are typical in their specific application domain.

1 Was originally http://noc.wikimedia.org/cgi-bin/report.py?db=enwiki&sort=real&
limit=50000, not available anymore [11/20/2019].

http://noc.wikimedia.org/cgi-bin/report.py?db=enwiki&sort=real&limit=50000
http://noc.wikimedia.org/cgi-bin/report.py?db=enwiki&sort=real&limit=50000
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3.3 Data Generator and Data Availability

The Pantha Rei benchmark uses the MediaWiki schema and the Wikipedia data.
On the project website2, the authors refer to a Wikipedia data dump page where
datasets can be downloaded. Depending on the language, the size of the dataset
is between less than 10 MB and more than 700 GB.

The Twente benchmark uses the TPC-C data generator and generates a data
warehouse instance per DBMS according to the TPC-C specification (c.f. [25]).

STBenchmark uses IGen, a source instance generator built on top of ToX-
Gene, a tool for generating XML content. As input IGen takes a parametrized,
XML-like templates that describes how the content will be generated [1].

According to the TPCx-BB specification, BigBench/TPCx-BB comes with
the Parallel Data Generator Framework to generate the test dataset [23].

The Unibench benchmark comes with the Unigen data generator that gen-
erates data to the hard disk. This data can be imported using the ETL-tools of
the according databases.

Unfortunately, apart from the MediaWiki benchmark, we were not able to
find any of the original data used for the benchmarking. Since the generators
of the benchmarks create a large amount of data, it is unlikely that all parts of
data has been archived.

Observations. Most benchmarks generate test data. Only the research group
of MediaWiki provided a reference to a real data set. In order to combine both
flexibility and reproducibility of benchmark results, we propose to provide a
parameterizable, yet deterministic data generator that lets the user modify the
way how data is generated, but generates for the same parameter setting the
exact same data set for multiple generation runs.

3.4 Benchmark Metrics

Despite the fact that benchmarks provide a standardized approach for measuring
performance or efficiency, the metrics of the certain benchmarks differ depending
on the objectives of the benchmarks.

The MediaWiki benchmark executes a set of queries against the database in
each schema version. It is measured for each query if it is executed successfully
or not. Hence, the metrics for this benchmark is the query success rate. While
the approach does not measure performance, it is crucial to measure the impact
of a SMO with respect to the effort, i.e., how many queries are required to be
changed in order to be able to work with the latest schema version (c.f. [4]).

Regarding the metrics, the Twente benchmark and STBenchmark are simi-
lar. Both use the computation time or transactions per minute as a metric and
refer to it as performance (c.f. [1,25]).

2 http://yellowstone.cs.ucla.edu/schema-evolution/index.php/
Benchmark Downloadables [11/29/2019].

http://yellowstone.cs.ucla.edu/schema-evolution/index.php/Benchmark_Downloadables
http://yellowstone.cs.ucla.edu/schema-evolution/index.php/Benchmark_Downloadables
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The metrics of the BigBench benchmark are executed BigBench Queries per
hour (BBQpH@SF). If a scale factor is used to increase the amount of data, then
SF represents this scale factor (c.f. [23]).

Unibench simply measures the query execution time per query.
Observations. Benchmarks do not always measure performance. Executing
queries without adapting them to the new schema can help to find out which
portion of data is influenced by data migration operations caused by SMOs. A
query success rate can help to figure out which data migration strategy can be
used and to estimate migration debts in case of lazy migration.

In this section, we compiled the benchmark characteristics for different sys-
tems and tried to extract their similarities and best practices. We use the results
for a general concept of an own schema evolution benchmark.

4 Towards a New Schema Evolution Benchmark

Although schema evolution benchmarks differ from traditional benchmarks both
types of benchmarks are not completely different with respect to their basic con-
ceptional model. In [7], Jim Gray stated that the four main criteria are Relevance,
Portability, Scalability, and Simplicity, which good benchmarks need to meet and
which are applicable for schema evolution benchmarks as well.

Relevance means that a benchmark needs to cover typical operations in the
application domain. Implicitly, this means that beside the queries the data model
has to represent a typical application as well (c.f. [7]). Portability means that
it must be easy to implement the benchmark for different systems and different
architectures. Providing portability is necessary to make systems comprehensible
regarding the benchmark metrics (c.f. [7]). Scalability originally describes the
support on small and large computer systems, as well as on parallel computer
systems (c.f. [7]). Nowadays, this demand can be adapted to big data technology,
so as to support concepts such as sharded clusters in comparison to a stand-alone
database. Simplicity describes the necessity that the benchmark has to be easy
to understand as well as easy to be set up (c.f. [7]).

4.1 Requirements for a Schema Evolution Benchmark

In this section, we derive requirements for a schema evolution benchmark based
on the discussed characteristics of the benchmarks in Sect. 3.

Data Model. To provide extensive use cases, the schema evolution benchmark
is required to consider data variety. Therefore, the data model consists of rela-
tional data as well as of semi- and unstructured data. Non-relational data can
be parametrized regarding the nested data and optional properties.

Data Generation. Benchmarking evolution primarily involves the schema.
Nevertheless, generated data is important as well to benchmark the correct-
ness and the impact of SMOs. As learned from the Pantha Rei benchmark,
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query robustness is an important metric and depending on the implementation
of the SMOs, data might be transformed differently into the new schema version.
Therefore, it is not possible to omit data generation to prove the correctness of
complex queries such as aggregations after a schema modification.

Queries. For the query generation process, it is required to distinguish between
QL-Statements and SMOs statements. The set of SMO statements consists of
typical operations as mentioned in Sect. 3, modifies the schema to the latest ver-
sion, and migrates data to the latest schema version. The set of QL-statements
is defined on the initial schema of the benchmark and consists of read-only oper-
ations. It is used to measure the affected portion of data by an SMO. The level
of adaptivity or correctness can be determined if the used schema evolution sys-
tem supports query rewriting. In this case, it is possible to measure how well
automatically rewritten queries fit to the new schema.

Metrics. For a schema evolution benchmark, two main metrics have been briefly
addressed in the query generation section. The first metric is performance. If data
is migrated eagerly, performance refers to the efficient immediate transformation
of data from the old into the new schema. If data is migrated lazily, performance
measures the on-demand transformation time of selected data, including inter-
nal optimizations, e.g., by conflating multiple applied evolution operations. The
second metric is query correctness or adaptability for query rewriting. If a query
against the latest schema is rewritten due to SMOs that were yet not executed
on the logical level for certain entities, it is expected that the query result is
the same as for an eager data migration. This metric allows to benchmark the
effectivity of the query rewriting and to validate it.

Compared to Table 1, our approach can be classified as follows: We propose
a benchmark covering structured, semi-structured as well as unstructured data.
The benchmark comes with a parameterizable data generator that generates
data in a deterministic way in order to provide generator-based access to the
original data. The benchmark shall measure both performance, i.e. execution
time for different kinds of SMOs, as well as robustness, i.e. which part of data
was modified and how well rewritten queries work, if applicable.

4.2 Benchmark Core Components

Compiling the results of the previous sections and inspired by [9], we propose a
3-stage benchmark model in Fig. 2 that consists of a benchmark preflight stage
to set up the benchmark, a benchmark execution stage where the actual bench-
mark is executed, and a benchmark post-execution stage with result reporting
and analysis. Next, we will describe all stages and tasks in detail.

Preflight stage. The benchmark preflight stage requires user interaction and
is for parameterizing the benchmark e.g., regarding the distribution of struc-
tured and unstructured data, the maximum nesting depth and the distribution
of single- and multi-type SMOs. Because not all systems support concepts such
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Fig. 2. Core components of the benchmark

as query rewriting, the user has to choose the set of metrics. For the data gen-
erator the scale factor for the amount of generated data and characteristics like
cardinalities have to be parameterized. Finally, the connection to the system
to be benchmarked has to be set up. Other metrics for the preflight stage are
possible, such as creating debug data (e.g. execution plans).

Execution stage. The benchmark execution stage is a stage without user
interaction. Here, the schema and data is generated with respect to the settings
of the previous stage. Afterwards, the SMOs are executed. During the whole
process a profiling task monitors the steps regarding time, memory, and CPU
consumption. Other parameters like the execution environment (on-premise vs.
cloud-based) can be important as well as shown in [11].

Post-execution stage. The post-execution stage involves result checking and
reporting. In the result report, values about CPU, memory, and time consump-
tion are shown per SMO/query. If adaptivity was chosen as a metric in the pre-
flight stage, it is reported which part of data was influenced by the SMOs and
which part of data the query rewriting routine actually covered. Created debug
data can be analyzed in-depth and logs ensure provenance aspects because they
allow to track how certain results were generated.

In this section we introduced the core components of a benchmark and its
high-level requirements, rather than in-depth technicalities. The next step in our
future research is to craft a specific schema evolution scenario.

5 Related Work

Because benchmarks are highly domain-specific, there is no one-benchmark-fits-
all solution and a variety of benchmarks has been developed in the past. One of
the most valuable resources is “The Benchmark Handbook For Database And
Transaction Processing Systems” by Jim Gray [7]. It explains key criteria for
benchmarks and analyzes several benchmarks in detail. The TPC benchmarks
from the Transaction Processing Council are well-known and standards or de-
facto standards for benchmarking systems. There is a variety of benchmarks,
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ranging from OLTP benchmarks (TPC-C, TPC-E ) and data integration bench-
marks (TPC-DI ) to Big Data benchmarks, such as TPCx-BB or TPCx-HS [22].
The TPC benchmarks have been designed without schema evolution support,
however. PolyBench claims to be the first benchmark for polystores and bench-
marks heterogeneous analytics systems. Polystores are unions of multiple special-
ized systems, i.e., structured and unstructured systems are combined to model
a banking business model [12]. Other benchmarks are for example the Bucky
and the 007 benchmark for object-oriented databases, and YCSB for NoSQL
systems (c.f. [3]). Non of these has been developed for schema evolution but they
can be inspiring concerning their designs and concepts.

Schema evolution has been present as a topic for decades. Roddick surveyed
schema version issues and evolving database systems in 1995 already [18]. Similar
to the examined approaches in Sect. 2, the authors of [14] investigated the effects
of schema evolution on applications. Analogously to the empirical evaluations in
[4] and [16], the main focus relies on table and attribute changes. Similar studies
can be found in [26] and [21]. In [19], the schema evolution approach KVolve is
introduced which was evaluated using the default Redis performance benchmark
as a micro-benchmark, and redisfs and Amico as macro benchmark [19]. Another
approach for database evolution is offered through InVerDa using a database
evolution language supporting query rewriting (c.f. [10] ).

6 Conclusion and Outlook

Despite schema evolution being so important, only few dedicated benchmarks
are available. Even consortiums such as the TPC have not provided an evolution
benchmark, although many research groups emphasized its importance. More-
over, existing benchmarks have turned out to be incomplete, largely due to the
fact that benchmarks like Pantha Rei happen to be byproducts of publications
not designed to support various of experiments. Consequently, we call for build-
ing a new benchmark that can be used for testing a much larger range of schema
evolution tasks.

We summarized the features of several well-known database benchmarks,
with a focus on schema evolution. We identified best practices, as well as limi-
tations, and proposed requirements for a standardized schema evolution bench-
mark. While this article gives an overview of the concepts, we dedicate ourselves
to propose a technically detailed benchmark acknowledging our results.
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124 M. L. Möller et al.

4. Curino, C.A., Tanca, L., Moon, H.J., Zaniolo, C.: Schema evolution in wikipedia:
toward a web information system benchmark. In: Proceedings of the ICEIS 2008
(2008)

5. Fry, J.P., Sibley, E.H.: Evolution of data-base management systems. ACM Comput.
Surv. 8(1), 7–42 (1976)

6. Ghazal, A., et al.: BigBench: towards an industry standard benchmark for big data
analytics. In: Proceedings of the SIGMOD 2013 (2013)

7. Gray, J. (ed.): The Benchmark Handbook for Database and Transaction Systems,
2nd edn. Morgan Kaufmann, Burlington (1993)

8. Han, R., John, L.K., Zhan, J.: Benchmarking big data systems: a review. IEEE
Trans. Serv. Comput. 11(3), 580–597 (2018)

9. Han, R., Lu, X.: On big data benchmarking. CoRR abs/1402.5194 (2014)
10. Herrmann, K., Voigt, H., Behrend, A., Rausch, J., Lehner, W.: Living in paral-

lel realities: co-existing schema versions with a bidirectional database evolution
language. In: Proceedings of the SIGMOD 2017 (2017)

11. Hillenbrand, A., Levchenko, M., Störl, U., Scherzinger, S., Klettke, M.: MigCast:
putting a price tag on data model evolution in NoSQL data stores. In: Proceedings
of the SIGMOD 2019 (2019)

12. Karimov, J., Rabl, T., Markl, V.: PolyBench: the first benchmark for polystores.
In: Nambiar, R., Poess, M. (eds.) TPCTC 2018. LNCS, vol. 11135, pp. 24–41.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-11404-6 3

13. Klettke, M., Störl, U., Shenavai, M., Scherzinger, S.: NoSQL schema evolution and
big data migration at scale. In: Proceedings of the SCDM 2016 (2016)

14. Lin, D.Y., Neamtiu, I.: Collateral evolution of applications and databases. In: Pro-
ceedings of the IWPSE-Evol 2009 (2009)
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Abstract. Significant amount of business collaboration takes place online which
supports efficient and dynamic business partnerships. Once such partnerships
reach a critical mass, a digital business ecosystem (DBE) forms. While it is
beneficial to its actors, it is also complex and more difficult to manage. A key
management concern is resilience, especially in the context of digitalization. The
relevant goals influencing the DBE resilience are diversity, efficiency, adaptabil-
ity, and cohesion, which need to be aligned with business goals of a specific DBE
and managed accordingly. To this end, the paper investigates the suitability of
capability management for the purpose of analyzing DBEs to support resilience
and demonstrates capability models for a digital health use case in the healthcare
sector.

Keywords: Digital business ecosystem · Capability management · Enterprise
Modeling · Resilience

1 Introduction

Increased competition in business drives organizations to take a more collaborative
approach by joining forces and partnering with other organizations/entities to combine
expertise and capabilities as a way to attain resilience and agility. Given the opportunity
provided by the advancement of information and communications technologies, much
of collaboration happens online which fosters efficiency and allows easy entrance of
new partners. This, in essence leads, to forming a digital business ecosystem (DBE).

Adigital business ecosystem (DBE), basedonMoore’s concept ofbusiness ecosystem
[1, 2], emerge as an environment where coevolution of interconnecting organizations
and individuals can be facilitated by information and communications technologies [3].
For various organizations, DBE presents a novel approach to leverage resources across
multiple actors and even different industries to meet elaborate needs of customers [4].

A more collaborative approach with DBE brings also enhanced complexity of inter-
actions, interconnections, and interrelationships among involving actors such as partners
and customers. Unforeseen events or business decisions and actions taken by one actor
can influence all interrelated actors in the DBE. Such complexity in a DBE can make it
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difficult to manage the whole ecosystem real-time due to partial information provided
by individual actors or suppliers.

The state of the art in DBE design and management suggests that these tasks are
not approached holistically. Much of the current efforts are devoted to analysis. The
current efforts in methodologies for DBE, e.g. for analysis and modeling [5–9], actor
visualization [7], DBE related ontologies [10, 11], offer only partial solutions. There
is no methodological guidance for a holistic way of analyzing, designing, and manag-
ing complex systems or ecosystems from a multi-actor perspective. Neither is there a
focus nor adequate research on using models for management purposes, specifically for
managing resilience, in such complex ecosystems as DBEs. A key aspect of managing
resilient DBEs is the need to oversee which actors exist, what they do and the dynamics,
and what changes depending on the situation at hand. On a level of a single organization
or an organization in customer-supplier situation this has been addressed by Capability
Management [12]. Hence, a working hypothesis explored in this paper is the suitability
of capability management for addressing DBEs. In this light, objectives of this study are:
(1) to investigate the suitability of capability management for management of DBEs in
order to support resilience, and (2) to discuss a digital health use case in the healthcare
sector from the point of view of capability management.

The rest of the paper is structured in the following way. Section 2 gives background
to ecosystem, business ecosystem, and DBE. Section 3 presents the theoretical proposal
of resilience and management of DBE with a capability focus. Section 4 elaborated the
theoretical proposal with an approach applied to an industrial case. A discussion and
concluding remarks are presented in Sect. 5.

2 Background

‘Ecosystem’ is a term that has been used in biology for long. According to the online
Oxford English Dictionary, an ecosystem is defined as: “a biological system composed
of all the organisms found in a particular physical environment, interacting with it and
with each other. Also, in extended use: a complex system resembling this.”

In recent years, the concept of ecosystem has gained awareness and significance in
many fields including information systems (IS). In the following, some extended uses
of ‘ecosystem’ related to this study and the IS discipline are explained.

Moore, in 1993, suggested a new idea of cooperative networks which resembles an
ecological ecosystem: a business ecosystem [1]. A business ecosystem bears similarity to
an ecological ecosystem as being a complex system involving evolution and co-evolution
[1]. Later in 1996, the concept of ‘business ecosystem’ was further defined by Moore
[2] as: “an economic community supported by a foundation of interacting organizations
and individuals– ‘the organisms of the business world’.”

Various actors, suppliers, competitors, and others, exist in the ecosystem. Customers,
as members of the ecosystem, consume goods and services produced by the economic
community. With time, co-evolution occurs in the business ecosystem, i.e. organizations
and individuals co-evolve roles and capabilities. They are inclined to align with the
outlook set by “central companies” holding leadership roles. Similar to evolution in
ecological ecosystems, entities having leadership roles in a business ecosystemmay also
change and evolve with time, but the function of a leader remains the same.
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Since Moore applied the concept of ecological ecosystem to business and strategy,
several IS engineering-related applications have emerged such as digital ecosystem and
digital business ecosystem that are described in the next paragraphs.

Briscoe and De Wilde extended a Service-Oriented Architecture with Distributed
Evolutionary Computing and proposed a new distributed optimization architecture: a
digital ecosystem [13]. They argued that this was the first interpretation of a digital
ecosystem that wasmore than ametaphor since the proposed architecture possesses some
of the properties of an ecological ecosystem, such as robustness, self-organization, scala-
bility, and sustainability. It also demonstrates emergent behaviors as observed in complex
systems, such as being able to provide software services more than the constituent parts
could offer.

The digital ecosystem architecture incorporated a twofold optimization process as
part of the innovative form of distributed evolutionary computing. This enhanced the
capability of solving more dynamic and complex problem through evolution of software
services in the ecosystem by searching and forming new algorithms automatically in the
scalable architecture.

The concept ofdigital business ecosystemwas introduced, based onMoore’sbusiness
ecosystem [2], in the Directorate General Information Society of the European Commis-
sion [14]. After the launch of the European Union Framework VI Information Society
Technologies project Digital Business Ecosystems (grant ID 507953), the concept has
been further defined and started to be widely used [3].

A DBE highlights the coevolution between the business aspect and its partial digital
representation in the ecosystem [3]. It emerges as an environment, aiming for evolu-
tion, self-organization, and self-optimization, where interconnecting organizations and
individuals in an economic community coevolve their capabilities and roles by means
of information and communications technologies [3]. As a biological metaphor empha-
sizing the interdependent actors in the ecosystem, the digital aspect of DBE considers
a technical infrastructure distributing any useful digital representations, such as soft-
ware applications, services, descriptions of skills, laws, etc., while the business aspect
is similar to Moore’s idea [2].

2.1 Current State of Digital Business Ecosystems

An ongoing systematic literature review investigating the current scientific knowledge
in DBEs indicated that most efforts focused on analysis and design. Several studies
proposed methodologies or frameworks for DBE analysis and modeling [5–7] such as
BEAM [8] andMOBENA [9].Modeling languagewere developed or further specified to
support analysis and design ofDBE [15, 16]. Furthermore, attempts to depict DBE actors
and their relations with visual languages or visualizations were made [7]. MAS2DES-
Onto and other DBE related ontologies were also developed [10, 11]. Methodologies
for designing DBE were suggested [17]. Also, studies with focus on DBE architecture
were conducted [18, 19].

Of few studies focused onDBEmanagement, a framework forDBE integration based
on the Zachman framework was proposed [20]. Another study suggested management
of DBE using performance measures such as innovation, contribution, prestige, and
resilience indicators [21].
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To our knowledge, management of DBE has not yet been investigated in depth and
published in the scientific literature. In this paper, we went beyond the state of the art
and addressed DBE management with a focus in resilience.

3 Positioning Resilience for Digital Business Ecosystems

Given the gap in the knowledge of resilience for DBE, we proposed the idea with a
capability focus for management and monitoring of DBE in the interest of supporting
resilience.

Despite the initial introduction of the concept ‘resilience’ in ecology [22], much
research has been undertaken on resilience in several disciplines, including IS engineer-
ing and other engineering fields. Resilience is often defined as the ability to remain or
recover to a stable state to continuously operate during and after a crucial mishap or
under constant stress [23].

As in an ecological ecosystem, through coevolution and evolution among the great
number of species the nature has its way of remaining and recovering to a stable state.
Concerning DBE, resilience, as a built-in concept, resembles the nature’s way since a
DBE is, by definition, a metaphor of an ecological ecosystem. Hence, the abundance
of species/actors, the interconnections among these species/actors, and the coevolution
and evolution among them are some factors of the key to resilience in not only an
ecological ecosystem but also a DBE. This leads us to the core of positioning resilience
in a DBE for the purpose of this study: to monitor coevolution and evolution of the
actors during and after context changes in a DBE. This is to be seen in conjunction with
a number of overarchingDBE resilience goals. Taking inspiration from [24], they consist
of diversity, efficiency, adaptability, and cohesion. Diversity means the variety of actors
for organizational units and roles in a DBE, the collection of multiple resources and
resource variety in a DBE, and the collection of multiple capabilities and capabilities
variety in a DBE. Efficiency concerns resource productivity and utilization in a DBE and
value delivered relative to total resource consumption.Adaptability denotes transparency
in terms of exposing the means of adaptation and flexibility as the ease with which a
DBE can be changed. Expressing DBE design in terms of capabilities, key performance
indicators, context data contributes to DBE’s adaptability. Cohesion represents strong
partnerships, the alignment and tightness among actors and their capabilities, towards
fulfilling the mission of a DBE.

While equilibrium and survival may be the consistent and ultimate goals related to
resilience for all species as a whole in ecological ecosystems, DBEs may have different
domain specific DBE resilience goals and business goals. These goals are often set by
central actors holding the leadership or regulatory roles. By continuously fulfilling these
goals, a DBE achieves resilience.

4 Digital Health Platform: A Digital Business Ecosystem

Applying the theoretical proposal of resilience modeling to the case of the digital health
DBE, we adopted the following procedure: (1) identify actors and resources using 4EM
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method; (2) extract and match the three levels of goals; (3) document DBE capabili-
ties and their relations in capability maps; and (4) depict the capability constellation
with descriptions of KPIs and contexts aligning with DBE business goals. The next
steps needed to be carried out would be documenting capability designs for the specific
capabilities and modeling relevant context elements and measurable properties, which
represent data entities for DBE monitoring. Additionally, once all actors of the DBE are
analyzed, the conflicts between their business goals and the DBE level goals might need
to be resolved, e.g. the actors’ interest to expand versus the DBE goals to retain actor
diversity.

The digital health platform case used as an example for this study is a European Insti-
tute of Innovation and Technology Health (EIT Health) Innovation by Design project
[25]. The purpose of the example case is to demonstrate our attempt tomodel andmonitor
DBE resilience with capability management. From the point of view of resilience moni-
toring, an outbreak of a contagious disease is considered the stressful condition/changing
context of which the digital health DBE is facing.

The digital health DBE consists of actors such as digital and physical health service
providers, health product suppliers, digital health platform company, private employers
and their employees as individual users, public sectors, and investors. The digital health
platform company, as one of the central actors holding the leadership role in the DBE,
owns a digital health platform. The aim of the company is to shift the focus in healthcare
from reactive to proactive by providing tailored services based on personal needs and
supportinghealthier lifestyle habits through thedigital platform.Also, a health outcomes-
based contracting model is investigated by the digital health platform company, public
sectors, and investors. Figure 1 depicts actors and resources for this case in the form of
4EM [26] Actors and Resources Model.

Fig. 1. Actor-resource 4EM model of the digital health DBE.

The user’s journey began with filling out a health and lifestyle questionnaire, taking
a blood sample and a set of physical measurements. The information was analyzed
by professionals and the health data analyzing institute. Later, the analyzed report was
reviewed by the user together with a personal health coach in order to tailor a health
plan with timed goals based on personal needs, preferences, and conditions. The user
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then received a balance which can be spent on the digital health platform populated
by various health services and products to turn the plan into actions. When the cycle
of the user’s health plan ended, measurements were taken based on the set goals. The
measurement data was then analyzed by the health data analyzing institute to see if the
expected health outcome had been achieved. The analysis was also used by the digital
health platform company to improve effectiveness of services.

In the digital health case example, the digital health platform company is considered
as one of the central companies in the DBE. Therefore, the DBE resilience goals (cf.
Sect. 3) are concretized as Domain Specific DBE resilience goals for the healthcare
domain together with the DBE business goals based on the viewpoint of the digital
health platform company in Table 1.

Table 1. Resilience and business goals for the digital health DBE

Resilience goal Domain specific resilience goal Business goal

Diversity To ensure different health services,
health products, and health
information are accessible and usable
by different groups of actors in the
healthcare DBE

To provide the right health products
on digital health platform

To make the right digital health
services offered on digital health
platform

To make the right physical health
services offered on digital health
platform

Efficiency To improve health conditions of
clients with optimal amount of
accessible resources in the healthcare
DBE

To tailor health plan by planning
efficient and effective health
activities with needed resources

Adaptability To ensure flexibility of health services
and products based on context
changes in the healthcare DBE

To tailor health plan based on
personal preferences and lifestyles

Cohesion To ensure all stakeholders in the
healthcare DBE adhere to policy and
care plan during care process

To promote proactive healthcare
complied with public regulations

To increase individual users’
compliance to the healthy lifestyle
supported by digital health platform

Based onFig. 1, a capabilitymap is created forOU1 regionX’s regional council, OU2
digital health platform company, OU3 health data analyzing institute, Role1 investor,
Role4 health product supplier, Role5 digital health service provider, and Role6 physical
health service provider (Fig. 2). Taking a capability of the digital health platform com-
pany as example, capability 4.1 Digital health platform contains two sub-capabilities -
4.1.1 IT infrastructure and 4.1.2 System maintenance.

Figure 3 further elaborates the supporting relations among capabilities in the DBE
using the example of five capabilities (4.1, 4.2, 4.3, 4.4, and 4.7) and two sub-capabilities
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Fig. 2. Capability map of the digital health DBE

(4.7.1 and 4.7.1.1) from the viewpoint of the digital health platform company. The color
coding of the arrows is matched with the colors assigned to each actor.

On the basis of Fig. 3, a capability interface constellation [27], addressing capability
4.1 and 4.2 of the digital health platform company, depicts the supporting relations
together with the key performance indicators (KPIs) and the context sets as shown in
Fig. 4. In this process, KPIs and context sets are identified, to be used for capability
monitoring purposes. Due to the lack of space, this paper omits specifying from what
measurable properties and context elements the KPIs and context sets are calculated,
which would have to be done to make the capability management operational. Cf. [12]
for more details on this topic. The KPIs and context sets are mapped with the DBE
business goals in Table 2 in order to be used for monitoring and supporting resilience of
the digital health DBE.

Considering an outbreak of a contagious disease (the stressful condition/changing
context for the DBE), people’s lifestyle choices, working conditions, and preferences
may change in order to prevent from being infected. Individual users who used to prefer
attending yoga sessions physically may wish to alter their health plans and attend online
sessions through mobile applications instead. As shown in Table 2, by monitoring KPI
4.1, we could observe if the number of yoga sessions taken physically by individual
users complying with health plans has dropped; with KPI 4.2, we could observe the
change in the number of physical and online yoga sessions in health plans supported
by the digital health platform; with KPI 5.2, we could observe the change in number
of supplied product for yoga and if it is adequate; and with KPI 6.2, we could see if
the number of mobile application for yoga on the digital health platform is sufficient.
Based on these observations of KPIs, changes could be made for the situation, in this
case an epidemic causing users’ preference changes. Through monitoring and making
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Fig. 3. Digital health platform company’s capabilities and the supporting capabilities from other
actors in DBE

Fig. 4. Capability interfaces for the digital health DBE
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capability adjustments accordingly under a persistent stress, theDBEgains better support
in striving to fulfills its business goals and could more likely achieve resilience.

Table 2. Business goals, KPIs, and context sets of the capabilities or the digital health DBE

Business goal Key performance indicator Context set

To promote proactive
healthcare complied with
public regulations

KPI 1.1: number of types of
permitted proactive health
interventions
KPI 1.2: number of permitted
proactive health interventions
per type

Context set 1.1: current
policies and public regulations

To tailor health plan by
planning efficient and
effective health activities
with needed resources

KPI 3.1: effectiveness of
health measures based on
timed health plan goals

Context set 3.1: actual health
guidelines
Context set 3.2: effective
models of health measures
Context set 3.3: age, medical
history, etc.

To increase individual users’
compliance to the healthy
lifestyle supported by digital
health platform

KPI 4.1: number of used
health measures
(product/service) complied
with health plan

Context set 4.1: real time data
on individual users’ usage of
health measures
(product/service)

To tailor health plan based on
personal preferences and
lifestyles

KPI 4.2: number of permitted
health interventions in health
plan supported by digital
health platform per type

Context set 4.2: currently
permitted health interventions
in health plan

To provide the right health
products on digital health
platform

KPI 5.1: number of types of
supplied health products
KPI 5.2: number of supplied
health products per type

Context set 5.1: current
product details and catalogue

To make the right digital
health services offered on
digital health platform

KPI 6.1: number of types of
mobile health applications
developed
KPI 6.2: number of developed
mobile health applications per
type

Context set 6.1: current mobile
health applications

To make the right physical
health services offered on
digital health platform

KPI 7.1: number of types of
sleep-management services
available
KPI 7.2: number of available
sleep-management services
per type

Context set 7.1: currently
available sleep-management
services

(continued)
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Table 2. (continued)

Business goal Key performance indicator Context set

KPI 7.3: number of types of
physical activity services
available
KPI 7.4: number of available
physical activity services per
type

Context set 7.2: currently
available physical activity
services

5 Conclusions and Future Work

This paper has applied the principles ofDBE thinking and capabilitymanagement to a use
case on digital health. The use case is based on a variety of actors delivering capabilities
to each other as well as to individual customers. Themain focus of this study has been the
consideration of multifactor constellations in terms of the principles of ecosystem; and a
structured (model-based) elaboration of the concept of DBE resilience. Concerning the
objectives of the paper a number of reflections can be made.

In terms of the suitability of capability management, the approach used in this
paper includes Enterprise Modeling, hence it allows dealing with various levels of goals
and capabilities as well as concepts needed for their management (KPIs and context).
These aspects are currently underdeveloped in the state-of-the-art contributions for DBE
analysis from literature.

Concerning modeling the case of the digital health DBE, Enterprise Modeling and
capability modeling supported the identification of actors and their relationships. Mod-
elling goals and KPIs from the perspectives of resilience led to considerations of means
for monitoring and management. For the DBE as a whole, the modelling effort helped
knowledge explication, which increased transparency of the DBE. In this regard, we
consider that it contributed to the adaptability of the DBE. This can be further increased
by creating a capability repository, which would also reduce the entry barriers of health
product suppliers, digital health service providers, and physical health service providers.
The concept of capability is used in the enterprise architecture management frameworks
(see summary in [28]), hence it would be deemed familiar to many companies.

A few limitations remain in this paper. Firstly, how the capability map was defined
in the case was not fully reported since collecting capabilities into a capability map
could be seen as a common practice. Secondly, how KPIs and context sets are calculated
based on measurable properties and context elements was not thoroughly considered in
this paper due to the limited space and the limited information obtained from the case.
Lastly, the context that we addressed in this paper is based on the state of the art in
context modeling and management [12]. Considering the social perspective, especially
the cultural and legal contexts, it would be important to know what these contexts are
in measurable terms and how to incorporate them in the context platform in order to
address them properly.

Future work will focus on the automation of context dependent adjustment of the
DBE; modeling of goals of the DBE at different levels; compliance monitoring, as well
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as monitoring and management of capabilities of the actors from the point of view of
resilience.
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Abstract. The OASIS standard TOSCA provides a portable means
for specifying multi-service applications and automating their deploy-
ment. Despite TOSCA is widely used in research, it is currently not
supported by the production-ready deployment technologies daily used
by practitioners, hence resulting in a gap between the state-of-the-art
in research and the state-of-practice in industry. To help bridging this
gap, we identified TOSCA Light, a subset of TOSCA enabling the
transformation of compliant deployment models to the vast majority
of deployment technology-specific models used by practitioners nowa-
days. In this paper, we demonstrate TOSCA Lightning by two contribu-
tions. We (i) present an integrated toolchain for specifying multi-service
applications with TOSCA Light and transforming them into different
production-ready deployment technologies. Additionally, we (ii) demon-
strate the toolchain’s effectiveness based on a third-party application and
Kubernetes.

Keywords: Deployment automation · Cloud computing · TOSCA ·
Kubernetes

1 Introduction

Automating the deployment of multi-service applications is crucial, as manu-
ally deploying them is time-consuming and error-prone, and since modern soft-
ware engineering practices (e.g., continuous development and continuous inte-
gration) heavily rely on deployment automation [19]. To accomplish this need,
various deployment automation technologies have been proposed. Each technol-
ogy is however typically equipped with its own language for specifying the target
deployment for a multi-service application. Such languages either declaratively
c© Springer Nature Switzerland AG 2020
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describe the desired application configuration or imperatively list the techni-
cal tasks to be executed to deploy and configure the application [10]. Even if
declarative languages are by far considered to be the most appropriate in prac-
tice [19], they are tightly coupled to the corresponding deployment technology,
hence limiting the portability of application deployments from one technology
to another.

In contrast, the Topology and Orchestration Specification for Cloud Applica-
tions [16] (TOSCA) is a standardized modeling language allowing to declara-
tively specify portable multi-service application deployments. While it is heavily
used in research [1], TOSCA is currently not supported by the production-ready
deployment technologies daily used by practitioners. As a result, a gap between
the academic state-of-the-art and the industrial state-of-practice is arising.

To help bridging this gap, we identified the TOSCA Light [20] subset
of TOSCA, which can be automatically transformed to the vast majority of
deployment technology-specific languages. TOSCA Light identifies the subset of
TOSCA that complies with the Essential Deployment Metamodel (EDMM), a set
of core deployment modeling entities that the 13 most used deployment technolo-
gies understand [19]. Any deployment modeling language relying on the entities
of EDMM can hence be converted to multiple heterogeneous technology-specific
deployment artifacts [18]. TOSCA Light is exactly that subset of the TOSCA
specification that complies with EDMM and, thus, multi-service application
deployments written in TOSCA Light can be processed to obtain technology-
specific deployment models, including required artifacts and templates [20].

Our objective in this paper is to demonstrate the potentials and practical
applicability of this approach by introducing the TOSCA Lightning toolchain
and to show how TOSCA Light favors the portability of multi-service appli-
cation deployments. We show that TOSCA Light enhances the portability of
deployment models as it can be used for devising technology-agnostic specifica-
tions that can be translated to different technology-specific deployment artifacts.
With TOSCA Light, application developers can indeed specify their application
deployment only once, still being able to actually deploy the specified applica-
tion on multiple production-ready deployment technologies such as Kubernetes
or Terraform.

In this perspective, the contribution of this demonstrator paper is twofold. We
first present (i) the open-source TOSCA Lightning integrated toolchain. TOSCA
Lightning enables specifying multi-service applications in TOSCA validating
their compliance with TOSCA Light and generating the technology-specific arti-
facts for actually enacting their deployment on production-ready deployment
technologies. Moreover, we present (ii) an end-to-end case study based on a
third-party application. The case study illustrates how to exploit the TOSCA
Lightning toolchain to validly specify the application with TOSCA Light and to
automatically generate the artifacts for actually deploying the application with
one of the supported production-ready technologies, e.g., Kubernetes.
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In the following, Sect. 2 presents the integrated TOSCA Lightning toolchain
and Sect. 3 shows its application to a concrete case study. Section 4 and Sect. 5
discuss related work and draw some concluding remarks, respectively.

2 The TOSCA Lightning Toolchain

We hereby introduce all components forming the integrated TOSCA Lightning
toolchain and explain the user’s workflow. The toolchain consists of four compo-
nents in total, as depicted in Fig. 1. Two of them were newly developed within
the scope of this paper, namely the TOSCA Lightning User Interface and the
TOSCA Lightning API. Further, two existing components, namely Eclipse Win-
ery [15] and the EDMM Transformation Framework [18], were integrated into the
proposed toolchain by utilizing their corresponding APIs. The TOSCA Lightning
toolchain is open source and available on GitHub1, including a demonstration
video.

Modeling Tool Eclipse Winery

TOSCA
Importer

TOSCA Light 
Validator

EDMM 
Exporter

EDMM Transforma on Framework

EDMM 
Importer

Terraform

Kubernetes
…

T

T

…EDMM

TOSCA Lightning API

TOSCA Lightning User Interface

Transform into Deployment
Technology-specific Model

3Import, Create, or Edit
TOSCA Model

1 Validate Model Regarding
TOSCA Light Compliance

2

Fig. 1. The TOSCA Lightning toolchain (new integration components colored green).
(Color figure online)

In the scope of this paper, we developed the TOSCA Lightning User Inter-
face and the TOSCA Lightning API to fully integrate the TOSCA modeling tool
Eclipse Winery and the EDMM Transformation Framework to enable transfor-
mation. The TOSCA Lightning User Interface is the user’s main entry point
and acts as a dashboard to list, create, change, or transform compliant TOSCA
1 https://github.com/UST-EDMM/tosca-lightning.

https://github.com/UST-EDMM/tosca-lightning
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Light models. The TOSCA Lightning API respectively encapsulates the REST
APIs over HTTP of Eclipse Winery and the EDMM Transformation Framework
to provide a uniform interface for the integrated TOSCA Lightning toolchain.

The TOSCA Lightning User Interface is able to launch the modeling environ-
ment Eclipse Winery [15] to import, create, or edit TOSCA Light models. Eclipse
Winery is a web-based environment to graphically model TOSCA-based appli-
cation topologies and provides a Management Interface to manage all TOSCA
related entities, such as node types, their property definitions, operations, and
artifacts. Further, it provides a Topology Modeler component which enables the
graphical composition of an application and its desired target state. Winery
has been extended by various features, which can be enabled by so-called fea-
ture flags, to provide the necessary TOSCA Light capabilities, e.g., to validate
whether imported or created TOSCA models are compliant with TOSCA Light.

The TOSCA Lightning User Interface enables users to execute the trans-
formation of a TOSCA Light model into a deployment technology-specific
model (DTSM) by selecting one of the supported deployment technologies. For
this transformation, the user interface invokes via the TOSCA Lightning API
the Eclipse Winery API to export the selected TOSCA Light model as EDMM
model, which can be processed afterward by the EDMM Transformation Frame-
work [18]. Exporting TOSCA Light models as EDMM models is possible since
TOSCA Light can be directly mapped to EDMM [19,20]. Thus, the EDMM
Transformation Framework enables transforming a given EDMM model into
required artifacts, i.e., files and models, to execute the deployment using the
selected deployment technology’s tooling. The EDMM Transformation Frame-
work is plugin-based and, at the time of writing, supports via the EDMM
Transformation Framework the transformation into DTSMs of 13 deployment
automation technologies, such as Kubernetes, Terraform, Chef, Puppet, and
AWS CloudFormation. We hereafter illustrate how users work with the TOSCA
Lightning toolchain:

Import,Create, orEditTOSCAModel.EclipseWinery provides theTOSCA
Importer functionality to easily reuse andadapt existingTOSCAdeploymentmod-
els. Users can create new models or edit existing models by graphically compos-
ing the component structure of the desired application. The application’s com-
ponent structure is indeed described declaratively using TOSCA modeling con-
structs. The resulting model comprises all TOSCA-based definitions and entities
describing types, component instances, their properties, operations, and file arti-
facts required for deploying and operating the application.

Validate Model Regarding TOSCA Light Compliance. The validation
of the TOSCA model is performed at design time using the TOSCA Light Val-
idator component of Eclipse Winery. It checks the TOSCA Light compliance
of imported or created TOSCA deployment models. The models are checked
against a set of TOSCA Light modeling requirements [20]. In case the model is
compliant with TOSCA Light, it is shown in the TOSCA Lightning User Inter-
face. In situations where the model is not compatible with TOSCA Light, the
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model can be refined according to the provided modification recommendations,
presented to the user as a list of violated conditions inside Eclipse Winery.

Transform into DTSM. TOSCA Lightning is able to transform a validated
TOSCA Light model into a DTSM by integrating Eclipse Winery and the EDMM
Transformation Framework. The model exchange between Eclipse Winery and
EDMM Transformation Framework is realized by file transfer, as depicted
in Fig. 1. Eclipse Winery’s EDMM Exporter component produces the output
according to the input file specifications of the EDMM Transformation Frame-
work. Thus, the output can be directly used for transforming the model into
the desired target deployment model format. Notably, the possibility to trans-
form the model is guaranteed by design since the used modeling constructs con-
form to the essential entities defined by EDMM and, thus, are compliant with
TOSCA Light. Users simply select one of the 13 supported deployment automa-
tion technologies (e.g., Kubernetes) for the TOSCA Light model that should be
transformed. Afterward, users can download the transformation result contain-
ing the respective files and templates generated by the EDMM Transformation
Framework. At this stage, the generated target deployment model is ready to
be deployed using the target technology’s tooling. Hence, the actual deployment
happens using the actual tools and mechanisms provided by the target deploy-
ment automation technology.

Pet Clinic
(Web App)

Java WAR

Database
(MySQL DB)

Schema: petclinic
User: pc
Password: pc

App Run me
(Tomcat)

Port: 8080

DBMS
(MySQL DBMS)

Port: 3306
RootPassword: pc

HostedOnConnectsTo
VM

(Ubuntu)
VM

(Ubuntu)

Fig. 2. Case study: transforming TOSCA Light to Kubernetes.

3 Case Study: Transforming TOSCA Light to Kubernetes

Today, Kubernetes is one of the fastest-growing open-source projects. Gartner
predicts that by 2022, more than 75% of global enterprises will be using con-
tainerized applications in production, and Kubernetes will play an important
role [8]. Therefore, we want to show how a declaratively modeled TOSCA Light
application can be deployed to Kubernetes by generating the required files and
template to execute the deployment on a running Kubernetes cluster.
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For the sake of demonstration, we prepared a TOSCA deployment model of
the Spring PetClinic application that demonstrates the use of the Spring frame-
work (fork of Java’s Pet Store application), which represents a simple software
for a veterinary clinic. It is a well-known demo web application running on a
Tomcat web server while connecting to a MySQL database to store its data.
The respective TOSCA model is schematically depicted on the left-hand side in
Fig. 2. For reasons of space limitations, we hereby only show the deployment of
the depicted PetClinic application to Kubernetes. However, its deployment can
be achieved with any of the other 12 deployment automation technologies or any
other TOSCA deployment model supported by the TOSCA Lightning toolchain.

The application model is created or imported using Eclipse Winery. The
model itself is not specifically composed for Kubernetes as the target runtime
environment. Instead, it is modeled in a generic, component-based manner that
will be later translated into the respective files and templates required by Kuber-
netes, e.g., Dockerfiles, Kubernets Deployment, and Kubernetes Service descrip-
tors. The TOSCA Lightning User Interface lists all available TOSCA Light com-
pliant service templates after it has been started with Docker2.

Users can open the Topology Editor to display the application’s component
structure. Further, the Topology Editor is used to set property values which will
be used as configuration for instantiating the components at runtime. Eclipse
Winery in our demonstration scenario already comes with a set of built-in mod-
eling types, which can be used to model new applications. However, these types
follow the proposed normative types by the TOSCA Simple Profile standard [16],
while new types can be imported or added manually using Eclipse Winery.

The TOSCA Lightning User Interface and its way to select a transformation
target for a certain model is depicted on the right-hand side in Fig. 2. Users can
transform the PetClinic application to Kubernetes by selecting the respective
entry in the pop-up dialog. The Kubernetes plugin of the EDMM Transfor-
mation Framework tries to identify component stacks, a set of tightly coupled
components, i.e., components related with “HostedOn” relations. Further, the
plugin produces a Dockerfile as well as a Kubernetes Deployment and Kubernetes
Service for each component stack. Once the transformation has been performed,
users can download the transformation result. From here, users can now use the
technology’s native tooling, i.e., use Docker and its tooling to build the Docker
images based on the translated Dockerfiles and the kubectl command-line tool
to “apply” the produced Kubernetes descriptor files to a cluster. An in-depth
step by step guide as well as a video3 demonstrating the execution of the Kuber-
netes deployment is available online and part of our GitHub repository.

2 A Docker Compose file to start the TOSCA Lightning toolchain, a demonstration
video, an in-depth quickstart guide, and ready-to-use TOSCA models are available
in our GitHub repository: https://ust-edmm.github.io/tosca-lightning.

3 https://github.com/UST-EDMM/tosca-lightning#video.

https://ust-edmm.github.io/tosca-lightning
https://github.com/UST-EDMM/tosca-lightning#video
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4 Related Work

The closest approach to ours is that by Brabra et al. [2], which exploits model-
to-model and model-to-text transformations to obtain artifacts for deploying a
TOSCA application with four production-ready deployment technologies. Simi-
larly to our approach, Brabra et al. [2] identifies a subset of TOSCA that can be
processed by restricting inter-component relationships to horizontal dependen-
cies (indicating that a component connects to/depends on another), in order to
generate the deployment artifacts for Docker, Juju, Kubernetes, or Terraform.
Our solution can deal with a wider set of application topologies, as it also
includes vertical dependencies (indicating that a component is installed/hosted
on another), and it already targets nine more deployment technologies in addi-
tion to those targeted by Brabra et al. [2].

Other approaches are aiming at enacting the deployment of TOSCA appli-
cations, which can be clustered in three main categories [1]. We can indeed dis-
tinguish (i) solutions for directly deploying TOSCA applications, (ii) approaches
integrating TOSCA with other standards for enhancing deployment automation,
and (iii) solutions for deploying TOSCA applications on existing deployment
technologies. The reference approach for (i) is the OpenTOSCA engine proposed
by Breitenbücher et al. [3]. OpenTOSCA enables directly deploying TOSCA
applications on a target infrastructure, by requiring to get installed on a man-
agement node. OpenTOSCA is intended to be itself the orchestrator of the
application, and it currently does not support streamlining the deployment of
an application to other existing deployment technologies. Similar considerations
apply to all other existing approaches for directly deploying TOSCA applica-
tions on target infrastructures [9]. All those approaches rely on the availability
of full-fledged TOSCA-compliant orchestrators. In contrast, our objective is to
enable deploying TOSCA applications by means of production-ready deployment
technologies.

Efforts integrating TOSCA with other standards, i.e., concerning (ii), have
been published by Calcaterra et al. [6] and Kopp et al. [14]. Both approaches
integrate TOSCA with BPMN to imperatively program the deployment of multi-
service applications. Additionally, Glaser et al. [11] proposes a cloud application
orchestrator based on the integration of TOSCA with OCCI. However, despite
the fact that the presented approaches enhance deployment automation by inte-
grating TOSCA with existing standards, they still rely on the installation of
some ad-hoc engine for processing the proposed solution.

Lastly, there are the solutions enabling the deployment of TOSCA appli-
cations on existing cloud deployment technologies. For instance, Breiter et al.
[4] illustrate how to deploy TOSCA applications on the IBM cloud comput-
ing infrastructure. Brogi et al. [5] propose the TosKer engine for deploying and
managing TOSCA applications on Docker-enabled infrastructures. Carrasco et
al. [7] enable trans-cloud application deployment by allowing to run TOSCA
application specifications on top of Apache Brooklyn. Additionally, Gusev et al.
[12], Katsaros et al. [13] and Tricomi et al. [17] propose different approaches for
deploying TOSCA applications on OpenStack cloud infrastructures. However,
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all these efforts target a precise cloud deployment technology. In contrast, our
approach uses transformation and enables the deployment of TOSCA applica-
tions using the 13 most used production-ready deployment technologies, such as
Terraform, Chef, or Puppet.

5 Conclusions

In this paper, we presented the open-source TOSCA Lightning toolchain, which
enables the specification of multi-service applications in TOSCA, validating
their compliance with TOSCA Light, and generating artifacts for enacting their
deployment on 13 production-ready deployment technologies. We also presented
an end-to-end case study illustrating how to exploit the TOSCA Lightning
toolchain to specify the deployment of a third-party application and to automati-
cally obtain the artifacts for effectively running the application with Kubernetes.

We plan to further evaluate TOSCA Light and the TOSCA Lightning
toolchain in practice, by applying them to real-world industrial case studies.
Further, as immediate future work, we plan to extend the TOSCA Lightning
toolchain by a Deployment Technology Integration Framework. Based on the
TOSCA Lightning transformation result, the goal is to directly trigger the auto-
mated deployment by unifying and encapsulating respective deployment tech-
nology APIs.
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