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Abstract Companies seek new technologies to enhance their business processes. As
information systems in companies become more complex, the traditional audit trail
is diminished or eliminated. The importance of audit automation and the utilization
of IT in modern audits has grown significantly in recent years due to both techno-
logical developments and changing regulatory environment. Automation of business
processes has inevitably led to changes in auditing procedures and standards. Addi-
tional drivers of audit automation adoption include the ever growing complexity of
business transactions and increasing risk exposure of modern enterprises. Therefore,
the audit’s purpose, which is namely to examine the true and fair view of financial
statements, is heavily increasing in complexity. On the other hand, the prevalence
of the data paradigm has manifold impacts on the accounting-relevant processes. To
cover the requirements to Audit Information System, we strive for the development
of a framework for information mining from audit data. In this paper, we report on
the framework we have developed in the department of Accounting and Finance.
Our study identifies the management of audit alarms and the prevention of the alarm
floods as critical tasks in this implementation process. We develop an approach to
satisfy these requirements utilizing the data mining techniques. We analyse estab-
lished audit data from a well-known data repository considering the dimensions of
the data paradigm. This led us to a tentative proposal of a conceptual mechanism for
an integrated audit approach. With the increasing number of financial fraud cases, the
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application of data mining techniques could play a big part in improving the quality
of conducting audit in the future.
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1 Introduction

The paradigm of audit data has tremendous impacts on both IT and auditing depart-
ments (Ghasemi et al. 2011). Financial statements are produced in automated
Accounting Information Systems (AIS) and the auditor is faced with risen complexity
and risks due to an increasing processing of ever-growing data (Vasarhelyi et al.
2015; Cao et al. 2015; Adamyk et al. 2018). Over the past 30 years, both information
systems and auditing have undergone radical changes (Moffitt and Vasarhelyi 2013).
Standards and regulations have also become frustratingly complex. But there’s a
powerful remedy for today’s auditing headaches: continuous auditing and reporting
(Singleton and Singleton 2005).

Financial statements are not as important to investors as they once were, as tech-
nology has changed the way companies create value today (Gallegos et al. 2004).
While these changes pose serious threats to the economic viability of auditing, they
also create new opportunities for auditors to pursue (Gangolly 2016). With the real-
time accounting and electronic data interchange popularizing, Computer-Assisted
Audit Tools (CAATSs) are becoming even more necessary (Zhao et al. 2004). While
they continue to acquire IT technical knowledge and skills, many auditors do not
have the time or interest in becoming programmers. In the most based case, audi-
tors in the new millennium need to understand the basics of computerized systems,
including the core hardware components of a computer system and the basic concept
for every computer program (input-process-output). At the same time, there is a lot
more to understanding technology, including the basics of systems development,
systems lifecycles, process flowcharting, programming logic, and writing scripts for
analytics. These skills should exist in some aspect of the staffing or be outsourced
(The Institute of Internal Auditors Research Foundation 2015).

Murphy and Groomer (2004) proposed how information technology (IT) frame-
works, such as extensible markup language (XML) and Web services can be utilized
to facilitate auditing for the next generation of accounting systems. The alternative
architectures for auditing that have been proposed in both the research and practice
environments are explored by Kuhn and Sutton (2010). They blend a focus on the
practical realities of the technological options and ERP structures with the emerging
theory and research on continuous assurance models. The focus is on identifying the
strengths and weaknesses of each architectural form as a basis for forming a research
agenda that could allow researchers to contribute to the future evolution of both ERP
system designs and auditor implementation strategies.
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Vasarhelyi et al. (2012) discussed the need for AIS to accommodate business
needs generated by rapid changes in technology. It was argued that the real-time
economy had generated a different measurement, assurance, and business deci-
sion environment. Three core assertions relative to the measurement environment
in accounting, the nature of data standards for software-based accounting, and the
nature of information provisioning, formatted and semantic, were discussed.

An implementation of the monitoring and control layer for monitoring of busi-
ness process controls (CMBPC) in the US internal IT audit department of Siemens
Corporation is described by Alles et al. (2018). Among their key conclusions is that
“formalizability” of audit procedures and audit judgment is grossly underestimated.
Additionally, while cost savings and expedience force the implementation to closely
follow the existing and approved internal audit program, a certain level of reengi-
neering of audit processes is inevitable due to the necessity to separate formalizable
and non-formalizable parts of the program.

Lenz and Hahn (2015) find first, common themes in the empirical literature are
identified. Second, the main threads into a model comprising macro and micro
factors that influence audit effectiveness are synthesized. Third, promising future
research paths that may enhance audit value proposition were derived. The “outside-
in” perspective indicates a disposition to stakeholders’ disappointment in audit: audit
is either running a risk of marginalization or has to embrace the challenge to emerge
as arecognized and stronger profession (PWC 2013). The suggested research agenda
identifies empirical research threads that can help audit practitioners to make a differ-
ence for their organization, be recognized, respected and trusted and help the audit
profession in its pursuit of creating a unique identity.

Audit is defined as the process of examining the financial records of any busi-
ness to corroborate that their financial statements are in compliance with the stan-
dard accounting laws and principles (Cosserat and Rodda 2004). Generally, audits
are classified into two categories as internal and external auditing (Cosserat 2009).
Internal-audit, although is an independent department of an organization, but resides
within the organization. These are company-employees who are accountable for
performing audits of financial and nonfinancial statements as per their annual audit
plan. External audit is a fair and independent regular audit authority, which is respon-
sible for an annual statutory audit of financial records. The external audit company
has a fiduciary duty and is critical to the proper conduct of business.

There are many issues related to Audit and Decision Support Systems (Socea
2012; Schaltegger and Burritt 2017). Since the prime goal of an auditor during an
audit-planning phase is to follow a proper analytical procedure to impartially and
appropriately identify the firms that resort to high risk of unfair practices, predictive
analytics by using data mining techniques could provide actionable insights for the
auditing. According to a research by Tysiac (2015), data analytics has benefited
internal auditing more as compared to advancements it has contributed for the external
audits. One of the most common applications of predictive analytics in audit is the
classification of suspicious firm. Identifying fraudulent firms can be studied as a
classification problem. The purpose of classifying the firms during the preliminary
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stage of an audit is to maximize the field-testing work of high-risk firms that warrant
significant investigation.

Data mining techniques have already been applied for accounting information
systems (Gelinas et al. 2017). Data mining techniques are providing great aid in
financial accounting fraud detection, since dealing with the large data volumes and
complexities of financial data are big challenges for forensic accounting (Sharma and
Panigrahi 2013). The authors propose a framework based on data mining techniques
for accounting fraud detection. Automated accounting fraud detection is presented
also by Wang (2010). He categorizes, compares, and summarizes the data set, algo-
rithm and performance measurement in published technical and review articles in
accounting fraud detection. Data mining techniques accomplish the task of manage-
ment fraud detection that could facilitate the auditors (Kirkos et al. 2007). The
applications of data mining techniques in accounting and the proposal of an orga-
nizing framework for these applications is explored by Amani and Fadlalla (2017).
They create a framework that combines the two well-known accounting reporting
perspectives (retrospection and prospection), and the three well-accepted goals of
data mining (description, prediction, and prescription). The proposed framework
revealed that the area of accounting that benefited the most from data mining is
assurance and compliance, including fraud detection, business health and forensic
accounting. The ensemble machine learning method is also applied successfully for
improving the classification accuracies of the auditing task (Kotsiantis et al. 2006).

The objective is to make the use of data analytics a sustainable, efficient, and
repeatable process (Zhang et al. 2015). As with most uses of software technology,
it is not a magic bullet. It requires attention to people and process issues, from
management’s commitment and support through training and the assignment of roles
(Lientz and Larssen 2012).

The basic data analysis can be performed using a range of tools, including spread-
sheets and database query and reporting systems (Antipova and Rocha 2018). There
are certainly risks from using spreadsheets, apparent to any auditor because of the
difficulty of ensuring data integrity. General purpose analysis tools also have their
own limitations (Henry and Robinson 2009). It is clear that the analytics process must
be managed in order to be relied upon by auditing, which is why accounting-specific
analysis software should include capabilities such as: (i) Maintaining security and
control over data, applications, and findings (ii) logging all activities (iii) analysis
techniques designed to support accounting objectives and (iv) automated creation
and execution of tests (Bellino et al. 2007).

The open source R software has one of the largest libraries of applications avail-
able. Free software such as R and Weka are used nationwide in university courses
and by some research and technology firms, but are somewhat frowned upon by
auditing firms because they are not validated (Appelbaum 2017). These concerns are
not without merit, since open source software can be clumsier and less user friendly
than proprietary software, but their utility should not be ignored. In addition, while
a basic knowledge of statistics and information technology is becoming essential
for all auditors; other, more specialized functions can be contracted to other experts,
perhaps online.
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Proprietary tools such as Audit Command Language (ACL) and Interactive Data
Extraction and Analysis (IDEA), as well as generic statistical software such as Statis-
tical Analysis System (SAS) and Statistical Package for the Social Sciences (SPSS),
are frequently used by large businesses and large firms (Singleton 2006; Tysiac
2015). Furthermore, the capabilities and scope of these packages are constantly
evolving, requiring that accountants and auditors have sufficient knowledge of
analytics (Appelbaum et al. 2016). This convergence will likely take place with
the emerging statistical and visualization toolsets being developed.

In this paper, we implement the aforementioned data mining techniques on the
audit data of an existing audit organization of government firms of India, using the
WEKA software package (Weka 2018). The outcomes support the decision-making
process regarding the companies it audits (Hooda et al. 2018). The training and
testing of a risk detection and management model will contribute to covering an
existing research gap. The addressing of the above problems required the use of
either specialized software such as ACL and IDEA, or general statistical packages
such as SAS and SPSS with difficulty in adjusting and customizing audit data. It is
worth noting that all of the aforementioned packages are commercial while WEKA
is free software.

2 Background Theory

Data mining is an iterative process of creating predictive and descriptive models,
by uncovering previously unknown trends and patterns in vast amounts of data, in
order to extract useful information and support decision making (Kantardzic 2003).
The most popular techniques for data mining (DM) are clustering, classification and
finding association rules (Han et al. 2011).

Classification methods use a training dataset in order to estimate some parameters
of a mathematical model that could in theory optimally assign each case from a new
dataset into a specific class. In other words, the training set is used to train the
classification technique how to perform its classification (Witten et al. 2016). There
are various classification methods implemented in WEKA, like ZeroR, OneR, PART
etc. The algorithm OneR uses the minimum-error attribute for prediction, discretizing
numeric attributes (Holte 1993). In this technique, the attribute/s which best describe
(s) the classification will be discovered.

Clustering refers to methods where a training set is not available. Thus, there is
no previous knowledge about the data to assign them to specific groups. In this case,
clustering techniques can be used to split a set of unknown cases into clusters. The
clustering step contains digitalization clustering with the use of the k-means algo-
rithm (MacQueen 1967; Kaufmann and Rousseeuw 1990) for unsupervised learning,
called SimpleKMeans in WEKA. K-means is an efficient partitioning algorithm that
decomposes the data set into a set of k disjoint clusters. It is a repetitive algorithm in
which the items are moved among the various clusters until they reach the desired
set of clusters. With this algorithm a great degree of similarity for the items of the
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same cluster and a large difference of items, which belong to different clusters, are
achieved. Furthermore, the algorithm automatically normalizes numerical attributes
when doing distance computations.

According to Linoff and Berry (2011) relationship mining is a technique which
discovers relationships between variables, in a data set with a large number of vari-
ables. There are four types of relationship mining: association rule mining, correlation
mining, sequential pattern mining, and causal data mining. In this paper we focus
on association rule mining (Liu et al. 1998). Association rule mining is one of the
most well studied data mining tasks. It discovers relationships among attributes in
databases, producing if-then statements concerning attribute-values (Agarwal et al.
1993). An association rule X — Y expresses a close correlation among items in a
database, in which transactions in the database where X occurs, there is a high prob-
ability of having Y as well. In an association rule X and Y are called respectively
the antecedent and consequent of the rule. The strength of such a rule is measured
by values of its support and confidence. The confidence of the rule is the percentage
of transactions with antecedent X in the database that also contain the consequent Y.
The support of the rule is the percentage of transactions in the database that contains
both the antecedent X and the consequent Y in all transactions in the database. There
are several association rule-discovering algorithms available but Apriori algorithm
is preferred as the most popular and effective algorithm for finding association rules
over the discretized accounting data table (Agrawal and Srikant 1994). Apriori is
the best-known algorithm to mine association rules. It uses a breadth-first search
strategy to counting the support of item sets and uses a candidate generation func-
tion, which exploits the downward closure property of support. Iteratively reduces the
minimum support until it finds the required number of rules with the given minimum
confidence.

There are different techniques of categorization for association rule mining. Most
of the subjective approaches involve user participation in order to express, in accor-
dance with his/her previous knowledge, which rules are of interest. One technique
is based on unexpectedness and actionability (Liu and Hsu 1996; Liu et al. 2000).
Unexpectedness expresses which rules are interesting if they are unknown to the user
or contradict the user’s knowledge. Actionability expresses that rules are interesting
if users can do something with them to their advantage. The number of rules can be
decreased to unexpected and actionable rules only. Another technique proposes the
division of the discovered rules into three categories (Minaei-Bidgoli et al. 2004).
(1) Expected and previously known: This type of rule confirms user beliefs, and can
be used to validate our approach. Though perhaps already known, many of these
rules are still useful for the user as a form of empirical verification of expectations.
(2) Unexpected: This type of rule contradicts user beliefs. This group of unantici-
pated correlations can supply interesting rules, yet their interestingness and possible
actionability still requires further investigation. (3) Unknown: This type of rule does
not clearly belong to any category, and should be categorized by domain specific
experts. The Weka system has several association rule-discovering algorithms avail-
able (Hipp et al. 2000). The Apriori algorithm will be used for finding association
rules over discretized data (Agrawal and Srikant 1994).
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3 Approach

The proposed approach consists of five steps (Fig. 1):

1. Target data finding.

2. Data pre-processing.

3. Classification.

4. Clustering.

5. Association rule mining.

3.1 Dataset

The dataset in which the methodology will be applied is in the world-wide known
machine learning repository UCI. 463 datasets are included in a wide range of appli-
cations (UCI1 2018). In particular, for Audit, there is a set of data to be used in the

< Start of the approach

)

v

—

Target data finding

Audit data

Y

Data pre-processing

v

Classification

v

Clustering

Y

Association rule mining

v

( End of the approach

Fig. 1 Approach of five steps
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Audit Data Data Set
o der Clata Set Cwacrigsion

Rasevant Pagers

Citatian Rqurst

Fig. 2 Audit data from the repository UCI

study (UCI2 2018). The general information for that particular dataset is shown in
Fig. 2.

Comptroller and Auditor General (CAG) of India is an independent constitutional
body of India. It is an authority that audits receipts and expenditure of all the firms
that are financed by the government of India. While maintaining the secrecy of the
data, exhaustive one year non confidential data in 2015 and 2016 of firms is collected
from the Auditor General Office (AGO) of CAG. There are total 777 firms from 46
different cities of a state that are listed by the auditors for targeting the next field-audit
work. The target-offices are listed from 14 different sectors. The information about
the sectors and their counts are summarized in Table 1.

Many risk factors are examined from various areas like past records of audit
office, audit-paras, environmental conditions reports, firm reputation summary, on-
going issues report, profit-value records, loss- value records, follow-up reports etc.
After an in-depth interview with the auditors, important risk factors are evaluated and
their probability of existence is calculated from the present and past records. Tables 2
and 3 describe the various examined risk-factors that are involved in the case study.
Various risk factors are categorized, but combined audit risk is expressed as one
function called an Audit Risk Score (ARS) using an audit analytical procedure. At
the end of risk assessment, the firms with high ARS scores are classified as “Fraud”
firms, and low ARS score companies are classified as “No-Fraud” firms.

3.2 Tool

The WEKA (Waikato Environment for Knowledge Analysis) computer package was
used in order to apply classification, clustering and association rule mining methods
to the dataset (Witten et al. 2016). WEKA is open source software that provides a
collection of machine learning and data mining algorithms. Figure 3 shows the basic
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Table 1 Target sectors
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Sector ID Target sector Information Number of target firms
1 IR Irrigation 114
2 P public health 77
3 BR Buildings and roads 82
4 FO Forest 70
5 CcO Corporate 47
6 AH Animal husbandry 95
7 C Communication 1
8 E Electrical 4
9 L Land 5
10 S Science and Technology 3
11 T Tourism 1
12 F Fisheries 41
13 1 Industries 37
14 A Agriculture 200
Table 2 Risk factors classification and other features in model
Feature Information Feature Information
Para a value | Discrepancy found in the Sector score | Historical risk score value of

planned-expenditure of
inspection and summary report
A in Rs (in crore).

the target-unit in the Table 1
using analytical procedure

Para B value | Discrepancy found in the Loss Amount of loss suffered by
unplanned-expenditure of the firm last year
inspection and summary report
B in Rs (in crore).

Total Total amount of discrepancy History Average historical loss
found in other reports Rs (in suffered by firm in the last
crore). 10 years

Number Historical discrepancy score District score | Historical risk score of a

district in the last 10 years

Money value

Amount of money involved in
misstatements in the past audits

Table 3 Other features

Feature Information Feature Information
Sector ID | Unique ID of the target sector Location ID | Unique ID of the city/province
ARS Total risk score using analytical | Audit ID Unique Id assigned to an audit
procedure case
Risk class | Risk class assigned to an
audit-case
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Fig. 3 WEKA environment

Graphical User Interface (GUI) of WEKA. One of the main objectives of WEKA is
to mine information from existing datasets; the main reason for choosing Weka is that
provides a collection of machine learning and data mining algorithms for data pre-
processing, classification, regression, clustering, association rules, and visualization
(Hall et al. 2009).

4 Results

As it is depicted in Fig. 2, the dataset contains 777 instances. There are no missing
values for all the attributes.
In WEKA environment data is depicted as in Fig. 4.

4.1 Pre-processing

The first step before applying the described data mining techniques is the pre-
processing of the data in order to prepare them for data analysis.

Certain filters were applied on the data. Firstly, the filter Remove was applied on
the attributes PARA_A, PARA_B, Money_ Value, Loss, History and Score, since they
obviously are dependent on the attributes SCORE_A, SCORE_B, Money_Marks
Loss_Score, History_Score and Risk respectively (Fig. 5).

The filter NumericalloNominal was applied on the attributes SCORE_A,
SCORE_B, Marks, MONEY_Marks, District, LOSS_SCORE, History_score and
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Fig. 4 The dataset in WEKA environment

Risk in order to convert numeric variables and their values to nominal. The attributes
number 3, 4, 7-12 are converted to nominal (Fig. 6).

Furthermore, the filter Discretize was applied in order to discretize numeric vari-
ables Sector_score and TOTAL and make them nominal. Figure 7 depicts all the
variables used in our analysis.

The Discretization Options are portrayed in Fig. 8.

By visualizing all, it is possible to display the graphical representations of each
attribute in relation to any other attribute as portrayed below (Fig. 9).

4.2 Classification

In the classification step, the algorithm OneR is applied. The attribute “Risk” is used
as a class. Figure 10 presents the overall accuracy of the model computed from the
training dataset and is equal to 84.4072%. The worst performance for the Precision on
the class 0 and equals 70.6%, whereas the best performance is also for the Precision
but on the class 1 and equals 100%. Confusion matrix validates that the precision
for class 1 (variable b) is 100%. On the other hand, 121 instances were faulty not
classified in class 0.

The results indicate that the attribute which describes the classification is variable
SCORE_A. This means that variable Risk is more closely related to the variable
SCORE_A than the other variables.
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4.3 Clustering

A. Toannou et al.

The clustering step was performed using the k-means algorithm (SimpleKmeans
in the context of WEKA). The number of clusters is set to 2, since the variable
“Risk” was used to compute the accuracy of the clustering and inspect the audit data.
Figure 11 shows the results of the clustering based on variable “Risk”. The clustered
instances are 433 (56%) and 343 (44%) respectively. It is also evident from the cluster
centroids that “Risk” has value 0 in the first cluster and value 1 in the second cluster.

The differences between the two clusters are focused on attributes: Sector_score,
LOCATION_ID, SCORE_A, TOTAL and Risk.
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Fig. 8
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Visualization of the attributes with class variable “Risk”
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Fig. 10 Classification results using variable “Risk” as class

4.4 Association Rule Mining

The Apriori algorithm (Agrawal et al. 1993) was used for finding association rules
for our dataset. The WEKA produced a list of 15 rules (Table 4) with the support of
the antecedent and the consequent (total number of items) at 0.1 minimum, and the
confidence of the rule at 0.9 minimum (percentage of items in a O to 1 scale). The
application of the Apriori algorithm for association provided useful insights into the
audit data. Table 4 shows how a large number of association rules can be discovered.

There is couple of uninteresting rules regarding the aim of the research, like the
similar rules 1 and 2 which show expected or conformed relationships. If Marks =
2 then numbers is between 0 and 5.25 and vice versa. These are also symmetrical
rules since the antecedent element and the consequent element are interchanged.

There are some similar rules, rules with the same element in antecedent and
consequent but interchanged (3 and 4, and 5 and 6). The variables Marks and numbers
appear in antecedent and consequent elements but they are interchanged. There is
also a symmetric triad of rules (10, 11 and 12) where Marks and numbers appear
also in antecedent and consequent elements interchanged.
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Fig. 11 Clustering results. Variable “Risk” is used for assessing the clustering
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There are is also an uninteresting or redundant rule (rules with a generalization

of relationships of other rules,

like rule 15 with rules 13 and 14).

But there are also interesting rules such as 7, 8 and 9 which offer actionability
for an auditor. These three rules are useful for an auditor, since s/he can pay more
attention to the companies with History_score = 2, numbers between 0 and 5.25 and

Marks = 2.

Summarizing the results from the classification, the clustering and the association
rule mining methods, it can be concluded that:

1. The attribute which best describes the classification is the variable SCORE_A.
The attribute “Risk” (Fraud/Non fraud) is used as a class.

2.

Using “Risk” as class attribute in clustering, the results show that companies

which belong to the second cluster have better values in the parameters regarding

the Risk.

= 2, an auditor must pay more attention.

For companies with History_score = 2, numbers between 0 and 5.25 and Marks
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Table 4 Best rules found
with Apriori algorithm based
on confidence metric 1. Marks = 2 706 ==> numbers = ’(-inf-5.25]" 706 conf:(1)

2. numbers = ’(-inf-5.25]” 706 ==> Marks = 2 706 conf:(1)

3. Marks = 2 LOSS_SCORE = 2 688 ==> numbers =
’(-inf-5.25] 688 conf:(1)

4. numbers = ’(-inf-5.25]” LOSS_SCORE = 2 688 ==>
Marks = 2 688 conf:(1)

5. Marks = 2 History_score = 2 673 ==> numbers =
’(-inf-5.25]" 673 conf:(1)

6. numbers = ’(-inf-5.25]" History_score = 2 673 ==> Marks

Best rules found:

=2 673 conf:(1)

7. History_score = 2 726 ==>LOSS_SCORE = 2 710
conf:(0.98)

8. numbers = ’(-inf-5.25]" 706 ==> LOSS_SCORE = 2 688
conf:(0.97)

9. Marks = 2 706 ==> LOSS_SCORE = 2 688 conf:(0.97)

10. numbers = ’(-inf-5.25]" Marks = 2 706 ==>
LOSS_SCORE = 2 688 conf:(0.97)

11. Marks = 2 706 ==> numbers = ’(-inf-5.25]
LOSS_SCORE = 2 688 conf:(0.97)

12. numbers = ’(-inf-5.25]" 706 ==> Marks = 2
LOSS_SCORE = 2 688 conf:(0.97)

13. numbers = ’(-inf-5.25]" 706 ==> History_score = 2 673
conf:(0.95)

14. Marks = 2 706 ==> History_score = 2 673 conf:(0.95)

15. numbers = ’(-inf-5.25]" Marks = 2 706 ==>
History_score = 2 673 conf:(0.95)

5 Discussion and Conclusions

In this paper, a framework is proposed for audit, accounting, financial, and risk
management executives. It identifies the management of audit alarms and the preven-
tion of the alarm floods as critical tasks in the implementation process. The developed
framework solves these problems by using the data mining techniques. The audit data
originated from an existing audit organization stored in a well known data reposi-
tory and the used software package was WEKA. With this pilot application of audit
data, an audit process is carried out and the proposed decision support framework
is able to assist an auditor to decide on the size of work required for a particular
company or organization, or even omit to visit low-risk companies. Predicting fraud
in a company is an important step in the preliminary planning stage of the audit, as
high-risk companies are targeted to maximize audit research.

Since, the implementation of auditing is arecognized challenge among researchers
and practitioners, and traditional audit tools and techniques neglect the potential of
data analytics, the development of an appropriate audit framework based on data
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mining tools and techniques is imperative need. We analyzed established audit data
considering the dimensions of the data paradigm in this paper. This led us to a
proposal of a conceptual architecture for an integrated audit approach. The proposed
framework is independent of the particular dataset and can be applied to other
similar datasets by using the same data mining techniques. The outcomes support the
decision-making process regarding the companies it audits. The training and testing
of a risk detection and management model contributes to cover an existing research
gap. With the increasing number of financial fraud cases, the application of data
mining techniques could play a big part in improving the quality of conducting audit
in the future.

The question of whether the proposed framework can be applied to other financial
and administrative applications can only be answered satisfactorily once it will be
tested to them as well. The use of the method requires users with specific capabilities
and knowledge. That is to know to use in depth audit and data mining techniques.
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