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Abstract In this chapter, we propose a deep learning-based pipeline for filter-
ing of internet-sourced images towards 3D reconstruction of heritage sites. The
3D reconstruction of heritage sites facilitates creation of virtual walk-through,
digital museum and augmented reality. Using internet-sourced images for 3D
reconstruction of heritage sites is challenging, as these images may contain blur,
text, occlusion, shadow and many other noises. We propose to include pruning
and selection of images in the pipeline to select a suitable set of images for
3D reconstruction. We propose a method for pruning of images using learning-
based classification models to eliminate the contribution of unwanted images in 3D
reconstruction. We also propose a method to select a suitable set of images using a
combination of mean-shift and hierarchical clustering algorithms. We demonstrate
the proposed pipeline by generating various 3D models of cultural heritage sites.

Keywords Deep learning · 3D reconstruction · Pruning · Filtering ·
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1 Introduction

In this chapter, we propose a deep learning-based filtering pipeline to address the
issues in 3D reconstruction of heritage sites using internet-sourced images. With
time and climatic changes, the texture, shape and colour of monuments fade or
lose information. Monuments are ruined due to attacks (during war) and natural
calamities. In order to preserve our cultural heritage and pass it on to the next
generation, there is a need to store all information in digital format. One of the
effective ways of storing information on heritage sites is through 3D models.
3D reconstruction using images collected from the internet is challenging due to
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varying captured conditions and with different sensors. Most of the image-based
reconstructions for the generation of a detailed and informative 3D model rely on
the images chosen [1]. The input images to the reconstruction algorithmmay contain
artefacts like occlusion and shadow. These artefacts influence 3D reconstruction and
result in distortion of shape and texture in reconstructed 3D models.

Most of the works in the literature on 3D reconstruction carry out pre-processing
of input data towards better reconstruction [2–4]. The authors in [2] propose
enhancement of images before 3D reconstruction and use the tone-mapping
approach with Contrast Limited Adaptive Histogram Equalization (CLAHE). This
results in amplification of local contrast adaptively and prevents amplification of
local noise. The authors in [3] propose colour balancing, denoising of image and
enhancement of raw images using adaptive median filters before 3D reconstruction.
The authors in [4] use Semi-Global Matching (SGM) as an image matching
technique, which is applied to Unmanned Aerial Vehicle (UAV) images to generate
dense point cloud. These methods find challenges when applied to images with
text, blur, occlusion and shadow. The following are proposed to address these
challenges:

• We propose a deep-learning pipeline for filtering internet-sourced images
towards better 3D reconstruction.

• We propose to prune internet-sourced images to eliminate unwanted images
towards better 3D reconstruction.

• We propose to select a suitable set of images for a given query image by combin-
ing mean-shift and hierarchical clustering algorithms towards 3D reconstruction.

• We demonstrate our results using internet-sourced images and compare with
existing reconstruction methods.

In Sect. 2, we discuss the proposed pipeline for filtering of images towards 3D
reconstruction. In Sect. 3, we demonstrate the results of the proposed pipeline and
its effect on 3D reconstruction and conclude in Sect. 4.

2 Filtering of Images Towards 3D Reconstruction

In this section, we discuss the proposed learning-based pipeline for filtering of
internet-sourced images towards 3D reconstruction. The proposed pipeline includes
pruning, selection of images and 3D reconstruction modules as shown in Fig. 1.
Internet-sourced images with blur, shadow, text and occlusion are eliminated
during the pruning process. A subset of filtered images is further selected for 3D
reconstruction.
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Fig. 1 Pipeline for filtering of images towards 3D reconstruction

Fig. 2 Pruning of images

2.1 Pruning of Images

Internet-sourced images with text, blur, occlusion and shadow are input to pruning
module as shown in Fig. 2. Internet-sourced images with text are filtered using a text
detection algorithm (Tesseract Optical Character Recognition [OCR]) [5].

Blur detection in images using traditional methods is computationally expensive
[6]. In order to reduce the complexity of blur detection, we use a binary classifier to
classify the input images into blur and non-blur images. This classification includes
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feature extraction using stacked autoencoders [7, 8] and using the features as input
for the binary classifier. The encoder consists of 64 × 64 × 3 nodes as input, two
intermediate stacked layers with 1024 and 512 nodes and 64 nodes as output. The
input data is encoded to 64 nodes. These 64 nodes are decoded with the intermediate
stacked layer of 512 and 1024 nodes to output 64 × 64 × 3 nodes. The decoder
reconstructs the input image. Initially, the stacked autoencoder is trained to extract
the features, and then the decoder is replaced with a binary classification layer for
classifying blur and non-blur images. The non-blur images are given as input to the
occlusion detection module.

Most of the internet-sourced images with respect to cultural heritage comprise
occluded objects in front of the monuments, which might affect the 3D recon-
struction. Thus, we propose to detect occluded portions in order to eliminate these
images. You Only Look Once (YOLO) [9] is used to generate bounding boxes on
each object over input images. Our proposed algorithm computes the area of the
bounding box, and depending on the effect of the area, the percentage of occlusion is
calculated. If the percentage is greater than the particular threshold (heuristically we
set the threshold to 20%), the algorithm discards the images. If there are overlapping
multiple bounding boxes, we find the union of all multiple bounding boxes given as

∪N
i=1 A = {x ∈ U :� i ∈ {1, 2, 3 . . .N}, x ∈ Ai}. (1)

In Fig. 3, we observe that the threshold does not affect the 3D model if occlusion
is less than 20%. In Fig. 3a and b, we show that the occlusion percentage is small,
and by experiment it is observed that there is no significant effect on 3D models. In
Fig. 3c and d, we see that the occlusion percentage is greater than 20% and covers
the major part of the monument area, and by experiment it is observed that there
is significant effect on 3D models. If the occlusion percentage is greater than 20%,
then the 3D model contains hole in the occlusion area resulting in an incomplete 3D
model (see Fig. 8).

The images with shadow usually affect the texture of reconstructed 3D models,
which is an open problem to be solved. Some of the shadow detection algorithms
in the literature are detailed in [10, 11]. However, these techniques do not provide
desirable 3D models. Thus, we propose to use a convolutional autoencoder [12]
as shown in Fig. 4 to eliminate the shadow images by classifying the images into
shadow and non-shadow images. The convolutional autoencoder has 64×64×3 size

Fig. 3 (a, b) Images retained and (c, d) images discarded on set threshold. (a) 7% occlusion. (b)
10% occlusion. (c) 28% occlusion. (d) 36% occlusion
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Fig. 4 Classification of shadow and non-shadow images

input layer, which is convolved by a 5×5 kernel with three channels. The convolved
output is max-pooled with kernel size 2× 2 and stride 2. This max-pooled output of
size 30 × 30 × 3 is convolved by a 5 × 5 kernel with six channels. The convolved
output is max-pooled with kernel size 2× 2 and stride 2. This max-pooled output of
size 13 × 13 × 6 is flattened and provided as input to the fully connected network
with three hidden layers of size 512, 360 and 84 nodes, respectively. The last layer,
i.e. fully connected output, is fed to the binary classifier to classify the images into
shadow and non-shadow classes.

2.2 Selection of Images for 3D Reconstruction

The filtered images are processed to choose appropriate images as shown in Fig. 5
for 3D reconstruction. The autoencoder is trained to extract features that are mapped
to the latent space. We use stacked autoencoder in Sect. 2.1 to represent data as latent
points towards clustering. The two types of clustering algorithms considered are
Meanshift [1] and Hierarchical [13]. We use content-based image retrieval (CBIR)
[14] technique with considered clustering algorithms and compare the clusters with
the input query image. The query image is obtained from curator or user. The
intersection of obtained image clusters from mean-shift and hierarchical algorithms
is considered for 3D reconstruction as shown in Fig. 5.



152 R. A. Tabib et al.

Fig. 5 Selection of images for 3D reconstruction

3 Results and Discussions

The implementation is carried out in the Intel Xeon i5 processor, 64GB RAM,
Nvidia Quadro K5000 graphic processor. In this section, we demonstrate the results
of our pipeline and compare the results with existing 3D reconstruction techniques.
We used openMVG and openMVS[15] pipeline for 3D reconstruction.

We used 300,000 internet-sourced images as dataset, which comprises 60 her-
itage sites in India. Approximately 150,000were discarded by our pipeline.We used
50,000 synthetically generated blurred and real blurred images for training stacked
autoencoder. We obtained 95.432% test accuracy and 97.213% cross-validation
accuracy from Stacked Autoencoder used for blur and non-blur classification
(Table 1). We used standard shadow detection dataset [10] for training convolutional
autoencoder, and we obtained 96.156% cross-validation accuracy and 94.591%
testing accuracy from convolutional autoencoder used for shadow and non-shadow
classification. We used openMVG and openMVS pipeline for 3D reconstruction.
We performed subjective analysis for the obtained results with 100 volunteers and
the ratings (rating between 1 and 5, 1 being the least and 5 being the highest) are
recorded, as shown in Table 2.

Table 1 Results of the stacked autoencoder and convolutional autoencoder

Algorithm
Learning
rate

No. of
epochs Time Accuracy

Stacked autoencoder 0.001 1200 120 h Cross-validation: 97.213%

Testing: 95.432%

Convolutional autoencoder 0.0001 1500 216 h Cross-validation: 96.156%

Testing: 94.591%
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Table 2 Subjective quality analysis for the obtained results with 100 volunteers and the corre-
sponding ratings (rating between 1 and 5, 1 being the least and 5 being the highest)

Heritage site Figure reference Overall rating Deviation Spread

Pattadakal Fig. 6a 3.23 0.83 1.9

Fig. 6b 3.79 0.18 1.5

Fig. 7a 3.16 0.23 1.4

Fig. 7b 4.01 0.14 1

Fig. 8a 2.38 0.15 0.7

Fig. 8b 3.47 0.19 0.9

Hampi Fig. 9a 1.46 0.21 1.35

Fig. 9b 2.69 0.18 0.65

Pattadakal Fig. 10a 2.68 0.20 1.4

Fig. 10b 3.9 0.37 2.2

Sasivekal Ganpati Fig. 10c 3.9 0.17 0.75

Fig. 10d 4.2 0.2 1

Stone Chariot Fig. 10e 3.4 0.16 0.8

Fig. 10f 3.9 0.16 0.9

Fig. 6 (a) 3D model of Pattadakal obtained from images containing text. (b) 3D model of
Pattadakal obtained after discarding images with text

In Figs. 6, 7, 8 and 9, we show the results of the individual stages of the
proposed pipeline with the 3D reconstruction of the Pattadakal temple situated
in Badami (Tq), Karnataka, India, and Stone Chariot, Hampi, Bellary, Karnataka,
India. Figure 6a shows the 3D model reconstructed using 100 sample images
of Pattadakal from the dataset among which 36 images contain text. Figure 6b
corresponds to the 3Dmodel reconstructed using 64 images after eliminating images
with text. Figure 7a shows the 3D model reconstructed from 200 sample images of
Pattadakal from the dataset among which 42 images contain blur. Figure 7b shows
the 3D model reconstructed with 158 images after eliminating images with blur.
Similarly, Figs. 8a and 9a correspond to the 3D models reconstructed using 200
and 150 images among which 14 and 27 images are occluded and contain shadow,
respectively. Figures 8b and 9b represent the 3Dmodels reconstructed using 186 and
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Fig. 7 (a) 3D model of Pattadakal obtained from blurred images. (b) 3D model of Pattadakal
obtained after the removal of blurred images

Fig. 8 (a) 3D model of Pattadakal obtained from images containing occlusion. (b) 3D model of
Pattadakal obtained after discarding images containing occlusion

Fig. 9 (a) 3D model of Hampi obtained from images containing shadow. (b) 3D model of Hampi
obtained after removing images containing shadow

123 images after eliminating occluded and shadow images, respectively. Figure 10
shows a comparison of 3D models reconstructed with and without the proposed
filtering pipeline.
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Fig. 10 (a, c, e) 3D models obtained without applying filtering pipeline and (b, d, f) 3D models
obtained after applying filtering pipeline

4 Conclusions

In this chapter, we have proposed a deep learning-based filtering pipeline for
processing internet-sourced images of heritage sites for better 3D reconstruction.
3D reconstruction of heritage sites, using images collected from the internet, is
challenging since images may contain blur, text, occlusion and shadow artefacts
with reported pre-processing methods. To improve the results for the internet-
sourced images, we have proposed a pipeline with pruning and selection modules in
order to select a suitable set of images for 3D reconstruction.We have also proposed
a method to select the suitable set of images using a combination of mean-shift
and hierarchical clustering algorithms. We have demonstrated the results of the
proposed pipeline by generating various 3D models of cultural heritage sites and
have performed subjective qualitative analysis on the obtained results.
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