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Abstract. Aiming at the problem of unbalanced distribution of spatio-temporal
information in video images, this paper proposes a 2D/3D hybrid convolutional
network that introduces attention mechanism, which fully captures video space
information and dynamic motion information, and better reveals motion features.
With the help of the dual-stream convolutional network structure, we built 2D
convolution and 3D convolution parallel neural networks. In the 2D convolutional
neural network, the residual structure and the LSTM network model are used
to focus on the spatial feature information of the video behavior. Secondly, the
3D convolutional neural network constructed by Inception structure is used to
extract the spatiotemporal feature information of video behavior. On the basis of
the two high-level semantics extracted, the attention mechanism is introduced to
fuse the features. Finally, the obtained significant feature vector is used for video
behavior recognition. Compared with other network models on the UCF101 and
HMDB51 datasets, it can be seen from the results that the proposed 2D/3D hybrid
convolutional network has good recognition performance and robustness.

Keywords: Action recognition ·Mixed convolution · Attention mechanism ·
Deep learning · Video understanding

1 Introduction

With the development of information technology, multimedia on the Internet is growing
rapidly, and the number of shared videos is increasing. Video-based behavior recognition
plays a key role in variousfields, such as public intelligencemonitoring, human-computer
interaction, and video search.With the deep application of deep learning in images, more
and more researchers have applied deep learning methods to video processing. Video
data is a dynamic and continuous set of information compared to images. Therefore, in
the data processing process, not only the information of the video space dimension but
also the depth information in the video time dimension should be considered.

But video-based behavior recognition is a challenging issue. In the video, it is still
difficult for the machine to recognize a person’s simple actions due to problems such
as posture, angle, illumination, and occlusion. To improve the effect of behavior recog-
nition, it is necessary to extract the effective features of the video as much as possible.
Based on the 2D convolutional neural network, remarkable achievements have been
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made in two-dimensional signal processing such as images. However, when the 2D con-
volutional neural network performs feature extraction on video data, the limitation of
the 2D convolution method leads to ignoring the time information of the third dimension
of the video during the convolution process. In theory, the 3D convolutional neural net-
work can use the 3D convolution kernel to extract the spatio-temporal hybrid features of
video data, but in practice, the 3D convolutional neural network does not show superior
performance. Compared with the 2D convolutional neural network, the parameters of
the 3D convolutional neural network are too large, and it is difficult to train the deep
convolutional neural network, which increases the complexity of network optimization
and the consumption of computing resources.

In order to capture the visual space information and dynamic motion information
of video images, this paper proposes a 3D/2D hybrid convolutional neural network,
which uses 3D convolution to extract the spatiotemporal features of video behavior,
and another part uses 2D convolution to focus on extracting appearance information.
Finally, the two high-level semantic information are integrated. When constructing a
3D/2D hybrid convolutional neural network, the 2D convolution is used to compensate
the depth of the featuremapwhile limiting the number of 3D convolutional layers, which
makes it possible for the network to achieve better performance with less spatiotemporal
fusion.

2 Related Work

Video behavior recognition is a core issue in computer vision. With the application of
high-performance deep convolutional neural networks for image recognition tasks,many
work has designed effective deep convolutional neural networks for behavior recogni-
tion [1–8, 14–22, 24, 26]. For example, the classical dual-stream convolution network
proposed by Simonyan K et al. [1]. Video can naturally be broken down into spatial and
temporal components. They designed the video recognition architecture and divided it
into two streams. Each stream is implemented using ConvNet, and its softmax scores
are combined through late fusion. The mainstream ConvNet framework relies on dense
time sampling with predefined sampling intervals by focusing on appearance and short-
term motion, thus lacking the ability to integrate remote time structures. To solve this
problem, Wang L et al. proposed Time Segment Network (TSN) [2], a novel frame-
work for motion recognition based on video, based on the idea of remote time structure
modeling. It combines sparse time sampling strategies and video-level supervision to
achieve efficient and effective learning using the entire action. Based on the time seg-
ment network, Zhou B et al. proposed an efficient and interpretable network model,
Time Series Network (TRN) [3]. The network model can learn and infer the timing
dependence of frames on multiple scales in video. The proposed time-series network
sparsely samples the frames and then learns their causality to achieve efficient capture
of timing relationships over multiple time scales.

Compared to 2DConvNet, 3DConvNet is able to better model temporal information
through 3D convolution kernel and 3D pooling operations. Therefore, Tran D et al. pro-
posed a simple and effective method for temporal and spatial feature learning using a
deep three-dimensional convolutional network (C3D) [5] trained on large-scale surveil-
lance video datasets, demonstrating that C3D networks can Simultaneously simulate
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appearance and motion information. Since the 3D convolutional neural network has
more parameters than 2DConvNets, and the training video architecture requires addi-
tional large tag data sets, several variants of the proposed centralized 3D convolutional
neural network fail to utilize long-range time information, thus limiting the performance
of these architectures. Diba A et al. proposed a novel deep space-time feature extractor
network (TTL) [6] that models the variable-time 3D convolution kernel depth over a
short and long time horizon, and On this basis, the DenseNet architecture was extended,
replacing the standard transition layer in the DenseNet architecture with TTL. Their pro-
posed network architecture (T3D) [6] captures short-term, medium-term and long-term
behavioral appearance and time information intensively and efficiently. Shuiwang Ji et al.
developed a 3D convolutional neural network architecture based on 3D convolution fea-
ture extractor [8]. The CNN architecture generates multiple information channels from
adjacent video frames and performs convolutional kernel sub-sampling in each channel
to obtain a final feature representation by combining information from all channels.

In summary, it can be found that the idea of both the 2D convolutional neural network
architecture and the 3D convolutional neural network architecture design is to make full
use of the depth information of the video on the basis of extracting the appearance
characteristics of the video behavior. Using the motion information provided by the
optical flow frame or studying the timing relationship of the input frame is to some extent
compensate for the video time dimension feature of the 2D convolutional architecture
loss,while the 3Dconvolution architecture enhances the 3Dextraction of spatio-temporal
features under the limited convolutional layer. Therefore, we designed a 3D/2D hybrid
convolutional neural network for the advantages and disadvantages of 2D convolution
and 3D convolution.

3 Methods

In this section, we first introduce the built 2D convolution network and 3D convolution
network. After that, we will introduce in detail the simple and effective 3D/2D mixed
convolution behavior recognition model we provide for motion recognition in video.

3.1 2D Convolutional Neural Network

Res-RNN Model. In the 2D convolutional neural network part, the Res-RNN model is
used to extract video behavior feature information. Firstly, the residual structure is used
to build the CNN network to extract the appearance characteristics of the video behavior.
On the basis of CNN, the RNN network is constructed to extract the depth features of
the video behavior. The model structure is shown in the Fig. 1.

The video data contains depth information compared to the image data, and the
2D convolutional neural network focuses on extracting the appearance characteristics
of a certain behavioral video frame. In the built CNN network, the residual network
structure [9] is adopted to enhance the extraction capability of network features. Because
residual learning is a good solution to the degradation of deep networks compared to
other network structures. In the common convolutional neural network, as the number
of network layers increases, the network performance does not increase proportionally,
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Fig. 1. Res-RNN model structure

but instead the gradient dispersion or gradient explosion problem occurs. The residual
network structure utilizes the “shortcut connection” connection method to complete
at least some of the redundant layer’s identity mapping on the basis of the optimized
network hierarchy, ensuring that the input and output of the identity layer are identical,
thereby solving the problem of degraded phenomena that caused by an increase in
network depth.

In order to compensate for the effect of 2D convolutional neural network on behav-
ioral video data extraction features, and because the video input frame is time series,
the long-term short-term memory model in the cyclic network [10] is used to construct
the Res-RNN network. The LSTM passes the self-loop to generate a path for the gra-
dient to continue to flow for a long time, and the weight of the self-loop is not fixed,
and the accumulated time scale can be dynamically changed by the input sequence. In
addition to the external RNN cycle, the LSTM also has an internal “LSTM cell” cycle
(self-loop), from which it appears that the LSTM does not simply apply an element-
by-element nonlinearity to the affine transformation of the input and loop elements, so
LSTM is easier to learn for long-term dependencies than a simple loop architecture. It
captures long-term motion information of video input frames. The structure of a certain
cell network is shown in the figure below (Fig. 2).

For the input data of the behavioral video, by capturing the characteristics of the
input frame at different times, the information of the previous frame of the video is
used to understand the information of the current frame, and to find its dependence,
thereby extracting the motion information of the behavioral video. The LSTM flows by
constructing some gate control information. The important components are shown in the
figure above, including the forgetting gate f , the external input gate g, the output gate q
and the state unit s. Suppose that a cell unit i in the LSTM cyclic network has an input
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Fig. 2. LSTM cycle network “cell” block diagram

vector of x(t)
i at time t and an output vector of h(t)

i . First, the weight of the self-loop is

determined by the forgetting gate f (t)
i . The weight is set by the sigmoid unit to a value

between 0 and 1, where 1 represents complete reservation and 0 represents complete
forgetting. The calculation formula is as follows,

f (t)
i = sigmoid(bfi +

∑

j

U f
i,jx

(t)
j +

∑

j

W f
i,jh

(t−1)
j ) (1)

Where bf , Uf and Wf are the cyclic weights of the offset, input weight, and forgetting
gate, respectively. Then the external input gate g(t)

i determines the information to be
stored in the cell, which is calculated as follows,
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Where bg , Ug and Wg are the cyclic weights of the offset, input weight and forgetting
gate, respectively.After that, the status unit s(t)i of theLSTMcell is updated and calculated
as follows,

s(t)i = f (t)
i s(t−1)
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Among them, b, U and W are the offset weights of the LSTM cells, the input weights
and the forgetting gates. Finally, the output of the cell unit is calculated by the output
gate q(t)

i and the state unit s(t)i , which is calculated as follows,

q(t)
i = sigmoid(boi +
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h(t)
i = tanh(s(t)i )q(t)

i (5)

Where bo, Uo and Wo are the cyclic weights of the offset, input weight and forgetting
gate, respectively.
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The constructed Res-RNN network extracts and encodes the video input frame into a
one-dimensional feature vector through the CNNof the residual structure, and the LSTM
receives the sequence one-dimensional feature vector from the Res encoder, and outputs
the sequence vector containing the video depth feature for subsequent Classification
forecast.

3.2 3D Convolutional Neural Network

Network Structure. In the construction of 3D convolutional neural network, the ref-
erence I3D [7] network structure is selected, which can capture the time structure of
fine action and perform better model features. The network architecture diagram is as
follows (Fig. 3),

Fig. 3. 3D convolution network architecture

Fig. 4. Mixed convolution network behavior recognition model

3.3 Hybrid Convolutional Network

Action Recognition Model. In order to improve the accuracy of behavior recognition,
the attentionmechanism [11, 25] is used to fuse the features extracted by the 2D convolu-
tional neural network and the 3Dconvolutional neural network. The hybrid convolutional
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network will learn the sequence of features with time information and convolve the input
video frames layer by layer. Based on the advantages of 2D convolution and 3D convolu-
tion, the attention mechanism is used to add weights to the behavioral features extracted
by the model. And the feature vectors with significant attention weights are output for
the classification of video behavior. The video behavior recognition model of the 2D/3D
hybrid convolutional network based on attention mechanism proposed in this paper is
shown in the figure below (Fig. 4).

First, the video data is segmented into video frames using the ffmpeg tool. Using
the obtained image frame data as input data of the constructed hybrid convolutional net-
work model, feature extraction is performed separately by layer-by-layer convolution to
generate two high-level semantic feature sequences. After that, the high-level semantic
feature sequences obtained by convolving 2D and 3D are input into the attention mech-
anism. By calculating the significant attention, the corresponding weights are added to
the input feature sequence, and the output obtains a new feature sequence with attention
weights for the recognition of the video behavior. The attention mechanism is applied in
the network, and the video frame feature vectors obtained by 2D and 3D convolution are
weighted, which can enhance the saliency of the feature sequence, continuously train
learning, reduce losses, and improve the accuracy of behavior recognition.

Attention Mechanism. The human brain can intentionally or unintentionally select a
small amount of useful information from a large amount of input information to focus
on and ignore other information. Inspired by this, the attention mechanism is introduced
to select important information for the neural network to calculate. Assume that N
information, I = [x1, . . . . . . ., xn], and question q (the object of interest, which may be
itself) are input, and some task-related information is selected from input I and input to
the neural network for learning. First, calculate the attention distribution αi, that is, the
probability of selecting the i−th information, and the calculation formula is as follows.

αi = softmax(score(xi, q)) = exp(score(xi, q))∑N
j=1 exp(score(xj, q))

(6)

Where score(xi, q) is a scoring function, here we define the score function as,

score(xi) = sigmoid(WTxi + b) (7)

On the basis of calculating the attention distribution, the soft attention mechanism
is used to calculate the attention, and all the information is weighted and summed, and
the input information is encoded as,

attn(I , q) =
N∑

i=1

αixi (8)

Attention is essentially to integrate the information of the feature vector, reduce the com-
putational complexity, obtain significant features, and improve the feature representation
ability of the network model.
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4 Experiment

4.1 Experiment Environment

The experimental platform is Dell server PowerEdge R430, operating system: Ubuntu
14.04, CPU: Intel (R) Core i3 3220, memory: 64 GB, GPU: NVIDIA Tesla K40 m× 2,
video memory: 12 GB × 2.

4.2 Experimental Parameter Setting

Data Set. The data sets selected for the experiment were the UCF101 data set [12] and
the HMDB51 data set [23]. The UCF101 data set has a total of 13320 video segments,
and the number of categories is 101. It has the greatest diversity in motion. Some of
its behavioral categories are shown on the left in Fig. 5. The HMDB51 dataset contains
6849 clips and is divided into 51 action categories. Each category contains at least 101
clips, and some action categories are shown on the right in Fig. 5.

Fig. 5. UCF101 data set (left) and HMDB51 data set (right)

Experimental Parameters. The behavioral feature extraction process uses the Pytorch
framework, and the model used is the 2D/3D hybrid convolutional network built above.
In the training, the batch-size is set to 4, 8, 16, and 28 frames respectively for experimental
comparison. At the same time, experiments are carried out on the input order of different
frames to see if it affects the accuracy of behavior recognition. The BatchNormalization
layer is set in the network to perform batch normalization to solve the problem of
changing the distribution of data in the middle layer during the training process. In
addition, consider the model without adding the BatchNormalization layer, and compare
experiments with other networks to observe the performance of the built 2D/3D hybrid
convolution network.Theoptimizationmethod selects theAdammethod and the learning
rate is set to 0.001.
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4.3 Experimental Result

In order to verify the effectiveness of the 2D/3D hybrid convolutional network that
introduces the attentionmechanism, the experimental comparisonwith the basic network
I3D is carried out from the number of input frames, the order of input frames andwhether
or not the BN layer is included. The 2D/3D hybrid convolution network we built can
take advantage of the network under different convolution kernels. End-to-end training
is performed by taking a well-framed RGB video sequence as input. In order to verify
the performance of the hybrid network, we used the UCF101 public data set for behavior
recognition to test. The results are shown in Table 1 below.

Table 1. Comparison of experimental results on the UCF101 data set

Method Dim BN Input UCF101 Speed

4f (%) 8f (%) 16f (%) 28f (%) Average (fps)

I3D [7] 3d Y Order 72.46 71.35 75.11 79.39 8.00

N Order 46.57 37.23 42.58 58.79 7.07

Y Random 74.23 70.63 74.74 73.15 6.88

N Random 44.26 36.93 48.34 50.48 6.95

Our 3d/2d Y Order 83.51 82.88 80.72 80.69 19.18

N Order 73.42 72.31 72.67 71.50 22.82

Y Random 82.37 80.78 78.86 77.21 20.73

N Random 73.12 74.71 70.48 66.09 22.75

It can be seen from the results in the table that the feature extraction by inputting 4,
8, 16, 28 different frames to the convolutional neural network has a certain influence on
the video behavior recognition result. It can be seen from the data in the table that for
the I3D network model, the influence of the input of different frame data on the accu-
racy of behavior recognition is relatively large. For the proposed hybrid convolutional
network, the input of different frame data has less influence on the accuracy of behavior
recognition.

The partial data in the table is compared and displayed in a visual form. The result
is shown in Fig. 6 and Fig. 7 below.

For the order of input frames is ordered or unordered, we can see from Fig. 6 that
when the number of network input frames is large, the sequential features extracted
by ordered input can improve the accuracy of behavior recognition. Secondly, as can
be seen from Fig. 7, when the I3D network model removes the BN layer, the network
performance is seriously degraded, and the proposed hybrid convolutional network is
relatively robust. And the network model processes data at a fast speed, so that it can
be seen that the hybrid convolution network model with attention mechanism has better
performance advantages.
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Fig. 6. Comparison of ordered or random input results

Fig. 7. Comparison of results of adding BN layers

To further understand the performance of the hybrid convolutional network model
that introduces the attention mechanism, we further compare the performance of the
UCF101 dataset and the HMDB51 dataset with other network models. The results are
shown in Table 2.

Table 2. Comparison results with other network models on UCF101 and HMDB51

Method Dim UCF101 HMDB51

Two-Stream [1] 2D 78.85%
——

CRNN 2D 67.63% 34.04%

I3D [7] 3D 79.39% 28.48%

3D-ResNet [13] 3D 67.60% 25.67%

Our 3D/2D 83.51% 45.71%
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5 Conclusion

A2D/3Dhybrid convolutional networkwith attentionmechanism is introduced to extract
the spatio-temporal features of video behavior through 2D/3D parallel convolutional net-
works, and generate two different high-level semantic information. Then, the attentional
mechanism is used to apply different weights to the features to obtain a distinctive fea-
ture vector for the behavior recognition of the video. The experimental results show
that the proposed methods have an accuracy of 83.51% and 45.71% on the UCF101
and HMDB101 data sets respectively. Compared with other network models, they have
better recognition performance and robustness, which proves the effectiveness of the
method.
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