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Abstract This chapter is an introductory chapter which presents overviews of the
main methods in analyzing, producing, and characterizing functional materials. A
brief idea about deducing optical properties from dielectric function using Kramers–
Kronig relations is presented,withBexZn1−xTe alloys as an example. The reflectance,
transmittance, real and imaginary parts of the dielectric function, refactive index,
extinction coefficient, absorption coefficient, and loss function of these alloys are
plotted against energy and discussed. Brief ideas about some growth techniques
of single crystals such as Bridgman, Czochralski, and Kyropoulos are overviewed.
Besides, some deposition methods of films are described. These include molec-
ular beam epitaxy (MBE), metal–organic chemical vapor deposition (MOCVD), and
chemical vapor deposition (CVD). Moreover, the main characterization techniques
X-ray diffraction (XRD), X-Ray reflectivity (XRR), scanning electron microscopy
(SEM), X-ray fluorescence (XRF), small and wide-angle X-ray scattering (SAXS
and WAXS), secondary ion mass spectroscopy (SIMS), atomic force microscopy
(AFM), spectroscopic elipsometry (SE), photoluminescence spectroscopy, Fourier
transform infrared spectroscopy (FTIR), Raman Spectroscopy,UV-Vis spectroscopy,
and others are briefly described, and some examples are presented.

Keywords Functional materials · Growth techniques · Characterization
techniques · Structural properties · Optical properties

1 Introduction

When we look at the interaction of light and matter in nature, color spectrum formed
according to lattice length of material after the light is absorbed by it and is caused
by the optical behavior of the material. When we hit also to different materials with
our hand slightly, we notice that different sounds come out from the material. This is
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related with the acoustic property of the material. Furthermore, materials have such
properties as having friction very near to zero, high electron mobility, superconduc-
tivity at low temperatures, responding to sunlight, sensitivity to light and movement,
piezoelectric behavior producing current dependent onmovement, producing current
by cooling or heating (Peltier) or just the opposite, cooling or heating by current,
storing data by spin behaviors, remembering original shape (shape memory effect),
mechanical resistivity, and elastic properties. For this reason, the functional prop-
erties of the material, today scientists and Investigation and Development workers
pay great attention on investigation of material properties. For developing nano-
scale optoelectronic devices, related incredible studies take place in literature. For
these developments, spectroscopic techniques are used intensively and it gave way
to new electronic devices in nano-scale. By the help of these, nanoscale solar cells,
paints, drugs, self-cleaning clothes and walls, nanorobots, smart TV, smart phone,
and smart glass, and many other industrial products are designed. Studies on these
subjects are continuing. After the first lamp transistor used in primitive radio and
calculator, developing of diodes and binary system (1 right, 0 false) radios and TVs
got smaller and faster and took their place in people’s lives with great velocity. Later
4, 8, 16, 32, 64, and 128-bit systems are introduced, and dimensions of the devices
got smaller and smaller. Computers, radios, TVs, mobile phones, smart phones, and
many other smart devices became a piece of our lives very fast. These develop-
ments are usually traced by patents, and till now, many patents are produced. For this
reason, mentioning people here who have the most patents will be useful. Making
a simple search on net by the year 2018, one can reach this knowledge on many
Web sites. Kia, Siver, and Brook took 4732 patents on mostly, digital materials, elec-
tronic devices, LCD, security inks, chemistry, DNA, mechanics, and press between
1994 and 2017 years. Shunpei YAMAZAKI follows these with 4315 patents on solar
panels, flash memories, and liquid screens. As the third, Paul LAPSTUN took 1278
patents on press, digital paper, electronic, and Internet fields.

During the growth of technology, elements which the material science is focused
on are II–VI groups on periodic table and compound semiconductormaterials formed
by them. Of course polymers and organic materials also take attention. Semiconduc-
tors are structurally good crystals. Atoms and molecules form a base on a point of
crystal, and this base is called the lattice. 3D settlement of these lattices forms the
crystal. The most important property of this crystal is symmetry. And symmetric
operations are given as reflection, rotation, and inversion in structure. There are
seven different types of lattice; the general lattice kind of these is triclinic due to
point symmetry. These lattice types are very important in terms of functional proper-
ties of solids. Stable cubic and hexagonal semiconductors are preferred due to their
structural, electrical, and optical properties. These materials may present different
electrical and optical properties according to their lattice structure. Here, mobility
of free orbital electron movement determines the electrical properties. For the atoms
which are suitable for disturbing, electronic transitions between energy levels are
related with forbidden band gap and optical properties. Besides, smoothness of the
surface and to see sun light in colored spectra indicates a successful growth period,
else cracked and rough surface structure can be seen. Lattice mismatch and fault
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structure of the crystal formed on these circumstances change the optical behavior
of the structure. Lattice settlement of the crystal is caused by the vibrational phonon
movements. Lattice vibrations are called phonons. Phonon movements belonging
to structure, elastic constants of the crystal structure, phonon frequency, and stable
stress show different properties, and these properties may change by faults. Semi-
conductors may be in crystal, polycrystalline, or amorphous structure. In further
investigations, for growth procedure of the semiconductor, it is desired that it should
have good optical and electrical behaviors. With different crystal growth techniques,
it is possible to grow more stable epitaxial layers under high vacuum and at high
temperatures. Semiconductors may be grown as cubic and hexagonal structures (Si,
Ge, GaAs, GaN, ZnO, GaP, GaInP AlGaAs, AlN, GaN, InGaN, AlInN, AlGaN, etc.)
in MBE or MOCVD systems with high crystallized epitaxial layers. Light-emitting
diode, high electron mobility transistor, photo detector, sensors, and diodes may be
formed in heterostructure as quantumwells andmulti-quantumwells. Cubic structure
crystal semiconductor materials as Si, Ge, InP, GaP, GaAs, AlGaAs, and InGaAs are
the first-generation investigation materials. These materials are still used for produc-
tion of optoelectronic devices in nanotechnology field. But because they have very
narrow structural and optical properties, this sector went on looking for new mate-
rials. In these investigations apart from the materials mentioned above which do not
have cubic crystal structure, interest on GaN-based hexagonal systems which have
resistivity against high temperature, frequency, and voltage is increasing. Of course,
the first problem noticed is c-oriented lattice mismatch between epitaxial layer and
Al2O3 substrate which disorders the stability of the material. While lattice mismatch
causes lattice relaxation, dislocations increase to a very serious level, and finally,
this failure causes cracks on the surface. Furthermore, while cooling from growth
temperature to room temperature, bending movements with wide dislocations are
seen together with mosaic defects (such as layer tilt angle, twist angle, and crystal-
lized blocks). Because of this, full width at half maximum (FWHM) value for (002)
symmetric plane for GaN layer used as buffer layer increases above 400 arcsec (1°=
3600 arcsec). Of course, these problems may be overcome by growing cut-thickness
GaN layers in order to decrease the lattice mismatch of AlN and GaN nucleation
layers at low temperatures to prevent dislocations moving on c-direction. By the
help of these improvements, GaN-based AlGaN/GaN mixed structure field-effect
transistors (HFET) , AlGaN/GaN mixed junction bipolar transistors, GaN metal
oxide semiconductor field-effect transistors, Schottky and p-i-n rectifiers are used as
new generation optoelectronic devices [1–7] . Recently, S.V. Novikov and coworkers
succeeded in the growth of GaN and AlGaN epitaxial layers on GaAs with MBE
without surface cracking [8] . Although III–V group compounds with nitrogen are a
wide research area, ZnS, CdS, HgTe, CdTe, and CdHgTe alloys from II to VI group
are a newer research area [9]. Besides, double and triple semiconductors formed
by using La, Hf, Ru, Tm, Si, Ge, Li, Pt atoms are a research area for more daily
optoelectronic devices [10].
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2 Theoretical Optical Approach to Functional Materials

When the material is exposed to electromagnetic waves, as a result of interaction
of electrons with wide spectrum, some optical events occur. If the energy which
the spectrum has is equal to forbidden band gap Eg, the electron found in orbital is
disturbed to a higher energy level. If the energy is lower than the forbidden energy
band gap, instead of absorption, spectrum is transmitted, and this material is called
transparent [11]. Transmission or absorption of a photon is related with electron
configurations of semiconductor, metal, or insulator [12]. Dielectric property of the
material is a measure of insulation, and forbidden band gap determines whether the
material is an insulator or a conductor. For this reason, by calculating the dielectric
constant of the material, one can gain knowledge about optical behaviors of this
material. Absorption of incident spectrum by the material has some periods. The
reason for the absorption is electron transmissions of optical energy in the material’s
fundamental forbidden band borders. Absorption of the spectrum is excitation of
surface electrons, transmitted between bands with optical energy, in a bulk material.
Transition between bands can be seen in every material. That is, optical properties
of a material are related with electron density in transition situations and band struc-
tures of that material [13]. There are many models for numerical optical behaviors of
the material. All these models have better properties and calculation conveniences.
One or more of these models can be calculated in detail with many programs—for
example, Drude model, Lorentz model, Induced field-effect method, Debye relax-
ation, Kramer–Kronig equations, Hagen–Rubens equation. Calculations can be done
by using the mentioned approximations above [14]. These models given for optical
properties are the most frequent used ones. Here, the Kramer–Kronig equations are
given, and then, an example of using it is presented.

2.1 Kramers–Kronig Relations

Kramers–Kronig relations are used to calculate the real part from the imaginary of
a complex function or vice versa. So, the dielectric function (ε = ε1 + iε2) which is
a function of frequency ω, has a real part ε1(ω) and imaginary part ε2 (ω). Any of
them can be used to produce the other [14]. For example

ε1(ω) = 1 + 2

π

∞∫
0
dώ

ώ2ε2(ώ)

ώ2 − ω2
(1)

Kramers–Kronig relations are also to relate the real and imaginary portions for
the complex refractive index n∗(ω) = n(ω) + i κ(ω). Also, they allow to calculate
the reflectivity, energy loss function L(ω), and absorption coefficient α(ω) all as
functions of frequency or energy.
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Refraction index n(ω) and extinction coefficient κ(ω) can be determined using
the components of dielectric function;

n(ω) =
[√

ε21(ω) + ε22(ω)+ε1(ω)

]1/ 2
/
√
2 (2)

κ(ω) = c

[√
ε21(ω) + ε22(ω)+ε1(ω)

]1/ 2
/
√
2 (3)

Reflectiivity R(ω) and absorption coefficient α(ω) can be calculated using the
following equations:

R(ω) =
⎡
⎣

√
ε21(ω) + jε22(ω) − 1√
ε21(ω) + jε22(ω) + 1

⎤
⎦

2

, (4)

α(ω) = √
2ω

[√
ε21(ω) + ε22(ω) − ε1(ω)

]
1/ 2 (5)

and energy loss function L(ω) is identified by the following formula:

L(ω) = Im

[ −1

ε(ω)

]
= ε2(ω)/

[
ε21(ω) + ε22(ω)

]
(6)

2.1.1 Optical Properties of BexZn1−xTe Alloys

BexZn1−xTe is formed by II–VI group atoms and used for blue-green laser diode
production. This structure can be grown in MBE growth system with Be, Zn, and Te
sources. In this part, optical properties, static dielectric constants, refraction indexes,
absorption coefficients, and plasmon frequency values are calculated according to x
alloy ratio as examples [15].

Dielectric Functions

The value for starting absorption of imaginary part of dielectric function for
BexZn1−xTe gives the splitting �v − �c. Also, it represents the direct optical transi-
tion between valance band and conduction band. On the other hand, these values are
the same with band gap [16]. Real and imaginary parts of the dielectric function for
BexZn1−xTe are given in Fig. 1. As shown in this figure for Be1−xZnxTe, the main
peaks for real part of the dielectric function are 3.54, 2.79, and 2.37 eV for x = 0.25,
0.50, and 0.75 doping values, respectively. For ε1(�ω) = 0, energy values 7.29, 8.43,
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Fig. 1 Real and imaginary parts of dielectric constant for Be0.75Zn0.25Te, Be0.5Zn0.5Te and
Be0.25Zn0.75Te alloys against energy

Fig. 2 Refractive index (n) and extinction coefficient (k) for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and
Be0.25Zn0.75Te alloys against energy

and 8.75 eV give static dielectric constant for increasing Be doping values x = 0.25,
0.50, and 0.75, respectively. The imaginary part of the dielectric constant begins to
increase at about 2.04, 2.11, and 1.58 eV according to doping values. These values
are near to band gap energy. This situation represents the optical transition between
valance band and conduction band. The alloy acts as a transparent material until the
value where dispersion curve started to increase. Here is the low dispersion region.
The energy values for the maximum of the imaginary part of the dielectric constant
are at 4.96, 4.5, and 4.37 eV for the doping values 0.25, 0.50, and 0.75, respectively.
These values correspond to interband transitions [17, 18].

Refractive Index and Extinction Coefficients

Variation of refractive index n(�ω) and extinction coefficient k(�ω) for BexZn1−xTe
are given in Fig. 2 The region where refractive index n(�ω) is maximum shows the
transparent region. The value of refractive index at zero frequency is n(0), and the
square of n(0) equals to the isostatic real dielectric coefficient ε1 (0). It is seen that ε1
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Fig. 3 Absorption coefficient for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and Be0.25Zn0.75Te alloys against
energy

(0) and {n (0)}2 are in accordance with each other for BexZn1−xTe. Also, it is seen
that maximum value of extinction coefficient of alloys k (ω) and static dielectric
constant which ε1 (0) corresponds to zero energy are in accordance with each other.
Dispersion curves of refraction index for Be1−xZnxTe are shown in Fig. 2, and values
of n (0) are found as 2.85, 2.89, and 2.95 for x = 0.25, 0.50, and 0.75, respectively.
It is understood that when the value of Zn increases, refractive index also increases.
It is seen that real part of dielectric function and refractive index and imaginary part
of the dielectric function and extinction coefficient are in agreement with each other.

Absorption Coefficient

Absorption coefficient defines absorption of light by the materials per unit length.
The limit of the absorption is related to optical transitions between fundamental band
gaps. Interband absorption is the excitation of a solid material electron, transmitting
optically between bands. Absorption coefficient is obtained from the real and imagi-
nary parts of the dielectric function as shown in Eq. (4), and the results are shown in
Fig. 3 for Be1−xZnxTe alloys. Absorption coefficient values are starts to increase at
2.06, 2.11, and 1.56 eV for Be1−xZnxTe, respectively, according to x doping values. It
is seen that the point where the absorption coefficient started to increase agrees with
those when the imaginary part of the dielectric function and the extinction coefficient
began to increase.
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Fig. 4 Loss function L(w) for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and Be0.25Zn0.75Te alloys against
energy

Loss Function Calculation

Loss function variation with energy is given in Fig. 4 for BexZn1−xTe. It is the
variation of loss energy while the electron is transmitting from the top of the valence
band to the bottom of the conduction band. Here, the main peak value is known as
plasmon frequency. Alloys act as insulators above plasmon frequency value and as
metals below plasmon frequency value.

Loss function of the electron is deduced from the real and imaginary parts of the
dielectric function for Be1−xZnxTe alloys, and it is shown in Fig. 4. Loss function has
some peaks between 12 and 19 eV. The frequency corresponding to the main peak
of the loss function is called as plasmon frequency. Imaginary part of the dielectric
function is minimum where the peak of loss function is maximum. For the doping
values (x = 0.25, 0.5, and 0.75), the energies corresponding to plasmon frequency
values are 14.80, 15.70, and 14.48 eV. When we look at the plots, it is seen that
absorption is too little between 0 and 12 eV. The reason is that there is absorption
in this frequency range as can be deduced from the imaginary part of the dielectric
function [19].

3 Growth Techniques of Functional Materials

Semiconductor technology has become quite common today. For this reason, the
optoelectronic devices desired to be obtained are very much concerned with the
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formation of single crystalline structures such as group III–V, II–VI for the epitaxial
layers. Formation of single crystalline materials has become possible by various
crystalline growth methods. Thin films can be grown with sophisticated and simple
techniques. Crystalline growth methods are divided into bulk and thin film growth.
Bulk growth techniques are Bridgman and Czochralski. Thin film growth techniques
are generally molecular beam epitaxy, metal–organic chemical vapor deposition, and
chemical vapor deposition techniques.

3.1 Bulk Crystalline Growth Techniques

Techniques for single crystalline growth are solution growth, melt growth, and vapor
growth techniques [20]. In cubic or hexagonal systems, crystals oriented in a desired
orientation and additive density is grown on a core crystal (AlN, ZnSe, CdSe, GaAs,
GaP, Ge, S, GaN, Al2O3, etc.). Brief ideas about some of these techniques will be
given below.

3.1.1 Bridgman Technique

In Bridgman technique, the crystal is grown in a vacuum quartz tube surrounded
by a crystal oven or thermos elements. By the Bridgman method, the crystalline
surface, which is solidified by crystallization, is moved in the vertical direction, and
the pointed end in the furnace or quartz tube is lowered. The pointed tip is the starting
point for the first cooling and acts as a core during the growth. By pulling the pointed
end, the crystal in molten state is enlarged [20]. In the Bridgman technique, the oven
or quartz tube can be moved by holding the crystal carrier stationary. The crystal
carrier can be moved by holding the furnace or quartz tube constant, or it is possible
to grow the crystal by different methods by simply changing the temperature without
movement.

3.1.2 Czochralski (CZ) Technique

Czochralski is a fast method to grow single crystals. It is widely used for semi-
conductors, oxides, and fluorides to be used in optical applications. This method is
the most widely used technique in the production of single crystalline silicon (Si)),
and germanium (Ge) is the Czochralski (CZ) technique [21]. Ultra-high-purity Si is
usually dissolved in a carrier which is quartz. If n-type or p-type single crystalline
Si is grown, then additive atoms such as boron (B) or phosphorus (P) are added in
this step. A Si single crystal (which can be expressed as a seed crystal) in a suitable
crystal orientation is immersed in the melt and is slowly rotated and pulled up at the
same time.With the CZmethod, it is possible to obtain a single crystal in a very large
cylindrical shape. This method is often used in the growth of silicon single crystals.
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This method produces the most homogeneous and perfect crystals. But it is only
applicable to the materials that melt congruently or nearly congruently, because the
solid and melt compositions are the same at equilibrium.

3.1.3 Kyropoulos Technique

The Kyropoulos technique was designed to create a smooth crystal at low temper-
atures in the mid-twentieth century. This technique is one of the most advanced
techniques for growing large single crystals before CZ technique. The most impor-
tant difference between this technique and the CZ technique is that it can form
different crystal forms. In Kyropoulos method, a solution in the pot is heated. By
slowly cooling the melt, the solid–liquid interface between the melt and the core
crystal begins to form. At the beginning of the crystal formation process, the nucleus
forms a cone-shaped shape in the crystal aligned to the melt. In this method, instead
of pulling up the crystal from the melt, the growth in the crucible is completed by
cooling slowly. The size of the resulting crystal is almost equal to the diameter of
the pot [22].

3.2 Thin Film Growth Techniques

3.2.1 Molecular Beam Epitaxy (MBE)

MBE is an ultra-high vacuum (UHV) -based thin film growth technique used to
produce single-step, controlled, and high-quality epitaxial structures. It has become
a widely used technique for the production of semiconductors, superconductors, and
metals with a high degree of purity. The underlying phenomenon of theMBE growth
system is quite simple: The solid source materials are placed in the evaporation chan-
nels to provide angular distributions of atoms or molecules. The substrate is heated to
the desired temperature, and the substrate is rotated for growth to be homogeneous.
The ultra-high vacuum hits the substrate surface heated in the environment and is
bonded to the structure on the enlarged surface. Despite its conceptual simplicity,
material purity and slow growth are a bad advantage, but it is a significant advantage
that growth can be controlled through the system. In the MBE system, such as GaAs,
AlGaAs, InGaAs, InGaP, InP, AlGaN, and AlGaAsP structures can be grown [23].

3.2.2 Metal–Organic Chemical Vapor Deposition (MOCVD)

MOCVD is chemical vapor deposition method for epitaxial growth of materials,
exclusively compounds. The growth of crystal structures in the MOCVD technique
occurs chemically. As an example, the GaAs film growth is as follows: gallium
(Ga) or arsenic (As) compounds, called precursor gases. Usually, a metal–organic
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compound such as arsenic hydride (AsH3) for As and trimethyl gallium (TMGa)
for Ga is used. The precursor gases are injected into the reactor via the carrier gas
(hydrogen or nitrogen). The reactor and substrate are heated to a certain temperature.
Temperatures may range from about 500–1500 °C depending on the material to be
produced. Reaction in the heated reactor and sub-surface occurs in the gas phase.
The particles, together with AsH3 and TMGa, are transported to the substrate surface
where they are deposited on the substrate and the remaining gases are discarded.
Within these steps, the GaAs layer grows on the buffer layer. Unreacted molecules
are separated from the surface and discharged from the reactor with the aid of carrier
gas [24, 25].

As a sample, the high-resistivity GaN layers were grown on 6H-SiC substrates,
with different buffer layers structures in MOCVD system. For these structures,
trimethylaluminum (TMAl) , TMGa, and ammonia (NH3) as Al, Ga, and N precur-
sors are used, respectively. Oxide layer in surface of SiC substrate was removed by
annealing of the under hydrogen ambient at 1200 °C for ~10 min. For four different
samples (called A, B, C and D), growth procedure is applied with different buffer
layers. All of the samples nominally contain a 190 Å thick GaN layer after the buffer
structures (Table 1).

Sample A contains 100 Å-thick, low temperature growth AlN, 1400 Å-high
temperature growth AlN and 500x100 ÅGaN/AlN pair super lattice structures under
high-resistant GaN layer. In sample B, 100 Å-low temperature AlN and 1400 Å AlN
layers were grown as a buffer layer at high temperature. The buffer layers of sample
C includes a 100 Å-thick AlN nucleation layer grown at low temperature (705 °C)
and 2300 Å-thick AlGaN layer.Fhere, XRD scan was used to obtain the Al content
of the AlxGa1−xN layer, and its value is determined as 67.0%. And 300 Å-thick AlN
(high-temperature AlN) is grown at 1100 °C and is used as a buffer layer in sample
[26].

Table 1 High-resistant GaN barrier structures designed in the different structural properties

A B C D

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

GaN/AlN superlattice
500 Å

– Undoped-AlGaN
layer 2300 Å

–

High-temperature
AlN layer 1400 Å

High-temperature
AlN layer 1400 Å

– High-temperature AlN
layer 3000 Å

Low-temperature AlN
nuclation 100 Å

Low-temperature AlN
nuclation 100 Å

Low-temperature AlN
nuclation 100 Å

–

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate
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3.3 Chemical Vapor Deposition (CVD)

CVD is a process in which gases chemically react and form reaction products on the
substrate surface. The basic process steps in CVD are [27]: (I) Transport of reaction
materials to the reaction chamber. (II) Chemical reaction at the sample surface.
(III) Accumulation of reaction products on the heated surface of the sample. (IV)
Separation of residual gases from the sample surface.

3.4 Vapor Phase Epitaxy (VPE)

VPE is a chemical vapor deposition method on a substrate for epitaxial solid layers.
There are two methods of growing groups III and V with VPE: chloride and hydride.
In the chloride method, chlorine is passed through the gallium arsenic metal to form
GaCl3. In the hydride method, hydrogen is mixed with arsenic (AsH3) and GaCl3
gases and sent on the substrate, which is held on a rotating plate at about 1100 K.
The gases are trapped on the substrate surface. The enlargement of structures such
as GaAs by the VPE method can create a perfect crystal with a better purity [28].

3.5 Liquid Phase Epitaxy (LPE)

LPE is based on the decomposition of sub-solid material from a cooling solution
layer. The substrate is stored in the growth chamber, and the solution is saturated
with the growthmediumuntil the desired growth temperature is reached. The solution
is then contacted with the single crystalline substrate surface, allowed to time for the
desired growth to occur, and finally, the material is allowed to cool after growth has
occurred [29].

4 Characterization Methods of Functional Materials

4.1 Scanning Electron Microscopy (SEM)

In this system, electrons are thermionically emitted from an electron gun fitted with
a tungsten filament. The emitted electrons which have an energy of 5–30 keV are
accelerated with the help of electrical force, which is reversely directed to the electric
field, and these electrons are bombed by means of focusing lenses toward the surface
of the material, which is coated with one of Au, Pt, Ag, and Cu metals (Fig. 5).
Because of this situation, two types of collisions are seen that are elastic and inelastic.
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Fig. 5 SEM diagram and spectroscopy techniques by electron–material interactions

SEM and spectroscopic techniques are related to inelastic collisions. In inelastic
collisions, electron interacts with the atoms of the sample material. Incident electron
rips an electron which may be of 1 s core energy level and passes to the back side
of the sample by losing most of its energy. These electrons give the opportunity of
scanning transmitted electron microscopy (STEM) image. The electron ripped from
1 s is knownas the secondary electron. Secondary electronsmay also result fromother
inelastic interactions between the primary electron beam and the sample. Secondary
electrons which are ripped from the atoms approximately 10 nm down the surface
of the material are taken to the surface by the help of coated metals, and they radiate
on the surface of the material with the kinetic energy they have. Conductor metal
collects the electrons on the surface, and so, there are no charges inside. Electrons on
the surface make a wide radiation spectrum according to their energy density. Later,
these radiations are transformed to image analyzers, amplifiers, and detectors [30].

As an example of scanning electron microscope images, Fig. 6 shows the SEM
micrograph representative of the boron-doped polyvinyl alcohol-HfO2 fibers in
different voltages (14.0 and 28.0 kV). It can be observed that the formation of single
fiber and cluster structure was the predominant morphology; only a large number
of them show irregular fiber orientation, and the average fiber diameter was 670 nm
[31].

In order to be stable, 1 s level takes an electron from 2 s or 2p levels. Energy
difference between 2 s and 2p and 1 s levels rips an electron from upper levels of
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Fig. 6 SEM micrograph of polyvinyl alcohol-HfO2 doped with boron which is synthesized by
electrospinning technique at different voltages. a 14.0 kV, b 28.0 kV [31]

the atom, and this electron is called as Auger electron (Fig. 5). Auger comes from
1 to 3 nm thickness of the sample surface. Also, this situation causes emission of
X-ray spectrum. Auger electrons are not seen in atoms such as lithium, helium,
and hydrogen which do not have any electrons upper than p level. Auger electrons
give the opportunity for both mineral analysis and surface analysis as (topography,
morphology, composition, shape, etc.). This technique is called as Auger electron
spectroscopy. X-ray spectroscopy caused from electronic transitions presents very
useful analysis of elements.X-ray spectroscopywith energy andwavelength is known
as EDX and WDS [32], respectively. Electron transition energies between stable
levels are impaired with a database determined before, and one can decide which
element these transitions belong to. Mapping can be done. Furthermore, ratio as
a percentage of the compound in the composition can be determined. When the
transition energies of the unknown samples are needed to be determined, one can
use high-resolution fast semiconductor detector.

Figure 7 presents an example on EDX spectra, where the EDX spectra of CaO
and SiO2 are shown. If the CaO sample was examined by WDS, peaks would be
sharper, and so, FWHM values would be lower.

Also, with EDX, one can do quantitative analysis, where EDX report gives the
composition of the sample. For the example above, the composition of the sample
is given in Table 2, where the concentrations of Si, Ca, and O elements are give by
weight, atomic percent, and compound percent, respectively.

Cathodoluminescence in Fig. 5 is the term that describes the analysis of radiation
emitted due to bombing the sample with electrons. By the help of cathodolumines-
cence spectroscopy, surface mapping can be done using deep energy values, and
surface image can be formed. As an example, Fig. 8 shows the cathodoluminescence
spectra of the p-GaAs reference substrate and the porous p-GaAs measured at room
temperature. Porous GaAs layers are formed by electrochemical etching on highly
doped p-type wafers with (001) crystal orientation by Bioud, et al. [33].
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Fig. 7 EDX spectra of CaO and SiO2

Table 2 EDX analysis for CaO and SiO2

Element Weight
Conc %

Atom
Conc %

Compound
Conc %

Formula

O 51.06 65.58 0.00 O2

Si 42.59 31.16 91.12 SiO2

Ca 6.35 3.25 8.88 CaO

Fig. 8 Cathodoluminescence
spectra at room temperature
for the p-GaAs reference
substrate and the porous
p-GaAs [33]
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4.2 X-Diffraction and Spectroscopy

4.2.1 X-Ray Types

X-rays can be generated by an evacuated X-ray tube that uses a high voltage (~40 kV)
to accelerate the electrons released by a hot cathode to a high velocity. The high-
velocity electrons collide with the anode which is a metal target, such as Mo, Cu,
Co, Fe, or Cr. X-rays are generated via interactions of the accelerated electrons with
electrons of the anode. There are two types of generated X-ray: characteristic X-rays
and bremsstrahlung one. The characteristic X-ray is produced when a high-energy
electron collides with an inner shell electron (1S, 2S, …), and both are ejected from
the atom leaving a “hole” in the inner shell. This is filled by an outer shell electron
with a loss of energy emitted as a monochromatic X-ray photon. If the inner shell is
1S (called K shell), and the outer shell is 2S, 2p (called L shells), then the emitted
X-ray is called Kα1, but if the outer shell is 3s, 3p, 3d (called M shells), then the
emitted X-ray is called Kα2. But if the inner shell is L shell, and the outer is M
shell, then the X-ray is called Kβ1. If the outer shell in this case is 3s, 3p, 3d (called
N shells), then the emitted X-ray line is called Kβ2, and so on. In other words, Kα

is between L-K, Kβ is between M-K, and Kγ is between N-K. In X-ray diffraction
techniques, the sharpest peak, Kα, is used. Kβ peak is absorbed by some filters such
as Zr, Ni, Fe, Mn, and V. The second type of generated X-ray is produced when
electrons pass near the nuclei in the anode material, where they slow down and loss
their kinetic energy continuously. During their deceleration they give the continuous
X-ray radiation known as a bremsstrahlung X-ray. As a result of characteristic and
bremsstrahlung radiation, the generated X-ray will be similar to the one shown in
Fig. 9. Characteristic X-ray peaks are the sharp peaks labeled as Kα and Kβ. This

Fig. 9 Molybdenum X-ray
spectrum with different
potentials between the anode
and cathode [34]
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spectrum can bemanipulated by changing theX-ray tube, current, or voltage settings,
or by adding a filter to get monochromatic X-ray.

4.2.2 X-Ray Diffraction (XRD)

TheX-ray diffractometer consists of three basic parts: anX-ray tube, a sample holder,
and an X-ray detector, and it usually operates at known voltages and current. When
a monochromatic beam of X-rays such as (Kα) is incident on a sample as shown in
Fig. 10, it will be scattered from the atoms within the sample. To get monochromatic
X-ray, a filter is required. Kα consists of Kα1 andKα2, where Kα1 has a slightly shorter
wavelength and twice the intensity as Kα2, so a weighted average of the two is used.
If the material is crystalline, then the scattered X-rays will undergo constructive and
destructive interference. This process is called diffraction, and the maxima of the
intensity of diffracted X-rays, which correspond to constructive intereference, are
called diffraction peaks, and they satisfy Bragg’s law:

2d sin θ = nλ (7)

where d is the lattice spacing, θ is the diffraction angle, which is the angle between
the incident X-ray and the scattering plane as shown in Fig. 10a. n is the order, and
λ is the wavelength of incident X-rays. These diffracted X-rays are then detected by
the detector, processed, and counted. The produced XRD pattern (diffractogram) is
a fingerprint of the material under investigation. When a powder or polycrystalline

Fig. 10 a XRD measurement device scheme. b XRR measurement device scheme. c HRXRD,
texture, and stress measurement device scheme. d XRF measurement device scheme
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material with randomly oriented crystallites is placed in the X-ray beam, the beam
will see all possible interatomic planes. By scanning the sample through a range of
2θ angles, all possible diffraction directions from the sample will be detected. The
positions of the diffraction peaks can be converted to d-spacings, which allow the
identification of the material by comparison with standard reference patterns [35].

X-ray diffraction is now a common technique for the study of crystal structures
and atomic spacing. This technique provides information about structures, phases,
preferred crystal orientations (texture), average grain size, crystallinity, strain, and
crystal defects, and it is used for analyzing minerals, alloys, spreading phases,
corrosion products, polymers, zeolites, explosives, and cement like materials. The
parafocusing (or Bragg–Brentano) diffractometer is the most common geometry for
diffraction instruments.

4.2.3 X-Ray Reflectivity (XRR)

Thebasic principle ofX-ray reflectivity (XRR) is to reflect a beamofX-rays at grazing
angles of incidence or low angles (typically, from 0 to 4° from grazing incidence) as
shown in from a flat surface (Fig. 10b) and then to measure the intensity of reflected
X-rays in the specular direction (reflected angle equal to incident angle) as a function
of angle. The total external reflection occurs below the critical angle θ c, which is very
small, and depends upon the electronic density of thematerial. The higher the angle of
incidence of theX-ray relative to θ c, the deeper theX-rays penetrate into thematerial.
Below the critical angle of total external reflection, X-rays penetrate only a few
nanometers into the sample. At every interface where the electron density changes,
a part of the X-ray beam is reflected. The interference of these partially reflected
X-ray beams results in the oscillatory pattern observed in reflectivity experiments.
From these reflectivity curves, layer parameters such as thickness (until 1000 nm),
density (with %1 error), interface, and surface roughness (until 5 mm) for single
and multilayer stacks on semiconductor wafers can be determined, regardless of
the crystallinity of each layer (single crystal, polycrystalline, or amorphous). Also,
morphology can be determined by spreading beam, correlation lengths, and fractal
parameters.

Figure 11 shows a fit curve modified with dynamical equations of XRR scan for
AlN crystal grown on SiC substrate by MOCVDmethod. The figure shows reflected
intensity of X-rays against 2θ /θ, where θ is the incidence angle and 2θ is the angle
between the detector and incident X-rays. Here, by using fringes width thickness is
found as 61.340 nm and by using amplitude of fringes roughness is found as 1.121
nm and density is found as 3.17 g/cm3.
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Fig. 11 Reflectivity scanning of AlN buffer layer grown on SiC by MOCVD. It is given with Inset
fit value

4.2.4 High-Resolution X-Ray Diffraction (HRXRD)

HRXRD is an indispensable technique for semiconductor and polymer-
semiconductor materials. HRXRD can be obtained using a laboratory-based triple-
axis (four-circle) diffractometer. It requires a sealed X-ray tube or rotating anode,
a mirror with a four-bounce duMond–Hart–Bartels (dHB) design monochromator
to isolate Kα1 in the incident beam path, because in this method only Kα1 spectral
line is used as X-ray source, and a two- or three-bounce monochromator in front of
the detector. Usually, a Ge(220) crystal monochromator is used. A Ge(440) crystal
monochromator can be used to further improve the resolution at the expense of inten-
sity. Before describing the work principle of this method, it is essential to emphasize
that the sample should be prepared very carefully. For an efficient Kα1, Gemonochro-
mator, slit and absorber apparatus should be used. While inserting the sample and
adjusting the detector, detector and Kα1 source tube should stand at the same axis
level. Sample is attached to the Cradle attachment centered by the help of such
methods as vacuum, clamp, glass paste, gum, or magnet. Kα1 beam in the detector
is seen in full intensity value. During the z or height adjustment of the sample at the
first time, when z approaches to beam, the total intensity value of the beam goes to
zero. Here, the zero value of the total intensity, tube, and the X-ray beam direction
behind the sample meet in attachment surface. Here, we shall adjust the direction of
the X-ray beam toward the middle of the side section thickness of the sample. For
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this reason, the middle of the getting zero full intensity value is calibrated as z value.
Secondly, θ is scanned between −2 and +2, and the vision should be a triangle.
Here, the aim is searching whether the surface of the sample has tilt or not. Sample
adjustment is over if maximum peak point of the scan is at zero and it corresponds
to the half of the full intensity value; otherwise, Z and θ scanning should be made
again. Z axis-directed preferred planes are primarily examined by ω − 2θ scanning
for substrate, epilayer, heterostructure, MQW, and such nanotechnological devices.
Data is taken from all layers and differentiated from each other. Among these planes,
mostly c-directed symmetric (002), (004) and (006) planes are scanned. For example,
while examining GaN layer, symmetric scans for these planes can be made.

In order to see crystal planes, sample will not be changed to powder, but it should
be put into the system completely. For this reason, besides θ and 2θ, there should
also be x, y, z, ω, χ , and ϕ axes (Fig. 10c), where ω is the angle between incident
X-ray beam and the sample. HRXRD usually measures intensity of scattered X-rays
as a function of ω and/or 2θ. There are different types of scans: first, a rocking curve
which is a plot of X-ray intensity versus ω with the sample tilted, but the detector
is set in an angle, second, a detector scan in which X-ray intensity is plotted against
2θ without changing ω (fixed source), and third, a coupled scan in which scattered
X-ray intensity is plotted against 2θ, but if sample rotates, the detector also rotates,
or in other words, ω changes in a way that is linked to 2θ. In this scan, the source is
fixed, and 2θ = 2ω + offset. It shall be noticed that ω scan and 2θ scan are needed
in the alignment process, and coupled scan is usually used to show the final result.

The diffraction planes can be classified to be symmetric planes and asymmetric
planes. The angle between diffraction plane and incident angle is ω, while the
diffracted angle is 2θ. Symmetrical planes are the planes that are parallel to the
surface of the sample, while asymmetrical planes are the planes that have an angle to
the surface of the sample (obtained by tilting the sample). Symmetrical and asymmet-
rical scans are both needed to be able to investigate different properties of materials.
Symmetrical scans only provide information about in plane (parallel) lattice param-
eter. Among these planes,mostly c-directed symmetric (002), (004), and (006) planes
are scanned. But (102), (111), and (121) are asymmetrical planes. Symmetrical plane
measurement was used to find the tilt of the epitaxial layer, while asymmetrical plane
measurement was used to find lattice mismatch, strain, and relaxation. Also, c-lattice
length is determined from symmetric plane peaks, and a-lattice length is determined
from asymmetric plane peaks. For example, while examining GaN layer, symmetric
scans for these planes can be made. χ and ϕ axes are also used with ω and 2θ axes
for (102), (111), and (121) asymmetrical planes. In this kind of analysis, ω, 2θ and χ

values of crystallographic asymmetric planes or tilt angle should be determined with
a software or by using vector operations. After calibrating these values on the device,
ϕ scanning is made. After calibration of ϕ, determined from scanning peaks, sample
is scanned in 2θ angle from right and left. For example, ±(1, 2and 3) degrees.

For example, Fig. 12a shows a coupled scan plot, in which intensity is plotted
against 2θ, andω is changing. The figure shows theω − 2θ scans ofAlxGa1−xN/GaN
(x = 0.3) structures with and without a high-temperature AlN interlayer and AlN
buffer layer on sapphire substrates for the three high-electron mobility transistor
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Fig. 12 a High-resolution Bragg reflections near the (0002) reflection of samples A, B and C.
b The (101̄5) rocking curve of the GaN layers and the AlN interlayer in sample A [36]

(HEMT) samples [36]. As shown in Fig. 12a, besides the AlGaN (0002) and AlN
(0002) reflections, an intenseGaN (0002) reflection alongwith its strong interference
with AlGaN was observed, in turn indicating that the GaN, AlN, and AlGaN layers
possess high-quality wurtzite structures. Here, miller planes of hexagonal structure
are indicated by (hk(-h-k)l). In the skew geometry of XRD, the ω peak of the asym-
metric (101̄5) plane in the interlayer was the only one found and was shown by the
ω scan of the GaN (101̄5) reflection, as shown in Fig. 12b.

Qualitatively, the determination of the quality of crystal can be taken based on the
full width at half maximum (FWHM) of the peaks. A perfect crystal will have a very
sharp peak. A broadening of the curve can be related to the presence of mosaicity,
dislocation, or curvature in the sample. Plane quality is determined by fitting the ω

turning peak half height width (FWHM) to the Gaussian function. The quality of
the FWHM increases when approaching to the FWHM value of 0.00435° (15arcdeg)
gained from silicon calibration of Ge monochramator.

4.2.5 X-Ray Florescence (XRF)

The mechanism of this technique is easy to understand if compared with XRD. In
XRD, only Kα source spectra are used, but in XRF, all the spectrum coming from
the tube is used which is called primary. In this technique, irradiation of a sample
by bombarding with primary X-ray beam from an X-ray tube causes emission of
fluorescent X-rays with discrete energies characteristic of the elements present in
the sample. It can be seen in Fig. 10d that when the whole beam comes over the
sample, in all types of atoms forming the sample, the electrons in inner shells like
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K, L, and M are excited, and luminescence effect is seen. So, Kα, Kβ, Lα and Lβ

spectras are seen for every element in the sample. The spectra of these elements
are compared with database, which was prepared for all elements, and constituent
elements of the sample under study are determined. This determination should be
made before the compound determination in XRD. It is useful to know the atoms
forming this compound in XRD.

Analysis is made using one of two spectrometers of two design principles:
wavelength-dispersive X-ray fluorescence spectrometers (WD-XRF) and energy-
dispersiveX-rayfluorescence spectrometers (ED-XRF).WD-XRFspectrometer uses
a crystal monochromator as a grating to diffract the fluorescent X-rays to produce
a spectrum. So, just a single wavelength at a time is received by the detector that
measures their intensity. But the ED-XRF spectrometer permits the fluorescence
radiation of all wavelengths emitted to reach the detector simultaneously, and it uses
a pulse height discriminator to classify the energy of the X-ray photons that strike
the detector.

All the elements till uranium can be analyzed by this technique. Geological and
underground good samples are commonly examinedwith XRF technique. Especially
for underground investigations, there are portative XRFs put in a bag or shaped like
a gun. A historical self-portrait painted by Sir Arthur Streeton (1867–1943) has
been studied with fast-scanning X-ray fluorescence microscopy using synchrotron
radiation given in Fig. 13 figured by Hovard et al. [37]. Also, XRF technique is
commonly used in the powder analyses with XRD [38].

Fig. 13 Representative X-ray fluorescence spectrum of a 50 mm2 area of the painting near the chin
collected by 1 of the 384 detector elements of the Maia detector array. Several major elemental
fluorescence lines and the scattering components are labeled [37]
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4.3 Secondary Ion Mass Spectroscopy (SIMS)

In this technique, an ion gun is used to produce a precisely focused energetic primary
ion beam (typically between 25 and 30 keV kinetic energy) that sputters the surface
of the sample. Because of this primary ion sputtering, a collision cascade is induced
in the upper surface layers of the sample. Due to energy dissipation resulting from
these collisions, bonds will be broken and secondary particles will be emitted. The
emitted secondary ions (positive or negative) are collected and analyzed by mass
spectroscopy, where they are separated from each other according to their charge
and mass ratios. Three types of signals are taken from the scattered ions. These
are ion images, depth profiles, and mass spectra, respectively. So, 3d mapping of
the elements and molecules can be made. As an example, SIMS depth profile of
gallium-doped zinc oxide (GZO) thin films which were successfully deposited onto
n-Si and glass substrates by RF magnetron sputtering at room temperature using a
power of 200 W [39] is presented in Fig. 14. Ga and Zn homogeneity in the layers
give very good results.

Fig. 14 SIMS depth profile of GZO thin films onto n-Si and glass substrates [39]
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4.4 Stress Measurements

In stress measurements, there are two modes: the “iso inclination” and the “side
inclination.” In the iso-inclination mode, the 2θ is measured by aligning the χ plane
(the plane that connects the normal of the sample surface to the normal on lattice
plane) to the detector scanning plane (2θ scan). In the side inclination mode, the 2θ
is measured by setting the detector scanning plane perpendicular to the χ plane. This
mode permits the use of large values of the angle χ to measure the bottom or curved
sections of a gear, which are difficult to measure by the iso-inclination method.

Using XRD and Bragg’s law, stress measurements can be performed for semicon-
ductor and metal material by measuring detector ane 2θ while varying the angle χ,
where χ is formed by the normal of the sample surface and the normal to the lattice
plane. In these measurements, if there is stable stress in any direction, the diffraction
peak of this direction is used. Setting the angle of the X-ray beam at fixed value, the
value of d at the position of the diffraction peak can be found by substituting n = 1
in Bragg’s law, 2d sin(θ) = y. For a symmetric and asymmetric peak in the ω scans,
the peak will be determined through scanning in a narrow range. The value of d and
data corresponding to changing χ value is used the stress equation;

d = d0
1 + ν

E
σ sin2(χ) − d0

ν

E
(σ11 + σ22) (8)

According to this equation, the plot of d versus sin2(χ ) will be linear. So, by
performing a linear fit, and using the slope m obtained from the fit, the stable stress
can be calculated from the formula:

σ = m

d0

E

1 + ν
(9)

where Young’s modulus E, Poisson ratio ν, and lattice spacing in stress-free condi-
tions d0 are known for the material. As an example, d versus sin2(χ ) curve is given
in Fig. 15 for Ge semiconductor. χ angle is taken between 0 and 4° with steps of 0.1°
for stress measurements by using side inclination mode. By using symmetric (004)
ω-scans we find d of the peak with the help of Eqs. (8) and (9) as mentioned above.

Stress curve is plotted. The equation of the regression straight line is found from
the plot as: y = −0.0004x + 1.3663, where x = sin2(χ). Using the slope of the
straight line, which is m = −0.0004, Young module, for Ge E = 150GPa, Poisson
ratio ν = 0.3, and universal d0 = 1.3577 values, the stable stress was calculated and
found to be −34MPa.
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Fig. 15 d versus sin2(χ). plot for Ge semiconductor

4.5 Texture Calculation

In this method as in XRD, Kα1 and subdued Kα2 spectral peaks are used. Generally,
pinhole apparatus is used, and pole images aremade. Primarily in a texturedmaterial,
diffraction peaks should be seen, and when the Bragg condition is maintained with
θ, the range giving the d values is kept constant. After this, diffraction peaks are
tried to be seen again and again with Cradle attachment and χ tilt and ϕ turn angles
in a certain range. After this, for analyzing the data peak intensities which have d
values gained from every χ (tilt) and φ (rotation) angle scans, three-dimension pole
(χ, φ, and intensity) is plotted. Texture mapping can be given as an example to this
situation. In texture analysis, as standard measurement ranges, 2θ range is 2.5–70°,
χ tilt angle range is 0–85° or 0–350°, and φ turning angles can be used in every 6-
degree steps. Pole graphs needwide data analysis because of fingerprints of theX-ray
beam by sintilization detectors. Texture analysis became more convenient with fast
pixel detectors. In texture analysis, spreading of the lattice plane direction is shown
in a half sphere. Sample may be weak, heavy, and normal texture. In investigations,
direction of a plane can be determined with 2θ scan without using pole graph. In the
degree of direction, texture percentage of crystal lattice plane is determined by the
ratio of single peak area to total area of peaks.
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4.6 Small and Wide-Angle X-Ray Scattering (SAXS
and WAXS)

Small-angle X-ray scattering (SAXS) is an analytical technique that measures the
intensities of X-rays scattered by a sample as a function of the scattering angle.
Measurements are made at very small angles, typically in the range of 0.1–5°. A
SAXS signal is observed whenever a material contains structural features on the
length scale of nanometers (1–100 nm). SAXS method is one of the most versatile
techniques for the structural characterization of nanomaterials. The samples may
be solid objects, powders, gels, or liquid dispersions, and they may be amorphous,
crystalline, or semi-crystalline. SAXS also gives knowledge about the structural
dynamics. Measurements can often be done in situ, and only, minimal sample prepa-
ration is required. It is essential to use a detector which has a high linearity, a high
dynamic range, and negligible intrinsic noise. For high-end SAXS instrumentation,
a high spatial resolution of the detector is beneficial.

Wide-angleX-ray scattering also known aswide-angleX-ray diffraction (WAXD)
is the same technique as small-angle X-ray scattering (SAXS), except that the
distance between the sample and the detector is smaller, and thus, diffractionmaxima
at larger angles are observed forWAXS.Wide-angleX-ray scattering (WAXS) probes
the material for the much smaller length scale (interatomic distances). It is used
to determine the crystalline structure of polymers and to determine the chemical
composition, phase, or texture of films.Wide-angle X-ray scattering can bemeasured
simultaneously with SAXS.

Small-angleX-ray scattering andwide-angleX-ray scattering (SAXS andWAXS)
are complementary techniques. WAXS usually covers angular 5–60°, while SAXS
covers much smaller range, which is up to 5°. WAXS and SAXS methods do not
harm the sample. As an example, spherical polyelectrolyte brushes analysis with
SAXS is given in Ref. [40].

4.7 Atomic Force Microscopy (AFM)

AFM is a very high-resolution scanning probe microscope, with a resolution of frac-
tions of Angstrom. It is used widely for examining organic and inorganic sample
surfaces. It is in the first plan for examining structural properties of surfaces of opto-
electronic devices. AFM contains a cantilever with a sharp tip (probe) at its end that
is used to scan the specimen surface at the nanoscale level. Fundamentally, it depends
on the interaction of the tip with atoms (Fig. 16). AFM has three different modes.
These are contact mode, where the tip touches the surface of the sample; noncontact
mode, where the tip does not touch the surface; and the tapping mode, where the tip
hits the sample surface. Tips are made of different materials for different aims. Tips
are made of Si, Si3N4, Au, and Pt, or other molecular materials coated with them.
For this reason, in each mode, different tips are used. Here, forces coming out from
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Fig. 16 Schematic of atomic force microscopy (AFM)

Wan derWaals interaction (F= kz) transforms to motion on the tip made up of Si3N4

and SiO2 materials. This motion transforms to data with the help of a photodiode
which makes laser trace. While the tip is approaching to the surface pulling and
pushing, Wan der Waals interacts and a resonance period starts. Roughness, friction,
electrical properties, magnetic properties, nanomechanical properties, and corrosion
can be determined about the sample.

Surface images of the AlInN/AlN/GaN/Al2O3 HEMT (high-electron-mobility
transistor) structures grown by MOCVD with various thicknesses of GaN top layer
and AlInN layer having different indium compositions are given in Fig. 17 [41],
where the scan area of the AFM images of GaN top layer of the samples is 4.0 ×
4.0 μm2. The thickness values of the buffer AlN layer for samples A, B, and C are
14.0, 8.0, and 14.0 nm, respectively, and for GaN, cap layer are 1.0, 2.0, and 4.0 nm

Fig. 17 AFM images of AlInN/AlN/GaN heterostructures with different AlN Buffer Thickness
[41]
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for samples A, B, and C, respectively. As it is clearly seen in these images, surfaces
are similar and are composed of steps and terraces.

Not withstanding the pure atomic steps that are commonly seen in sample C, the
black points, which are typical for GaN surfaces [42–46], still appear on the surface
image of the top layer. The average root mean square (RMS) roughness of samples
A, B, and C was attained as 0.450, 0.270, and 0.570 nm in a scan area of 4 × 4 μm2.

Lattice mismatch between sapphire and AlN increases the dislocation density in
the AlN layer, and dislocation is carried to the surfaces causing cracks. In this case,
the nucleation of AlN and GaN interlayers can be grown to prevent surface cracking.
As a result, the surface morphology looks good [43].

4.8 Spectroscopic Elipsometry (SE)

Elipsometry method is widely used for the examination of the films over substrates
formeasuring the optical activity in surface investigations [47], where optical activity
of the films is known as polarimetry. It is also used for determining the thickness of
unknown films, optical properties of materials, and surface density of overlayers on
reflectivematerials. But itmust be noticed thatmaterials properties and other physical
parameters determined by ellipsometry are inherently dependent on the physical
model assumed by the user. SE method is a harmless method for determining optical
properties of semiconductors, metals, and insulators. It is also used for determining
the boxing of the reflected light from the surface of the film [48].

Ellipsometry in generalmakes use of the fact that the polarization state of lightmay
change when a light beam is reflected from the surface of a sample. Ellipsometry
analyzes this change of the state of polarization and yields information about the
layers of the thin film that are often even thinner than the wavelength of the probing
light. A basic ellipsometer consists of a source of light, a polarization state generator
(PSG) placed in the path of the beam before the sample, a polarization state analyzer
(PSA) placed in the path of the beam behind the sample, and a photo detector. The
PSG controls and analyzes the polarization state of the probing light, while the PSA
controls and analyzes the polarization state of the reflected. There many different
types of PSGs andPSAs exist. In ellipsometry, the probingbeamhits the sample under
an oblique angle of incidence. Consequently, the phase change caused by the probing
beam to the reflectivity of the sample is different for light with polarization parallel
and perpendicular to the plane of incidence, respectively (p- and s-polarizations).
Ellipsometry measures both the ratio of the reflectivity and the relative phase change
of the p- and s-components and yields the ellipsometric angles ψ and �:

tan� =
∣∣Rp

∣∣
|Rs| (10)

� = �p − �s (11)
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Table 3 Solar cell structure n-GaAs Cap layer 50 Å

n-GaInP 2000 Å

p-GaInP 2000 Å

p-GaAs 150 Å

n-GaAs 150 Å

n-GaAs 2000Å

p-GaAs buffer layer 3000 Å

3′′ p-GaAs (100) substrate

where Rp and Rs are reflectivity of p- and s-components, respectively, while �p

and �s are the induced phase change on these p- and s-components, respectively.
By using elipsometric equations, elipsometric ratio is calculated by the following
formula;

ρ =
∣∣∣∣ Rp

RS

∣∣∣∣ = ei(�p−�s) = tanψei� = Rp

Rs
(12)

These equations are fitted with suitable models based on Fresnel equations with
elipsometric data, so they give the optical parameters of the solid material [49]. With
this SEmethod, primarily, refractive index, film thickness, extinction coefficient, and
crystallite and alloy ratio can be determined.

SE analysis for the Ga0.516In0.484P/GaAs solar cell structure (Table 3) was
measured at an angle of incidence 70° by Kinaci, et al. [50]. Figure 18a shows
the real and imaginary parts of the dielectric function against photon energies in
the range 0.6–4.7 eV. It should be noticed that (E0, E0 + �0, E1 and E1 + �1) in
Fig. 18a are the critical point energies. We have calculated numerically the second
derivative spectra of the real part of the experimental dielectric function to perform
the line–shape analysis, which was given in Fig. 18b. The experimental curves were
fitted to determine the critical point energies. So, E0, E0 + �0, E1 and E1 + �1 were
found as 1.92, 2.05, 3.25, and 3.45 eV, respectively [50].

4.9 Photoluminesance Spectroscopy (PL)

Photoluminesance spectroscopy (PL) is an optical method used in characterization
of materials. In this technique, sample is exposed to electromagnetic radiation and
the energy is absorbed and the material is transferred to a higher energy state. The
release of energy through the emission of radiation during relaxation of the material
to return to lower energy states is called photoluminescence (PL). PL is a very simple
method, where the intensity of the incident wave and spectrum can be determined
very fast, and it does not deform, or heat the sample. PL may be used in deter-
mining doping ratio of III–V group semiconductors, structural defects, and band
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Fig. 18 a Real and imaginary parts of the dielectric functions of Ga0.516In0.484P/GaAs solar
cell structure. b the second derivative spectra of the real part of dielectric function spectrum of
Ga0.516In0.484P/GaAs solar cell structure [50]
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gap. Intensity and spectral property of PL give knowledge about different proper-
ties of the sample [51]. It is an efficient method in determining forbidden band gap
and different behaviors. PL is sufficient in determining forbidden band gap at room
temperature in helium atmosphere; even it is more stable, for project studies. When
producing LED, detector, and photodetector, it is a routine spectrum technique [52].
By using PL measurements, it is possible to control conditions which come out with
surface variations. It gives optical knowledge about deformed region near to surface
under high pressure. It can examine optical behaviors of interfaces. Surface area of
the sample which is exposed to PL may decrease the PL intensity. According to
other spectrum devices, sample surface roughness or structural irregularity is also
not limiting [53]. In semiconductor materials which have indirect band gap, the PL
has less efficiency. Irradiative transitions cause relaxation of excited populations in
these samples. This situation may increase population because of structural defects
such as surface oxidation. For this reason, fast and irradiative excitations may occur.
PL peak may be seen even in this condition. This peak may be characterized with
both radiative and irradiative excitations. With PL, it is not possible to determine
irradiative traps directly. But the traces of these traps may be seen clearly in some
measurement types of PL. It is a difficult investigation to examine interface and
doping conditions by using PL spectrum. If the mentioned situations are radiative
mechanism situations, they can be examined in PL spectrum and the size of the corre-
sponding PL peaks permits to examine the doping condition of the sample. But it is
difficult to measure the density of these levels, and it is exhausting that the exciting
intensity of PL peaks is in ratio [52].

As an example, the PL measurements of hetero-junction GaAs and solar cell
are taken at 300 K (room temperature), and it is shown in Table 4 as an example.
Forbidden band gaps and alloy ratios(x) of semiconductor materials forming GaAs
solar cell are gained from PL spectra peak positions. PL intensity versus wavelength
plot is given in Fig. 19 for hetero-junction GaAs solar cell structure. Forbidden band
gap of GaAs semiconductor material is calculated as 1.42 eV by using these peak
positions. AlxGa1−xAs window layer’s forbidden band gap is found as 1.865 eV.
Aluminum composition ratio in AlxGa1−xAs alloy is found as %36.00 by the help of
forbidden band gap [54].

Table 4 Schematic view of
hetero-junction GaAs solar
cell grown at 300 K

p+GaAs (Cap) 20 nm

p-AlGaAs 30 nm

p-GaAs 500 nm

n-GaAs 500 nm

n + GaAs (buffer)

3” n-GaAs (100) substrate
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Fig. 19 PL intensity versus wavelength for hetero-junction GaAs solar cell

4.10 Raman Spectroscopy

At the beginning of twentieth century, first, Raman spectroscopy was performed
for determining solutions and organic materials by Raman [55]. The measurements
gained by the help of this method can be taken by not deforming the material.
Raman spectroscopy method is used as material characterization by the vibrations
belonging to the material. In the middle of the twentieth century, it is started to be
used commonly in semiconductor technology. When a monochromatic light beam
(usually laser beam) excites a material, most of the scatters over the material come
out elastically. In these scatterings, no energy variation is seen among atoms and
molecules. For this reason, the incident electromagnetic radiation scatters in the same
wavelength. Scattering in this wavelength may be seen together with less intensity of
non-elastical scattering. When the energy difference between incident and scattered
light is investigated, it is observed that the energy of inelastic scattered light is
different from material to material [56], which means that vibrational energies differ
frommaterial tomaterial or eachmaterial has its fingerprint. If the scattering is elastic
[57], there is no difference in the energy between incident and scattered photons, and
it is called Rayleigh scattering. If the scattering between the molecule and the photon
is inelastic, it is called Raman scattering.

Vibrational energy after the collision and the wavelength of the inelastically scat-
tered photon are inversely proportional with each other. Momentum and total energy
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are conserved during scattering. After inelastic scattering, the molecule moves to a
new energy state, and the scattered photon shifts to a different energy, or to a different
frequency. The energy difference of the scattered photon equals to the energy differ-
ence between the initial and final energy states of the molecule. If the final energy
state of the molecule is higher than the initial one, or in other words the vibrational
energy of the molecule increased after the collision, then the scattered photon will
be shifted to a lower frequency (lower energy) and that the total energy of the system
remains constant. This shift in frequency is called a Stokes shift, or downshift. If the
energy of the final state of the molecule is lower than the initial state, or in other
words the vibrational energy of the molecule decreased after the collision, the scat-
tered photon will be shifted to a higher frequency, which is called an anti-Stokes
shift, or upshift, and in this case, the molecule should be excited [56, 58].

Some positive and negative aspects of Raman spectra:

(a) Completive data may be gained by different adjustments.
(b) It is easy to apply.
(c) It does not require material preparation.
(d) Experimental procedure may continue repeatedly.
(e) Adding some noise to the spectrum may cause complications.

Raman spectra of the high-resistivity GaN epilayers are given in Fig. 20a grown
on 6H-SiC substrate with different buffer structures which were recorded at room
temperature [26]. As shown in Fig. 20a, in the back-scattering geometry measure-
ments, the allowed E2 (high) and the A1 (LO) phonon modes of the c-direction-
oriented GaN and the E2 (TA), A1 (LA), E2 (TO), and A1 (LO) phonon modes of the
6H-SiC substrate can be fitted as Ref. [59]. In Fig. 20b, GaN E2 (high) and A1 (LO)
mode’s Raman spectras are seen separately [26].

For a detailed Raman analysis, a second sample can be given. Raman spectra for
samples A and B of details in Table 5 are shown in Fig. 21, where spectra are gained
using micropublisher 5.0 camera software. During these measurements, the 785 nm
wavelength laser is used for 60 s for both samples.

Fig. 20 a Raman spectra obtained at T = 300 K for the HR-GaN epilayers grown on 6H-SiC
substrate with different buffer structures, for back-scattering (surface) geometry (z̄(x, x)zz̄(x, x)z).
b E2 (high) and A1 (LO) phonon modes in the HR-GaN epilayers [26]
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Table 5 Schematic diagram
of (a) Sample A and (b)
Sample B [60]

Sample A Sample B

p-InGaN layer 20 nm p-InGaN layer 20 nm

p-InGaN layer 50 nm p-InGaN layer 50 nm

Graded InGaN layer 25 nm –

p-InGaN layer 200 nm InGaN layer 220 nm

n-GaN layer 1.9 μm n-GaN layer 1.9 μm

Ud–GaN layer 1.9 μm Ud–GaN layer 1.9 μm

LT–GaN 2.45 min LT–GaN 2.45 min

4H–Al2O3 substrate 4H–Al2O3 substrate

Fig. 21 Raman spectras for Sample A and B [60]

Raman spectra can be used for determining, crystallite size, identification ofmate-
rial, and stress. In Table 6, one can see the results for peak center, peak height, peak
area, and full width at half maximum values (FWHM) values for InGaN/GaN struc-
ture. There is also one more layer detected by Raman measurement that is white rust
formed by touching the air for a long time.

Amount of materials in the samples are estimated by peak intensity ratio and
peak area ratios that are shown in Table 6. Crystallite size can be estimated using
FWHM data in Raman spectra. Atomic radius of materials can be calculated by
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equation r = r0.A1/3 [61], where r is the atomic radius, A is atomic number, and
ro equals 1.2 fm. If FWHM values of Ga and N are compared with their atomic
radii, it is seen that they are in good agreement. FWHM values of sample A are
generally bigger than those of sample B. This means that crystal quality is better for
sample A. As mentioned before stress can be calculated from Raman spectra. During
the calculation of stress values, unstressed peak center values must be found from
RRUFF database. These values are subtracted from experimental values and divided
by calibration coefficients to gain stress inMPa. This relation is shown with equation
σ(MPa) = �w(cm−1) [62].

In Raman calculation, N peak center value is used because it is the most
intense peak in both samples. Stress values from Raman are calculated as 4.27
and −23.89 Mpa. There is one more layer detected by Raman that is white rust
(3Zn(OH)2ZnCO3H2O) . Peak intensities of white rust are different in both samples,
which is related to different cleaning durations.

4.11 Fourier Transform Infrared Spectroscopy (FTIR)

FTIR spectroscopy is related to themeasurement of interatomic bondvibrations of the
(IR) absorbing material. IR spectrum is modulated with strain, shrinkage, and twist
bonds in the structure. Modulation of positions in these interatomic bond vibrations
is taken into resonance with unstable positions in IR region. Every functional group
has its own vibrational frequency and spectrum [63].

IR spectroscopy is a fast and simple technique for determining different func-
tional groups. As in all spectroscopic methods, IR spectroscopy is also dependent on
the interaction of atoms or molecules with electromagnetic radiation. Infrared (IR)
spectroscopy is the technique to explain inorganic, organic, and biological structures
[64–67]. Shortly, IR spectroscopy is the technique, which is used for measuring
vibrational spectra, that is absorbed in a wide range dependent on wavelength. IR
measurements can be done using transmission or reflection [68], but transmission
situation is more common. The wavelength range of IR spectrum is between 0.78
and 1000 μm (12500–10 cm−1 wave number). This may be grouped as far IR (100–
10 cm−1), middle IR (4000–100 cm−1) [69, 70], and near IR (12500–4000 cm−1)
[71]. Near and middle IR are the most commonly used regions [59].

IR rays cause atoms to vibrate with an increasing amplitude around bonds
connecting atomic groups. IR light does not have sufficient energy to excite elec-
trons as ultraviolet or high-energy radiations do.Because functional groups of organic
molecules are formed by ordering of connected atoms belonging to functional group,
absorption of IR energy by organic molecules comes out typically by atoms found
in determined functional groups. Vibrations coming out like this are the vibrations,
which are quantized by the absorption of IR energy by compounds. The position of
an IR absorption band is measured as the reverse of the centimeter (cm−1), and it
is indicated by wave number (ν) or wavelength (λ) . Wave number is the vibration
number of the wave in a unit length, while the wavelength is the distance between
two tops of these vibrations. It is given by

_
v = 1/λ(cm) or

_
v = 10.000/λ(μm).
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Vibration of covalent bonds resembles tiny springs, which hold atoms together.
Atoms may vibrate as they are adjusted in certain frequencies. Excitation of the
molecule from one vibrational energy to the other happens by absorption of IR rays
at a certain energy (because �E = hν).

Molecules may vibrate in two different types. These are;

1. Strain vibrations

a. Symmetric strain; atoms at two sides of the bond approach and get further at
the same time.

b. Asymmetric strain; one of the bonds gets longer and the other gets shorter at
two sides or just the inverse of this.

2. Bending vibrations

a. Inplane bending (shearing, shake)
b. Out-of-plane bending (twist, shake front, and back)

Strain frequencies in IR spectra may have two reasons. These are masses of the
bonded atoms (heavy atoms have less vibrational frequency if compared with light
ones) , and the hardness of the bond. Trio bonds vibrate at higher frequencies than
double bonds, and they are harder. The same relation is present between mono and
double bonds. IR spectra of a compound are like its fingerprint. For this reason, if
there are two different IR spectras, it is certain that they are different compounds.
IR spectra of the same compounds are also the same [72]. Results in IR spectra are
taken as absorption versus frequency plot.

In FTIR systems, no monochromater crystal is used. Spectrum is gained in time
scale instead of frequency scale if all the frequencies interact with the sample. Data
gained in time scale are named by interferogram. Interferogram is the Fourier trans-
form of the absorption spectrum. Inverse Fourier transform operations are changed
to data in interferogram frequency scale with the help of computer. Therefore, the
well-known absorption spectra are obtained. Another function of the computer is
gaining the spectrum in time scale many times, storing this data, and later measuring
the total signal without noise. Here, a system called Michelson Interferometer is
used [73]. FTIR spectroscopy is faster than IR spectroscopy, where the spectrum
is registered in a few seconds. Sensitivity of the spectrum does not change because
there are no solids and a high distorted spectrum is gained. Using FTIR spectroscopy,
chemical bond and molecular structure of the top of a surface can be determined in
a few microns. It is important to use IR spectroscopy in investigating organic mate-
rials with covalent bonds. These type of materials are analyzed in 2500-25000 nm
wavelength range.

As an example, FTIR spectras for flash conductive-bridging rem application,
SiO2 grown on Si/W and Cu doped SiO2 films are given in Fig. 22 [74]. The Si–
O–Si bonding and the Si–O bonding were observed at 1060 cm−1, 835 cm−1, and
461 cm−1, respectively, in the SiO2 film. For the Cu-doped SiO2 film, there was
additional Cu–O bonding appearing at 606 cm−1 [74].
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Fig. 22 FTIR analysis of the deposited SiO2 and Cu:SiO2 films [74]

4.12 Ultraviolet–Visible Spectroscopy (UV-Vis)

The principle of UV-visible spectroscopy is based on the absorption or reflection
of ultraviolet or visible light light of wavelength in the range 160–780 nm by a
material, which results in the production of absorption spectra, and it depends on
the interaction between light and matter. UV-Vis spectroscopy is mostly used for
quantitative determination ofmolecules in a solution, or inorganic ions, or complexes.
Mostmolecules absorbUVorVISwavelengths, and a spectrum formedby absorption
bands shows the structure of the molecule.

Charge transfer transitions among σ π, and n molecular orbitals (both in organic
molecules and in complexes) are seen. Also, there are transitions between d and f
orbitals (in complexes) [75].

In organic compounds, it is difficult to examine excitations due to absorbing light
at lowwavelengths (λ < 185 nm). For this reason, vacuum is required for work onUV
region. Electrons causing the absorption in organic molecules are electrons making
bonds (electrons in bond orbitals π and σ ) and electrons in non-bonding orbitals
like sulfur, oxygen, nitrogen, and halogens which are found around atoms sharing
electron pairs.

In thin film semiconductor structures, refractive index, energy band gap, and such
optical coefficients can be determined by analyzing absorption and transmission
spectra. Depending on the fact that a semiconductor material absorbs photons with
larger energy than the forbidden band gap, and transmits the ones of smaller energy,
it may be suggested that edge of the absorption spectra may correspond forbidden
energy value.
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Using the percent transmittance (T ) measured with the spectrometer, the optical
absorption coefficient of a thin film material with thickness d is determined by;

α = − ln(T )

d
(13)

In direct band gap semiconductors such as CdS and ZnO, the relationship between
optical absorption coefficient and band gap energy is given as;

αhv = B(hυ − Eg)1/2 (14)

Here, B is a constant, h is Blanck’s constant, ν is the radiation frequency, hν is the
energy of the incident photon, and Eg is the band gap energy [76]. Optical band gap
of films may be determined by fitting the linear region of (ahυ)2 versus hυ plot. By
this method, when (ahυ)2 = 0, the intercept point of the energy axis corresponds
to the value of forbidden band gap energy. When the semiconductor material has
indirect band gap, exponential term ½ in equations is replaced by 2 [76].

As can be understood from the curve energy versus transmittance shown in
Fig. 4.19 for n-type silicon, transmittance is about%90.Also, it is possible tomeasure
forbidden band gap by using transmittance. For this operation, Tauc’s plot is used
given above. Changing of optical transmittance and (ahυ)2 value versus photon
wavelength/energy is given in Fig. 4.19. In this graph, x-axis intercept of the plot is
known as forbidden band gap (Fig. 23).

UsingEq. (13), the absorption coefficient canbe calculated from the transmittance.
The plot of the absorption coefficient against radiation energy is given for n-type
silicon in Fig. 24. In the plot, there can be seen a broad large peak with two smaller
peaks. The position of the maximum peak for n-type silicon is seen around 2.33 eV.

UV-VIS can give wide optical data about the material. Using transmittance and
reflectivity, the refractive index can be found. The following equations can be used;

n =

λm∑
λ=λ0

(
1+

√
(1−T 2(λ))

T (λ)

)

m
(15)

n =

λm∑
λ=λ0

(
1+R(λ)−√

R(λ))

1−R(λ)

)

m
(16)

In these equations, m is the number of transmitters and reflectors for every wave-
length value. Transmittance and reflectance spectra for of Corning glass are given in
Fig. 25. By taking a certain λ value after the absorption edge, and using T(λ) /100
and R(λ)/100 at this selected wavelength, then substituting in Eqs. (15) and (16)
given above, the refraction index is found as 1.530 from transmittance and 1.553
from reflectance. The difference between two situations is instability between 200
and 360 nm. It will be more suitable not to take this region.
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Fig. 23 Transmittance versus wavelength plot for n-type silicon, and (ahυ)2 versus photon energy
for silicon film (inset)

5 Conclusions

As a conclusion, there are ways to examine wide number of materials and their
properties including every part of the electromagnetic spectrum with spectroscopy
techniques. These techniques are developing continuously. Using spectral mapping,
visualizing in 3D is an opportunity to improve characterisation. It is doubtless that
development of nanotechnology is dependent on the development of these tech-
niques. Besides, some of the questions that will be asked in the future are as “there is
nanotechnology but why there is no Pico technology?” and qubit instead of 0 and 1
maintained by spin motions nowadays. That is 0 and/or 1 at the same moment, began
to be mentioned for quantum computers for electronic bazaars. Although traditional
devices are rapidly developing because their physics is not changing using frequency,
bazaar percentage is too large. The life time of a device is changing between 15
and 30 years, because structural, electrical, and optical properties of the device are
important, and these types of devices have become always popular.
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Fig. 24 Plot of the absorption coefficient against radiation energy for n-type silicon
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Fig. 25 Transmittance and reflectance spectra for Corning glass
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