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Preface

Optoelectronic materials can be defined as the materials used in the manufacturing
of optoelectronic devices. They are divided into three major categories: organic,
inorganic, and hybrids. The selection of a material for use in the fabrication of
optoelectronic components depends on its properties, especially the optical and
electrical properties, stability, and process compatibilities. The optical properties
include refractive index, absorption, and emission properties, and electrical prop-
erties include mobility and conductivity. Semiconductors are the most used mate-
rials in the industry of optoelectronic devices. The majority of the important
semiconductors used in optoelectronics industry have diamond or zincblende lattice
structures. Group IV semiconductors such as Si and Ge are the most popular
diamond lattices, while most of the compounds of group III–V and II–VI have
zincblende structures. Some of the most used optoelectronic III–V semiconductor
compounds are GaAs, InP, GaN, InN, GaSb and their alloys. And some of the most
used optoelectronic II–VI compound semiconductors are CdSe, CdS, CdTe, ZnO,
ZnSe, ZnS, ZnTe and their alloys.

The field of optoelectronic materials had attracted much attention due to the
significant improvements in material design and purification. In order to suit the
materials used in the manufacture of optoelectronic devices, experimental, theo-
retical, and computational researches can tune the optical, electronic, and electrical
properties of these materials. For example, doping the material with selected ele-
ments and reducing the size of the crystallites to nanoscale result in tuning the band
gap energy. On the other hand, adding dilute quantities of selected ferromagnetic
elements results in changing magnetic properties of the material.

This volume of the ebook series “Advances inMaterial Research and Technology”
covers several topics such as deposition and characterization techniques of opto-
electronic materials. It presents measurements, computations and methodologies
needed for determining optical and electrical properties of advanced optoelectronic
materials that are used for emerging advanced electronic and optoelectronic devices.
Besides physics, applications of real 2D materials (graphene, MoS2, WS2 etc.) for
optoelectronics are covered. It also discusses gas sensing properties of nanostructures
such as Zn1-xSnxO which was found to be sensitive for NO under UV radiation, and
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the effect of tin doping on ethanol sensing of In2S3:Sn. Plasma-semiconductor
structures, charge transport mechanisms in porous zeolite, and silver-modified porous
zeolite structures are also thoroughly discussed. Moreover, magnetoelectricity in
ion-implanted ferroelectric crystals such as BaTiO3 implanted by Co, Fe, and TlInS2
and TlGaSe2 crystals implanted by Co are experimentally studied and thoroughly
discussed.

The audience of this book mainly consists of graduate and undergraduate stu-
dents, physicists, chemists, material scientists and engineers, photonic and optical
engineers, and all people working in optoelectronics and semiconductor industries.
The beginners, nonspecialists, and new comers to the field of optoelectronic
materials will find basics about deposition and characterization methods. The
interested reader will find in this book a description of experimental and compu-
tational methods with new developments which are thoroughly analyzed and
explained. This book can be used as a textbook for several materials related to
semiconductors, photonics, advanced materials, thin films, and nanotechnology for
undergraduate and graduate students. It is also a rich reference for graduate stu-
dents, postdoctoral fellows, researchers in the fields of physics, chemistry, material
science, and those of several engineering disciplines, where they can find repre-
sentative examples of experimental and computational work.

This book contains nine chapters that cover wide range of optoelectronic
materials, where chapter “A Structural and Optical Look at Functional Materials”
by Mustafa Kemal Ozturk is an introductory chapter which presents overviews with
examples of the main methods in analyzing, producing, and characterizing func-
tional materials. Chapter “Hybrid Optoelectronic Materials for Photodetection
Applications” by Xianguang Yang et al. reported two types of ultraviolet-visible
photodetectors based on a single hybrid nanowire and a crossed junction formed
with two hybrid nanowires, respectively. These two types of photodetectors would
have potential applications and offer novel functionalities in optoelectronic devices
and integrated circuits. In chapter “Two-Dimensional (2D) Materials for Next
Generation Nanoelectronics and Optoelectronics: Advances and Trends” by
Zhi Peng Ling the author provided an overall review of the fascinating world of
atomically thin 2D novel materials, the physics underlying these materials, the
recent applications surrounding these novel 2D materials and their devices, and the
progressive efforts at large-scale commercialization. As examples, graphene, boron
nitride (BN), molybdenum disulfide (MoS2), and phosphorene are overviewed. This
is coupled with an insight into the future development trends for such materials.

Chapter “Enhancement of the NO Gas Sensitivity by UV Light in Sn-Doped
ZnO Nanostructures” by Irmak Karaduman Er et al. looks at the importance of
chemical solution-based technologies and the SILAR method on the gas sensing
properties in details. The authors overviewed production methods, dopants, and gas
sensing applications of ZnO nanostructures. They produced Zn1-xSnxO thin films
by SILAR method, processed and characterized the films, and examined them as
gas sensors. The films exhibited a good response to very low NO gas and showed
an excellent response to low concentrations (20 ppb) of NO gas at room temper-
ature with illumination by UV light of wavelength 365 nm. The authors believe that
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a combined understanding of theoretical and experimental aspects will open new
fields for metal oxide gas sensor and beyond.

Chapter “An Ab-initio Study of Structural, Elastic, Electronic, Vibrational and
Optical Properties of Semiconductor NaAlSi Compound for Optoelectronic
Applications” by Yasemin O. Ciftci presents an investigation of the structural,
electronic, elastic, lattice dynamic and optical properties of NaAlSi alloy, which
belongs to half-Heusler family. The author used ab initio density-functional theory
(DFT) within the generalized gradient approximation (GGA) for the exchange-
correlation potential and found that NaAlSi has indirect band gap, and it should be
denoted as a semiconductor. From calculated elastic constants, the author found that
NaAlSi is mechanically stable. She also found that further investigation of this alloy
is required, and it could be useful for optoelectronic applications.

In chapter “Optoelectronic Properties of GaAs, GaP and ZnSe Cathodes in a
Plasma-Semiconductor Cell” by H. Hilal Kurt, the infrared (IR) detectors which are
sensitive to infrared wavelengths in a microplasma system were reviewed. This
chapter is focused on the optical and electrical characterization of semiconductor
materials in a plasma-semiconductor cell, because of their applications in electronic
devices and infrared image converter cells. The motivation of this chapter was
focused on the electrical gas discharges with various semiconductor electrodes. Ar
and air discharge was extensively examined. Experiments were conducted by gas
discharge cells with ZnSe, GaAs, and GaP semiconductor electrodes. The major
difference of this study from the conventional plasma investigations is that the
plasma is produced between the semiconductor electrode and thin-film covered
glass electrode for the micro-dimensional discharge gap.

B. G. Salamov in chapter “Charge Transport Mechanisms in the Silver-Modified
Zeolite Porous Microstructure” had experimentally investigated non-thermal plasma
characteristics in the gas discharge electronic device (GDED) with a zeolite cathode
(ZC) up to atmospheric pressure (AP) in air medium. The author used porous zeolite
cathodes for plasma light source applications with very low supply voltage and
power consumption. The enhanced effect of electric field on the fundamental
characteristics of GDED with constant diameter D of ZC, transport of charge car-
riers, conductivity measurements, and stable discharge glow regions depending the
electric field and gas pressure are all investigated. This study has been undertaken to
better understand the effect of geometrical (discharge gaps d) and operating (dif-
ferent residual pressures and applied voltages U0) parameters on the current behavior
of the system and operation principle of charge transport in nanoporous materials.

In chapter “Physical Properties and Ethanol Response of Sprayed In2S3:Sn Films”,
the authors Mabrouk Kraini and Noureddine Bouguila presented their study of
tin-doped indium sulfide thin films (In2S3:Sn) prepared using the chemical spray
pyrolysis method on glass substrates, where the molar ratio of Sn:In was varied in the
range (0–1% by mol in solution). The material was characterized using X-ray
diffraction, optical absorption, Raman and photoluminescence spectroscopies,
field-emission scanning electron microscopy, energy-dispersive X-ray spectroscopy,
atomic force microscopy, and structural, morphological, vibrational, and optical
properties are investigated and discussed. Effect of tin doping on ethanol sensing
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response was also investigated, and the developed sensor showed promising
applications in food control systems and can be used to control drunk driving.

Finally, in chapter “Magnetoelectricity in Ion-Implanted Ferroelectric Crystals”
prepared by F. A. Mikailzade, the author reviewed the recent works on the synthesis
of nanocomposite materials that are prepared by the inclusions of nanosized
magnetic 3D metals in the surface layer of various ferroelectric crystals using
ion-beam implantation technique. The different studies showed that the nanocom-
posite layers of ferroelectrics synthesized by ion-beam implantation have ferro-
magnetic properties and strong magnetoelectric effects that make them useful for
magnetoelectronic applications.

Amman, Jordan Shadia Jamil Ikhmayies
Ankara, Turkey Hatice Hilal Kurt
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A Structural and Optical Look
at Functional Materials

Mustafa Kemal Ozturk

Abstract This chapter is an introductory chapter which presents overviews of the
main methods in analyzing, producing, and characterizing functional materials. A
brief idea about deducing optical properties from dielectric function using Kramers–
Kronig relations is presented,withBexZn1−xTe alloys as an example. The reflectance,
transmittance, real and imaginary parts of the dielectric function, refactive index,
extinction coefficient, absorption coefficient, and loss function of these alloys are
plotted against energy and discussed. Brief ideas about some growth techniques
of single crystals such as Bridgman, Czochralski, and Kyropoulos are overviewed.
Besides, some deposition methods of films are described. These include molec-
ular beam epitaxy (MBE), metal–organic chemical vapor deposition (MOCVD), and
chemical vapor deposition (CVD). Moreover, the main characterization techniques
X-ray diffraction (XRD), X-Ray reflectivity (XRR), scanning electron microscopy
(SEM), X-ray fluorescence (XRF), small and wide-angle X-ray scattering (SAXS
and WAXS), secondary ion mass spectroscopy (SIMS), atomic force microscopy
(AFM), spectroscopic elipsometry (SE), photoluminescence spectroscopy, Fourier
transform infrared spectroscopy (FTIR), Raman Spectroscopy,UV-Vis spectroscopy,
and others are briefly described, and some examples are presented.

Keywords Functional materials · Growth techniques · Characterization
techniques · Structural properties · Optical properties

1 Introduction

When we look at the interaction of light and matter in nature, color spectrum formed
according to lattice length of material after the light is absorbed by it and is caused
by the optical behavior of the material. When we hit also to different materials with
our hand slightly, we notice that different sounds come out from the material. This is
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2 M. K. Ozturk

related with the acoustic property of the material. Furthermore, materials have such
properties as having friction very near to zero, high electron mobility, superconduc-
tivity at low temperatures, responding to sunlight, sensitivity to light and movement,
piezoelectric behavior producing current dependent onmovement, producing current
by cooling or heating (Peltier) or just the opposite, cooling or heating by current,
storing data by spin behaviors, remembering original shape (shape memory effect),
mechanical resistivity, and elastic properties. For this reason, the functional prop-
erties of the material, today scientists and Investigation and Development workers
pay great attention on investigation of material properties. For developing nano-
scale optoelectronic devices, related incredible studies take place in literature. For
these developments, spectroscopic techniques are used intensively and it gave way
to new electronic devices in nano-scale. By the help of these, nanoscale solar cells,
paints, drugs, self-cleaning clothes and walls, nanorobots, smart TV, smart phone,
and smart glass, and many other industrial products are designed. Studies on these
subjects are continuing. After the first lamp transistor used in primitive radio and
calculator, developing of diodes and binary system (1 right, 0 false) radios and TVs
got smaller and faster and took their place in people’s lives with great velocity. Later
4, 8, 16, 32, 64, and 128-bit systems are introduced, and dimensions of the devices
got smaller and smaller. Computers, radios, TVs, mobile phones, smart phones, and
many other smart devices became a piece of our lives very fast. These develop-
ments are usually traced by patents, and till now, many patents are produced. For this
reason, mentioning people here who have the most patents will be useful. Making
a simple search on net by the year 2018, one can reach this knowledge on many
Web sites. Kia, Siver, and Brook took 4732 patents on mostly, digital materials, elec-
tronic devices, LCD, security inks, chemistry, DNA, mechanics, and press between
1994 and 2017 years. Shunpei YAMAZAKI follows these with 4315 patents on solar
panels, flash memories, and liquid screens. As the third, Paul LAPSTUN took 1278
patents on press, digital paper, electronic, and Internet fields.

During the growth of technology, elements which the material science is focused
on are II–VI groups on periodic table and compound semiconductormaterials formed
by them. Of course polymers and organic materials also take attention. Semiconduc-
tors are structurally good crystals. Atoms and molecules form a base on a point of
crystal, and this base is called the lattice. 3D settlement of these lattices forms the
crystal. The most important property of this crystal is symmetry. And symmetric
operations are given as reflection, rotation, and inversion in structure. There are
seven different types of lattice; the general lattice kind of these is triclinic due to
point symmetry. These lattice types are very important in terms of functional proper-
ties of solids. Stable cubic and hexagonal semiconductors are preferred due to their
structural, electrical, and optical properties. These materials may present different
electrical and optical properties according to their lattice structure. Here, mobility
of free orbital electron movement determines the electrical properties. For the atoms
which are suitable for disturbing, electronic transitions between energy levels are
related with forbidden band gap and optical properties. Besides, smoothness of the
surface and to see sun light in colored spectra indicates a successful growth period,
else cracked and rough surface structure can be seen. Lattice mismatch and fault
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structure of the crystal formed on these circumstances change the optical behavior
of the structure. Lattice settlement of the crystal is caused by the vibrational phonon
movements. Lattice vibrations are called phonons. Phonon movements belonging
to structure, elastic constants of the crystal structure, phonon frequency, and stable
stress show different properties, and these properties may change by faults. Semi-
conductors may be in crystal, polycrystalline, or amorphous structure. In further
investigations, for growth procedure of the semiconductor, it is desired that it should
have good optical and electrical behaviors. With different crystal growth techniques,
it is possible to grow more stable epitaxial layers under high vacuum and at high
temperatures. Semiconductors may be grown as cubic and hexagonal structures (Si,
Ge, GaAs, GaN, ZnO, GaP, GaInP AlGaAs, AlN, GaN, InGaN, AlInN, AlGaN, etc.)
in MBE or MOCVD systems with high crystallized epitaxial layers. Light-emitting
diode, high electron mobility transistor, photo detector, sensors, and diodes may be
formed in heterostructure as quantumwells andmulti-quantumwells. Cubic structure
crystal semiconductor materials as Si, Ge, InP, GaP, GaAs, AlGaAs, and InGaAs are
the first-generation investigation materials. These materials are still used for produc-
tion of optoelectronic devices in nanotechnology field. But because they have very
narrow structural and optical properties, this sector went on looking for new mate-
rials. In these investigations apart from the materials mentioned above which do not
have cubic crystal structure, interest on GaN-based hexagonal systems which have
resistivity against high temperature, frequency, and voltage is increasing. Of course,
the first problem noticed is c-oriented lattice mismatch between epitaxial layer and
Al2O3 substrate which disorders the stability of the material. While lattice mismatch
causes lattice relaxation, dislocations increase to a very serious level, and finally,
this failure causes cracks on the surface. Furthermore, while cooling from growth
temperature to room temperature, bending movements with wide dislocations are
seen together with mosaic defects (such as layer tilt angle, twist angle, and crystal-
lized blocks). Because of this, full width at half maximum (FWHM) value for (002)
symmetric plane for GaN layer used as buffer layer increases above 400 arcsec (1°=
3600 arcsec). Of course, these problems may be overcome by growing cut-thickness
GaN layers in order to decrease the lattice mismatch of AlN and GaN nucleation
layers at low temperatures to prevent dislocations moving on c-direction. By the
help of these improvements, GaN-based AlGaN/GaN mixed structure field-effect
transistors (HFET) , AlGaN/GaN mixed junction bipolar transistors, GaN metal
oxide semiconductor field-effect transistors, Schottky and p-i-n rectifiers are used as
new generation optoelectronic devices [1–7] . Recently, S.V. Novikov and coworkers
succeeded in the growth of GaN and AlGaN epitaxial layers on GaAs with MBE
without surface cracking [8] . Although III–V group compounds with nitrogen are a
wide research area, ZnS, CdS, HgTe, CdTe, and CdHgTe alloys from II to VI group
are a newer research area [9]. Besides, double and triple semiconductors formed
by using La, Hf, Ru, Tm, Si, Ge, Li, Pt atoms are a research area for more daily
optoelectronic devices [10].
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2 Theoretical Optical Approach to Functional Materials

When the material is exposed to electromagnetic waves, as a result of interaction
of electrons with wide spectrum, some optical events occur. If the energy which
the spectrum has is equal to forbidden band gap Eg, the electron found in orbital is
disturbed to a higher energy level. If the energy is lower than the forbidden energy
band gap, instead of absorption, spectrum is transmitted, and this material is called
transparent [11]. Transmission or absorption of a photon is related with electron
configurations of semiconductor, metal, or insulator [12]. Dielectric property of the
material is a measure of insulation, and forbidden band gap determines whether the
material is an insulator or a conductor. For this reason, by calculating the dielectric
constant of the material, one can gain knowledge about optical behaviors of this
material. Absorption of incident spectrum by the material has some periods. The
reason for the absorption is electron transmissions of optical energy in the material’s
fundamental forbidden band borders. Absorption of the spectrum is excitation of
surface electrons, transmitted between bands with optical energy, in a bulk material.
Transition between bands can be seen in every material. That is, optical properties
of a material are related with electron density in transition situations and band struc-
tures of that material [13]. There are many models for numerical optical behaviors of
the material. All these models have better properties and calculation conveniences.
One or more of these models can be calculated in detail with many programs—for
example, Drude model, Lorentz model, Induced field-effect method, Debye relax-
ation, Kramer–Kronig equations, Hagen–Rubens equation. Calculations can be done
by using the mentioned approximations above [14]. These models given for optical
properties are the most frequent used ones. Here, the Kramer–Kronig equations are
given, and then, an example of using it is presented.

2.1 Kramers–Kronig Relations

Kramers–Kronig relations are used to calculate the real part from the imaginary of
a complex function or vice versa. So, the dielectric function (ε = ε1 + iε2) which is
a function of frequency ω, has a real part ε1(ω) and imaginary part ε2 (ω). Any of
them can be used to produce the other [14]. For example

ε1(ω) = 1 + 2

π

∞∫
0
dώ

ώ2ε2(ώ)

ώ2 − ω2
(1)

Kramers–Kronig relations are also to relate the real and imaginary portions for
the complex refractive index n∗(ω) = n(ω) + i κ(ω). Also, they allow to calculate
the reflectivity, energy loss function L(ω), and absorption coefficient α(ω) all as
functions of frequency or energy.
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Refraction index n(ω) and extinction coefficient κ(ω) can be determined using
the components of dielectric function;

n(ω) =
[√

ε21(ω) + ε22(ω)+ε1(ω)

]1/ 2
/
√
2 (2)

κ(ω) = c

[√
ε21(ω) + ε22(ω)+ε1(ω)

]1/ 2
/
√
2 (3)

Reflectiivity R(ω) and absorption coefficient α(ω) can be calculated using the
following equations:

R(ω) =
⎡
⎣

√
ε21(ω) + jε22(ω) − 1√
ε21(ω) + jε22(ω) + 1

⎤
⎦

2

, (4)

α(ω) = √
2ω

[√
ε21(ω) + ε22(ω) − ε1(ω)

]
1/ 2 (5)

and energy loss function L(ω) is identified by the following formula:

L(ω) = Im

[ −1

ε(ω)

]
= ε2(ω)/

[
ε21(ω) + ε22(ω)

]
(6)

2.1.1 Optical Properties of BexZn1−xTe Alloys

BexZn1−xTe is formed by II–VI group atoms and used for blue-green laser diode
production. This structure can be grown in MBE growth system with Be, Zn, and Te
sources. In this part, optical properties, static dielectric constants, refraction indexes,
absorption coefficients, and plasmon frequency values are calculated according to x
alloy ratio as examples [15].

Dielectric Functions

The value for starting absorption of imaginary part of dielectric function for
BexZn1−xTe gives the splitting �v − �c. Also, it represents the direct optical transi-
tion between valance band and conduction band. On the other hand, these values are
the same with band gap [16]. Real and imaginary parts of the dielectric function for
BexZn1−xTe are given in Fig. 1. As shown in this figure for Be1−xZnxTe, the main
peaks for real part of the dielectric function are 3.54, 2.79, and 2.37 eV for x = 0.25,
0.50, and 0.75 doping values, respectively. For ε1(�ω) = 0, energy values 7.29, 8.43,
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Fig. 1 Real and imaginary parts of dielectric constant for Be0.75Zn0.25Te, Be0.5Zn0.5Te and
Be0.25Zn0.75Te alloys against energy

Fig. 2 Refractive index (n) and extinction coefficient (k) for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and
Be0.25Zn0.75Te alloys against energy

and 8.75 eV give static dielectric constant for increasing Be doping values x = 0.25,
0.50, and 0.75, respectively. The imaginary part of the dielectric constant begins to
increase at about 2.04, 2.11, and 1.58 eV according to doping values. These values
are near to band gap energy. This situation represents the optical transition between
valance band and conduction band. The alloy acts as a transparent material until the
value where dispersion curve started to increase. Here is the low dispersion region.
The energy values for the maximum of the imaginary part of the dielectric constant
are at 4.96, 4.5, and 4.37 eV for the doping values 0.25, 0.50, and 0.75, respectively.
These values correspond to interband transitions [17, 18].

Refractive Index and Extinction Coefficients

Variation of refractive index n(�ω) and extinction coefficient k(�ω) for BexZn1−xTe
are given in Fig. 2 The region where refractive index n(�ω) is maximum shows the
transparent region. The value of refractive index at zero frequency is n(0), and the
square of n(0) equals to the isostatic real dielectric coefficient ε1 (0). It is seen that ε1
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Fig. 3 Absorption coefficient for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and Be0.25Zn0.75Te alloys against
energy

(0) and {n (0)}2 are in accordance with each other for BexZn1−xTe. Also, it is seen
that maximum value of extinction coefficient of alloys k (ω) and static dielectric
constant which ε1 (0) corresponds to zero energy are in accordance with each other.
Dispersion curves of refraction index for Be1−xZnxTe are shown in Fig. 2, and values
of n (0) are found as 2.85, 2.89, and 2.95 for x = 0.25, 0.50, and 0.75, respectively.
It is understood that when the value of Zn increases, refractive index also increases.
It is seen that real part of dielectric function and refractive index and imaginary part
of the dielectric function and extinction coefficient are in agreement with each other.

Absorption Coefficient

Absorption coefficient defines absorption of light by the materials per unit length.
The limit of the absorption is related to optical transitions between fundamental band
gaps. Interband absorption is the excitation of a solid material electron, transmitting
optically between bands. Absorption coefficient is obtained from the real and imagi-
nary parts of the dielectric function as shown in Eq. (4), and the results are shown in
Fig. 3 for Be1−xZnxTe alloys. Absorption coefficient values are starts to increase at
2.06, 2.11, and 1.56 eV for Be1−xZnxTe, respectively, according to x doping values. It
is seen that the point where the absorption coefficient started to increase agrees with
those when the imaginary part of the dielectric function and the extinction coefficient
began to increase.
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Fig. 4 Loss function L(w) for Be0.75Zn0.25Te, Be0.5Zn0.5Te, and Be0.25Zn0.75Te alloys against
energy

Loss Function Calculation

Loss function variation with energy is given in Fig. 4 for BexZn1−xTe. It is the
variation of loss energy while the electron is transmitting from the top of the valence
band to the bottom of the conduction band. Here, the main peak value is known as
plasmon frequency. Alloys act as insulators above plasmon frequency value and as
metals below plasmon frequency value.

Loss function of the electron is deduced from the real and imaginary parts of the
dielectric function for Be1−xZnxTe alloys, and it is shown in Fig. 4. Loss function has
some peaks between 12 and 19 eV. The frequency corresponding to the main peak
of the loss function is called as plasmon frequency. Imaginary part of the dielectric
function is minimum where the peak of loss function is maximum. For the doping
values (x = 0.25, 0.5, and 0.75), the energies corresponding to plasmon frequency
values are 14.80, 15.70, and 14.48 eV. When we look at the plots, it is seen that
absorption is too little between 0 and 12 eV. The reason is that there is absorption
in this frequency range as can be deduced from the imaginary part of the dielectric
function [19].

3 Growth Techniques of Functional Materials

Semiconductor technology has become quite common today. For this reason, the
optoelectronic devices desired to be obtained are very much concerned with the
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formation of single crystalline structures such as group III–V, II–VI for the epitaxial
layers. Formation of single crystalline materials has become possible by various
crystalline growth methods. Thin films can be grown with sophisticated and simple
techniques. Crystalline growth methods are divided into bulk and thin film growth.
Bulk growth techniques are Bridgman and Czochralski. Thin film growth techniques
are generally molecular beam epitaxy, metal–organic chemical vapor deposition, and
chemical vapor deposition techniques.

3.1 Bulk Crystalline Growth Techniques

Techniques for single crystalline growth are solution growth, melt growth, and vapor
growth techniques [20]. In cubic or hexagonal systems, crystals oriented in a desired
orientation and additive density is grown on a core crystal (AlN, ZnSe, CdSe, GaAs,
GaP, Ge, S, GaN, Al2O3, etc.). Brief ideas about some of these techniques will be
given below.

3.1.1 Bridgman Technique

In Bridgman technique, the crystal is grown in a vacuum quartz tube surrounded
by a crystal oven or thermos elements. By the Bridgman method, the crystalline
surface, which is solidified by crystallization, is moved in the vertical direction, and
the pointed end in the furnace or quartz tube is lowered. The pointed tip is the starting
point for the first cooling and acts as a core during the growth. By pulling the pointed
end, the crystal in molten state is enlarged [20]. In the Bridgman technique, the oven
or quartz tube can be moved by holding the crystal carrier stationary. The crystal
carrier can be moved by holding the furnace or quartz tube constant, or it is possible
to grow the crystal by different methods by simply changing the temperature without
movement.

3.1.2 Czochralski (CZ) Technique

Czochralski is a fast method to grow single crystals. It is widely used for semi-
conductors, oxides, and fluorides to be used in optical applications. This method is
the most widely used technique in the production of single crystalline silicon (Si)),
and germanium (Ge) is the Czochralski (CZ) technique [21]. Ultra-high-purity Si is
usually dissolved in a carrier which is quartz. If n-type or p-type single crystalline
Si is grown, then additive atoms such as boron (B) or phosphorus (P) are added in
this step. A Si single crystal (which can be expressed as a seed crystal) in a suitable
crystal orientation is immersed in the melt and is slowly rotated and pulled up at the
same time.With the CZmethod, it is possible to obtain a single crystal in a very large
cylindrical shape. This method is often used in the growth of silicon single crystals.
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This method produces the most homogeneous and perfect crystals. But it is only
applicable to the materials that melt congruently or nearly congruently, because the
solid and melt compositions are the same at equilibrium.

3.1.3 Kyropoulos Technique

The Kyropoulos technique was designed to create a smooth crystal at low temper-
atures in the mid-twentieth century. This technique is one of the most advanced
techniques for growing large single crystals before CZ technique. The most impor-
tant difference between this technique and the CZ technique is that it can form
different crystal forms. In Kyropoulos method, a solution in the pot is heated. By
slowly cooling the melt, the solid–liquid interface between the melt and the core
crystal begins to form. At the beginning of the crystal formation process, the nucleus
forms a cone-shaped shape in the crystal aligned to the melt. In this method, instead
of pulling up the crystal from the melt, the growth in the crucible is completed by
cooling slowly. The size of the resulting crystal is almost equal to the diameter of
the pot [22].

3.2 Thin Film Growth Techniques

3.2.1 Molecular Beam Epitaxy (MBE)

MBE is an ultra-high vacuum (UHV) -based thin film growth technique used to
produce single-step, controlled, and high-quality epitaxial structures. It has become
a widely used technique for the production of semiconductors, superconductors, and
metals with a high degree of purity. The underlying phenomenon of theMBE growth
system is quite simple: The solid source materials are placed in the evaporation chan-
nels to provide angular distributions of atoms or molecules. The substrate is heated to
the desired temperature, and the substrate is rotated for growth to be homogeneous.
The ultra-high vacuum hits the substrate surface heated in the environment and is
bonded to the structure on the enlarged surface. Despite its conceptual simplicity,
material purity and slow growth are a bad advantage, but it is a significant advantage
that growth can be controlled through the system. In the MBE system, such as GaAs,
AlGaAs, InGaAs, InGaP, InP, AlGaN, and AlGaAsP structures can be grown [23].

3.2.2 Metal–Organic Chemical Vapor Deposition (MOCVD)

MOCVD is chemical vapor deposition method for epitaxial growth of materials,
exclusively compounds. The growth of crystal structures in the MOCVD technique
occurs chemically. As an example, the GaAs film growth is as follows: gallium
(Ga) or arsenic (As) compounds, called precursor gases. Usually, a metal–organic
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compound such as arsenic hydride (AsH3) for As and trimethyl gallium (TMGa)
for Ga is used. The precursor gases are injected into the reactor via the carrier gas
(hydrogen or nitrogen). The reactor and substrate are heated to a certain temperature.
Temperatures may range from about 500–1500 °C depending on the material to be
produced. Reaction in the heated reactor and sub-surface occurs in the gas phase.
The particles, together with AsH3 and TMGa, are transported to the substrate surface
where they are deposited on the substrate and the remaining gases are discarded.
Within these steps, the GaAs layer grows on the buffer layer. Unreacted molecules
are separated from the surface and discharged from the reactor with the aid of carrier
gas [24, 25].

As a sample, the high-resistivity GaN layers were grown on 6H-SiC substrates,
with different buffer layers structures in MOCVD system. For these structures,
trimethylaluminum (TMAl) , TMGa, and ammonia (NH3) as Al, Ga, and N precur-
sors are used, respectively. Oxide layer in surface of SiC substrate was removed by
annealing of the under hydrogen ambient at 1200 °C for ~10 min. For four different
samples (called A, B, C and D), growth procedure is applied with different buffer
layers. All of the samples nominally contain a 190 Å thick GaN layer after the buffer
structures (Table 1).

Sample A contains 100 Å-thick, low temperature growth AlN, 1400 Å-high
temperature growth AlN and 500x100 ÅGaN/AlN pair super lattice structures under
high-resistant GaN layer. In sample B, 100 Å-low temperature AlN and 1400 Å AlN
layers were grown as a buffer layer at high temperature. The buffer layers of sample
C includes a 100 Å-thick AlN nucleation layer grown at low temperature (705 °C)
and 2300 Å-thick AlGaN layer.Fhere, XRD scan was used to obtain the Al content
of the AlxGa1−xN layer, and its value is determined as 67.0%. And 300 Å-thick AlN
(high-temperature AlN) is grown at 1100 °C and is used as a buffer layer in sample
[26].

Table 1 High-resistant GaN barrier structures designed in the different structural properties

A B C D

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

High-resistivity GaN
layer 190 Å

GaN/AlN superlattice
500 Å

– Undoped-AlGaN
layer 2300 Å

–

High-temperature
AlN layer 1400 Å

High-temperature
AlN layer 1400 Å

– High-temperature AlN
layer 3000 Å

Low-temperature AlN
nuclation 100 Å

Low-temperature AlN
nuclation 100 Å

Low-temperature AlN
nuclation 100 Å

–

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate

Semi-insulation
6H-SiC substrate
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3.3 Chemical Vapor Deposition (CVD)

CVD is a process in which gases chemically react and form reaction products on the
substrate surface. The basic process steps in CVD are [27]: (I) Transport of reaction
materials to the reaction chamber. (II) Chemical reaction at the sample surface.
(III) Accumulation of reaction products on the heated surface of the sample. (IV)
Separation of residual gases from the sample surface.

3.4 Vapor Phase Epitaxy (VPE)

VPE is a chemical vapor deposition method on a substrate for epitaxial solid layers.
There are two methods of growing groups III and V with VPE: chloride and hydride.
In the chloride method, chlorine is passed through the gallium arsenic metal to form
GaCl3. In the hydride method, hydrogen is mixed with arsenic (AsH3) and GaCl3
gases and sent on the substrate, which is held on a rotating plate at about 1100 K.
The gases are trapped on the substrate surface. The enlargement of structures such
as GaAs by the VPE method can create a perfect crystal with a better purity [28].

3.5 Liquid Phase Epitaxy (LPE)

LPE is based on the decomposition of sub-solid material from a cooling solution
layer. The substrate is stored in the growth chamber, and the solution is saturated
with the growthmediumuntil the desired growth temperature is reached. The solution
is then contacted with the single crystalline substrate surface, allowed to time for the
desired growth to occur, and finally, the material is allowed to cool after growth has
occurred [29].

4 Characterization Methods of Functional Materials

4.1 Scanning Electron Microscopy (SEM)

In this system, electrons are thermionically emitted from an electron gun fitted with
a tungsten filament. The emitted electrons which have an energy of 5–30 keV are
accelerated with the help of electrical force, which is reversely directed to the electric
field, and these electrons are bombed by means of focusing lenses toward the surface
of the material, which is coated with one of Au, Pt, Ag, and Cu metals (Fig. 5).
Because of this situation, two types of collisions are seen that are elastic and inelastic.
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Fig. 5 SEM diagram and spectroscopy techniques by electron–material interactions

SEM and spectroscopic techniques are related to inelastic collisions. In inelastic
collisions, electron interacts with the atoms of the sample material. Incident electron
rips an electron which may be of 1 s core energy level and passes to the back side
of the sample by losing most of its energy. These electrons give the opportunity of
scanning transmitted electron microscopy (STEM) image. The electron ripped from
1 s is knownas the secondary electron. Secondary electronsmay also result fromother
inelastic interactions between the primary electron beam and the sample. Secondary
electrons which are ripped from the atoms approximately 10 nm down the surface
of the material are taken to the surface by the help of coated metals, and they radiate
on the surface of the material with the kinetic energy they have. Conductor metal
collects the electrons on the surface, and so, there are no charges inside. Electrons on
the surface make a wide radiation spectrum according to their energy density. Later,
these radiations are transformed to image analyzers, amplifiers, and detectors [30].

As an example of scanning electron microscope images, Fig. 6 shows the SEM
micrograph representative of the boron-doped polyvinyl alcohol-HfO2 fibers in
different voltages (14.0 and 28.0 kV). It can be observed that the formation of single
fiber and cluster structure was the predominant morphology; only a large number
of them show irregular fiber orientation, and the average fiber diameter was 670 nm
[31].

In order to be stable, 1 s level takes an electron from 2 s or 2p levels. Energy
difference between 2 s and 2p and 1 s levels rips an electron from upper levels of



14 M. K. Ozturk

Fig. 6 SEM micrograph of polyvinyl alcohol-HfO2 doped with boron which is synthesized by
electrospinning technique at different voltages. a 14.0 kV, b 28.0 kV [31]

the atom, and this electron is called as Auger electron (Fig. 5). Auger comes from
1 to 3 nm thickness of the sample surface. Also, this situation causes emission of
X-ray spectrum. Auger electrons are not seen in atoms such as lithium, helium,
and hydrogen which do not have any electrons upper than p level. Auger electrons
give the opportunity for both mineral analysis and surface analysis as (topography,
morphology, composition, shape, etc.). This technique is called as Auger electron
spectroscopy. X-ray spectroscopy caused from electronic transitions presents very
useful analysis of elements.X-ray spectroscopywith energy andwavelength is known
as EDX and WDS [32], respectively. Electron transition energies between stable
levels are impaired with a database determined before, and one can decide which
element these transitions belong to. Mapping can be done. Furthermore, ratio as
a percentage of the compound in the composition can be determined. When the
transition energies of the unknown samples are needed to be determined, one can
use high-resolution fast semiconductor detector.

Figure 7 presents an example on EDX spectra, where the EDX spectra of CaO
and SiO2 are shown. If the CaO sample was examined by WDS, peaks would be
sharper, and so, FWHM values would be lower.

Also, with EDX, one can do quantitative analysis, where EDX report gives the
composition of the sample. For the example above, the composition of the sample
is given in Table 2, where the concentrations of Si, Ca, and O elements are give by
weight, atomic percent, and compound percent, respectively.

Cathodoluminescence in Fig. 5 is the term that describes the analysis of radiation
emitted due to bombing the sample with electrons. By the help of cathodolumines-
cence spectroscopy, surface mapping can be done using deep energy values, and
surface image can be formed. As an example, Fig. 8 shows the cathodoluminescence
spectra of the p-GaAs reference substrate and the porous p-GaAs measured at room
temperature. Porous GaAs layers are formed by electrochemical etching on highly
doped p-type wafers with (001) crystal orientation by Bioud, et al. [33].
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Fig. 7 EDX spectra of CaO and SiO2

Table 2 EDX analysis for CaO and SiO2

Element Weight
Conc %

Atom
Conc %

Compound
Conc %

Formula

O 51.06 65.58 0.00 O2

Si 42.59 31.16 91.12 SiO2

Ca 6.35 3.25 8.88 CaO

Fig. 8 Cathodoluminescence
spectra at room temperature
for the p-GaAs reference
substrate and the porous
p-GaAs [33]
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4.2 X-Diffraction and Spectroscopy

4.2.1 X-Ray Types

X-rays can be generated by an evacuated X-ray tube that uses a high voltage (~40 kV)
to accelerate the electrons released by a hot cathode to a high velocity. The high-
velocity electrons collide with the anode which is a metal target, such as Mo, Cu,
Co, Fe, or Cr. X-rays are generated via interactions of the accelerated electrons with
electrons of the anode. There are two types of generated X-ray: characteristic X-rays
and bremsstrahlung one. The characteristic X-ray is produced when a high-energy
electron collides with an inner shell electron (1S, 2S, …), and both are ejected from
the atom leaving a “hole” in the inner shell. This is filled by an outer shell electron
with a loss of energy emitted as a monochromatic X-ray photon. If the inner shell is
1S (called K shell), and the outer shell is 2S, 2p (called L shells), then the emitted
X-ray is called Kα1, but if the outer shell is 3s, 3p, 3d (called M shells), then the
emitted X-ray is called Kα2. But if the inner shell is L shell, and the outer is M
shell, then the X-ray is called Kβ1. If the outer shell in this case is 3s, 3p, 3d (called
N shells), then the emitted X-ray line is called Kβ2, and so on. In other words, Kα

is between L-K, Kβ is between M-K, and Kγ is between N-K. In X-ray diffraction
techniques, the sharpest peak, Kα, is used. Kβ peak is absorbed by some filters such
as Zr, Ni, Fe, Mn, and V. The second type of generated X-ray is produced when
electrons pass near the nuclei in the anode material, where they slow down and loss
their kinetic energy continuously. During their deceleration they give the continuous
X-ray radiation known as a bremsstrahlung X-ray. As a result of characteristic and
bremsstrahlung radiation, the generated X-ray will be similar to the one shown in
Fig. 9. Characteristic X-ray peaks are the sharp peaks labeled as Kα and Kβ. This

Fig. 9 Molybdenum X-ray
spectrum with different
potentials between the anode
and cathode [34]
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spectrum can bemanipulated by changing theX-ray tube, current, or voltage settings,
or by adding a filter to get monochromatic X-ray.

4.2.2 X-Ray Diffraction (XRD)

TheX-ray diffractometer consists of three basic parts: anX-ray tube, a sample holder,
and an X-ray detector, and it usually operates at known voltages and current. When
a monochromatic beam of X-rays such as (Kα) is incident on a sample as shown in
Fig. 10, it will be scattered from the atoms within the sample. To get monochromatic
X-ray, a filter is required. Kα consists of Kα1 andKα2, where Kα1 has a slightly shorter
wavelength and twice the intensity as Kα2, so a weighted average of the two is used.
If the material is crystalline, then the scattered X-rays will undergo constructive and
destructive interference. This process is called diffraction, and the maxima of the
intensity of diffracted X-rays, which correspond to constructive intereference, are
called diffraction peaks, and they satisfy Bragg’s law:

2d sin θ = nλ (7)

where d is the lattice spacing, θ is the diffraction angle, which is the angle between
the incident X-ray and the scattering plane as shown in Fig. 10a. n is the order, and
λ is the wavelength of incident X-rays. These diffracted X-rays are then detected by
the detector, processed, and counted. The produced XRD pattern (diffractogram) is
a fingerprint of the material under investigation. When a powder or polycrystalline

Fig. 10 a XRD measurement device scheme. b XRR measurement device scheme. c HRXRD,
texture, and stress measurement device scheme. d XRF measurement device scheme
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material with randomly oriented crystallites is placed in the X-ray beam, the beam
will see all possible interatomic planes. By scanning the sample through a range of
2θ angles, all possible diffraction directions from the sample will be detected. The
positions of the diffraction peaks can be converted to d-spacings, which allow the
identification of the material by comparison with standard reference patterns [35].

X-ray diffraction is now a common technique for the study of crystal structures
and atomic spacing. This technique provides information about structures, phases,
preferred crystal orientations (texture), average grain size, crystallinity, strain, and
crystal defects, and it is used for analyzing minerals, alloys, spreading phases,
corrosion products, polymers, zeolites, explosives, and cement like materials. The
parafocusing (or Bragg–Brentano) diffractometer is the most common geometry for
diffraction instruments.

4.2.3 X-Ray Reflectivity (XRR)

Thebasic principle ofX-ray reflectivity (XRR) is to reflect a beamofX-rays at grazing
angles of incidence or low angles (typically, from 0 to 4° from grazing incidence) as
shown in from a flat surface (Fig. 10b) and then to measure the intensity of reflected
X-rays in the specular direction (reflected angle equal to incident angle) as a function
of angle. The total external reflection occurs below the critical angle θ c, which is very
small, and depends upon the electronic density of thematerial. The higher the angle of
incidence of theX-ray relative to θ c, the deeper theX-rays penetrate into thematerial.
Below the critical angle of total external reflection, X-rays penetrate only a few
nanometers into the sample. At every interface where the electron density changes,
a part of the X-ray beam is reflected. The interference of these partially reflected
X-ray beams results in the oscillatory pattern observed in reflectivity experiments.
From these reflectivity curves, layer parameters such as thickness (until 1000 nm),
density (with %1 error), interface, and surface roughness (until 5 mm) for single
and multilayer stacks on semiconductor wafers can be determined, regardless of
the crystallinity of each layer (single crystal, polycrystalline, or amorphous). Also,
morphology can be determined by spreading beam, correlation lengths, and fractal
parameters.

Figure 11 shows a fit curve modified with dynamical equations of XRR scan for
AlN crystal grown on SiC substrate by MOCVDmethod. The figure shows reflected
intensity of X-rays against 2θ /θ, where θ is the incidence angle and 2θ is the angle
between the detector and incident X-rays. Here, by using fringes width thickness is
found as 61.340 nm and by using amplitude of fringes roughness is found as 1.121
nm and density is found as 3.17 g/cm3.
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Fig. 11 Reflectivity scanning of AlN buffer layer grown on SiC by MOCVD. It is given with Inset
fit value

4.2.4 High-Resolution X-Ray Diffraction (HRXRD)

HRXRD is an indispensable technique for semiconductor and polymer-
semiconductor materials. HRXRD can be obtained using a laboratory-based triple-
axis (four-circle) diffractometer. It requires a sealed X-ray tube or rotating anode,
a mirror with a four-bounce duMond–Hart–Bartels (dHB) design monochromator
to isolate Kα1 in the incident beam path, because in this method only Kα1 spectral
line is used as X-ray source, and a two- or three-bounce monochromator in front of
the detector. Usually, a Ge(220) crystal monochromator is used. A Ge(440) crystal
monochromator can be used to further improve the resolution at the expense of inten-
sity. Before describing the work principle of this method, it is essential to emphasize
that the sample should be prepared very carefully. For an efficient Kα1, Gemonochro-
mator, slit and absorber apparatus should be used. While inserting the sample and
adjusting the detector, detector and Kα1 source tube should stand at the same axis
level. Sample is attached to the Cradle attachment centered by the help of such
methods as vacuum, clamp, glass paste, gum, or magnet. Kα1 beam in the detector
is seen in full intensity value. During the z or height adjustment of the sample at the
first time, when z approaches to beam, the total intensity value of the beam goes to
zero. Here, the zero value of the total intensity, tube, and the X-ray beam direction
behind the sample meet in attachment surface. Here, we shall adjust the direction of
the X-ray beam toward the middle of the side section thickness of the sample. For
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this reason, the middle of the getting zero full intensity value is calibrated as z value.
Secondly, θ is scanned between −2 and +2, and the vision should be a triangle.
Here, the aim is searching whether the surface of the sample has tilt or not. Sample
adjustment is over if maximum peak point of the scan is at zero and it corresponds
to the half of the full intensity value; otherwise, Z and θ scanning should be made
again. Z axis-directed preferred planes are primarily examined by ω − 2θ scanning
for substrate, epilayer, heterostructure, MQW, and such nanotechnological devices.
Data is taken from all layers and differentiated from each other. Among these planes,
mostly c-directed symmetric (002), (004) and (006) planes are scanned. For example,
while examining GaN layer, symmetric scans for these planes can be made.

In order to see crystal planes, sample will not be changed to powder, but it should
be put into the system completely. For this reason, besides θ and 2θ, there should
also be x, y, z, ω, χ , and ϕ axes (Fig. 10c), where ω is the angle between incident
X-ray beam and the sample. HRXRD usually measures intensity of scattered X-rays
as a function of ω and/or 2θ. There are different types of scans: first, a rocking curve
which is a plot of X-ray intensity versus ω with the sample tilted, but the detector
is set in an angle, second, a detector scan in which X-ray intensity is plotted against
2θ without changing ω (fixed source), and third, a coupled scan in which scattered
X-ray intensity is plotted against 2θ, but if sample rotates, the detector also rotates,
or in other words, ω changes in a way that is linked to 2θ. In this scan, the source is
fixed, and 2θ = 2ω + offset. It shall be noticed that ω scan and 2θ scan are needed
in the alignment process, and coupled scan is usually used to show the final result.

The diffraction planes can be classified to be symmetric planes and asymmetric
planes. The angle between diffraction plane and incident angle is ω, while the
diffracted angle is 2θ. Symmetrical planes are the planes that are parallel to the
surface of the sample, while asymmetrical planes are the planes that have an angle to
the surface of the sample (obtained by tilting the sample). Symmetrical and asymmet-
rical scans are both needed to be able to investigate different properties of materials.
Symmetrical scans only provide information about in plane (parallel) lattice param-
eter. Among these planes,mostly c-directed symmetric (002), (004), and (006) planes
are scanned. But (102), (111), and (121) are asymmetrical planes. Symmetrical plane
measurement was used to find the tilt of the epitaxial layer, while asymmetrical plane
measurement was used to find lattice mismatch, strain, and relaxation. Also, c-lattice
length is determined from symmetric plane peaks, and a-lattice length is determined
from asymmetric plane peaks. For example, while examining GaN layer, symmetric
scans for these planes can be made. χ and ϕ axes are also used with ω and 2θ axes
for (102), (111), and (121) asymmetrical planes. In this kind of analysis, ω, 2θ and χ

values of crystallographic asymmetric planes or tilt angle should be determined with
a software or by using vector operations. After calibrating these values on the device,
ϕ scanning is made. After calibration of ϕ, determined from scanning peaks, sample
is scanned in 2θ angle from right and left. For example, ±(1, 2and 3) degrees.

For example, Fig. 12a shows a coupled scan plot, in which intensity is plotted
against 2θ, andω is changing. The figure shows theω − 2θ scans ofAlxGa1−xN/GaN
(x = 0.3) structures with and without a high-temperature AlN interlayer and AlN
buffer layer on sapphire substrates for the three high-electron mobility transistor
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Fig. 12 a High-resolution Bragg reflections near the (0002) reflection of samples A, B and C.
b The (101̄5) rocking curve of the GaN layers and the AlN interlayer in sample A [36]

(HEMT) samples [36]. As shown in Fig. 12a, besides the AlGaN (0002) and AlN
(0002) reflections, an intenseGaN (0002) reflection alongwith its strong interference
with AlGaN was observed, in turn indicating that the GaN, AlN, and AlGaN layers
possess high-quality wurtzite structures. Here, miller planes of hexagonal structure
are indicated by (hk(-h-k)l). In the skew geometry of XRD, the ω peak of the asym-
metric (101̄5) plane in the interlayer was the only one found and was shown by the
ω scan of the GaN (101̄5) reflection, as shown in Fig. 12b.

Qualitatively, the determination of the quality of crystal can be taken based on the
full width at half maximum (FWHM) of the peaks. A perfect crystal will have a very
sharp peak. A broadening of the curve can be related to the presence of mosaicity,
dislocation, or curvature in the sample. Plane quality is determined by fitting the ω

turning peak half height width (FWHM) to the Gaussian function. The quality of
the FWHM increases when approaching to the FWHM value of 0.00435° (15arcdeg)
gained from silicon calibration of Ge monochramator.

4.2.5 X-Ray Florescence (XRF)

The mechanism of this technique is easy to understand if compared with XRD. In
XRD, only Kα source spectra are used, but in XRF, all the spectrum coming from
the tube is used which is called primary. In this technique, irradiation of a sample
by bombarding with primary X-ray beam from an X-ray tube causes emission of
fluorescent X-rays with discrete energies characteristic of the elements present in
the sample. It can be seen in Fig. 10d that when the whole beam comes over the
sample, in all types of atoms forming the sample, the electrons in inner shells like
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K, L, and M are excited, and luminescence effect is seen. So, Kα, Kβ, Lα and Lβ

spectras are seen for every element in the sample. The spectra of these elements
are compared with database, which was prepared for all elements, and constituent
elements of the sample under study are determined. This determination should be
made before the compound determination in XRD. It is useful to know the atoms
forming this compound in XRD.

Analysis is made using one of two spectrometers of two design principles:
wavelength-dispersive X-ray fluorescence spectrometers (WD-XRF) and energy-
dispersiveX-rayfluorescence spectrometers (ED-XRF).WD-XRFspectrometer uses
a crystal monochromator as a grating to diffract the fluorescent X-rays to produce
a spectrum. So, just a single wavelength at a time is received by the detector that
measures their intensity. But the ED-XRF spectrometer permits the fluorescence
radiation of all wavelengths emitted to reach the detector simultaneously, and it uses
a pulse height discriminator to classify the energy of the X-ray photons that strike
the detector.

All the elements till uranium can be analyzed by this technique. Geological and
underground good samples are commonly examinedwith XRF technique. Especially
for underground investigations, there are portative XRFs put in a bag or shaped like
a gun. A historical self-portrait painted by Sir Arthur Streeton (1867–1943) has
been studied with fast-scanning X-ray fluorescence microscopy using synchrotron
radiation given in Fig. 13 figured by Hovard et al. [37]. Also, XRF technique is
commonly used in the powder analyses with XRD [38].

Fig. 13 Representative X-ray fluorescence spectrum of a 50 mm2 area of the painting near the chin
collected by 1 of the 384 detector elements of the Maia detector array. Several major elemental
fluorescence lines and the scattering components are labeled [37]
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4.3 Secondary Ion Mass Spectroscopy (SIMS)

In this technique, an ion gun is used to produce a precisely focused energetic primary
ion beam (typically between 25 and 30 keV kinetic energy) that sputters the surface
of the sample. Because of this primary ion sputtering, a collision cascade is induced
in the upper surface layers of the sample. Due to energy dissipation resulting from
these collisions, bonds will be broken and secondary particles will be emitted. The
emitted secondary ions (positive or negative) are collected and analyzed by mass
spectroscopy, where they are separated from each other according to their charge
and mass ratios. Three types of signals are taken from the scattered ions. These
are ion images, depth profiles, and mass spectra, respectively. So, 3d mapping of
the elements and molecules can be made. As an example, SIMS depth profile of
gallium-doped zinc oxide (GZO) thin films which were successfully deposited onto
n-Si and glass substrates by RF magnetron sputtering at room temperature using a
power of 200 W [39] is presented in Fig. 14. Ga and Zn homogeneity in the layers
give very good results.

Fig. 14 SIMS depth profile of GZO thin films onto n-Si and glass substrates [39]
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4.4 Stress Measurements

In stress measurements, there are two modes: the “iso inclination” and the “side
inclination.” In the iso-inclination mode, the 2θ is measured by aligning the χ plane
(the plane that connects the normal of the sample surface to the normal on lattice
plane) to the detector scanning plane (2θ scan). In the side inclination mode, the 2θ
is measured by setting the detector scanning plane perpendicular to the χ plane. This
mode permits the use of large values of the angle χ to measure the bottom or curved
sections of a gear, which are difficult to measure by the iso-inclination method.

Using XRD and Bragg’s law, stress measurements can be performed for semicon-
ductor and metal material by measuring detector ane 2θ while varying the angle χ,
where χ is formed by the normal of the sample surface and the normal to the lattice
plane. In these measurements, if there is stable stress in any direction, the diffraction
peak of this direction is used. Setting the angle of the X-ray beam at fixed value, the
value of d at the position of the diffraction peak can be found by substituting n = 1
in Bragg’s law, 2d sin(θ) = y. For a symmetric and asymmetric peak in the ω scans,
the peak will be determined through scanning in a narrow range. The value of d and
data corresponding to changing χ value is used the stress equation;

d = d0
1 + ν

E
σ sin2(χ) − d0

ν

E
(σ11 + σ22) (8)

According to this equation, the plot of d versus sin2(χ ) will be linear. So, by
performing a linear fit, and using the slope m obtained from the fit, the stable stress
can be calculated from the formula:

σ = m

d0

E

1 + ν
(9)

where Young’s modulus E, Poisson ratio ν, and lattice spacing in stress-free condi-
tions d0 are known for the material. As an example, d versus sin2(χ ) curve is given
in Fig. 15 for Ge semiconductor. χ angle is taken between 0 and 4° with steps of 0.1°
for stress measurements by using side inclination mode. By using symmetric (004)
ω-scans we find d of the peak with the help of Eqs. (8) and (9) as mentioned above.

Stress curve is plotted. The equation of the regression straight line is found from
the plot as: y = −0.0004x + 1.3663, where x = sin2(χ). Using the slope of the
straight line, which is m = −0.0004, Young module, for Ge E = 150GPa, Poisson
ratio ν = 0.3, and universal d0 = 1.3577 values, the stable stress was calculated and
found to be −34MPa.
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Fig. 15 d versus sin2(χ). plot for Ge semiconductor

4.5 Texture Calculation

In this method as in XRD, Kα1 and subdued Kα2 spectral peaks are used. Generally,
pinhole apparatus is used, and pole images aremade. Primarily in a texturedmaterial,
diffraction peaks should be seen, and when the Bragg condition is maintained with
θ, the range giving the d values is kept constant. After this, diffraction peaks are
tried to be seen again and again with Cradle attachment and χ tilt and ϕ turn angles
in a certain range. After this, for analyzing the data peak intensities which have d
values gained from every χ (tilt) and φ (rotation) angle scans, three-dimension pole
(χ, φ, and intensity) is plotted. Texture mapping can be given as an example to this
situation. In texture analysis, as standard measurement ranges, 2θ range is 2.5–70°,
χ tilt angle range is 0–85° or 0–350°, and φ turning angles can be used in every 6-
degree steps. Pole graphs needwide data analysis because of fingerprints of theX-ray
beam by sintilization detectors. Texture analysis became more convenient with fast
pixel detectors. In texture analysis, spreading of the lattice plane direction is shown
in a half sphere. Sample may be weak, heavy, and normal texture. In investigations,
direction of a plane can be determined with 2θ scan without using pole graph. In the
degree of direction, texture percentage of crystal lattice plane is determined by the
ratio of single peak area to total area of peaks.



26 M. K. Ozturk

4.6 Small and Wide-Angle X-Ray Scattering (SAXS
and WAXS)

Small-angle X-ray scattering (SAXS) is an analytical technique that measures the
intensities of X-rays scattered by a sample as a function of the scattering angle.
Measurements are made at very small angles, typically in the range of 0.1–5°. A
SAXS signal is observed whenever a material contains structural features on the
length scale of nanometers (1–100 nm). SAXS method is one of the most versatile
techniques for the structural characterization of nanomaterials. The samples may
be solid objects, powders, gels, or liquid dispersions, and they may be amorphous,
crystalline, or semi-crystalline. SAXS also gives knowledge about the structural
dynamics. Measurements can often be done in situ, and only, minimal sample prepa-
ration is required. It is essential to use a detector which has a high linearity, a high
dynamic range, and negligible intrinsic noise. For high-end SAXS instrumentation,
a high spatial resolution of the detector is beneficial.

Wide-angleX-ray scattering also known aswide-angleX-ray diffraction (WAXD)
is the same technique as small-angle X-ray scattering (SAXS), except that the
distance between the sample and the detector is smaller, and thus, diffractionmaxima
at larger angles are observed forWAXS.Wide-angleX-ray scattering (WAXS) probes
the material for the much smaller length scale (interatomic distances). It is used
to determine the crystalline structure of polymers and to determine the chemical
composition, phase, or texture of films.Wide-angle X-ray scattering can bemeasured
simultaneously with SAXS.

Small-angleX-ray scattering andwide-angleX-ray scattering (SAXS andWAXS)
are complementary techniques. WAXS usually covers angular 5–60°, while SAXS
covers much smaller range, which is up to 5°. WAXS and SAXS methods do not
harm the sample. As an example, spherical polyelectrolyte brushes analysis with
SAXS is given in Ref. [40].

4.7 Atomic Force Microscopy (AFM)

AFM is a very high-resolution scanning probe microscope, with a resolution of frac-
tions of Angstrom. It is used widely for examining organic and inorganic sample
surfaces. It is in the first plan for examining structural properties of surfaces of opto-
electronic devices. AFM contains a cantilever with a sharp tip (probe) at its end that
is used to scan the specimen surface at the nanoscale level. Fundamentally, it depends
on the interaction of the tip with atoms (Fig. 16). AFM has three different modes.
These are contact mode, where the tip touches the surface of the sample; noncontact
mode, where the tip does not touch the surface; and the tapping mode, where the tip
hits the sample surface. Tips are made of different materials for different aims. Tips
are made of Si, Si3N4, Au, and Pt, or other molecular materials coated with them.
For this reason, in each mode, different tips are used. Here, forces coming out from
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Fig. 16 Schematic of atomic force microscopy (AFM)

Wan derWaals interaction (F= kz) transforms to motion on the tip made up of Si3N4

and SiO2 materials. This motion transforms to data with the help of a photodiode
which makes laser trace. While the tip is approaching to the surface pulling and
pushing, Wan der Waals interacts and a resonance period starts. Roughness, friction,
electrical properties, magnetic properties, nanomechanical properties, and corrosion
can be determined about the sample.

Surface images of the AlInN/AlN/GaN/Al2O3 HEMT (high-electron-mobility
transistor) structures grown by MOCVD with various thicknesses of GaN top layer
and AlInN layer having different indium compositions are given in Fig. 17 [41],
where the scan area of the AFM images of GaN top layer of the samples is 4.0 ×
4.0 μm2. The thickness values of the buffer AlN layer for samples A, B, and C are
14.0, 8.0, and 14.0 nm, respectively, and for GaN, cap layer are 1.0, 2.0, and 4.0 nm

Fig. 17 AFM images of AlInN/AlN/GaN heterostructures with different AlN Buffer Thickness
[41]
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for samples A, B, and C, respectively. As it is clearly seen in these images, surfaces
are similar and are composed of steps and terraces.

Not withstanding the pure atomic steps that are commonly seen in sample C, the
black points, which are typical for GaN surfaces [42–46], still appear on the surface
image of the top layer. The average root mean square (RMS) roughness of samples
A, B, and C was attained as 0.450, 0.270, and 0.570 nm in a scan area of 4 × 4 μm2.

Lattice mismatch between sapphire and AlN increases the dislocation density in
the AlN layer, and dislocation is carried to the surfaces causing cracks. In this case,
the nucleation of AlN and GaN interlayers can be grown to prevent surface cracking.
As a result, the surface morphology looks good [43].

4.8 Spectroscopic Elipsometry (SE)

Elipsometry method is widely used for the examination of the films over substrates
formeasuring the optical activity in surface investigations [47], where optical activity
of the films is known as polarimetry. It is also used for determining the thickness of
unknown films, optical properties of materials, and surface density of overlayers on
reflectivematerials. But itmust be noticed thatmaterials properties and other physical
parameters determined by ellipsometry are inherently dependent on the physical
model assumed by the user. SE method is a harmless method for determining optical
properties of semiconductors, metals, and insulators. It is also used for determining
the boxing of the reflected light from the surface of the film [48].

Ellipsometry in generalmakes use of the fact that the polarization state of lightmay
change when a light beam is reflected from the surface of a sample. Ellipsometry
analyzes this change of the state of polarization and yields information about the
layers of the thin film that are often even thinner than the wavelength of the probing
light. A basic ellipsometer consists of a source of light, a polarization state generator
(PSG) placed in the path of the beam before the sample, a polarization state analyzer
(PSA) placed in the path of the beam behind the sample, and a photo detector. The
PSG controls and analyzes the polarization state of the probing light, while the PSA
controls and analyzes the polarization state of the reflected. There many different
types of PSGs andPSAs exist. In ellipsometry, the probingbeamhits the sample under
an oblique angle of incidence. Consequently, the phase change caused by the probing
beam to the reflectivity of the sample is different for light with polarization parallel
and perpendicular to the plane of incidence, respectively (p- and s-polarizations).
Ellipsometry measures both the ratio of the reflectivity and the relative phase change
of the p- and s-components and yields the ellipsometric angles ψ and �:

tan� =
∣∣Rp

∣∣
|Rs| (10)

� = �p − �s (11)
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Table 3 Solar cell structure n-GaAs Cap layer 50 Å

n-GaInP 2000 Å

p-GaInP 2000 Å

p-GaAs 150 Å

n-GaAs 150 Å

n-GaAs 2000Å

p-GaAs buffer layer 3000 Å

3′′ p-GaAs (100) substrate

where Rp and Rs are reflectivity of p- and s-components, respectively, while �p

and �s are the induced phase change on these p- and s-components, respectively.
By using elipsometric equations, elipsometric ratio is calculated by the following
formula;

ρ =
∣∣∣∣ Rp

RS

∣∣∣∣ = ei(�p−�s) = tanψei� = Rp

Rs
(12)

These equations are fitted with suitable models based on Fresnel equations with
elipsometric data, so they give the optical parameters of the solid material [49]. With
this SEmethod, primarily, refractive index, film thickness, extinction coefficient, and
crystallite and alloy ratio can be determined.

SE analysis for the Ga0.516In0.484P/GaAs solar cell structure (Table 3) was
measured at an angle of incidence 70° by Kinaci, et al. [50]. Figure 18a shows
the real and imaginary parts of the dielectric function against photon energies in
the range 0.6–4.7 eV. It should be noticed that (E0, E0 + �0, E1 and E1 + �1) in
Fig. 18a are the critical point energies. We have calculated numerically the second
derivative spectra of the real part of the experimental dielectric function to perform
the line–shape analysis, which was given in Fig. 18b. The experimental curves were
fitted to determine the critical point energies. So, E0, E0 + �0, E1 and E1 + �1 were
found as 1.92, 2.05, 3.25, and 3.45 eV, respectively [50].

4.9 Photoluminesance Spectroscopy (PL)

Photoluminesance spectroscopy (PL) is an optical method used in characterization
of materials. In this technique, sample is exposed to electromagnetic radiation and
the energy is absorbed and the material is transferred to a higher energy state. The
release of energy through the emission of radiation during relaxation of the material
to return to lower energy states is called photoluminescence (PL). PL is a very simple
method, where the intensity of the incident wave and spectrum can be determined
very fast, and it does not deform, or heat the sample. PL may be used in deter-
mining doping ratio of III–V group semiconductors, structural defects, and band
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Fig. 18 a Real and imaginary parts of the dielectric functions of Ga0.516In0.484P/GaAs solar
cell structure. b the second derivative spectra of the real part of dielectric function spectrum of
Ga0.516In0.484P/GaAs solar cell structure [50]
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gap. Intensity and spectral property of PL give knowledge about different proper-
ties of the sample [51]. It is an efficient method in determining forbidden band gap
and different behaviors. PL is sufficient in determining forbidden band gap at room
temperature in helium atmosphere; even it is more stable, for project studies. When
producing LED, detector, and photodetector, it is a routine spectrum technique [52].
By using PL measurements, it is possible to control conditions which come out with
surface variations. It gives optical knowledge about deformed region near to surface
under high pressure. It can examine optical behaviors of interfaces. Surface area of
the sample which is exposed to PL may decrease the PL intensity. According to
other spectrum devices, sample surface roughness or structural irregularity is also
not limiting [53]. In semiconductor materials which have indirect band gap, the PL
has less efficiency. Irradiative transitions cause relaxation of excited populations in
these samples. This situation may increase population because of structural defects
such as surface oxidation. For this reason, fast and irradiative excitations may occur.
PL peak may be seen even in this condition. This peak may be characterized with
both radiative and irradiative excitations. With PL, it is not possible to determine
irradiative traps directly. But the traces of these traps may be seen clearly in some
measurement types of PL. It is a difficult investigation to examine interface and
doping conditions by using PL spectrum. If the mentioned situations are radiative
mechanism situations, they can be examined in PL spectrum and the size of the corre-
sponding PL peaks permits to examine the doping condition of the sample. But it is
difficult to measure the density of these levels, and it is exhausting that the exciting
intensity of PL peaks is in ratio [52].

As an example, the PL measurements of hetero-junction GaAs and solar cell
are taken at 300 K (room temperature), and it is shown in Table 4 as an example.
Forbidden band gaps and alloy ratios(x) of semiconductor materials forming GaAs
solar cell are gained from PL spectra peak positions. PL intensity versus wavelength
plot is given in Fig. 19 for hetero-junction GaAs solar cell structure. Forbidden band
gap of GaAs semiconductor material is calculated as 1.42 eV by using these peak
positions. AlxGa1−xAs window layer’s forbidden band gap is found as 1.865 eV.
Aluminum composition ratio in AlxGa1−xAs alloy is found as %36.00 by the help of
forbidden band gap [54].

Table 4 Schematic view of
hetero-junction GaAs solar
cell grown at 300 K

p+GaAs (Cap) 20 nm

p-AlGaAs 30 nm

p-GaAs 500 nm

n-GaAs 500 nm

n + GaAs (buffer)

3” n-GaAs (100) substrate
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Fig. 19 PL intensity versus wavelength for hetero-junction GaAs solar cell

4.10 Raman Spectroscopy

At the beginning of twentieth century, first, Raman spectroscopy was performed
for determining solutions and organic materials by Raman [55]. The measurements
gained by the help of this method can be taken by not deforming the material.
Raman spectroscopy method is used as material characterization by the vibrations
belonging to the material. In the middle of the twentieth century, it is started to be
used commonly in semiconductor technology. When a monochromatic light beam
(usually laser beam) excites a material, most of the scatters over the material come
out elastically. In these scatterings, no energy variation is seen among atoms and
molecules. For this reason, the incident electromagnetic radiation scatters in the same
wavelength. Scattering in this wavelength may be seen together with less intensity of
non-elastical scattering. When the energy difference between incident and scattered
light is investigated, it is observed that the energy of inelastic scattered light is
different from material to material [56], which means that vibrational energies differ
frommaterial tomaterial or eachmaterial has its fingerprint. If the scattering is elastic
[57], there is no difference in the energy between incident and scattered photons, and
it is called Rayleigh scattering. If the scattering between the molecule and the photon
is inelastic, it is called Raman scattering.

Vibrational energy after the collision and the wavelength of the inelastically scat-
tered photon are inversely proportional with each other. Momentum and total energy
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are conserved during scattering. After inelastic scattering, the molecule moves to a
new energy state, and the scattered photon shifts to a different energy, or to a different
frequency. The energy difference of the scattered photon equals to the energy differ-
ence between the initial and final energy states of the molecule. If the final energy
state of the molecule is higher than the initial one, or in other words the vibrational
energy of the molecule increased after the collision, then the scattered photon will
be shifted to a lower frequency (lower energy) and that the total energy of the system
remains constant. This shift in frequency is called a Stokes shift, or downshift. If the
energy of the final state of the molecule is lower than the initial state, or in other
words the vibrational energy of the molecule decreased after the collision, the scat-
tered photon will be shifted to a higher frequency, which is called an anti-Stokes
shift, or upshift, and in this case, the molecule should be excited [56, 58].

Some positive and negative aspects of Raman spectra:

(a) Completive data may be gained by different adjustments.
(b) It is easy to apply.
(c) It does not require material preparation.
(d) Experimental procedure may continue repeatedly.
(e) Adding some noise to the spectrum may cause complications.

Raman spectra of the high-resistivity GaN epilayers are given in Fig. 20a grown
on 6H-SiC substrate with different buffer structures which were recorded at room
temperature [26]. As shown in Fig. 20a, in the back-scattering geometry measure-
ments, the allowed E2 (high) and the A1 (LO) phonon modes of the c-direction-
oriented GaN and the E2 (TA), A1 (LA), E2 (TO), and A1 (LO) phonon modes of the
6H-SiC substrate can be fitted as Ref. [59]. In Fig. 20b, GaN E2 (high) and A1 (LO)
mode’s Raman spectras are seen separately [26].

For a detailed Raman analysis, a second sample can be given. Raman spectra for
samples A and B of details in Table 5 are shown in Fig. 21, where spectra are gained
using micropublisher 5.0 camera software. During these measurements, the 785 nm
wavelength laser is used for 60 s for both samples.

Fig. 20 a Raman spectra obtained at T = 300 K for the HR-GaN epilayers grown on 6H-SiC
substrate with different buffer structures, for back-scattering (surface) geometry (z̄(x, x)zz̄(x, x)z).
b E2 (high) and A1 (LO) phonon modes in the HR-GaN epilayers [26]
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Table 5 Schematic diagram
of (a) Sample A and (b)
Sample B [60]

Sample A Sample B

p-InGaN layer 20 nm p-InGaN layer 20 nm

p-InGaN layer 50 nm p-InGaN layer 50 nm

Graded InGaN layer 25 nm –

p-InGaN layer 200 nm InGaN layer 220 nm

n-GaN layer 1.9 μm n-GaN layer 1.9 μm

Ud–GaN layer 1.9 μm Ud–GaN layer 1.9 μm

LT–GaN 2.45 min LT–GaN 2.45 min

4H–Al2O3 substrate 4H–Al2O3 substrate

Fig. 21 Raman spectras for Sample A and B [60]

Raman spectra can be used for determining, crystallite size, identification ofmate-
rial, and stress. In Table 6, one can see the results for peak center, peak height, peak
area, and full width at half maximum values (FWHM) values for InGaN/GaN struc-
ture. There is also one more layer detected by Raman measurement that is white rust
formed by touching the air for a long time.

Amount of materials in the samples are estimated by peak intensity ratio and
peak area ratios that are shown in Table 6. Crystallite size can be estimated using
FWHM data in Raman spectra. Atomic radius of materials can be calculated by
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equation r = r0.A1/3 [61], where r is the atomic radius, A is atomic number, and
ro equals 1.2 fm. If FWHM values of Ga and N are compared with their atomic
radii, it is seen that they are in good agreement. FWHM values of sample A are
generally bigger than those of sample B. This means that crystal quality is better for
sample A. As mentioned before stress can be calculated from Raman spectra. During
the calculation of stress values, unstressed peak center values must be found from
RRUFF database. These values are subtracted from experimental values and divided
by calibration coefficients to gain stress inMPa. This relation is shown with equation
σ(MPa) = �w(cm−1) [62].

In Raman calculation, N peak center value is used because it is the most
intense peak in both samples. Stress values from Raman are calculated as 4.27
and −23.89 Mpa. There is one more layer detected by Raman that is white rust
(3Zn(OH)2ZnCO3H2O) . Peak intensities of white rust are different in both samples,
which is related to different cleaning durations.

4.11 Fourier Transform Infrared Spectroscopy (FTIR)

FTIR spectroscopy is related to themeasurement of interatomic bondvibrations of the
(IR) absorbing material. IR spectrum is modulated with strain, shrinkage, and twist
bonds in the structure. Modulation of positions in these interatomic bond vibrations
is taken into resonance with unstable positions in IR region. Every functional group
has its own vibrational frequency and spectrum [63].

IR spectroscopy is a fast and simple technique for determining different func-
tional groups. As in all spectroscopic methods, IR spectroscopy is also dependent on
the interaction of atoms or molecules with electromagnetic radiation. Infrared (IR)
spectroscopy is the technique to explain inorganic, organic, and biological structures
[64–67]. Shortly, IR spectroscopy is the technique, which is used for measuring
vibrational spectra, that is absorbed in a wide range dependent on wavelength. IR
measurements can be done using transmission or reflection [68], but transmission
situation is more common. The wavelength range of IR spectrum is between 0.78
and 1000 μm (12500–10 cm−1 wave number). This may be grouped as far IR (100–
10 cm−1), middle IR (4000–100 cm−1) [69, 70], and near IR (12500–4000 cm−1)
[71]. Near and middle IR are the most commonly used regions [59].

IR rays cause atoms to vibrate with an increasing amplitude around bonds
connecting atomic groups. IR light does not have sufficient energy to excite elec-
trons as ultraviolet or high-energy radiations do.Because functional groups of organic
molecules are formed by ordering of connected atoms belonging to functional group,
absorption of IR energy by organic molecules comes out typically by atoms found
in determined functional groups. Vibrations coming out like this are the vibrations,
which are quantized by the absorption of IR energy by compounds. The position of
an IR absorption band is measured as the reverse of the centimeter (cm−1), and it
is indicated by wave number (ν) or wavelength (λ) . Wave number is the vibration
number of the wave in a unit length, while the wavelength is the distance between
two tops of these vibrations. It is given by

_
v = 1/λ(cm) or

_
v = 10.000/λ(μm).
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Vibration of covalent bonds resembles tiny springs, which hold atoms together.
Atoms may vibrate as they are adjusted in certain frequencies. Excitation of the
molecule from one vibrational energy to the other happens by absorption of IR rays
at a certain energy (because �E = hν).

Molecules may vibrate in two different types. These are;

1. Strain vibrations

a. Symmetric strain; atoms at two sides of the bond approach and get further at
the same time.

b. Asymmetric strain; one of the bonds gets longer and the other gets shorter at
two sides or just the inverse of this.

2. Bending vibrations

a. Inplane bending (shearing, shake)
b. Out-of-plane bending (twist, shake front, and back)

Strain frequencies in IR spectra may have two reasons. These are masses of the
bonded atoms (heavy atoms have less vibrational frequency if compared with light
ones) , and the hardness of the bond. Trio bonds vibrate at higher frequencies than
double bonds, and they are harder. The same relation is present between mono and
double bonds. IR spectra of a compound are like its fingerprint. For this reason, if
there are two different IR spectras, it is certain that they are different compounds.
IR spectra of the same compounds are also the same [72]. Results in IR spectra are
taken as absorption versus frequency plot.

In FTIR systems, no monochromater crystal is used. Spectrum is gained in time
scale instead of frequency scale if all the frequencies interact with the sample. Data
gained in time scale are named by interferogram. Interferogram is the Fourier trans-
form of the absorption spectrum. Inverse Fourier transform operations are changed
to data in interferogram frequency scale with the help of computer. Therefore, the
well-known absorption spectra are obtained. Another function of the computer is
gaining the spectrum in time scale many times, storing this data, and later measuring
the total signal without noise. Here, a system called Michelson Interferometer is
used [73]. FTIR spectroscopy is faster than IR spectroscopy, where the spectrum
is registered in a few seconds. Sensitivity of the spectrum does not change because
there are no solids and a high distorted spectrum is gained. Using FTIR spectroscopy,
chemical bond and molecular structure of the top of a surface can be determined in
a few microns. It is important to use IR spectroscopy in investigating organic mate-
rials with covalent bonds. These type of materials are analyzed in 2500-25000 nm
wavelength range.

As an example, FTIR spectras for flash conductive-bridging rem application,
SiO2 grown on Si/W and Cu doped SiO2 films are given in Fig. 22 [74]. The Si–
O–Si bonding and the Si–O bonding were observed at 1060 cm−1, 835 cm−1, and
461 cm−1, respectively, in the SiO2 film. For the Cu-doped SiO2 film, there was
additional Cu–O bonding appearing at 606 cm−1 [74].
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Fig. 22 FTIR analysis of the deposited SiO2 and Cu:SiO2 films [74]

4.12 Ultraviolet–Visible Spectroscopy (UV-Vis)

The principle of UV-visible spectroscopy is based on the absorption or reflection
of ultraviolet or visible light light of wavelength in the range 160–780 nm by a
material, which results in the production of absorption spectra, and it depends on
the interaction between light and matter. UV-Vis spectroscopy is mostly used for
quantitative determination ofmolecules in a solution, or inorganic ions, or complexes.
Mostmolecules absorbUVorVISwavelengths, and a spectrum formedby absorption
bands shows the structure of the molecule.

Charge transfer transitions among σ π, and n molecular orbitals (both in organic
molecules and in complexes) are seen. Also, there are transitions between d and f
orbitals (in complexes) [75].

In organic compounds, it is difficult to examine excitations due to absorbing light
at lowwavelengths (λ < 185 nm). For this reason, vacuum is required for work onUV
region. Electrons causing the absorption in organic molecules are electrons making
bonds (electrons in bond orbitals π and σ ) and electrons in non-bonding orbitals
like sulfur, oxygen, nitrogen, and halogens which are found around atoms sharing
electron pairs.

In thin film semiconductor structures, refractive index, energy band gap, and such
optical coefficients can be determined by analyzing absorption and transmission
spectra. Depending on the fact that a semiconductor material absorbs photons with
larger energy than the forbidden band gap, and transmits the ones of smaller energy,
it may be suggested that edge of the absorption spectra may correspond forbidden
energy value.
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Using the percent transmittance (T ) measured with the spectrometer, the optical
absorption coefficient of a thin film material with thickness d is determined by;

α = − ln(T )

d
(13)

In direct band gap semiconductors such as CdS and ZnO, the relationship between
optical absorption coefficient and band gap energy is given as;

αhv = B(hυ − Eg)1/2 (14)

Here, B is a constant, h is Blanck’s constant, ν is the radiation frequency, hν is the
energy of the incident photon, and Eg is the band gap energy [76]. Optical band gap
of films may be determined by fitting the linear region of (ahυ)2 versus hυ plot. By
this method, when (ahυ)2 = 0, the intercept point of the energy axis corresponds
to the value of forbidden band gap energy. When the semiconductor material has
indirect band gap, exponential term ½ in equations is replaced by 2 [76].

As can be understood from the curve energy versus transmittance shown in
Fig. 4.19 for n-type silicon, transmittance is about%90.Also, it is possible tomeasure
forbidden band gap by using transmittance. For this operation, Tauc’s plot is used
given above. Changing of optical transmittance and (ahυ)2 value versus photon
wavelength/energy is given in Fig. 4.19. In this graph, x-axis intercept of the plot is
known as forbidden band gap (Fig. 23).

UsingEq. (13), the absorption coefficient canbe calculated from the transmittance.
The plot of the absorption coefficient against radiation energy is given for n-type
silicon in Fig. 24. In the plot, there can be seen a broad large peak with two smaller
peaks. The position of the maximum peak for n-type silicon is seen around 2.33 eV.

UV-VIS can give wide optical data about the material. Using transmittance and
reflectivity, the refractive index can be found. The following equations can be used;

n =

λm∑
λ=λ0

(
1+

√
(1−T 2(λ))

T (λ)

)

m
(15)

n =

λm∑
λ=λ0

(
1+R(λ)−√

R(λ))

1−R(λ)

)

m
(16)

In these equations, m is the number of transmitters and reflectors for every wave-
length value. Transmittance and reflectance spectra for of Corning glass are given in
Fig. 25. By taking a certain λ value after the absorption edge, and using T(λ) /100
and R(λ)/100 at this selected wavelength, then substituting in Eqs. (15) and (16)
given above, the refraction index is found as 1.530 from transmittance and 1.553
from reflectance. The difference between two situations is instability between 200
and 360 nm. It will be more suitable not to take this region.
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Fig. 23 Transmittance versus wavelength plot for n-type silicon, and (ahυ)2 versus photon energy
for silicon film (inset)

5 Conclusions

As a conclusion, there are ways to examine wide number of materials and their
properties including every part of the electromagnetic spectrum with spectroscopy
techniques. These techniques are developing continuously. Using spectral mapping,
visualizing in 3D is an opportunity to improve characterisation. It is doubtless that
development of nanotechnology is dependent on the development of these tech-
niques. Besides, some of the questions that will be asked in the future are as “there is
nanotechnology but why there is no Pico technology?” and qubit instead of 0 and 1
maintained by spin motions nowadays. That is 0 and/or 1 at the same moment, began
to be mentioned for quantum computers for electronic bazaars. Although traditional
devices are rapidly developing because their physics is not changing using frequency,
bazaar percentage is too large. The life time of a device is changing between 15
and 30 years, because structural, electrical, and optical properties of the device are
important, and these types of devices have become always popular.
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Fig. 24 Plot of the absorption coefficient against radiation energy for n-type silicon
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Fig. 25 Transmittance and reflectance spectra for Corning glass
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Hybrid Optoelectronic Materials
for Photodetection Applications

Xianguang Yang, Qin Chen, and Baojun Li

Abstract One-dimensional hybrid optoelectronic materials based photodetectors
are highly desirable because low-dimensional nanostructures are fascinating plat-
forms for manipulating electrons and photons at the sub-wavelength scale. In this
chapter, we reported two types of ultraviolet–visible photodetectors based on a
single hybrid nanowire and a crossed junction formed with two-hybrid nanowires,
respectively. For a single nanowire device, the high-performance is attributed to
the high density of trapping states at the organic-inorganic interfaces. For crossed
junction device, the excellent performance is mainly attributed to the intermediate
re-absorption process. These two types of photodetectors would have potential
applications and offer novel functionalities in optoelectronic devices and integrated
circuits.

Keywords Hybrid nanowire · Interface · Detectors

1 Introduction

Photon detection in the ultraviolet and/or visible waveband shows various appli-
cations, such as biological imaging, chemical sensing, environmental monitoring,
optical information processing, and missile launching [1, 2]. Commercial detectors
are usually fabricated with silicon and/or silicon carbide for photon detection in
visible and/or ultraviolet wavebands, respectively. It’s desirable to fabricate a low-
cost, multi-waveband detector in a single device. Several types of detectors have
been fabricated [3–7], among which hybrid detectors have recently attracted great
attentions [6, 7]. Compared with other types of detectors, organic-inorganic hybrid
detectors have the advantages of organic-based detectors including easy-formation
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and function tune-ability [8, 9], but also the merits of inorganic based detectors,
such as broadband absorption and high carrier mobility [10, 11]. Meanwhile, the
hybridization of organic and inorganic material can avoid their own disadvantages
[12]. On the other side, the unique interaction at the organic-inorganic interface is
highly beneficial to the detection applications [13, 14].

In view of the above advantages, several prototypes of organic-inorganic hybrid
detectors have been fabricated and characterized for optoelectronic applications [6,
7, 12–16]. Nevertheless, some of them were in three-dimensional bulk materials
and/or two-dimensional film systems [12, 14–16]. Owing to the large aspect ratio
and the high surface-to-volume ratio, one-dimensional nanomaterials have enormous
surface trap states which could prolong the lifetimes of charge carriers. Moreover,
the low dimensionality of one-dimensional nanomaterials could short the transit
times and confine the effective area, which leads to high photoconductive gain in
one-dimensional nanomaterial-based detectors [17, 18]. Hybrid nanowire could be a
rational choice, because it combines the advantages of one-dimensional nanomate-
rials and the enormous trap states of organic-inorganic interfaces [19]. In contrast to
two-dimensional and three-dimensional nanomaterials, one-dimensional organic–
inorganic hybrid nanowire is the optimal dimension to investigate the transport
mechanism for carriers.

In this chapter, we reported an organic-inorganic hybrid broadband detector based
on a single hybrid nanowire with organic-polyaniline and inorganic-quantum-dots.
Polyaniline polymer was selected as the organic component because of the trans-
parent conductivity [20]. Quantum dots were chosen as the inorganic component
because of theoptoelectronic properties [21]. The hybrid nanowire was fabricated by
drawing method at low-cost. Compared with the high-cost detector with sandwich
structure, our device structure does not need the use of transparent electrodes and
allow the external incident light to efficiently illuminate the photo-active region. The
constructed detector exhibits high responsivity of 105 A/W and external quantum
efficiency of 107% across the whole waveband of 350–700 nm. Furthermore, we
also reported an ultraviolet-visible detector based on a single crossed heterojunction
assembled with two types of hybrid nanowires. The device performances of 9 ms
response/recovery time and 105% external quantum efficiency were benefited to the
abundant inorganic-organic interfaces and the 106 nm2 heterojunction area formed
with the crossed nanowires, which leads to the efficient light absorption. The oper-
ation waveband could be easily tuned to the desired waveband by altering the emis-
sion properties of the quantum dots. Since the synthetic methodology has developed,
several conductive polymers and colloidal quantum dots would have been synthe-
sized. This platform would build a new class of organic-inorganic hybrid nanowire
detectors for optically and electrically active detection applications.
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2 Materials and Methods

Inorganic nanocrystal of CdSe/ZnS core/shell quantum dots and transparent
conductive organic-polyaniline were commercially available from Zkwy Bio-Tech
(Beijing, China) and Alfa Aesar (Tianjing, China), respectively. Hybrid nanowires
were fabricated by using a physical drawing method. First, 900 mg of organic-
polyaniline was dissolved into 1 mL of dimethylbenzene to form a homogenous
solution containing dimethylbenzene and polyaniline. Second, organic-polyaniline
and inorganic-quantum-dots blend solution was obtained by adding quantum-
dot-dimethylbenzene solution with concentration of 8 μM/L into the homoge-
nous polyaniline-dimethylbenzene solution. The quantum dots concentration of the
polyaniline-quantum-dot blend solution was tuned from 0 to 60 wt% with respect
to the content of organic-polyaniline by changing the added volume for quantum
dots solution. Then, the polyaniline-quantum-dot blend solution was stirred at room
temperature for 180min, and followed by 50min of ultra-sonications to have a homo-
geneous solution at an appropriate viscosity for physical drawing. Third, the silica
fiber tip was immersed into the polyaniline-quantum-dot blend solution for 1–5 s and
then removed with a velocity of 0.1–5 m/s, leaving an organic–inorganic hybrid wire
extending between the fiber tip and the solution with the rapid evaporation for the
dimethylbenzene solvent. The diameters of the hybrid nanowires are ranging from
200 to 500 nm.

The surface morphology and diameter of fabricated organic–inorganic hybrid
nanowires could be inspected roughly and selected preliminarily under optical
microscopy. After the examination, the preliminarily selected organic–inorganic
hybrid nanowires were transferred into a preliminarily cleaned SiO2 substrate.
Then, the SiO2 substrate was spin-coated by poly(methyl methacrylate) and methyl
methacrylate, and the patterns of electrodes were defined by using the electron beam
lithography. The electrodes of 25/85 nm Cr/Au were prepared by using the metal
evaporation. The electrical characterization for the single nanowire detector were
conducted by using the semiconductor characterization system and the equipped
probe station under a clean box at room temperature. As a comparison, a similar
detector based on a single pristine nanowire was also prepared and characterized
by the same process. The monochromatic light illumination was achieved from a
xenon lamp with power of 200 W by using a monochromator. The light power for
optical illumination was measured by the use of a power meter (OPHIR NOVA). The
mechanically chopped light illumination was obtained with frequency modulated
chopper for the measurements onthe temporal photo-responsivity.

For thejunction device, the emission wavelengths for the p-type and n-type oil-
soluble CdSe/ZnS core/shell quantum dots are 580 and 650 nm, respectively. The
crossed heterojunction formed with two types of hybrid nanowires could be assem-
bled by using a commercial micromanipulator (50 nm-resolution) equipped with a
tungsten probe (tip diameter of 300 nm) under optical microscopy. After the junction
assembly, the crossed heterojunctions were transferred into a preliminarily cleaned
SiO2 substrate. Then, the SiO2 substrate was spin-coated by using the poly (vinyl
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alcohol) and poly (methylmethacrylate) ,while the electrode patternswere definedby
using the electron beam lithography. The 15/65 nm Cr/Au electrodes were success-
fully prepared by using the metal evaporation. The electrical characterization for
the crossed heterojunction and homojunction detectors were conducted by using a
semiconductor characterization (Keithley 4200) system.

Optical characterization for the single organic-inorganic hybrid nanowires with
and without incorporating quantum dots were carried under a CRAIC Micro-
Spectrophotometer (20/20 PV). The optical absorption and transmission spectra
for single organic-inorganic hybrid nanowires were conducted by using the respec-
tive modules equipped in the CRAICMicro-Spectrophotometer. A continuous work
laser at 473 nm wavelength was used to excite the single organic-inorganic hybrid
nanowires. The 473-nm excitation laser was focused on a 50μm spot via an objective
at 80×with numerical aperture of 0.6. The photoluminescence signalswere collected
with the same objective and then directed via a dichroic filter. The filtered light was
splitting with a beam splitter and then directing into a charge coupled device camera
and a spectrometer for imaging and spectrum measurements, respectively. In addi-
tion, the blue light with a wavelength of 473 nm was also coupled evanescently to
the organic–inorganic hybrid nanowires by the use of a fiber taper for wave-guiding
excitation with high-efficiency.

3 Results and Discussion

3.1 Nanowire Detector

Figure 1a shows a scanning electron microscope (SEM) image of a 300-nm-diameter
hybrid nanowire (i.e. quantum dots in polyaniline nanowire) . To inspect the distri-
bution of quantum dots in the polyaniline nanowire, energy-dispersive X-ray spec-
troscopy (EDS) and transmission electron microscopy (TEM) were performed, the
obtained results are shown in Fig. 1b. For comparison, TEM image of a 300 nm-
diameter pristine nanowire (i.e. without quantum dots in polyaniline nanowire) is
shown at the bottom inset of Fig. 1b.As can be seen from the twoTEM images that the
CdSe/ZnS core/shell quantum dots were successfully doped into the 300 nm-diamter
polyaniline nanowire. The EDS analysis verifies the elementary composition of S,
Zn, Se, andCd elements. The estimatedmass ratio of quantumdots in 300 nm-diamter
polyaniline nanowire is about 40 wt% relative to the polyaniline content.

Because of the quantum size effect and the broadband absorption, quantum dot
is one of the building blocks for fabricating nanoscale photodetectors [2, 4, 10, 21].
In this work, CdSe/ZnS core/shell colloid quantum dot is as a photo-active compo-
nent, meanwhile the size and optical characterization of quantum dot are shown
in Fig. 2. Figure 2a shows the TEM image of experimentally used quantum dots.
The corresponding distribution histogram of diameter is shown in the inset. It gives
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Fig. 1 SEM, TEM, and EDS analysis of a single hybrid nanowire. a SEM image. b EDS
spectrum and TEM image. Bottom inset shows the TEM image of a pristine nanowire. Reprinted
with permission [22]

Fig. 2 TEMand optical characterization of CdSe/ZnS quantum dots. a TEM image of quantum
dotswith average diameter of 6 nm.The inset shows the distribution histogramof diameter.bOptical
absorption and photoluminescence spectra of quantum dots. Reprinted with permission [22]

that the frequency of quantum dots in 6-nm-diameter is larger than 80%. Semicon-
ductor quantum dot exhibits intriguing optical properties, which can absorb and emit
photons at the nanometer scale (1–10 nm). Figure 2b shows the optical absorption
(blue) and photoluminescence (red) spectra of quantumdots. The absorption intensity
is monotonically decreasing in the wavelength region of 350–600 nm, whereas the
650 nm absorption peak is attributed to the re-absorption effect of quantum dots. The
re-absorption peak is corresponding to the center wavelength of photoluminescence
emission band. The full width at half maximum (FWHM) of the photoluminescence
emission is about 36 nm. As the optical properties of quantum dots are strongly
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Fig. 3 Optical characterization of a single hybrid nanowire. a Absorption spectrum of hybrid
nanowire and transmission spectrum of pristine nanowire. b Photoluminescence spectrum of hybrid
nanowires. The FWHMof Photoluminescence spectrum is 35 nm. The inset shows the optical image
taken under bluelight illumination. Reprinted with permission [22]

dependent on the size, thus indicating an opportunity to tailor the optoelectronic
properties of quantum-dot-based photodetectors by tuning the quantum dot sizes.

Owing to the flexible conductivity and the optical transparency, conjugated
conductivepolymer nanowires have attracted great potentials for optical energy and
electrical power delivery at short-distance [8, 9, 20]. Compared with inorganic
material-based nanowires, the organicpolymer matrix is compatible with various
functional nanomaterial, ranging from quantum dots and molecular dyes to metal
and dielectric nanoparticles, which can tailor the optoelectronic properties of the
host polymer nanowires [23]. Herein, the polyaniline acts as organicpolymer matrix
for fabricating organic–inorganic hybrid nanowires. Figure 3a shows the absorp-
tion spectrum of hybrid nanowire (blue) and the transmission spectrum of pristine
nanowire (red). It indicates that the pristine nanowire is optical transparent in the
wavelength region of 350–700 nm (transmission intensity> 90%). The absorption
of hybrid nanowire agrees well with that of quantum dots, as given in Fig. 2b.
Figure 3b gives the photoluminescence spectrum of a 500-nm-diameter hybrid
nanowire, excited by blue light illumination at 473-nm wavelength.

To construct a nanowire detector, the fabricated single hybrid nanowire was first
placed on a pre-cleaned substrate. Then, two electrodes were deposited thermally on
the two end of the nanowire. Figure 4a shows I–V characteristics of 300-nm-diameter
hybrid nanowire (blue) and pristine nanowire (red). Insets give the measurement
configurations. They were measured under 350-nm-wavelength light illumination
with intensity of 20 mW/cm2. As can be seen from Fig. 4a that the photo-induced
current is enhanced by quantum dots in hybrid nanowire. For wavelengths of 350,
395, 473, 532, 600, 650, and 700 nm light illumination, the I–V characteristics of
nanowire detector are given in Fig. 4b. To evaluate the device performance, the
optical spectral responsivity (R) and external quantum efficiency (EQE) are usually
calculated. Responsiviy (R): the photo-induced current generated by per unit power
of light. EQE: the ratio of the number of photo-generated carriers to the number of
incident photons. They can be calculated according to the equations [24]:
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Fig. 4 Electrical characterization of nanowire detectors. a I–Vcharacteristic curves of detectors
based on a pristine nanowire (red) and a hybrid nanowire (blue). b I–V characteristic curves of a
detector based on a hybrid nanowire under illumination at seven discrete wavelengths. Inset: SEM
image of the nanowire detector. c EQE and d Responsivity versus wavelength under three voltages.
Reprinted with permission [22]

R = �I

PS
(1)

EQE = R × hc

eλ
= �I

PS
× hc

eλ
(2)

where I is the difference between the photo-induced current and dark current, P
is the light power density, and S is the illumination area. The constants: h is Planck’s
constantwith a value of 6.6× 10−34 J·s, e is the electronic chargewith a value of 1.6×
10−19 Coulombs and c is the velocity of light in vacuum with value of 3.0× 108 ms.
Figure 4c gives the relationship between EQE and wavelength under bias voltages of
2.4, 1.8, and 1.2 V. ThemaximumEQE of 350 nm-wavelength measured under 2.4 V
reaches up to 3.25 ×108%.Even theminimumEQEof 700nm-wavelengthmeasured
under 1.2V still reaches up to 1.33× 107%. The organic-inorganic interfaces benefits
the enhanced light-nanowire interaction and the high density of trap states, which can
facilitate the generation and trapping of excitons. Then, the dissociation of trapped
excitons is efficiently occurred, thus reducing the recombination of photo-generated
carriers. Figure 4d gives the relationship between responsivity and wavelength under
bias voltages of 2.4, 1.8, and 1.2 V. The large responsivity with magnitude at the
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order of 105 A/W across entire wavelength band verifies the effective interaction of
studied light with quantum dots. The broadband response range of 350–700 nm is
owing to the broadband absorption of quantum dots in hybrid nanowire. The spectral
response range can be tuned to the desired waveband by choosing the quantum dots.
Furthermore, other optoelectronic materials including carbon dots [25], graphene
flakes [26], metal nanoparticles [27] , and up/down conversion nanoparticles [28, 29]
could be incorporated into polyaniline nanowire to achievemulti-functional detectors
with multi-band response.

For the detection mechanism, the organic-polyaniline and inorganic-quantum-
dots interfaces play an important role in charge dissociation, transformation and
transportation. When the hybrid nanowire was under incident light illumination,
the excitons of hole-electron pairs were generated from quantum dots and then
trapped by the organic-inorganic interfaces. The dissociation and transformation of
trapped excitons occurred efficiently at the organic-inorganic interfaces, as previously
reported in the interfaces between organic-poly(3-hexylthiophene) and inorganic-
CdSe-semiconductor [12]. Specifically, the photo-generated holes could be captured
by the organic-polyaniline because of lower ionization potential and the photo-
generated electrons could be accepted by the inorganic-CdSe/ZnS quantum dots
because of higher electron affinity. Thus, the organic-polyaniline acts as an effec-
tive channel for hole transportation, while the inorganic-CdSe-ZnS quantum dots
act as the channel for electron transportation. Consequently, the recombination of
photo-generated holes and electrons were reduced largely. Moreover, in the hybrid
nanowire, theCdSe/ZnSquantumdots are dispersed highly in the organic-polyaniline
matrix, leading to the formation of one-dimensional interconnected networks. Such
a network structure results in abundant organic-inorganic interfaces for exciton
trapping and charge separation.

3.2 Junction Device

Figure 5agives afield emissionSEMimageof a straight hybrid nanowire at a diameter
of 630 nm. The inset shows a corresponding high-resolution SEM image. Figure 5b
gives the SEM image of a crossed heterojunction assembled by two-hybrid nanowires
at diameters both of 500 nm. To carefully see the distribution of quantum dots in the
polyaniline nanowire, TEM operating at 200 kV, and EDS analysis were performed,
the obtained results are given in Fig. 5c, d, respectively. Figure 5c gives the TEM
image of a hybrid nanowire at 500-nm-diameter, which indicates that the CdSe/ZnS
(Fig. 5d) core/shell quantum dots (red arrows) were successfully incorporated into
the polyaniline nanowire.

To obtain a crossed heterojunction, colloidal CdSe/ZnS core/shell quantum dots
at emissions of 650 and 580 nm were incorporated into the polyaniline nanowires.
Figure 6a gives a TEM image of quantum dots at the emission of 650 nm, the
white circles show the individual quantum dots with 6 nm-average-diameter. As a
comparison, a TEM image of quantum dots at the emission of 580 nmwas also given
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Fig. 5 a SEM image of a straight hybrid nanowire and a high-resolution SEM image (inset). b SEM
image of a crossed heterojunction. c TEM image of a hybrid nanowire and zoom-image (inset). The
quantum dots were indicated by red arrows. d EDS spectrum of the hybrid nanowire shown in (c).
Reprinted with permission [30]

in Fig. 6b. The insets show the optical absorption and photoluminescence spectra
of the quantum dots. To carefully see the quantum dot diameter, Fig. 6c gives a
high-resolution TEM image for the quantum dots of (b), and the zoom-in image was
also given as inset. As nanocrystal, the lattice fringes could be clearly seen from the
white and yellow circles, indicating an average diameter of 4.5 nm. Figure 6d gives
the SAED (selected area electron diffraction) pattern for the quantum dots in (c), and
the Fourier transform pattern was correspondingly given as inset.

The above characterizations show the size effect of optical properties for the
colloidal CdSe/ZnS core/shell quantum dots, providing an efficientmethod to control
the optical properties via the size tuning. Figure 7a gives the bright field optical
micrograph for a 630 nm-diameter hybrid nanowire at the emission of 580 nm. The
tip diameter of the fiber taper is about 500 nm, and without launching light. When
the 473 nm light was launched from the fiber taper into the hybrid nanowire, the
incorporated quantum dots would be excited and emitted 580 nm photons. Figure 7b
gives a dark field micrograph for emitted 580 nm photons guided along the nanowire.
As a comparison, Fig. 7c gives the bright field micrograph for a 500 nm-diameter
hybrid nanowire at emission of 650 nm, while Fig. 7d gives the dark field micrograph
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Fig. 6 TEM images of quantum dots at emission wavelengths of 650 (a) and 580 (b) nm. Insets:
the corresponding absorption and photoluminescence spectra. (c) High-resolution TEM image of
the quantum dots given in (b). The white circles in (a) and (c) indicate the individual quantum dots.
d SAED pattern for the quantum dots shown in (c). Inset: the Fourier transform pattern. Reprinted
with permission [30]

for emitted 650 nm photon guided along the nanowire. To analysis the photolumi-
nescence properties for the hybrid nanowires, Fig. 7e gives the photoluminescence
spectra for two types of nanowires given in (b, blue) and (d, red). The results further
demonstrated that two types of quantum dots at the emissions of 580 and 650 nm
were successfully incorporated into polyaniline nanowires. These two types of hybrid
nanowires were used to assemble the crossed heterojunction: one was at emission of
580 nm and the otherwas at emission of 650 nm.Once the crossed heterojunctionwas
under 473 nm light irradiation, two different colors of photoluminescence emissions
could be observed, as given in Fig. 7f. The two photoluminescence colors also verify
the formation of the crossed heterojunction. Figure 7g gives the optical absorption
spectra for a hybrid nanowire (blue) and a pure nanowire (red). The inset shows the
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Fig. 7 Bright field optical micrographs of a a 630 nm-diameter hybrid nanowire at emission of
580 nmand c a 500-nm-diameter hybrid nanowire at emission of 650 nm.The dark fieldmicrographs
were taken under 473-nm light excitation, given as (b) and (d). Scale bar is applicable to (a–d).
e Photoluminescence spectra of hybrid nanowires at emission of 580 (blue) and 650 (red) nm. f Dark
field micrographs of a crossed heterojunction with 473 nm light irradiation. g Absorption spectra
of a hybrid nanowire (blue) and a pure nanowire (red). Insets: TEM images for each nanowires.
Reprinted with permission [30]

TEM images for the nanowires, respectively. As can be seen from Fig. 7g that the
absorption intensity for a pure nanowire is smaller than 10%, while the absorption for
a hybrid nanowire derives from the incorporated quantum dots. Thus result agrees
well with the absorption spectra for colloidal CdSe/ZnS core/shell quantum dots
given as insets of Fig. 6a, b.

Figure 8a gives the TEM image of a crossed heterojunction constructed by two
types of hybrid nanowires both with 680 nm-diameter: one is at emission of 580 nm
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Fig. 8 Electrical characterization of the junction device. a TEM image of a crossed heterojunc-
tion assembledby two-hybrid nanowires at 680nm indiameter. Inset: darkfieldmicrograph.bRepre-
sentative I−Vcharacteristics of the junction detectorwith different-wavelengths light illumination at
intensity of 20 mW/cm2. Inset: false-color SEM image of the junction detector. cWavelength versus
photocurrent for the detector working at 1.2, 1.8, and 2.4 V. d Light intensity versus photocurrent for
different wavelengths. e, f Representative I−V characteristics of the junction device constructed by
two-hybrid nanowires at the same emission wavelengths of 580 nm (e) and 650 nm (f), respectively.
Reprinted with permission [30]
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and the other is at emission of 650 nm. The diagonal lines of the crossed hetero-
junction are 1.1 and 1 μm long, as indicated by the yellow and white lines, respec-
tively. The crossed heterojunction is a promising candidate for fast responsivity and
high photo-sensitivity due to the enormous interfaces between inorganic-quantum-
dots and organic-polyaniline, enhancing the light absorption significantly. The enor-
mous interfaces can avoid the aggregation of quantum dots and make them fully
dispersible in organic-polyaniline, leading to the efficient light absorption. On the
contrary, for the case of without organic-polyaniline, the quantum dots deposited
directly on substrate would aggregate easily so that they are not sensitive to light,
which may reduce the light absorption dramatically. As a more efficient light absorp-
tion by quantum dots, more electron-hole pairs would be generated and a larger
photocurrent would be obtained under the external field. Consequently, the device
performance could be significantly improved with respect to external quantum effi-
ciency and spectral responsivity (see the details below). Inset of Fig. 8a gives the
dark field micrograph, which was taken under the irradiation excitation. The junction
device was readily fabricated by using the as-constructed hybrid nanowire crossed
heterojunction. The device morphology of false-color SEM image was given as
inset of Fig. 8b. Figure 8b gives the representative I−V characteristics of the hybrid
nanowire crossed heterojunction detector. The inset schematically shows a diagram
for the device measurements, which are all conducted at room temperature in air.
The obtained I−V characteristics were conducted under dark conditions (without
light illumination) and under the illuminations of monochromatic light (intensity of
20 mW/cm2) with wavelengths at 550, 532, 473, 437, 395 and 365 nm. The curves
indicate that the junction device exhibits distinct rectification features, which could
be attributed to the formation of a p-n junction within the hybrid nanowire crossed
heterojunction. The hybrid nanowire at emission of 580 nm is p-type, while the other
hybrid nanowire at emission of 650 nm is n-type. The rectification features derive
from the p–n junction, locating at the transition area proximal the interface of two
nanowires. In addition, the results indicate that the electrical conductance for the
junction device under dark conditions (dark current) was relatively weak, while the
electrical conductance under light illumination was significantly increased for all of
the investigated wavelengths. In fact, the dark current was related to the intrinsic
conductivity of organic-polyaniline.

To investigate the spectral response at differentwavelength, thewavelength-related
photocurrents were measured for incident light at wavelengths varying from 365 to
550 nm and a fixed light intensity of about 20 mW/cm2 under operating voltages of
1.2, 1.8, and 2.4 V. The measured results were given as Fig. 8c, which indicates that
the junction device exhibits a monotonically decreasing in spectral response, i.e.,
the photocurrent decreased as increasing wavelength. This spectral response occurs
because the short-wavelength light (high energy photons) could excite simultane-
ously both two types of nanowire and would induce more photo-generated carriers
than that of the long-wavelength light (lower energy photons). These phenomena
were also in agreement well with the optical absorption spectrum for the hybrid
nanowire, given as Fig. 7g. When the wavelength of incident light was larger than
550 nm, the quantum dots could not be excited effectively due to the low efficiency at
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optical absorption. Thus, the optical cut-off edge for the spectral response was deter-
mined by the absorption properties of the quantum dots, which were incorporated
into the polyaniline nanowires. Therefore, the operation range for spectral response
could be controlled via the emission wavelength changing for preselected quantum
dots. The changing of emission wavelength could be easily achieved via altering the
physical sizes of the colloidal CdSe/ZnS core/shell quantum dots. In addition, the
photo-sensitivity of the junction device at spectral response was increased as the bias
voltage increasing from 1.2 to 2.4 V, given as Fig. 8c.

To assessment the capability of optical signals converting to electrical signals
under different wavelengths of light, the EQE of junction device could be calculated
by the following equation [24]:

EQE = I

e
× hν

P
(3)

where I stands for the photocurrent, e stands for the elementary charge, hν stands
for the photon energy, and P stands for the optical power. The calculated results
for an operating voltage of 2.4 V give that the EQE could reach up to 1.4, 2.1,
3.4, 4.7, 6.2, and 8.1 × 105% under wavelengths of 550, 532, 473, 437, 395 and
365 nm, respectively. Figure 8d gives the light intensity-related photocurrents at light
wavelengths of 532, 473, and 365 nm for an operating voltage of 1.8 V. The result
for photocurrent and light intensity exhibits a good linear relationship. The photo-
responsivity (R), under different wavelengths could be calculated by the following
equation [31]:

R = I

P
= EQE× λ(nm)

1240
A/W (4)

where λ stands for the light wavelength in nm. By using the measured EQE under
2.4 V operating voltage, the calculated R under wavelengths of 532, 473, and 365 nm
for this ultraviolet-visible detector was 901, 1297, and 2384 A/W, respectively. The
photo-responsivity of this junction devicewas larger than that of other nanostructured
devices, including graphene [32] and alloy nanoribbon [33].

As a comparison, single cross homojunction constructed by the same type of
two nanowires at the same emission wavelengths was also investigated. The cross
homojunction was under light illumination at different wavelengths with the same
intensity of 20 mW/cm2 or without light illumination, i.e., under dark conditions.
Figure 8e gives the representative I−V characteristics for a single cross homojunction
assembled from two-hybrid nanowires at the same emission of 580 nm. When the
365 nm light illumination, the generated photocurrent was about 340 nA for an
operating voltage of 2.4 V and the calculated EQE is of 5.8 × 105%. Analogously,
Fig. 8f gives the representative I−V characteristics for a single cross homojunction
assembled from two-hybrid nanowires at the same emission of 650 nm. When the
365-nm light illumination, the generated photocurrent was about 424 nA for an
operating voltage of 2.4 V and the calculated EQE is of 7.2 × 105%. It is different
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from the result for the cross heterojunction of Fig. 8b, there are no rectification
behaviors observed in the cross homojunction with the same type ofnanowires. The
same type of nanowires means that they have the same band-gaps, and then could not
form a heterojunction but just a homojunction. On the other side, when the 365 nm
light illumination, the generated photocurrent for the cross heterojunction of Fig. 8b
was about 476 nA for an operating voltage of 2.4 V and the calculated EQE is of
8.1 × 105%. The generated photocurrent of 476 nA in the cross heterojunction was
higher than that of the weighted average in the two cross homojunctions (382 nA).
The resulted difference of 94 nA shows that the emitted 580-nm light could be re-
absorbed and could then induce additional photo-generated carriers for photocurrent
generation.

In a conventional detector based on the single band-gap semiconductors, the
photon-to-electron conversion efficiencywas not very high since the photo-generated
carrierswould recombine and then emit photons via photoluminescence process. That
is to say, a few holes located at the top of the valence band would deplete some elec-
trons located at the bottom of the conductance band. This radiative recombination
loss would reduce the detection efficiency for the incident photons. Fortunately, this
issue could be largely resolved in the heterojunction detectors. The energy of radia-
tive photons from a hybrid nanowire at 580 nm emission could be re-absorbed by
another hybrid nanowire at 650 nm emission since the photon energy of the former
was larger than the direct band-gap of the latter (i.e., 2.14 eV > 1.91 eV). The re-
absorption process for radiative photons could induce the additional photo-generated
carriers. Thus, this intermediate re-absorption for radiative photons leads to a larger
photocurrent and photo-responsivity in the heterojunction detectors compared with
that of single band-gap detectors. Moreover, as an important factor for a detector,
the EQE stands for the photo-generated number of electron–hole pairs excited by the
incident photons. The calculated EQE of 105% for our heterojunction detector was
one order of magnitude larger than that of 104% for the CdS nanoribbon- and In2Se3
nanowire-based detectors [34, 35]. This result further verifies that the intermediate
re-absorption for radiative photons in the heterojunction has a significant role for the
excellent performance of cross heterojunction detectors.

3.3 Temporal Responsivity

The temporal photo-responsivity is a key parameter for the device performances.
Figure 9a gives the time-related photocurrents for the single nanowire detector,
which was measured under the 350, 473, and 650 nm light illumination with 20
mW/cm2 intensity. The incident light was turned on and off repetitively under an
operating voltage of 2.4 V. The nanowire detector shows a high and fast responsivity
to the investigated 350, 473, and 650 nm light, and the dynamic responsivity indi-
cates that the photo-responsivity is reproducible and time- stable for practical device
applications. The switching on/off ratios was 5.5, 3.8, and 2.3 for the 350, 473, and
650 nm light, respectively. This level of ratio was comparable to that (1.15 − 3.5)
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Fig. 9 Temporal responsivity of the nanowire detector. aSwitching on and off the 350-nm, 473,
and 650 nm light illumination with five cycles at an operating voltage of 2.4 V. b Scheme diagram
for the device measurements of responsive speed. c Photo-responsivity with periodically switching
on and off the 350, 473, and 650 nm light illumination via an optical chopper at 50 Hz frequency.
d Photo-responsivity as a function of the chopper frequency, which shows a 3 dB responsivity of
120 Hz. Reprinted with permission [22]

of previously reported works [16, 36] and less than those (100 − 180) of previ-
ously reported works [6, 7, 14, 37, 38] with respect to the organic-inorganic hybrid
detectors. To investigate the responsive speed, Fig. 9b gives the schematic configura-
tion for device measurements, where an optical chopper with tunable frequency was
experimentally used to modulate the light illumination. Figure 9c gives the photo-
responsive results measured with periodically switching on and off the 350, 473, and
650 nm light illumination via the optical chopper at 50 Hz frequency. The photo-
responsive times for nanowire detector were of 8, 8, and 7.8 ms for the investigated
350, 473, and 650 nm light illumination, respectively. The photo-responsive timewas
calculated by that the device photo-responsivity reaching up to 90% of the maximum
photocurrent. The photo-responsive time of 8 ms was faster than that (100 ms) of the
organic-poly(3-hexylthiophene) and inorganic-CdSe nanowire detector [38]. While
ournanowire detector has a relatively slower photo-responsive speed compared with
that of the single-crystalline nanobelts detector [24], it was still faster than that of
the all-inorganic nanowire detectors [17, 39]. The relatively high photo-responsive
speed was related to the photo-induced charge transfer [40] between the polyaniline
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and QDs in the organic–inorganic hybrid NW. Moreover, Fig. 9d gives the photo-
responsivity versus the chopper frequency, indicating a 120 Hz of 3-dB responsivity.
Thisperformance was measured by periodically switching on and off the 473-nm
light illumination with tunable frequency.

For the detection application of the organic–inorganic hybrid nanowires, the
recombination of photo-generated carriers was not wanted since it would cut down
the detection sensitivity for incident photons. Figure 10a gives the photocurrents
versus light intensity under an operating voltage of 2.4 V. The obtained results for
the 350, 473, and 650 nm light illumination were nearly linear. This results indicate
that the photo-excitation efficiency for photo-generated carriers was proportional
to the photon flux. Since the high density of trap states [19] around the enormous
organic-inorganic interfaces from the hybrid nanowire, this detector could signifi-
cantly cut down the recombination of photo-generated carriers. Therefore, for the

Fig. 10 Light intensity, quantum dots concentration, and nanowire diameter-related
photocurrents. aLight intensity-related photocurrents under the 350, 473, and 650 nm light illumi-
nation at an operating voltage of 2.4 V. bQuantum dots concentration-related photocurrents. Insets:
TEM images of three hybrid nanowires at different concentrations of quantum dots. Scale bar:
100 nm. cNanowire diameter-related photocurrents. Insets: SEM images of three hybrid nanowires
with different diameters. Reprinted with permission [22]
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carriers’ depletion, the photoconductive channel was preferred while the recombi-
nation channel was stopped largely. As the quantum dots are photo-active materials
in ournanowire detector, the quantum dots concentration would largely affect the
photo-generated currents. Figure 10b gives the photocurrent versus quantum dots
concentration. The insets show theTEMmicrograph of three 300 nm-diameter hybrid
nanowires at 10, 40, and 60wt quantumdots concentrations. The generated photocur-
rents were measured by the 350 nm light illumination at intensity of 20 mW/cm2

with 2.4 V operating voltage. The generated photocurrent has a maximum with the
quantum dots concentration of 40 wt%. When the quantum dots concentration was
larger than 40 wt%, the incorporated quantum dots would aggregate and could not
absorb effectively the incident photons, leading to the reduced photocurrents. In
the case for quantum dots concentration was less than 40 wt%, the incorporated
quantum dots could be excited effectively by the incident photons. Nevertheless,
the low concentration of incorporated quantum dots may induce the low level of
generated photocurrents, which was resulted from the low concentration for photo-
generated carriers. Moreover, size-related photo-physics in the hybrid nanowire was
highly important for their practical device applications [23]. Figure 10c gives the
nanowire diameter-related photocurrent when the concentration of optimal 40 wt%
quantumdots incorporated into the hybrid nanowires. The insets give the SEMmicro-
graphs for 40 wt% quantum dots incorporated hybrid nanowires at diameters of 200,
400, and 500 nm. The generated photocurrents were measured with the 350-nm
light illumination at intensity of 20 mW/cm2 under an operating voltage of 2.4 V.
The generated photocurrent shows an oscillatory with the nanowire diameter range
from 200 to 500 nm. This oscillatory was attributed mainly to the transport area for
charge carriers and the light absorption for quantum dots. In addition, the oscillatory
behavior was first observed in hybrid gold-GaN nanowires, which was originated by
the gold surface plasmon scattering into the transverse magnetic modes for the GaN
nanowire [41] . Interestingly, micro- and nano- scale optical sources and waveguides
were also investigated in our group (Fig. 11), which were mainly based on flexible
polymer and functional nanoparticles [42–49].

4 Conclusions

High-quality organic-inorganic hybrid nanowires were resoundingly fabricated by
the low-cost method of physical drawing. Broad waveband detectors using a single
hybrid nanowire and a crossed heterojuntion on the rigid substrate were prepared and
characterized. The detector has shown an excellent photo-responsivity in the broad
waveband of 350–700 nm. Moreover, the waveband range could be controlled by
the size changing for quantum dots. The external quantum efficiency for the devices
could reach up to 106, the photo-responsivity could reach up to 105 A/W, and the
responsive time could be down to 8 ms. These indexes for device performances were
kept in the high level across the whole waveband, which was resulted from enor-
mous interface traps. The time-resolved photo-responsivity shows the good stability
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Fig. 11 Roadmap for device development from 2014 to 2018. First authored articles published
in ACS Appl. Mater. Interfaces, ACS Macro Lett. ACS Photonics, ACS Appl. Energy Mater.
Nanoscale, etc.

and the device reversibility. The bandwidth for device 3-dB responsivity was about
120 Hz. Different from the nanowire detector, the junction detector has the distinct
rectifying characteristics associated with p-n junction. The enhanced characteristics
for device performances could be attributed to the intermediate re-absorption for
radiative photons and the abundant inorganic-organic interfaces. These two types of
detectors would have various applications on the integrated optoelectronic devices
for advanced on-chip information photonics.
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Two-Dimensional (2D) Materials
for Next-Generation Nanoelectronics
and Optoelectronics: Advances
and Trends

Zhi Peng Ling

Abstract Atomically thin two-dimensional (2D) materials has been reported in the
International Technology Roadmap for Semiconductors to be one of the potential
technological enablers to achieve scaling sizes of 5 nm and lower, digressing away
from the conventional silicon material. Given the uniqueness of these 2D materials,
with properties ranging from semi-metal to semiconductors to insulating, research
scale efforts have demonstrated promising new opportunities for both rigid and flex-
ible nanoelectronics and optoelectronics applications, in numerous fields such as
imaging and sensing, medical, industrial, environmental, biological, field-effect tran-
sistors, solar cells, batteries, thermoelectrics, light emitting diodes, lasers and ultra-
fast optical communications. It is the focus of this chapter to provide an overall review
of this fascinating world of atomically thin 2D novel materials, the physics under-
lying these materials, the recent applications surrounding these novel 2D materials
and their devices, and the progressive efforts at large scale commercialization.

Keywords 2D materials · 2D devices · Transition Metal Dichalcogenides ·
Graphene · Boron nitride

1 Introduction

Given the ubiquitous growth of the consumer electronic market, there is a strong
demand for devices with more functionality, smaller form-factors, faster perfor-
mance, improved durability and lower costs among other requirements. To meet
these multifaceted demands, the international technology roadmap for semiconduc-
tors (ITRS) [1] has been established as a guide, whereby research institutes partner
closely with industry players to develop devices with ever-shrinking dimensions
which meet or exceed the roadmap plans. Inevitably, this comes with a diverse set of
challenges that need to be addressed. These include the search for alternative high
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Fig. 1 Technology roadmap for the scaling of semiconductors and the efforts placed on both front-
end and back-end processing, according to the 2015 ITRS reports. Figure eproduced from Ref.
[1]

mobility channels, achieving low contact resistivity, low parasitic resistance and
capacitance, continual effective oxide thickness scaling, and the integration of low
bandgap channel materials such as Ge, III-V, and two-dimensional (2D) materials
among others. Figure 1 shows an excerpt from the 2015 ITRS workshop on device
scaling strategy and existing/potential future solutions [1].

Interestingly, atomically thin 2D materials were highlighted as potential candi-
dates to integrate on next-generation electronic products starting from the year 2019
to achieve dimensions smaller than 5 nm. This is a result of cumulative research and
fundamental discovery of uniquematerial, electrical and optical properties from their
corresponding bulk counterparts, sparking an immediate interest from academics and
industry partners alike. Given the uniqueness of these 2D materials, with properties
ranging from semi-metal to semiconductors to insulating, itwill be of relevant interest
to the reader to gain an overall review of this fascinating world of atomically thin 2D
novel materials, the physics underlying these materials, the latest research advances
both in terms of the understanding of the material properties and the development of
novel 2D devices for innovative applications. This coupled with an insight into the
future development trends for such materials will be the focus of this book chapter.
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2 History—2D Materials

The interest in atomically thin 2D materials originated from graphene (a mono-
layer equivalent of bulk graphite), in which theoretical studies conducted more than
seventy years ago [2–4] revealed intriguing information about the structure of the
electronic energy bands, Brillouin zones, conduction-electrons, magnetic suscepti-
bility amongothers.Despite that, the experimental realizationof such layers only took
place much later (i.e. year 2004) by Novoselov and team [5, 6], in which graphene
and several other free-standing 2D atomic crystals (such as boron nitride, dichalco-
genides, and complex oxides) had been obtained via micromechanical exfoliation.
Figure 2 presents an illustration of a typical micromechanical exfoliation process
[7] which involves four steps: (i) exfoliation of 2D crystal with low adhesion tape,
(1) transfer of 2D crystal flakes from low adhesion tape to polydimethylsiloxane
(PDMS) substrate, (2) transfer of 2D crystal flakes from PDMS substrate to target
substrate, and (3) peeling off the PDMS substrate slowly to transfer the 2D crystal
flakes onto the target substrate.

To build on this simple popular approach, many other approaches to obtain mono-
layers or few-layers ultra-thin 2D materials had been reported [8], such as liquid-
phase exfoliation, molecular assembly, laser ablation [9], electron beam irradiation
[10, 11], ultrasonication [12, 13], variants of chemical vapor deposition (CVD) [14–
21], atomic layer deposition [22] , and magnetron sputtering [23, 24] among others.
Given the vast possibilities to acquire the ultra-thin 2D layers, the unique mate-
rial, electrical and optical properties can also differ significantly across different
approaches as well, thus creating immense opportunities for both academics and
industry partners. The progress in this field is further accelerated by the wide range
of commercially available 2D materialsin various forms (solution, solid crystals,
powders) [25–28], and with properties ranging from semi-metal, semiconducting,
and insulating. Although primitive it seems, the ease of access to this plethora of 2D

Fig. 2 Schematic of a micromechanical exfoliation and transfer process of 2D crystals’ flakes to
the target substrate. Figure Reprinted by permission from [7] © 2014 IOP Publishing Ltd. (2014)
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Fig. 3 The ability to obtain atomically thin 2D materials has sparked intense research interest,
evident from the exponential growth of publications related to these 2D materials. This
chart only shows the publication counts related to graphene (semi-metal), molybdenum disul-
fide(semiconducting), phosphorene (semiconducting) and hexagonal boron nitride (insulator),
extracted from the Web of Science database up to the year 2018. Given the much wider range
of commercially available 2D materials, the actual publication count is expected to be much higher

material candidates has led to an exponential growth of 2D materials related publi-
cations as seen in Fig. 3. Figure 3 features a summary of the research publications
count pertaining to some of the more commonly investigated 2D materials, such
as graphene (semi-metal), hexagonal boron nitride (insulator), molybdenum disul-
fide (semiconductor), and phosphorene (semiconductor). With the intense research
progress on varied 2D materials, fulfilling the semiconductor technology roadmap
with <5 nm dimensions appears to be an attainable goal.

3 Fundamentals

3.1 Graphene

Graphene is a flat monolayer of carbon atoms tightly packed into a two-dimensional
(2D) honeycomb lattice (see Fig. 4), which can be subsequently processed into
multi-dimensional structures such as zero-dimensional buckyballs, one-dimensional
nanotube, and three-dimensional graphite. Pristine graphene is a zero-gap semi-
metal, which exhibits a unique temperature-independent (up to 300 K) ambipolar
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Fig. 4 Graphene, a monolayer of its corresponding bulk form graphite is a fundamental building
material for forming structures with other dimensionalities (i.e. zero-dimensional buckyballs, one-
dimensional nanotube, and three-dimensional graphite). Reprinted by permission from [57], © 2007
Nature Publishing Group (2007)

electric field effect wherein an exponential reduction in resistivity upon adding
either electron or hole carriers was measured [5, 6, 29]. This translates to a high
room-temperature mobility even at high carrier concentrations, indicative of ballistic
transport on a sub-micrometer scale. The interaction of the surrounding electrons
around the carbon atoms with the periodic potential of graphene’s honeycomb lattice
further leads to new quasiparticles known as massless Dirac fermions which can be
precisely described by the (2+1)-dimensional Dirac equation with an effective speed
of light VF ≈ 106 m–1 s–1 at low energies, contrary to the Schrodinger equation for
condensed-matter physics [30–35].Considering the conservation of chirality [36] and
pseudospin properties [31–34, 37, 38] in graphene, many interesting quantum elec-
trodynamics phenomena can be determined by assessing its corresponding electronic
properties. This includes the chiral quantumHall effectswhich highlight the presence
of a minimum quantum conductivity (≈4e2/h) in the limit of zero charges carriers
[29], and a strong suppression of quantum interference effects at low temperatures
(unlike typical metallic systems).
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Consequently, some exceptional characteristics of graphene include room-
temperature electron mobility [39] reaching 2.5 × 105 cm2 V−1 s−1, a high intrinsic
strength of 130 GPa [40], Young’s modulus of 1 TPa, excellent thermal conductivity
above 3000 W mK−1 [41], high electrical stability [42], and complete imperme-
ability to any gases [43] among others, easily surpassing reports on silicon-based
materials. In addition, the graphene surface can be further modified using covalent
and noncovalent techniques to obtain functionalized graphene to fulfill different
requirements (for example insulating or high optical bandgaps). This however
reduces the high conductivity properties exhibited by the intrinsic graphene material.
Nonetheless, this creates application potential in fields such as polymer nanocom-
posites, super-capacitor devices, solar cells, water splitting, biosensing / bioimaging,
biotherapeutics, catalytic, environmental, memory devices, and transistor devices
[44–56].

3.2 Hexagonal Boron Nitride

Boron nitride (BN)is a heat- and chemically resistant refractory compound with
alternatively linked boron and nitrogen atoms. Various crystalline forms of BN
were reported: cubic BN, wurtzite BN, rhombohedral BN, and hexagonal BN (h-
BN) [58]. Among which, h-BN has been actively studied due to several positive
attributes: high thermal conductivity of 400 W mK−1 [59], Young’s modulus of
0.8–1.3 TPa [60–62], high dielectric strength of ~12 MV cm−1 [63], excellent
chemical stability (oxidation resistance up to 840 °C in air [64], and 1100 °C in
oxygen [65]), and a large electrical bandgap of 5.5–6.0 eV making it practically
insulating. In addition, h-BN benefits from an atomically smooth surface almost
free of dangling bonds and charge traps [66], and a lattice structure very similar to
graphene, making it one of the ideal growth substrates for obtaining graphene films
with the highest electronic quality [67]. Figure 5 illustrates some structural models

Fig. 5 Structural models of representative boron nitride (BN) nanomaterials: a 0D B24N24
fullerene; b 1D BN single-walled nanotube; c 2D mono-layered BN. Reprinted by permission
from [58], Copyright © 2015 Published by Elsevier Ltd.(2015)
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of representative boron nitride nanomaterials analogous to the graphene counter-
part, which includes zero-dimensional fullerenes [8, 68], one-dimensional nanotubes
[69], and two-dimensional monolayer BN [58] among other structures (nanomeshes,
nanoparticles, nanowires, nanoribbons, nanoporous BN reported).

Despite the many similarities, the key difference between h-BN and graphene
lies in the bonding configurations. In contrast to the pure covalent C-C bonds in
graphene, h-BN is made up of heteroatom B-N bonds which are partially ionic
in nature. Given the difference in the nature of the electron localizations around the
boron and nitrogen atoms for different types of bonds (σ andπ), its measured optical,
electrical, and chemical properties are also different from the graphene counterparts.
Nonetheless, this opens up new integration opportunities with other 2D materials as
will be discussed in subsequent sections.

3.3 Molybdenum Disulfide (Transition Metal
Dichalcogenides)

Molybdenum disulfide (MoS2) belongs to a class of materials known as the transition
metal dichalcogenides (TMD) [70] with the formula MX2, where M is a transition
metal element from group IV (Ti, Zr, Hf and so on), group V (for instance V, Nb
or Ta) or group VI (Mo, W and so on), and X is a chalcogen (S, Se or Te), see
Fig. 6. These materials form layered structures of form X–M–X, where a plane of
transition metal atoms is separated by two hexagonal planes of chalcogen atoms.
Figure 7 shows a structural schematic for the case of MoS2. In this case, Molyb-
denum is the transition metal element, and Sulphur is the chalcogen element. It is to
be noted that the schematic shows the 1T (tetragonal symmetry) which consists of
one layer per repeat unit, with octahedral coordination, although there can also be
other structural polytypes as well: 2H (hexagonal symmetry, two layers per repeat
unit, trigonal prismatic coordination), and 3R (rhombohedral symmetry, three layers
per repeat unit, trigonal prismatic coordination). As a result of these different poly-
types, the lattice constantsa can range from 3.1 to 3.7 Å for different polytypes
[71, 72]. The corresponding interlayer spacing for the 1 T case was also deter-
mined as ~6.5 Å [70]. Incorporating different transition metal elements into TMD
leads to different exciting electrical and optical properties, with properties spanning
from semiconducting to metallic, and some also exhibiting charge density wave and
superconductivity characteristics (for example NbS2, NbSe2 [73] and TaS2, TaSe2
[74]).

In particular, MoS2is a semiconducting material which exhibits a bulk indirect
bandgap of 1.3 eV, which increases to a direct bandgap of 1.8–1.9 eV when reduced
to a single-layer [75, 76], evident from the observation of strong photoluminescence
signals from monolayer MoS2. This is consistent with theoretical first-principles
calculations [76, 77] and shown in Fig. 8. Density functional theory (DFT) calcu-
lations revealed that the conduction-band states at the K-point are mainly due to
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Fig. 6 Periodic table of the elements showing the key candidates for the transition metal dichalco-
genides class of materials, comprising of a transition metal element from either group IV, V or VI,
and a chalcogen (S, Se, Te) in a X-M-X configuration, where a plane of transition metal atoms is
separated by two hexagonal planes of chalcogen atoms. Figure reproduced from Ref. [93]

Fig. 7 Structural model of
2D molybdenum disulfide
(MoS2) layers in 1T
(tetragonal symmetry, one
layer per repeat unit,
octahedral coordination).
The chalcogen atoms (S) are
in yellow and the metal
atoms (Mo) are in grey.
Reprinted by permission
from [70], © 2011
Macmillan Publishers
Limited.(2011)

localized dorbitals on the Mo atoms in the layered structure and relatively unaf-
fected by interlayer coupling. However, there is a strong interlayer coupling for the
states near the �-point due to a combination of the dorbitals on Mo atoms and the
antibondingpz-orbitals on the S atoms, and shows a thickness dependence [78]. As
the number of MoS2 layers reduces, the transition at the �-point shift significantly
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Fig. 8 Band structures calculated from first-principles density functional theory (DFT) for bulk
and monolayeraMoS2and bWS2. The horizontal dashed lines indicate the Fermi level. The arrows
indicate the fundamental bandgap (direct or indirect). Reprinted with permission from [76]. ©2011
American Physical Society

from an indirect one to a larger, direct one for a monolayer MoS2 (i.e. transfor-
mation from indirect bandgap to direct bandgap). This prediction also applies to
all other MoX2and WX2compounds with decreasing layer numbers, covering the
bandgap energy range 1.1–1.9 eV [72, 76, 79–82].With a transition to direct bandgap,
and increase in bandgap energy, there is a corresponding change in the absorption
spectra, photoconductivity, and photoluminescence [75, 76, 78] for a monolayer
MoS2 as compared to the bulk form. The photoluminescence quantum yield for a
direct bandgapmonolayerMoS2 was however observed to be significantly lower (4×
10–3) [75] than unity, and can be attributed to the considerable defect density (such as
sulphur vacancies) leading to increased non-radiative recombination. Recent efforts
to address this issue by utilizing an air-stable solution-based chemical treatment by a
non-oxidising organic superacidbis(trifluoromethane) sulfonimide to eliminate these
defects had been highly successful, resulting in a final photoluminescence quantum
yield in excess of 0.95 [83]. The ability to obtain monolayer TMDs with near-perfect
properties creates opportunities for the development of highly efficient 2D optoelec-
tronics devices such as light-emitting diodes, lasers, and solar cells. The electronic
structure of monolayer MoS2 also enables valley polarization, which is not seen in
bilayer MoS2 [84–86]. It has also been recently demonstrated that by doping MoS2
with vanadium, themodifiedMoS2 is capable ofmaintaining permanent valley polar-
ization and hence is a potential candidate for valleytronics [87]. Monolayer MoS2
also exhibits strong spin-orbit splitting [88–90], making them promising candidates
for spintronic devices as well.

To aid in the identification of monolayer MoS2, it is common to utilize the Raman
spectroscopy technique [91],where the shifts in themainRamanpeaks corresponding
to the in-plane E1

2g and E1u phonon modes, and the out-of-plane E1g mode facili-
tates this purpose. The Raman shifts had been attributed to the influence of neigh-
bouring layers on the effective restoring forces on atoms and the increase of dielectric
screening of long-range Coulomb interactions [92].



74 Z. P. Ling

3.4 Phosphorene

Phosphorus, a Group V element can appear in different structural forms, including
cubic white, monoclinic violet, amorphous red, and orthorhombic black lattice struc-
tures [94–97]. Among those structures, black phosphorus(BP) is the most thermody-
namically stable allotrope of phosphorus at room temperature [98, 99]. BP is obtained
by heating white phosphorus under high pressures. The crystal structure of black
phosphorus is illustrated in Fig. 9, in which the crystal structure was experimentally
determined as orthorhombic, with its unit cell containing eight atoms, and the lattice
constants determined as a = 4.38 Å, b = 3.31 Å, and c = 10.5 Å [99]. The BP atoms
form crystalline 2D puckered sheets [100], with an interlayer separation distance
of ~5.3 Å [101, 102]. Similar to other 2D materials, the in-planecovalent bonding
between the P-atoms is stronger as compared to the weak Van der Waals interactions
between layers [103], allowing the ease of separation by the popular micromechan-
ical exfoliation approach or other approaches mentioned earlier. A monolayer of
black phosphorus layer is also commonly known as phosphorene.

One of the key advantageous properties of BP is its direct bandgap (Eg) regardless
of the number of layers. As compared to the bulk BP with a Eg of ~ 0.3 eV, this value
increases as the number of layers reduce and reaching ~2.05 eV for a monolayer
[104, 105], see Fig. 10. With the wide range of tunable bandgap spanning visible
to mid-infrared regions, this opens up new potential applications (for example: in
the field of communication) for wavelength regions not covered by semiconducting
TMD materials, see Fig. 11 [106]. Another advantage is its relatively high charge
carrier mobility (300–1000 cm2 V−1 s−1) [107], as compared to monolayer MoS2
TMDs (2 orders lower) [108], and comparable to the existing silicon technologies.
Another positive trait of phosphorene is in its intrinsic ambipolar behavior (it can
be a p- or n-type semiconductor) in contrast to TMDs, which show only unipolar
(n-type) behavior [109]. Hence, BP could be a potential candidate for integration

Fig. 9 a Layered crystal structure of black phosphorous. (b) The two-dimensional top and side view
of phosphorene (a monolayer of black phosphorus). The atoms in different colors represent atoms
in different planes. The lattice constants (a–c) of the unit cell of black phosphorous-containing four
P-atoms is outlined by the red line (c). A three-dimensional zoom-in view of the atomic structure
of phosphorene, showing eight P-atoms, and the lattice constants. Reprinted by permission from
[122], © 2016 Taylor & Francis Group, LLC. (2016)
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Fig. 10 Thickness dependence of the black phosphorus bandgap, including experimentally
measured values, and calculated data using different approaches. PBE, G0W0, B3LYP are ab initio
approaches for band structure calculation, while photoluminescence (PL), scanning tunneling spec-
troscopy (STS), infrared spectroscopy (IR) are experimental measurement methods. The reader is
referred back to the original publication [105] for the references shown in this figure. Reprinted
(adapted) with permission from Ref. [105]. Copyright (2019) American Chemical Society

Fig. 11 A schematic of some of the actively researched two-dimensional materials (such as
graphene, phosphorene, molybdenum disulfide, and boron nitride) exhibiting unique electrical
and optical properties, and their potential real-world applications in the field of communications.
Reprinted, with permission, from [106]. © 2015 Copyright IEEE. (2015)

into CMOS related technologies. BP is also found to be suitable for thermoelectric
applications due to its high Seebeck coefficient (dimensionless thermoelectric figure
of merit ZT = 2.5) [110, 111], while their thermal conductivities are comparable to
TMDs (λ ≈ 50 Wm−1 K−1), while showing a strong in-plane anisotropy in which
the thermal conductivity along the zigzag direction is ≈2.5 times higher than that
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of the armchair direction [112]. Also, phosphorene can withstand a high degree of
elasticity and flexibility (tensile strain up to 30%) [113, 114] as compared to existing
silicon material (tensile strain of 2%) [115], making it a potential candidate for
flexible electronics. In addition, these properties exhibited by phosphorene can be
further changed or enhanced by the number of layers, strain, physical and chemical
functionalization, and defect engineering [116–118].

However, there are also some challenges encountered by BP that needs to be
considered. Firstly, BPwas found to be unstable under ambient conditions [119, 120]
due to its hydrophilicity which resulted in the etching of its layers and an increase in
volume. Devices made of few-layer phosphorene films were found to degrade when
no additional passivation was applied on the exposed BP layers. Secondly, similar
to other promising 2D candidates, the next challenge is to scale up the deposition
of phosphorene films to reach commercialization levels, especially when precise
control and preservation of its puckered lattice orientation in large scale deposition
is required [121].

4 2D Materials Applications in Various Fields

4.1 Graphene-Based Applications

Since graphene exhibits a plethora of unique and attractive properties not seen in the
existing silicon-based materials and integration of this 2D material into mainstream
consumer products such as display and electronic devices (see Fig. 12) and photonics
applications (see Fig. 13) has been predicted back in the year 2012 [8].

According to Ref. [123], many countries (such as United States, Europe, South
Korea, Japan, and China) had started placing emphasis on the research and develop-
ment and the eventual transfer of technology from the laboratory to manufacturing.
Among which, China had invested considerably (hundreds of millions) through the
China Innovation Alliance of the Graphene Industry (CGIA) established in the year

Fig. 12 A technology roadmap projection of Graphene-based display and electronic devices.
Reprinted by permission from [8]. ©2012 Macmillan Publishers Limited (2012)
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Fig. 13 A technology roadmap projection of Graphene-based photonic applications. Reprinted by
permission from [8]. ©2012 Macmillan Publishers Limited (2012)

2013 to focus on the commercialization of graphene within the country, via graphene
industrial parks and international cooperation.

As a result of this active interest, initial prototypes offlexible display and electronic
devices integrating graphene had been reported [124–126] as can be seen in Fig. 14.
With the incorporation of graphene-related technologies into consumer products
(such as mobile devices), and drawing on the unique advantages of this material
such as (1) high charge mobility which can enable ultra-fast internet surfing and
data transfer [127], (2) high film transparency which can lead to brighter screens
and concurrently act as transparent electrodes[128], (3) high intrinsic strength which
improves product durability, and (4) excellent thermal conductivity which enables
good heat dissipation, graphene appears to be one of the highly attractive candidates
to continue this technology trend.

With further innovations in graphene growth technologies, such as the resistive-
heating cold-wall chemical vapor deposition technique [129], the same high-quality
graphene can be obtained at a much higher throughput rate (100 times faster) and
lower cost (99% cheaper) than the conventional CVD approach. The researchers
involved in this work had also demonstrated a working flexible and transparent

Fig. 14 Demonstration of flexible displays utilizing graphene technology [124, 126] in (a) and
(b), while commercially available products such as the bendable smartphones produced by Moxi, a
company based in China are now available [125] (c). Reprinted by permission from [125]. © 2014
Macmillan Publishers Limited (2014)
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touch sensor capable of ultra-fast response times. Subsequent developments in this
direction could potentially lead to flexible, sensitive skin that can transform robotics
technology or applied in human prosthetics.

Besides the development of graphene-based display and electronic devices, there
is also a rapid growth in the field of photonics applications. There are currently
several positive research outcomes for the integration of graphene for terahertz wave
detector[130–133], terahertz wave generator [133, 134], mode-locked lasers [135–
138], tunable terahertz laser [139, 140], terahertz modulator[141] and photodetectors
[142–145] among others. Hence, graphene can be viewed as an enabler or exten-
sion for future technologies requiring terahertz imaging and sensing in the fields of
security, medical, industrial, environmental, biological, and optical communications
among others.

4.2 Hexagonal Boron Nitride Applications

Arising from the unique advantages of h-BN, various applications utilizing thismate-
rial either in the powder form or hot-pressed shapes have been reported [146], and
that include the various fields of chemistry, metallurgy, high-temperature technology,
electrotechnology, and electronics [147] as shown in Table 1.

From the 2D perspective, when atomically thin high-quality h-BN layers are
considered, the reported direct bandgap of 5.9 eV [148] opens up new application
potentials in the field of ultraviolet (UV) lasing, far-UV light emitting diodes (LEDs)
[149, 150], and could promote the epitaxial growth of high-quality graphene due to
the closematching lattice parameters of h-BNandgraphene. Its electrically insulating
properties could also act as an appropriate gate dielectric for transistor applications,
or encapsulant for flexible or high-temperature electronics devices [151, 152].

Furthermore, with the demonstrated ability to deposit atomically thin h-BN films
on a large scale using techniques such as chemical vapor deposition [153–159],
atomic layer deposition [160, 161]sputtering [162] and pulsed laser deposition [163–
165], h-BN stands a good chance to be integrated into future technologies.

4.3 Molybdenum Disulfide Applications

MoS2 complements graphene well when applied as field-effect transistor in digital
electronics, benefitting from the presence of a bandgap (1.3–1.9 eV), which enables
an excellent on/off current ratio in the range of ~108 [70, 166], not achievable by the
graphenematerial. Given the continuous scaling trend of transistors to ever-shrinking
dimensions, the issueswith statistical and quantum effects, heat dissipation, and short
channel effects encountered by the existing silicon devices may be better addressed
by the 2D semiconductor materials such as MoS2. To further improve conductance,
doping can be utilized but this has to be a trade-off with decreased mobility due to
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Table 1 The typical applications of boron nitride. The legend for the property desired are as
follows: R: High-temperature refractoriness; T: thermal conductivity; E: electrical insulator; I:
chemical inertness, nonwetness; L: lubricity; M: machining ease. Reprinted with permission from
[147]. © 1989 Elsevier Science Publishers Ltd

Application Property Desired

R T E I L M

Hexagonal boron nitride powder

• Solid lubricant for high bear temperature x x

• Mould release agent for die casting of glass and metals x x x

• Active filler for rubber, resins and plastics x x x x

• Additive to oil and high temperature grease x x

• Ultrahigh-pressure transmitting agent x x x

• Coating for evaporation plants x x

• Coating for graphite hot pressing moulds x x x

• Embedding medium for heating wires x x x

• Boron source preparation of c-BN and ceramic composites x

Hexagonal boron nitride hot pressed shapes

• Crucibles for melting glass and metals x x x x

• Break rings for horizontal continuous castings x x x x

• Compounds for high temperature electric furnaces x x x x x

• Structural parts for magnetohydrodynamic devices x x x x

• Dielectric for radar antennas and windows x x

• Insulator for low- and high-frequency equipment x x x

• Insulator for plasma-jet furnaces, arc pulse generators and
ion engines

x x x

• Holders, mounting plates, substrates and heat sinks in valve
and transistor circuits

x x x

• Pump components, pipes and nozzles for handling liquid
metals

x x x

• Protective tubes and insulating sleeves for thermocouples x x x x x

• Protective sleeves for elctrodes in automatic welding x x x x

• Wafers for boron-doping of semiconductors x x

• Moulds for hot pressing of ceramics like B6O or B6.5C x x x x x

• Nutron absorbers and shields for nuclear reactors x x x x

scattering effects [167, 168]. Figure 15a shows the schematic of a top-gated transistor
based on a monolayer MoS2 film [70], and subsequently setting the foundations for
more advanced integrated circuits such as logic gates (see Fig. 15b–d) [169] static
random access memory, and five-stage ring oscillator [170] among others.

Since MoS2in its monolayer form exhibits a direct semiconducting bandgap, this
material has a great potential to be applied in the field of optoelectronics, whereby
the ability to generate, detect, interact with or control light is required. When this
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Fig. 15 a Schematic of a top-gated monolayer MoS2 field-effect transistor device with hafnium
oxide top-gate dielectric, b Schematic of an integrated circuit comprising of two transistors built
on a monolayer MoS2 which can function either as a logical inverter (c) or as a logical NOR gate
(d), which is one of the universal gates that can be combined to form all other logic operations
[171]. Figure (a) is reproduced from Ref. [70], and figures (b)–(d) are reproduced from Ref [169].
Reprinted (adapted) with permission fromRef [169]. Copyright (2019) American Chemical Society

is coupled with the high mechanical strength of this material (Young’s modulus
comparable to steel) [172, 173] could potentially lead to new opportunities for flex-
ible and transparent optoelectronics. Till date, successful research scale demonstra-
tion of atomically thin MoS2 material for optoelectronics had been reported which
includes photodetectors/ phototransistors [24, 174–184], light emitting diodes [185,
186], photovoltaics [186–190], sensing [191–196], andwaveguides [197, 198] among
others. Figure 16 shows an example of a MoS2 based multiple quantum well light
emitting diode reported in Ref. [185]. Other applications recently explored forMoS2
material also includes electrodes for energy storage [199, 200].

These unique properties of atomically thin MoS2 films (one individual candidate
from the 2D transitionmetal dichalcogenides (TMD) class ofmaterials) coupledwith
the demonstrated ability to obtain precise layer thickness control on different large-
area (several centimeters square) deposition techniques such as chemical vapor depo-
sition [201–206], atomic layer deposition [207, 208], pulsed laser deposition [209,
210], and sputtering [24, 211, 212] indicates the high commercialization potential
of this material for future electronic or optoelectronic devices. With plenty of other
candidates in this 2D TMD class of materials, future research works in this direction
could be both exciting and rewarding.
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Fig. 16 a Schematic and b scanning tunneling electron microscopy image of the
multiple quantum well (MQW) heterostructure [hBN/GrB/2hBN/MoS2/2hBN/MoS2/
2hBN/MoS2/2hBN/MoS2/2hBN/GrT/hBN], consisting of multiple stacks of hexagonal boron
nitride and MoS2, and contacted by graphene top and bottom electrodes. c Maps of photolumines-
cence and (d) electroluminescence spectra for the same device. ELight = 2.33 eV. (e) Individual
electroluminescence spectra plotted on a logarithmic scale as a function of layer thickness.
Reprinted by permission from [185].© 2015 Macmillan Publishers Limited (2015)

4.4 Black Phosphorus Applications

Black phosphorus or few-layers phosphorene has been evaluated for various elec-
tronics applications, which includes field-effect transistors [107, 120, 213–225],
molecular sensors [226–232], solar cells [233–235]photocatalytic water splitting
[236–238]batteries [239–243], thermoelectrics [110, 111, 244, 245], and biomedical
applications [246].

Given the direct bandgap nature of this material regardless of layer thickness (as
compared toTMDswhich exhibits direct bandgaponlywhen reduced to amonolayer)
varying from 0.3 eV for bulk BP and increasing to ~2 eV for a monolayer), there
is keen interest in integrating this material for optoelectronics applications spanning
near and mid-infrared wavelengths to visible wavelengths such as detectors [247–
250], switches [251–254], imaging [255, 256]light emitting diodes and lasers [257,
258]. The high mechanical flexibility of phosphorene also creates opportunities for
wearable devices. Thewide range of tunable bandgap for few-layer phosphorene also
makes it a potential candidate for high-speed optical communication and nanoscale
optical circuits [259]. By combining phosphorene with existing technologies such as
silicon photonics and metallic nano-plasmonics structures (see Fig. 17), Chen et al.
[260] has successfully demonstrated an operating 3D hybrid integrated photonic
structures capable of detecting telecom-band, near-infrared light with high intrinsic
responsivity (10 A/W).
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Fig. 17 a Schematic of a 3D hybrid integrated photonic structure comprising of silicon photonics,
nano-plasmonics, and black phosphorus. b Optical microscope image of the completed 3D hybrid
photonic device and c Atomic force microscope (AFM) image of the black phosphorus−nanogap
region. The topographic profile (lower panel) shows that the black phosphorus flake is 20 nm
thick. “Reprinted (adapted) with permission fromRef. [260]. Copyright (2019) American Chemical
Society”

4.5 Flexible Next-Generation Device
Integration—A Complete 2D Approach

Given the high mechanical flexibility of the investigated 2D materials and its unique
thickness-dependent electronic and optoelectronic properties, these are highly attrac-
tive candidates to be applied for next-generation flexible electronics and optoelec-
tronics applications, as compared to the more traditional brittle materials such
as silicon. As an example, Kelly et al. [261] have successfully demonstrated
a simple low-cost approach to fabricate an array of thin-film transistors made
up entirely of atomically thin 2D materials (WSe2 as the channel, h-BN as the
separator/top-gate dielectric, and graphene as source, drain, and top-gate elec-
trodes). By additionally depositing an ionic liquid (1-ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl) imide (EMIm TFSI) on the entire structure, it enhances
electrolytic gating, leading to improved device performance, with higher operating
currents than comparable organic thin-film transistors (see Fig. 18).

Table 2 summarizes some of the demonstrated applications of 2D Van der Waals
heterostructures till date comprising of a combination of semi-metal, semicon-
ductor, and insulating candidates [262]. Some of the more commonly investigated
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Fig. 18 aDemonstration of a flexible array of all-printed thin-film transistors on a flexible alumina-
coated polyethylene-terephthalate (PET) substrate. b Schematic of the thin-film top-gated transistor
structure featuring an inkjet-printed network of WSe2 nanosheets as a channel material, inkjet-
printed network of graphene nanosheets for source, drain, and gate electrodes, spray-deposited
boron nitride as the gate dielectric/separator, and an ionic liquid to facilitate electrolytic gating. c
Sequential photographs of the involved printing steps. “Reprinted (adapted) with permission from
Ref. [261]. Copyright (2019) American Chemical Society”

applications are in the fields of energy harvesting (solar cells), electronics (field-
effect transistors), light detection (photodetectors), and light generation (electrolu-
minescence). There are also increasing research efforts in exotic directions such as
quantum-dot qubits, single-photon emitters, superconducting qubits and topological
quantum computing elements [263]. With the active interest in material screening
and evaluation of diverse device architectures, evident by the rapid increase in related
publications, we are now ever closer to the stage of commercialization, to deliver
better-performing, or interesting novel applications.

5 Progress Towards Commercialization

To reiterate, atomically thin two-dimensional materials had been proposed to be
one of the approaches to fulfill the ever-shrinking device dimension targets outlined
by the international technology roadmap for semiconductors (ITRS). To meet this
requirement economically, the industry players need to adopt a large scale deposition
approach which can deliver atomically thin 2D layers to meet several key objectives:
(1) low-cost, (2) high reproducibility, (3) precise thickness control, and (4) excellent
film qualities, on par with the micromechanically exfoliated approaches on pristine
bulk crystals.
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One successful demonstration of a large-area deposition tool to obtain high-quality
graphene layers has been reported by Bae et al. [287], in which monolayer graphene
films with a large 30-inch diagonal width can be obtained by a roll-to-roll production
process which performs chemical vapor deposition onto flexible copper substrates,
followed by a series of steps leading to the dry transfer-printing on a target substrate
(see Fig. 19). Using a similar setup, the graphene layers can also be functionalized by
wet-chemical doping. Figure 20 shows that using such an approach, a uniform and
highly transparent (97.4% optical transmittance) large-area graphene layer on a PET
film is achievable, and which exhibits excellent mechanical flexibility and suitability

Fig. 19 Schematic of the roll-based production of graphene films grown on a copper foil. The
process includes adhesion of polymer supports, copper etching (rinsing), and dry transfer-printing
on a target substrate. A wet-chemical doping can be carried out using a setup similar to that used
for etching. Reprinted by permission from [287]. © 2010 Macmillan Publishers Limited (2010)

Fig. 20 Photographs of the roll-based production of graphene films. aCopper foil wrapping around
a 7.5-i. quartz tube to be inserted into an 8-inch quartz reactor. The lower image shows the stage in
which the copper foil reacts with CH4 and H2 gases at high temperatures. b Roll-to-roll transfer of
graphene films from a thermal release tape to a PET film at 120 °C. c A transparent ultralarge-area
graphene film was transferred on a 35-in. PET sheet. d An assembled graphene/PET touch panel
showing outstanding flexibility. e A graphene-based touch-screen panel connected to a computer
with control software. Reprinted by permission from [287].© 2010 Macmillan Publishers Limited
(2010)
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for touch-screen panel applications. With multiple stacked doped graphene layers,
very low sheet resistance (~30 �/�) at ~90% transparency has been demonstrated,
which is superior to commercial transparent electrodes such as indium tin oxides. This
opens up newpotential applications in the fields of transparent conductive layers, bio-
applications, photonics, nanoelectronics, sensors, high-frequency transistors, and
novel electronic devices such as Van der Waals heterostructures [68] as discussed
earlier.

With this major leap in large-area graphene processing capability, it is then of
keen interest to see similar technologies developed for other 2D materials discussed
in this chapter and beyond. The ability to perform large-area deposition for the
prospective 2D materials with different properties (semi-metal, semiconducting,
insulating) will be the crucial bridge between academic pursuits and commercializa-
tion. Consequently, when silicon-based devices have reached its fundamental scaling
limits, the timely and successful demonstration of large-area deposition of various
2D materialscould be the solution to meet the ITRS roadmap.

6 Conclusions

Atomically thin two-dimensional materials such as graphene, hexagonal boron
nitride, molybdenum disulfide, and black phosphorus exhibit unique material, elec-
trical and optical properties from their corresponding bulk counterparts, sparking an
immediate interest from academics and industry partners alike. Many approaches of
obtaining these monolayers or few-layers had been reported to vary success, with
the characterization results indicating that such 2D layers exhibit a high potential
to complement/replace the existing technologies based on conventional materials
such as silicon. The promising results demonstrated at the research level reveals
new opportunities for nanoelectronics and optoelectronics applications, enabling
technologies for many fields such as imaging and sensing, medical, industrial, envi-
ronmental, biological, field-effect transistors, solar cells, batteries, thermoelectrics,
light emitting diodes, lasers and ultra-fast optical communications.When combining
different 2D materials in Van der Waals heterostructures, more potential applica-
tions are possible, especially in the area of flexible electronics and optoelectronics,
in which these 2D materials exhibit high mechanical flexibility not reported by the
existing materials such as silicon. Undoubtedly, these 2D materials are a relatively
new and exciting area to explore, and the materials combination appears to be only
limited by our imagination. With the experience gained from graphene in terms of
material processing, characterization, and device fabrications, researchers applying
these skills to other unique 2D materials are sure to find unexpected and exciting
potential applications. For a long-term perspective, to progress towards the goal of
commercialization and integration of these novel 2D materials in nanoelectronics
and optoelectronics, low-cost large-area uniform deposition approaches with precise
control of layer thickness and film quality will be a prerequisite. This will also
enable researchers to better understand the physical and chemical properties of each
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potential 2D material candidate. New opportunities with each newly discovered 2D
material awaits our further exploration.
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Enhancement of the NO Gas Sensitivity
by UV Light in Sn-Doped ZnO
Nanostructures

Irmak Karaduman Er, Ali Orkun Çağırtekin, Tuğba Çorlu,
Memet Ali Yıldırım, Aytunç Ateş, and Selim Acar

Abstract ZnOhas a longhistory as amaterial for gas sensing, varistors, piezoelectric
transducers, as a light-transmitting electrode in optoelectronic devices, electro-optic
modulators and as a sunscreen. As a gas sensor, ZnO and doped ZnO materials have
been invensively used. This chapter looks at the importance of chemical solution-
based technologies and the SILAR method on the gas-sensing properties in details.
We believe that a combined understanding of theoretical and experimental aspects
will open new fields for metal oxide gas sensor and beyond.

Keywords Sn doped ZnO · UV light · NO gas sensing

1 Introduction

The amount of toxic, explosives, flammable and hazardous gases has been signifi-
cantly increased because of industrialization and rapid economic growth in the world
[1, 2]. This stimulates the scientists to work in the field of different sensors for the
purpose of environmental and human safety. In the last decade, the specific demand
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for gas detection and monitoring has emerged particularly as the awareness of the
need to protect the environment has grown [3]. Therefore, designing and devel-
oping highly efficient sensing materials is significant in meeting people’s demand
for working and living requirements. Metal oxides are well known to be effective in
detecting various gases because they have a high area, low response times and high
sensitivity. The great interest comes from their numerous advantages, like small
sizes, high sensitivities in detecting very low concentrations (at the level of part per
million or even part per billion) of a wide range of gaseous chemical compounds,
the possibility of online operation and, due to possible bench production, low cost
[2, 3].

Among various gas-sensing materials studied so far, ZnO has a long history
as a material for gas sensing, varistors and piezoelectric transducers, as a light-
transmitting electrode in optoelectronic devices, electro-optic modulators and as a
sunscreen. ZnO is an n-type wide bandgap semiconductor with hexagonal wurtzite
structure, having a resistivity in the range of 10−4–1012 �-cm. ZnO usually crys-
tallizes in the form of wurtzite (as in the case of zincite) or zinc blende structure.
The wurtzite structure is commonly found for ZnO due to the stability in ambient
conditions [4, 5].

ZnO has attracted keen research interest in recent years due to its promising
properties for optoelectronics, biomedical, gas sensing and many other applications.
It generally dominated the market for semiconductor gas sensors due to its low cost,
moderate conductivity, high stability and diverse response to reducing as well as
oxidizing gases [5].

2 Different Producing Methods of ZnO Nanostructure
Thin Films

Conventional physical routes (vacuum methods such as sputtering and evaporation)
render better control over stoichiometry producing uniform, compact films andgener-
ally produces good quality transparent ZnO thin films [6]. They are generally safe (no
toxic gas emissions) and perform high deposition rate at room temperature. However,
they require expensive capital instruments. Accordingly, they are difficult to expand
on the other hand are cost-effective compared with vapor-phase methods and simple.
Thus, they offer the desirable cheapness and possibility of scaling up to industrial
level [7].

Accordingly, chemicalmethods have comeout to be a good alternative formaterial
preparation during the past few decades. In chemical deposition methods, a liquid
precursor undergoes a chemical change at a solid surface, leaving a solid layer.
ZnO thin films from chemical deposition methods tend to be conformal, rather than
directional. The different category of chemical deposition methods includes spray
pyrolysis [8], sol–gel [9], chemical bath deposition (CBD) [10], electroless [11],
anodization [12], laser ablation [13], hydrothermal method [14] and SILAR [15] etc.
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Spray pyrolysis is a method of depositing films having thicknesses in the region of
thin film and thick film [8].

Electroless is a process typically used to obtain thick (micrometers) metal struc-
tures on metallic or nonmetallic substrates [11]. The process offers simplicity and
cheapness.

In chemical bath deposition (CBD) method, deposition of thin films occurs due to
substrate maintained in contact with a dilute chemical bath containing cationic and
anionic solutions. Consequently, the film attains a terminal thickness [10].

In anodization method,the metal to be anodized is made an anode and immersed in
an oxygen-containing electrolyte [12].

In laser ablation method, it is a rapid, efficient and cost-effective liquid-phase tech-
nique for producing various kinds of nanoscale materials. Some of the remarkable
features of this method are the simplicity of the experimental setup and the ability
to control the size of synthesized material by changing different parameters such as
laser wavelength, pulse laser duration, the solution temperature, laser fluency, the pH
of the solution and inexpensive equipment to control the ablation atmosphere and so
on [13].

In hydrothermal method, formation of hydrothermal method morphologies can be
achieved with its advantages such as low cost, environmental, potential controlla-
bility in shape and size [14]. Hydrothermal method is generally described as a fast,
clean and economical method except for autoclave cost. It is a chemical reaction
in the presence of a solvent above room temperature and at pressure greater than
1 atm in a closed system. The slight changes in experimental parameters like precur-
sors, reaction temperature and time pH value strongly affect the precise morphology
[15]. Shape, size and morphology significantly change the properties of nanomate-
rials. Three-dimensional (3D) creation of metallic or semiconductor materials has
been reported to be important advantages for advanced nanoelectronic and nanoopto-
electronic applications. ZnO nanorod, nanoflowers and nanoneedles-like structures,
three-dimensional structure, wide and direct band spacing, large surface volume ratio
and new surface chemical properties are specified as highly attractive structures for
nanoelectronics, nanooptoelectronics and nanosensors. Different precursors cause
different gas-sensing properties [16, 17]. The potential application of nanomaterials
depends on the shape of nanostructure, and the controlled morphology can modulate
the properties of nanomaterials with hydrothermal method. Therefore, ZnO nanos-
tructures fabricating with hydrothermal method hierarchical in a controllable manner
are required to improve the performance and broaden the application range of ZnO
[18].

The successive ionic layer adsorption and reaction (SILAR) method is the most
used solution technique and also one of the oldest methods for thin film growth. In
SILAR, thin films are obtained by immersing the substrate into separately placed
cationic and anionic precursors for reaction at chosen temperatures. Between every
immersion, the substrate is rinsed in distilled water or ion exchanged water to avoid
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homogeneous precipitation in the solution [19]. Sequential reaction on the substrate
surface under optimized conditions of concentration and pH of the reacting solutions
results in the formation of the film. Thus, precipitation formation, i.e., wastage of
material, is avoided in SILAR method [19].

It does not require high-quality substrates and can operate at room temperature
without the need for vacuum. In addition, SILAR method provides optimal fabri-
cation conditions to obtain high-quality thin films. Stoichiometric precipitation can
easily be obtained. Since the basic building materials are ions instead of atoms, the
preparation parameters easily controllable, best orientation and particle structure can
be obtained at room temperature [20, 21].

In spite of its simplicity, SILAR has number of advantages: (i) Unlike vapor
deposition method, SILAR does not require vacuum at any stage; (ii) the deposition
can be carried out at or close to room temperature; (iii) unlike high power methods
such as radio frequency magnetron sputtering, it does not cause local overheating
that can be detrimental for materials to be deposited; and (iv) there are virtually no
restrictions on substrate material, dimensions or its surface profile [20, 21]. Thus,
any insoluble surface to which the solution has free access will be a suitable substrate
for the deposition making the technique convenient for large area deposition [21].

Gao et al. reported that they produced ZnO nanocluster thin films modified
SILAR method and investigated their structural, morphological and optical prop-
erties [22]. Vargas-Hernandez et al. studied that the comparison between ZnO thin
films deposited by three processes was studied bymeans of X-ray diffraction (XRD),
optical absorption and micro Raman [23]. Gao et al. reported that nanoporous ZnO
film was prepared by the stepwise solution route: the ultrasonic irradiation mediated
successive ionic layer adsorption and reaction (SILAR) method. They studied the
morphology and microstructure of ZnO thin films [24]. Suresh Kumar et al. reported
that they produced ZnO nanostructure thin films by a simple SILAR process at
relatively low temperature for its self-cleaning application [25]. Ravichandran et al.
studied that ZnO thin films were deposited using SILARmethod from three different
precursors. They annealed all the films in air and vacuum ambiences at 350 °C and
characterized for their structural, optical, photoluminescence, electrical and surface
morphological properties [26].

2.1 Dopants in ZnO Nanostructured Thin Films

In recent years, the important and effective method to improve sensing properties
of ZnO, doping method has drawn many researchers’ attention. In fact, doping with
noble metals or other additives has been reported to enhance the sensitivity and
selectivity of ZnO gas sensors [27]. The changes of the electronic band and morpho-
logical structure due to doping with other metal or additives lead to enhancing the
gas-sensing properties with increasing surface-to-volume ratio and creating more
centers for gas interaction on the ZnO metal oxide semiconductor surface [28]. It is
very important to optimize the process parameters of film growth and doping levels to
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have a desired enhanced device performance. Tin (Sn) is well known to improve the
electrical conductivity since the ionic radius of Sn4+ ion (0.69 Å) is smaller than that
of Zn2+ ion (0.74 Å). When Sn was added into ZnO for doping, Sn4+ substitutes Zn2+

site in the ZnO crystal structure resulting in two more free electrons to contribute to
the electric conduction [29]. The ionic radius of Sn4+ is smaller than Zn2+; therefore,
Sn4+ ions can replace Zn2+ ions in substitution sites.

3 Gas-Sensing Applications Using ZnO Nanostructure
Thin Films

During the last few decades, undoped and doped ZnO nanostructure thin films are
the promising candidate among the earliest discovered metal oxide materials. As the
toxic gases affect the human health and life even at ppm level, hence many efforts
have done to improve the gas-sensing properties of ZnO-based gas sensors. Gupta
et al. studied different ZnO nanostructures and showed that the response of ZnO
sensors to H2S arisen from grain boundary only whereas for NO gas both grain
boundaries and intragrain resistances contribute toward the response. At the same
time, oxygen vacancies in the lattice also improve the sensor response [30]. Badhe
et al. studied In doped ZnO thin films for H2S gas sensors and observed that 3
at.% In doping exhibited high gas sensitivity with fast response and recovery time
which depend on the surface morphology and indium concentration [31]. Sahay
et al. observed that performance of liquefied petroleum gas (LPG) gas was strongly
dependent on crystallite size ofAl-dopedZnO thin films showingmaximum response
for 0.5 at% doping concentration at 325 °C operating temperature [32]. Choi et al.
studied the H2 sensing response of SnO2 thin filmswith different crystal orientations.
They suggested that the (101) orientated SnO2 films exhibited higher gas response
than (002) and (101) orientated ones [33]. Gong et al. investigated the role of Cu
doping in ZnO film in enhancing the capability of the films to adsorb CO molecules.
They suggested that the Cu site in ZnO films played an important role in adsorbing
CO molecules at both low and high temperatures [34]. Navale et al. reported the
selective NOX sensing characteristics of Al-doped ZnO synthesized in the form of
porous pellets. They compared its gas-sensing performance in presence of different
gases such as SOX, HCl, liquefied petroleum gas (LPG), H2S, H2, NH3, alcohol and
acetone and found it selectively detects NOX due to Al-doping [35]. Al-Hadeethi
et al. reported that 2D Sn-doped ZnO ultra thin nanosheet networks synthesized by a
simple and facile hydrothermal process and investigated their gas-sensing properties.
Sn doping resulted in distortions and lattice defects, particularly O-vacancies in the
ZnO nanostructures which were the most susceptible adsorption sites for generation
of oxygenated anionic species from molecular O2 from atmosphere [36]. Luo et al.
studied that the gas-sensing properties of pure ZnO and Sn-doped thick films to
ethanol were investigated. The sensitivity of Sn-doped ZnO was about fourfold than
that of pure ZnO [37]. Li et al. reported that nanostructured pure ZnO (PZO) and
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Sn-doped ZnO (SZO) were deposited on glass templates by chemical deposition
method. However, it remarkably shortened the response time and recovery time of
the sensor. Both PZO and SZO showed higher response to acetone than to ethanol,
while the response time and recovery time of PZO and SZO to ethanol were shorter
than those to acetone, which indicates that the selectivity of ZnO nanostructures to
ethanol and acetonewere different [38]. Literature review shows that the gas response
depends on various factors, such as morphology, dopants and their concentrations,
thickness of thin films and operating temperatures. This chapter deals with study of
the gas-sensing properties of undoped and doped ZnO nanostructure thin films on
these various parameters.

3.1 The Effect of Operating Temperature

It is well known that the operating temperature is important in evaluating the perfor-
mance of metal oxide semiconductor-based gas sensors due to its considerable influ-
ence on the surface state of sensing materials and on the reaction during the gas-
sensing process. The operating temperature is important in evaluating the perfor-
mance of metal oxide semiconductor-based gas sensors due to its considerable influ-
ence on the surface state of sensing materials and on the reaction during the gas-
sensing process [39]. When a gas sensor is exposed to air, oxygen molecules are
adsorbed on the surface of the sensitive material. This material traps electrons from
the conduction band and produces negatively charged chemisorbed oxygen species
Oδ− such as O2

-, O− and O2−. Hence, the concentration of holes in valence band
increases and the resistance (of the sensitive material) decreases due to increased
concentration of available carriers [40]. The type of such chemisorbed oxygen species
at the surface depends on the operating temperature. There is significant influence of
operating temperature on the sensitivity of gas sensors, and all sensors must be tested
at different temperatures to find the optimum operating conditions for gas sensing
[41].

3.2 The Effect of Surface Morphology

In materials science, morphology is the study of shape, size, texture, spatial orga-
nization and phase distribution of particles in a material [42]. Different nanostruc-
tures can be obtained depending on their material composition, crystal structure and
manufacturing method [42]. Each synthesis process offers a diversity of parame-
ters such as temperature, pressure, reagent concentration, treatment time and pH
that when controlled they allow obtaining different morphologies, compositions and
crystallinity of the products [43–46]. Besides, a lot of three-dimentional tridimen-
sional shapes can be synthesized such as spheres, rods, tubes, needles, cubes and
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octahedrons. Morphology variation allows to control its functionality in an effec-
tive way, since surface is directly related to interface that such material will have to
outside [46]. Such interface is related to the large number of atoms that determine
their physicochemical properties. Moreover, most nanomaterials are thermodynam-
ically unstable, which make their morphologies unbalanced, that they are different
from the shape of monocrystals of a given material [47].

3.3 The Effect of Annealing Process

In such a case, annealing in N2 was found as the most useful regime for thin films
which is most probably due to oxygen loss annealed in N2. It can be induced that
the increase in response in N2 was attributed to the increase of oxygen vacancies on
the sensing surface. However, oxygen is more prominent at the surface annealed in
O2 environment, because of this the response of thin films begins to decrease [48,
49]. This is probably correlated with the changes brought by the defects states in the
structure of the film related to oxygen deficiencies. The response is also related to the
oxidizing ability and the adsorbing ability of detected gas on surface of the material
[50].

Annealing environments affect the electrical and surface properties of metal oxide
semiconductors. Jlassi et al. produced NiO and ZnO thin films and reported that the
roughness and grain size increased as the annealing atmosphere changed from air
to nitrogen [51]. Arfaoui et al. investigated the effect of annealing environment on
morphological and electrical properties as well as the sensing performance ofMoxOy

samples exposed to ethanol vapor. They reported the response of MoxOy samples
change with changing annealing atmosphere [52]. Sadr et al. reported that annealing
process rapidly increased the gas-sensing properties of porous silicon [53].Moreover,
during the process of annealing, the oxygen vacancies on the surfaces of the sensing
films begin to reduce which is electrically and chemically active [54, 55]. These
surface defects also affect the adsorption behaviors of gas molecules on metal oxide
surfaces [53].

4 Experimental Details

Zn1−xSnxO (x = 0, 0.05, 0.10, 0.15, 0.20) nanostructure thin films were grown
on the interdigitated Au electrodes at room temperature by SILAR method. To
grow Zn1−xSnxO nanostructure thin films, aqueous zinc-ammonia complex ions
([Zn(NH3)4]2+) and aqueous tin-ammonia complex ions ([Sn(NH3)4]4+) were chosen
for the cation precursors, in which trace metals basis of ZnCl2 (99.9%, Sigma–
Aldrich) of 0.1 M, SnCl4 (99.9%, Sigma–Aldrich) of 0.1 M as sources for Zn,
Sn and aqueous ammonia solution (NH3-28%, Sigma–Aldrich) were used. Deion-
ized water was used as a solvent. The obtained [Zn(NH3)4]2+ and [Sn(NH3)4]4+
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complexes were mixed in appropriate proportions according to the composition
for ZnO, Zn0.95Sn0.05O, Zn0.90Sn0.10O, Zn0.85Sn0.15O and Zn0.80Sn0.20O nanostruc-
ture thin films. All the growth process parameters of Zn1−xSnxO nanostructure thin
films by SILAR method were described in detail in our previous studies [54–57].
Zn1−xSnxO nanostructure thin films were grown by repeating 40 SILAR cycles. The
nanostructure thin films were annealed in a nitrogen atmosphere (300 °C, 13 min),
and characteristic parameters of the films were investigated.

The gas-sensing performance of the sensors was tested with a gas-sensing
measurement system. The gas-sensing measurement system working principle is
given in our previous work [20]. The gas-sensing measurements were carried out for
NO gas at different concentrations and different operating temperatures by moni-
toring the resistance changes. Dry air was used as the carrier gas which is % 99.999
purity (dry air was the ‘blank’ gas used to purge the sensor.). The flow rate of the
dry air undergoing testing was fixed at 500 cm3/min during the measurements. Air
flow rate, under the same conditions in order to observe the behavior of different
concentrations, must be kept always constant. To ensure stable zero-level resistance
in ambient air prior to exposure to gas, the stabilization of the thin film resistance is
important because it ensures stable zero level for gas-sensing applications. For the
corresponding operating temperature of the gas chamber, it is the prime requisite to
stabilize the resistance in air atmosphere before ejecting the gas into the chamber. It
indicates the resistance of thin film in air. Relative humidity was kept constant (about
25%) for all measurements, monitored by a Honeywell HIH-4000 humidity sensor.
The NO concentration and dry airflow rates were controlled by computer-controlled
mass flow controllers (MKS Series). A LakeShore 325 temperature controller with
platinum RTDs was used to maintain a constant temperature. The sensor resistance
was continuously monitored with a computer-controlled system by using a Keithley
2400 source meter, and data was collected in real time using a computer with corre-
sponding data acquisition hardware and software. Before the measurements, sensors
under test were fixed into the chamber, and the samples are kept constant at 130 °C
for 20 min in order to enhance the adhesion.

To investigate structural, morphological, compositional and optical properties of
the Zn1−xSnxO nanostructure thin films, XRD, SEM, EDAX and optical absorption
measurements were used. For structural, morphological, compositional and optical
studies, the Panalytical Empyrean X-ray diffractometer (using Cu Kα λ = 1.5405 Å
radiation), the FEIQuanta FEG450model scanning electronmicroscope (SEM)with
energy dispersive X-ray analysis (EDAX) attachment and the Perkin-Elmer UV/VS
Lambda 2S Spectrometer were used, respectively.
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5 Results and Discussions

5.1 Structural Analysis

Figure 1 shows the XRD patterns of the Zn1-xSnxO nanostructure thin films. As seen
in Fig. 1, all the nanostructure thin films have polycrystalline nature and well-defined
peaks belonging to ZnO and SnO2. The pure ZnOfilm (x= 0) has hexagonal wurtzite
phase with (100), (002), (101), (102), (110) and (103) diffraction peaks (JPCDSCard
No: 36–1451) [54, 56, 58]. The intensities and full width at half maximum (FWHM)
values of the characteristic peaks of ZnO film change and some peaks disappear
with increasing Sn concentration (x), whereas the characteristic peaks belonging to
the tetragonal phase (JPCDS Card No: 41-1445) of SnO2 film begin to appear (in x
= 0.10, 0.15, 0.20 values) and the intensity of the peaks increases with increasing
Sn concentration (x). It has been observed that the dominant crystal phase in all the
XRD patterns of the nanostructure thin films is the hexagonal wurtzite phase of ZnO.
The crystal quality of the nanostructure thin films deteriorated with increasing Sn
concentration (x). This deterioration may be attributed to changing in the atomic
environment due to the extrinsic doping (Sn) of ZnO nanostructure thin film. The
changing in the atomic environment should be differences in ionic radii of Zn and Sn
elements [59–61]. Also, as seen in Fig. 1, the peak positionswith Sn concentration (x)
havebeendetermined to shiftwith slightly larger diffraction angles. It has been related
to the unit cell size changes in nanostructures with the substitution of Sn4+ for Zn2+,
because the ionic radius of Zn2+ (0.74 Å) and Sn4+(0.71 Å) are different values [59,
62, 63]. The grain size values of ZnO, Zn0.95Sn0.05O, Zn0.90Sn0.10O, Zn0.85Sn0.15O
and Zn0.80Sn0.20O nanostructure thin films calculated using the Scherrer formula [54,
57] were 42.12 nm, 35.79 nm, 33.00 nm, 29.55 nm and 25.61 nm, respectively.

5.2 Surface Morphological Analysis

The surfacemorphology of the nanostructure thin films as sensormaterials influences
their electrical and gas-sensing properties, which are important factors in applications
of devices. Thus, it is very important to characterize the surface morphology of the
films. Figure 2 shows theSEMimages ofZn1−xSnxOnanostructure thinfilms.As seen
in Fig. 2, all the nanostructure thin films have a compact, dense surface morphology
and cover the substrate very well. As clearly seen in Fig. 2a, ZnO film (x = 0) has
nanorod structure and localized clusters on the surface morphology. Zn0.95Sn0.05O
filmhas a porous sphere and localized flowerlike structures (in Fig. 2b). Zn0.90Sn0.10O
film has a uniform and well-grown porous sphere structure (in Fig. 2c). The SEM
image of Zn0.85Sn0.15O film is composed of a large number of uniform nanoballs
(in Fig. 2d). It is clearly seen that the uniformity and smoothness of Zn0.80Sn0.20O
film have decreased compared to the others (in Fig. 2e). Consequently, the diversity
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Fig. 1 XRD patterns of Zn1−xSnxO nanostructure thin films [64]

in surface morphology of Sn-doped ZnO materials is a key factor in the sensing
performance of the gas sensors.
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Fig. 2 SEM images of ZnO (a), Zn0.95Sn0.05O (b), Zn0.90Sn0.10O (c), Zn0.85Sn0.15O (d) and
Zn0.80Sn0.20O (e) nanostructure thin films [64]

5.3 Compositional Analysis

Figure 3 showsEDAXspectra ofZn1−xSnxOnanostructure thinfilms.EDAXanalysis
shows the presence of Zn, Sn and O elements in the films (in Fig. 3). The atomic
percent values of these elements in the films are given in the inset of EDAX spectra.

Fig. 3 EDAX analysis of Zn1–xSnxOnanostructure thin films [64]
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The presence of Si and Ca elements in the spectra may originate from the substrate.
The atomic ratios (at.%) of Sn in ZnO film are approximately as same as the initial
ratio.

5.4 Optical Analysis

The optical properties of Zn1−xSnxO nanostructure thin films were determined by
using the optical absorption measurements. The optical direct bandgap of the films
can be determined by extrapolation of the linear region of (αhν)2 versus (hν) plots
using Tauc equation [54, 65],

α = A

hv

(
hv − Eg

)1/2 (1)

where A is a constant, α is the absorption coefficient, Eg is the optical bandgap,
and hν is a photon energy. Figure 4 shows (αhν)2 versus (hν) plots of Zn1−xSnxO
nanostructure thin films. As seen in Fig. 4, the bandgap values increased from 3.01
to 3.20 eV with increasing Sn concentration (x). The increasing in bandgap with
Sn concentration (x) can be attributed to a real bandgap change between ZnO and
SnO2 because of the wider bandgap of SnO2 compared to the ZnO, morphological

Fig. 4 Plot of (αhν)2 versus hν for Zn1−xSnxO nanostructure thin films [64]
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Fig. 5 Graphs of ln ρ −1000/T. a Zn0.95Sn0.05O, b Zn0.90Sn0.10O, c Zn0.85Sn0.15O,
d Zn0.80Sn0.10O

changes, changes of grain size and unit cell size with the substitution of Sn4+ for
Zn2+ because of the ionic radius of Zn2+ (0.74 Å) and Sn4+ (0.69 Å) [54, 57, 59, 66,
67].

The plots of ln ρ versus 1000/T are shown in Fig. 5. The measurements were
carried out in the temperature range of 300–525 K. Different regions appearing on
figures show that the films exhibit the nature of semiconductor. Resistivity decreases
as temperature increases, and this situation is seen as an essential condition for the
temperature dependence of the resistivity changes for semiconductors. Activation
energies of films are calculated from Arrhenius plot [68]. The obtained EI and EII

values are calculated in the low and high temperature regions. The activation energies
are given in Table 1.

Since the ionic diameter of Sn4+ is smaller than the ionic diameter of Zn2+, the tin
additive made to pure ZnO is deposited in Zn2+ ion regions in the ZnO cage and may
cause an increase in activation energy [69]. However, as seen from the resistance
graphs, the potential energy to ionize tin is lower than that of zinc and it can easily
ionize. Thus, activation can lead to an increase in the energies, even though it causes
the resistance to fall.
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Table 1 Activation energies
of Zn1−xSnxO nanostructure
thin films

Eı (eV)
(I. Region)

Eıı (eV)
(II. Region)

ZnO

Zn0.95Sn0.05O 0.0102 0.230

Zn0.90Sn0.10O 0.034 0.245

Zn0.85Sn0.15O 0.057 0.33

Zn0.80Sn0.20O 0.069 0.39

5.4.1 Gas-Sensing Measurements

The operating temperature is an important factor that can essentially influence the
catalytic properties of the sensing material, especially in the case of noble metals
modified semiconducting oxides [70]. It affects the electron mobility and the elec-
trical conductivity of the metal oxide material. The operating temperature influences
the chemical dynamics at the gas-solid interface and thus determines the impor-
tant sensing properties such as response, selectivity, stability, response and recovery
times [71]. There usually exists a temperature region in which the sensor reveals
the highest sensitivity. However, high temperature results in high power consump-
tion and therefore causes the deterioration of the sensing surface. Optimization of
operating temperature was carried out by measuring gas response over the range of
30–135 °C. Figure 6 shows gas response at various operating temperatures for thin
films at 25 ppmNOconcentration. Themaximumgas responsewas observed at 55 °C
operating temperature. The operating temperature plays a crucial role for gas adsorp-
tion/ desorption as well as the chemical reaction between surface-adsorbed oxygen

Fig. 6 Response of thin films for 25 ppm NO gas as a function of operating temperature [64]
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and NO molecules. Sensing material exhibits a maximum response toward a target
gas at an optimal temperature [71]. When the working temperature is up to 35 °C, the
sensor begins to show response to NO and the response remarkably increases with
the temperature up to 55 °C and then decreases with further increase in temperature.
This behavior has been attributed to the decomposition and the adsorption of oxygen
ions on the surface which depends on the temperature [69–72].

Responses are increased rapidly and reach to themaximumvalue at 55 °C and then
decrease as the temperature is further increased. Because sufficient thermal energy
is essential to overcome the activation energy barrier of oxygen chemisorption and
surface reaction at temperature range from 35 to 55 °C, however, once the operating
temperature is over 55 °C, the amount of desorbed gas will increase, leading to the
reduction of response. Due to adsorption and desorption of gas molecules on the
sensors’ surface, the change of response can be observed. As seen, the maximum
responses of all sensors are found at 55 °C. As a result, 55 °C operating temperature
was preferred for all the gas-sensing measurements. Figure 7 depicts the response of
thin films as a function of gas concentrations. It can be seen that responses increase
with increasing gas concentration.

Figure 8 shows the responses of thin films toward 20 ppb NO gas concentration at
room temperature. The responses of 20 ppb NO gas at room temperature were calcu-
lated 0.5%, 0.9%, 0.8% and 0.3% for Zn0.95Sn0.05O, Zn0.90Sn0.10O, Zn0.85Sn0.15O
and Zn0.80Sn0.20O, respectively.

The fast response and recovery time are critical for the application of gas sensors.
The detection of the toxic and harmful gas filled in an environment in a shorter
response time reduces the loss in lives. It is a very important parameter in industrial
applications. The response or recovery time is defined as the time for reaching 90%
of the full response change of sensor after testing gas is introduced. Figure 9 depicts
the response and recovery times of Zn1−xSnxO thin films at 55 °C. The response
times of 20 ppb NO gas were calculated 25 s, 5 s, 32 s and 6 s for (a) Zn0.95Sn0.05O,
(b) Zn0.90Sn0.10O, (c) Zn0.85Sn0.15O, (d) Zn0.80Sn0.10O (e), respectively. And also,
the recovery times of 20 ppb NO gas were calculated 44 s, 11 s, 50 s and 11 s for
(a) Zn0.95Sn0.05O, (b) Zn0.90Sn0.10O, (c) Zn0.85Sn0.15O, (d) Zn0.80Sn0.10O (e), respec-
tively. Sensors have rapid response and recovery times. Thus, the produced sensor
works according to its own purpose.

The sensingmechanismof resistive gas sensors basedonn-typeMOS is essentially
considered from the electrical resistance change owing to an interaction between the
adsorbed oxygen ion and target gases. When the sensing surface exposed to the
air, the adsorption of oxygen and formation of adsorbed molecular/atomic oxygen
ions such as O2

−, O−, O2− are the indispensable mechanism, which takes place on
surfaces of MOS gas sensors [72]. Then, depletion layers are formed on the surface
regions, causing an increase in resistance of the oxide by the following formulas
[72]:

O2(gas) ↔ O2(ads) (2)
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Fig. 7 Responses of thin films as functions of gas concentrations between 20 and 50 ppb.
a Zn0.95Sn0.05O, b Zn0.90Sn0.10O, c Zn0.85Sn0.15O, d Zn0.80Sn0.20O and e the sensing responses of
all thin films at logarithmic scale at 55 °C

O2(ads) + e− ↔ O−
2(ads)(T < 100 ◦C) (3)

O−
2 + e− ↔ 2O−(100 ◦C < T < 300 ◦C) (4)

The reaction between the electron and the chemisorbed oxygen results in a
decrease in the electron concentration at the surface of the sensor. When the sensing
surface exposed to NO gas, the adsorption of NO causes electron transportation from
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Fig. 8 Responses of 20 ppb NO gas at room temperature for Zn1−xSnxO thin films at 55 °C.

Fig. 9 Response and recovery times as functions of NO gas for Zn1−xSnxO thin films at 55 °C
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sensing surface to NO due to high electrical attraction of the unpaired NOmolecules,
as shown in the following reaction [73];

2NO + 4e− → N2 + 2O2− (5)

It is known that a depletion layer is generated in sensingmaterialwhen it is exposed
to an oxidizing gas such as O2 and NO. In the air, the conduction channel becomes
narrower and a depletion layer is produced. The depletion layer thickness increases as
the sensor is exposed to NO and the sensor resistance increases. Furthermore, Sn acts
as a catalyst that facilitates NO adsorption and desorption with the chemical reaction.
The catalytic effect leads to a much narrower conduction channel in the sensing layer
uponNO exposure which causes higher responses [72, 73]. The increase in a surface-
to-volume ratio of sensor materials, i.e., the use of smaller metal oxide grains, is an
effective method, since the number of electrons participating the reaction and/or
interaction with a target gas at the grain surface becomes significant against the total
number of electrons available for conduction inside the grain [74]. If the diameter (D)
of each grain would be less than two times of the depth (L) of the space-charge region
in air at certain conditions, the space-charge region occupies the entire grain and the
sensor is in a very high resistance level. Under such conditions, i.e., a grain control
region [75], the surface effect controls thoroughly the total resistance of each grain
and therefore the whole sensor consisting of such fine grain, leading to amazingly
high response to a target gas [74, 75].

Figure 10 depicts the schematic diagram of NO gas sensing for the Zn1−xSnxO
thin films.

Fig. 10 Schematic diagram of NO gas sensing for the Zn1−xSnxO thin films
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It can be clearly seen that the response of thin films varies depending on the
annealing environment. Especially, thin films annealed in N2 environment exhibited
higher response at lower operating temperatures. In such a case, annealing in N2

was found as the most useful regime for thin films which is most probably due
to oxygen loss annealed in N2. It can be induced that the increase in response in
N2 was attributed to the increase of oxygen vacancies on the sensing surface [76].
The response is also related to the oxidizing ability and the adsorbing ability of
detected gas on the surface of the material [69]. Therefore, the introduction of more
surface defects through annealing is able to significantly enhance the corresponding
response values at lower operating temperatures. However, apart from this surface
defects alteration, annealing also has aggravated the porosity of the ZnO nanowalls
[77].

The sensor characteristicswere further investigated by an impedance spectroscopy
technique, whereby different contributions of the sensor elements could be distin-
guished [78]. By changing the frequency of the operating signal, the contribution
of both grain and grain boundary to the total behavior of the sensor under different
conditions could be detected [78]. Impedance measurements of the sample, with and
without gas (25 ppm) exposure, give corresponding Nyquist plots consisting of two
different semi-circles with a center nearly on the x-axis for two different impedance
values. As the semi-circle in Nyquist plots corresponds to an equivalent parallel RC
circuit, a parallel RC model fitting is done to determine the values of the impedance
parameters from the curve obtained for both conditions. Figure 11 shows the Nyquist
plots of thin films sample with and without the NO gas at 530 K.

When the Z and θ measurements at 530 K are performed, it is seen that when
the Cole-Cole curves drawn by the equivalent circuit model are observed, the accu-
mulation occurs in the high-frequency region and the received data decreases in
the low-frequency region. From the Cole-Cole curves plotted in the presence and
absence of 25 ppm NO gas, it is seen that each sensor has an increase in impedance
values in the presence of gas and that the sensor of Zn0,90Sn0,10O gives the highest
change in the presence of gas.

6 UV Light Irradiation for Gas-Sensing Applications

It is well known that the working principle of the metal oxide gas sensor is based on
the surface chemical reaction which perturbs the free carrier density within the metal
oxide. It is the variation of the electrical properties of the sensor to gas that can be used
for detecting the change in the surrounding atmosphere [79]. Metal oxide gas sensors
are generally operated above 100 °C to overcome the energy limits of chemisorptions
for reaching high sensitivity. However, when UV light is applied to the surface, high-
energy electron-hole pairs are formed and enhance the concentration of surface [79].
These electrons in the electron-hole pairs provide higher sensitivities when they
have higher energies than the bandgap energy of the surface. The holes react with
the oxygen held on the surface to allow the oxygen vacancies in the surface to be
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Fig. 11 Nyquist plots of a Zn0.95Sn0.05O, b Zn0.90Sn0.10O, c Zn0.85Sn0.15O and d Zn0.80Sn0.20O
thin films at 530 K with and without 25 ppm NO gas

removed. The reaction of the holes with the oxygen can be shown by the following
equations [80, 81];

h+
(hv) + O2−

(ads) → O2(g) (6)

h+
(hv) + O−

(ads) → 1

2
O2(hv) (7)

When the samples are stimulated by UV irradiation, the absorbed oxygen
molecules on the surface of ZnOmaterials are ionized formingO2− (hν) by capturing
electrons from the ZnO conduction band. Oxygen adsorption and desorption reach
an equilibrium state, consequently, the depletion layer is formed and caused a higher
resistance.

When ZnO samples are exposed to an oxidizing gas such as NO, gas molecules
will capture the electrons on the sensing surface, as shown in the following reaction
[73, 79];

2NO + 4e−
(hv) → N2 + 2O2−

(h) (8)
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Fig. 12 Schematic diagram of effect of UV light irradiation exposed to NO gas

The NO reacts with the surface-adsorbed active oxygen species and is oxidized in
the sensing reaction (the surface is reduced) [80]. Thus, the concentration of holeswill
increase, increasing the depletion layer widths in the adjacent grains and decreasing
the conducting channel widths as a result of this resistance increase. NO can capture
more electrons, which is attributed to the conducting channel width, and as a result,
UV irradiation can improve the NO gas-sensing performance at room temperature
[81]. Figure 12 shows the schematic diagram of effect of UV light irradiation exposed
to NO gas.

Due to the strong influence of the structural formation and surface states of sensing
layer materials, the governing mechanisms and sensing reactions could be subjected
to alter as a result of a change in film properties such as in the presence of moisture or
by the addition of any dopant to the structure [82]. For instance, it has been suggested
that the possible mechanism in metal-doped semiconductor layers is totally different
from that of pristine samples [83]. For metal-doped semiconductors, the mechanism
can be explained based on the charge transfer transition of the metal ion by UV
illumination which leads to creating additional holes that react with chemisorbed
oxygen ions and desorb oxygen [83].

Exposing the sensors to UV irradiation led to a strong increase in the response at
temperatures as low as room temperature. For this purpose, the 365-nm lightwas used
as a UV source in all experiments. The relative humidity was kept constant for all
measurements (25%). At low humidity, the conduction process is dominated mainly
by electrical conduction whereas, at high humidity, proton conduction will play a
role in enhancing the total conductivity and is dominated by the decomposition and
the polarization of the absorbed water. In addition, the adsorbed water captures the
electrons and the holes generated by UV irradiation at higher humidity [83, 84]. The
sensors’ responses to a constant 20-ppb NO concentration were investigated under
UV irradiation, as shown in Fig. 13 (a). Zn0.90Sn0.10O exhibited the highest response
to 20-ppb NO gas. The response was calculated as 0.9%without UV light, whereas it
was calculated as 43% under UV light for Zn0.90Sn0.10O thin film. Figure 13b shows
the responses as a function of doping concentration. The responses change with
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Fig. 13 Responses of all the Zn1−xSnxO sensors for 20 ppb NO gas at room temperature for
three cycles (a) for different doping concentration (b), the dynamic gas-sensing measurements of
Zn0.90Sn0.10O sensor from 20 to 100 ppb (c) and the response with and without 20 ppb NO gas for
Zn0.90Sn0.10O sensor (d) under UV light irradiation [64]

doping concentration. Moreover, it is found that the response firstly increases when
the content of Sn is 10% and afterward declines when the content of Sn reaches 15%.
Figure 13c depicts the dynamic gas-sensing measurements for the Zn0.90Sn0.10O thin
film. The response increased with increasing gas concentrations. The response was
calculated almost 80% for 100 ppb NO gas. Figure 13d shows the response of 20
ppb NO gas with and without UV light for Zn0.90Sn0.10O thin film. The response
was increased from 13 to 43% under UV light irradiation. It can be clearly seen
that NO gas was affected the sensing surface and increased the gas response. Also,
measurements cycles can depend on the sample properties. There is no need for
long time measurement cycles in samples that can quickly detect the gas sent to the
system and become stable. These long measurement cycles can lead to high power
consumption [85, 86].

Figure 14 shows the stability of Zn0.90Sn0.10O thin film with UV light irradiation.
The thin films exhibited excellent stability to UV light for 5 cycles. When UV light
turns off, the photoresponse returns back to initial value. The response time is much
faster than the recovery time. The response time was calculated as 15 s, whereas the
recovery time was calculated as 65 s for Zn0.90Sn0.10O thin film.



Enhancement of the NO Gas Sensitivity by UV Light … 119

Fig. 14 Stability of Zn0.90Sn0.10O thin film with UV light irradiation [64]

In this process, chemisorbed oxygen ions are photo desorbed from the surface,
increasing the number of surface adsorption sites, and are replaced with photo-
activated oxygen ions O−2(hv), which has much weaker attachment to the surface.
Anionic oxygen species adsorb and desorb on the sensing surface related to UV
light irradiation, and they will fill/empty pre-existing oxygen vacancies with elec-
trons, respectively [87]. The oxygen vacancies are metastable and conducting and
act as shallow donors. Moreover, the grains act as a reservoir of oxygen atoms that
slowly diffuse to the reduced, surface-near regions to occupy the vacancies created
by photoreduction. This leads to a gradual change in response after the UV light
irradiation is turned off due to a slow oxygen-diffusion-based equilibration process
[88].

Therefore, such significant reduction in power consumption could lie in that the
UV light only provides the necessary activation energy required for the oxidation
reactions at the surface. In contrast, for the thermal-activated response, much more
redundant energy has to be consumed to keep the bulk of the oxide sensing materials
at the high operating temperatures besides the surface regions [89, 90].

Figure 15 shows the selectivity of Zn0.90Sn0.10O thin film with and without UV
light irradiation. The responses increased with UV light irradiation. Especially, the
response of NO was increased from 9.88 to 42.65. And, therefore, an increase was
observed for CO and NH3 gas, too. But this increase was not noticeable.

The obtained gas-sensing results were encountered in the literature and tabulated
in Table 2. It is confirmed that our sample has an acceptable response to very low
NO gas concentration.
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Fig. 15 Selectivity of Zn0.90Sn0.10O thin film with and without UV light irradiation

7 Conclusions

In summary, we fabricated Zn1−xSnxO thin films by SILAR method and annealed at
300 °C, annealed thin films exhibited a good response to very low NO gas. The films
showed an excellent response to low concentrations (20 ppb) of NO gas at room
temperature with 365-nm illumination, while no response was observed without UV
light. Zn0.90Sn0.10O thin film exhibited the best gas-sensing properties compared to
other samples. It is clear that the high responses obtained at room temperature were
due to the surface reactions activated by UV irradiation. Zn0.90Sn0.10O can thus be
used to detect low concentrations of NO gas at room temperature.
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An Ab-initio Study of Structural, Elastic,
Electronic, Vibrational and Optical
Properties of Semiconductor NaAlSi
Compound for Optoelectronic
Applications

Yasemin O. Ciftci

Abstract Semiconducting ternary half-Heusler (HH) compounds with narrow band
gaps have turned out to be an important class of materials in recent years due to
their wide range of interesting physical properties (e.g., high melting point, large
thermal conductivity, large thermopower and unusual magnetic properties, etc.).
Compounds formed in the half-Heusler structure have proven to be an important
class of materials in recent years. Due to their potential applications in cooling and
power generation, high-performance thermoelectric materials have attracted a lot of
attention from the science community. They crystallize in MgAgAs structure with
the F43m space group. This structure consists of four interpenetrating face-centered
cubic (FCC) sublattices where three of them contain one of the three elements each,
and the fourth sublattice is vacant. In this study, we focus on structural, electronic,
elastic, lattice dynamic and optical properties of NaAlSi using ab-initio density-
functional theory (DFT) within the generalized gradient approximation (GGA) for
the exchange-correlation potential. The calculated lattice constants were in good
agreement with the available data. Our band structure calculations show that NaAlSi
has an indirect energy band gap of 0.39 eV at � and X Brillouin zone. In addition
to the electronic structure, elastic and optical properties, phonon dispersion curves
and phonon density of states (DOS) were calculated. The elastic constants Cij are
calculated using the total energy variation with strain technique. Calculated elastic
results show that this compound is mechanically stable. The obtained phonon spectra
for NaAlSi do not exhibit any significant imaginary branches of the phonon spectrum
showing to be dynamically stable. Further analysis of the optical response of the
dielectric functions, optical reflectivity, refractive index, extinction coefficient and
electron energy loss delves into for the energy range of 0–20 eV. Our computed
structural results are in reasonable agreement with the literature.
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1 Introduction

Owing to the serious energy crisis and environmental pollution, the demand for
sustainable and clean energy sources is becomingmore andmore important. Thermo-
electric materials can directly convert waste heat into electricity, which has attracted
intensive attention from the science and industry communities. Thermoelectric mate-
rials transform waste heat into electric energy based on thermoelectric effects with
low noise, high stability, and reliability because there are no moving parts. The
widespread applications of thermoelectric devices are limited now mainly due to
their lower transforming efficiency [1].

Half-Heusler compounds as potential candidates for high-performance thermo-
electric materials have attracted much attention from the scientific community that
is committed to the development of sustainable and renewable energy [2–4]. Ternary
half-Heusler compounds with a narrow band gap at the Fermi level are promising for
different applications such as optoelectronics, thermoelectrics, and spintronics [5–
14]. These alloys have composition XYZ, where X and Y denote a transition or rare
Earth elements and Z denotes a main group element. They crystallize in MgAgAs
structure.

The development and optimization of optoelectronic devices depend crucially on
the availability of suitable semiconductor materials. During the last years, there has
been a clear trend toward multinary compounds, providing a wider range of elec-
trical, optical and chemical properties. Obviously, by going from silicon and binary
semiconductors such as GaAs to ternary or higher multinarymaterials, the number of
possible compounds grows strongly, providing a great variety of material properties
together with a growing difficulty to choose the right one for the respective appli-
cations. The search for new semiconductor materials with structural and electronic
properties for the advancement of optoelectronic applications, such as thin-film solar
cells or laser diodes, constitutes one of the central challenges in materials science.
II–VI and III–V compound semiconductors have long been viewed as promising
materials for the device applications in electronic and optoelectronic technologies.
Many of these binary semiconductors crystallize in a cubic zinc-blende structure. The
limited applications of some binary semiconductors in various fields have prompted
scientists to look for alternative axes of promisingmaterials.Aparticularly interesting
class of materials belongs to half-Heusler compounds or “Nowotny–Juza,”[15] with
a chemical composition XYZ. For example, in III–V compounds, the crystal structure
of Nowotny–Juza compounds can be derived by transmuting the group III atom into
an isovalent pair I+ II and are found to crystallize mostly in cubic zinc-blende-type-
related structures [15–17]. So, if the elements X, Y and Z have a total number of eight
valence electrons, they form a particularly stable ground-state structure, and themost
electropositive element X donates n valence electrons to the more electronegative
elements Y and Z. Therefore, the class of eight-electron half-Heusler compounds
includes a large number of semiconductors, whose band gaps vary in a wide range
[18]. Similar stable eight-electron states cause the band gaps in binary semiconduc-
tors of the III–V or II–VI types. Up to now, only a small number of the huge class of
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possible eight-electron half-Heusler compounds of I–II–V and I–III–IV types have
been synthesized [15, 19–36] and have been also investigated with ab-initio calcu-
lations [18, 37–47]. The similarity of physical properties and information obtained
for both of the half-Heusler compounds and of the binary semiconductors helped us
to find new half-Heusler semiconductors favorable for optoelectronic applications.

In this study, we have researched on a structure, electronic (such as electronic
band structure, partial and total electronic density of states and charge density),
elastic (such as elastic constants (Cij), bulk modulus (B), shear modulus (G),
Young’s modulus (E), Cauchy pressure, Poisson’s ratio (σ ), elastic anisotropy (A),
brittle/ductile characteristic (B/G) and hardness (HV )) vibrational and optical proper-
ties (such as the real and imaginary parts of the complex dielectric constant, refrac-
tive index, extinction coefficient, energy loss function and reflectivity) of NaAlSi
compound which belong to half-Heusler family (space group F43m; No: 216) and
compared our calculated results with experimental studies. We have also investi-
gated the pressure effect of above-considered electronic and elastic properties. The
method of calculation is given in Sect. 2; the results are discussed in Sect. 3. Finally,
the summary and main conclusions are presented in Sect. 4.

2 Method of Calculation

All the calculations were conducted using the Vienna ab-initio simulation package
(VASP) [48–50] based on the density-functional theory (DFT) and the electron–
ion interaction was considered in the form of the projector augmented wave (PAW)
method [50–52]. The electron–electron interaction was also being considered within
the generalized gradient approximation (GGA) [53, 54]. The exchange-correlation
potential was considered by the generalized gradient approximation (GGA) in the
scheme of Perdew–Burke–Eruzerhof (PBE) [31] using Vanderbilt ultrasoft pseu-
dopotential. The valence-electron configurations for the Na, Al and Si were gener-
ated as s1p0, s2p1 and s2p2, respectively. The 15× 15× 15Monkhorst and Pack [55]
grid of k-points was used for integration in the irreducible Brillouin zone. The plane–
wave basis set cutoff was set as 700 eV for all calculations. This cutoff (700 eV)
was found to be adequate for the structural, mechanical properties as well as for the
optical ones. Convergence test demonstrated that the values of the k-point and the
cutoff energy were selected in the range that guarantees the convergence of the total
energy. Atomic coordinates and axial ratios have been relaxed for different volumes
of the unit cell. With the above parameters, convergence minimum with respect to
atomic relaxations is assumed to have been attained when the energy difference
between two successive iterations is less than 10−10 eV per unit cell and the forces
acting on the atoms are less than 0.0001 eV/Å.
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3 Results and Discussion

3.1 Structural and Electronic Properties

As mentioned previously, NaAlSi crystallizes in the cubic MgAgAs-type structures
with space groupF43m and four formula units, where Na atoms occupy the sites
(0.5, 0.5, 0.5) and the atomic positions of Al are (0, 0, 0) and Si (0.25, 0.25, 0.25) as
depicted in Fig. 1. The optimization of the geometrical structure by the approach of
GGA with the PBE function is necessary for the sake of obtaining the ground state.

Within DFT calculations, the structural properties (crystal structure, equilibrium
lattice constant, bulk modulus) are a very important first step toward understanding
the material properties from a microscopic viewpoint. The calculated ground-state
energies are plotted as a function of the lattice constants for NaAlSi. The common
procedure for the determination of the structural properties near equilibrium consists
in computing the total energy at different values of the lattice parameter and in fitting
the results to a semiempirical equation of states. With the calculated equilibrium
lattice constant, the Murnaghan equation of state [56] was fitted to the E(V) curves
(see Fig. 2) in order to determine B and its pressure derivative B′ = dB/dP. The
obtained results of all investigated compound are given in Table 1 and compared
with the available theoretical results. The calculated value of lattice parameter is
underestimated as ~1.7% for compared to Ref. [57] for NaAlSi compound. The
differences between our values and the experimental data may be due to the use
of an approximate DFT. It is well known that the GGA leads to a volume slightly
overestimated in relation to the experimental value. The total energy values as a
function of volume for NaAlSi computed using GGA-PBE schemes are shown in
Fig. 2. This is within the accuracy range of calculations based on density-functional
GGA. The bulk modulus (B) at the calculated equilibrium volume is 50.27 GPa,
while the first pressure derivative of the bulk modulus (B′) is 4.638.

Fig. 1 Unit cell of the
NaAlSi
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Fig. 2 Energy–volume
curve for NaAlSi

Table 1 Calculated equilibrium lattice constants (a0), bulk modulus (B) and pressure derivative of

bulk modulus (B′) for NaAlSi in MgAgAs (F43m) type structure at 0 GPa and 0 K with available
data

Material Reference a0 (Å) V(Å3) B (GPa) B′

NaAlSi Present theory [57] 6.283
6.294

62.0081 50.27 4.638

The pressure dependence of the normalized lattice constants a/a0 and the normal-
ized cell volume V /V 0 of NaAlSi are illustrated in Fig. 3, where a0 and V 0 are the
zero pressure equilibrium structure parameters. It is shown that as the applied pres-
sure increases from 0 to 50 GPa (25, 50 GPa), the ratio a/a0 decreases quickly (8.6,
23.79%). Presently, there are no experimental data to be compared with our results.

Fig. 3 Variations of lattice
parameter and cell volume of
NaAlSi with pressure
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By fitting the pressure, lattice parameter and volume curves, the following quadratic
function relationships for GGA calculation can be obtained as

a

a0
= 0.995 − 0.00421 · P + 3.6403 × 10−5 · P2 (1)

V

V0
= 0.9847 − 0.01177 · P + 1.113 × 10−4 · P2. (2)

The optical properties are correlated to the band structure and to the probabilities
of interband optical transitions. Consequently, it is of interest to evaluate the elec-
tronic structure in detail. In order to make sense of the electronic behavior of this
compound, we have computed the electronic band structure as shown in Fig. 4. From
Fig. 4, it can be concluded that the valence band maximum occurred at the � point,
while the conduction band minimum located at the X-point for NaAlSi compound.
This indicates that NaAlSi compound is an indirect band gap semiconductor. It is
also consistent with the previous theoretical study [57]; however, our obtained band
gap value 0.40 eV is lower than the theoretical one (0.462 eV). We recall that the
theoretical values for the band gap energy are smaller when compared with the
experimental one, due to the well-known underestimation of conduction band state
energies in ab-initio calculations which are performed within DFT.

The total and partial density of states are also plotted in Fig. 5. Clearly, the valence
bands locate in two regions. In the low energy region of the valence band is mixed
state of Al-s and Si-p atoms. The next bands below the Fermi level originates from
the hybridization of Al-p states and Si–p states. In the conduction band, above the
Fermi energy level, the major contribution comes from Na, Al and Si s and p states.

For the sake of comprehending the variations of the DOS of NaAlSi compound
with increasing external pressure, the total density of states (TDOS) under different
pressures is analyzed. As illustrated in Fig. 6, by the comparison of the DOS of
NaAlSi at 0, 25 and 50 GPa, it can be found that the shapes of the curve with the

Fig. 4 Electronic band
structure of NaAlSi
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Fig. 5 Total and partial density of states of NaAlSi

Fig. 6 Total density of states
under pressure for NaAlSi

pressure increasing have no obvious change, indicating that the structure of NaAlSi
compound remains stable and there is no structural phase transformation that occurs
at the considered pressures. The values of TDOS at Fermi level become smaller, and
the energy regions near the Fermi level becomewider with the increasing pressure. In
addition, we also can note that when the external pressure is applied, the TDOS above
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the Fermi level shifts to the higher energies while the states below the Fermi level
are pushed to lower energies as shown in Fig. 6. This may be due to the shrinking
between the distance of atoms under compression, which leads to the change of
interaction potentials.

For the better understanding of the electronic properties of the half-Heusler
compounds, the electron density distributions were also calculated in order to under-
stand the bond nature of the investigated compound. To visualize the nature of the
bonding characteristics in NaAlSi compound, the charge density distributions for the
MgAgAs-type structure are examined. The contourmapof the charge density in (100)
plane is shown in Fig. 7. The electronegativity of the crystal constituent elements
plays themain role in determining the nature of the bonds between the atomic species
where a large difference in the electronegativity causes a charge transfer among the
different atoms, thus resulting in an ionic bond nature. Conversely, small electroneg-
ativity difference leads to charge sharing and is responsible for the covalent bond
nature in the investigated compound. Deformation of charge distribution of the Al
and Si atoms indicates the existence of a directional bonding between these two
atoms due the hybridization of their upper valence bands. Since there is no obvious
electron density accumulation in the regions of Na–Si and due to the different elec-
tronegativity between Na and Si, the bonding between the Na and Si atoms has ionic
nature. Therefore, the bonding in NaAlSi may be expressed as a combination of
covalent–ionic behavior. A similar feature is also observed for the other half-Heusler
compounds in Ref. [58].

Fig. 7 Charge density map
in (100) direction for NaAlSi
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3.2 Elastic Properties

Elastic properties of a solid are important because they relate to various fundamental
solid-state properties such as interatomic potentials, the equation of state and phonon
spectra. Elastic properties are also linked thermodynamically to the specific heat,
thermal expansion, Debye temperature, melting point and Gruneisen parameter. So,
it is important to calculate elastic constants of solids.

Elastic constants are one of the important fundamental physical properties of
solids whose knowledge is essential to the understanding of many of their properties.
In particular, elastic constants determine the elasticity and mechanical stability of
crystals. Determination of the elastic constants requires knowledge of the curvature
of the energy curves as a function of strain of selected deformation of the unit cell
[59]. For a small strain on a solid, Hook’s law is applicable and the elastic energy
�E is a quadratic function of strains:

�E = V0

6∑

i, j=1

1

2
Ci jδiδ j (3)

where Cij is the elastic constants, V 0 is the equilibrium cell volume, and δi is the
six components of strain tensor. Symmetry can be used to design an optimal set of
deformations under two sometimes competing requirements: (i) use as few deforma-
tions as possible and (ii) use deformations that keep the highest possible symmetry
on the deformed cell.

The full potential linearized augmented plane waves method allows total energy
calculations to be done for arbitrary crystal structures. We can, therefore, apply
small strains to the equilibrium lattice, determine the resulting change in the total
energy and from this information deduce the elastic modulus. The calculation of the
modulus allows us to garner information about non-equilibrium properties from our
simple initial system. So the calculated elastic constants can then be used to check
the experimental bulk and shear modulus, if available. Since the elastic constants of
solids provide a link between the mechanical and dynamical behavior of crystals and
give important information concerning the nature of the forces operating in solids,
we have calculated the second-order elastic constants (Cij) applying the “stress–
strain” method [60] for NaAlSi compound. The obtained values of elastic constants
are listed in Table 2 under zero pressure and zero temperature. For further study to
explain the effect of pressure on the elastic constants, which are crucial for under-
standing interatomic interactions, mechanical stabilityand phase transition mecha-
nisms, the pressure dependence of the elastic constants curves is given in Fig. 8 for
this compound at zero temperature. The pressure dependence of the elastic constants
is a very important characterization of the crystals under varying pressure and/or
temperature. Moreover, the change of the elastic constants at the transition point
may drastically influence the macroscopic properties, such as the velocity of sound
or reflective properties of the crystal [61]. Unfortunately, there are no measurements
or theoretical data on these compounds to compare with our calculations.
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Table 2 Calculated elastic
constants (Cij), Cauchy
pressure (C12–C44), bulk
modulus (B), Voigt shear
modulus (Gv), Reuss shear
modulus (GR), shear modulus
(G), ratio of G/B, the Young
modulus (E), Poisson’s ratio
(σ ), microhardness (H),
anisotropy factors (A) at zero
pressure

MgAgAs NaAlSi

C11 (GPa) 112.96

C12 (GPa) 20.19

C44 (GPa) 28.91

C11–C12 92.77

C12–C44 -8.72

B 51.12

G 34.97

B/G 1.46

E = 9 GB/(G + 3B) 85.42

σ = (3B − 2G)/(6B + 2G) 0.221

H = (E − 2υE)/(6 + 6υ) 9.68

A = 2C44/(C11–C12) 0.632

Fig. 8 Dependence of
elastic constants on pressure
for NaAlSi

The mechanical stability of a cubic crystal lattice was examined using a Born
criteria: C11–C12 > 0, C11 > 0, C44 > 0, C11 + 2C12 > 0, and these restrictions are
satisfied for all considered compounds in the pressure range 0–50 GPa, implying
mechanical stability in this phase. In Fig. 8, it is observed that C11 and C12 show
monotonic increase with increasing pressure compared to C44 and the impact of
pressure on C11 is also more predominant than C12 and C44. It can be seen from
Fig. 8 that after 15 GPa C12 is greater than C44 which provides positive Cauchy
pressure. From the linear fitting, we can obtain the normal equation of the aggregate
elastic moduli for NaAlSi, as follows:

C11 = 123.986 + 3.225 × P (4)
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C12 = 22.608 + 2.081 × P (5)

C44 = 38.495 + 0.769 × P (6)

From the above relationships, it is expected to obtain elastic constants under even
more high pressures. It is found that C11 and C12 vary largely when compared with
the changes in C44 when the pressure increases and that C11 is larger than C12 under
pressure, which shows that the hardness of NaAlSi in the direction of the x-axis is
larger than that in the direction of the y- and z-axes.

The elastic properties such as the Zener anisotropy factor (A), Poisson’s ratio (σ ),
Young’s modulus (E) are often measured for polycrystalline materials, which are the
most interesting elastic properties for applications, were also calculated in terms of
the computed constants using the following relationships [62]:

A = 2C44

C11 − C12
(7)

σ = 1

2

[(
B − 2

3G
)

(
B + 1

3G
)
]

(8)

and

E = 9GB

G + 3B
(9)

whereG= (GV +GR)/2 is the isotropic shear modulus,GV is Voigt’s shear modulus
corresponding to the upper bound of G values and GR is Reuss’s shear modulus
corresponding to the lower bound of G values which can be written as GV = (C11–
C12 + 3C44)/5 and 5/GR = 4/(C11 – C12) + 3/C44. In order to gain more information
about noteworthy mechanical properties such as the averaged B, G, E A and σ , we
calculated them by inputting the elastic constants into Voigt–Reuss–Hill equation
as collected in Table 2. It should be emphasized that the calculated bulk modulus
from the Voigt–Reuss–Hill equation is very close to estimation from Murnaghan’s
equation of state for this compound.

Young’s modulus E, the ratio between stress and strain, is required to provide
information about the measure of the stiffness of the solids. The bulk modulus is
a measure of resistance to volume change by applied pressure, whereas the shear
modulus is a measure of resistance to reversible deformations upon the shear stress
[63]. Therefore, by using the isotropic shear modulus, the hardness of a material can
be determined more accurately than by using the bulk modulus. The calculated bulk
modulus (B), the Youngmodulus (E) and isotropic shear modulus (G) are 51.12 GPa,
34.97 GPa and 85.42 GPa for NaAlSi at 0 GPa, respectively. Pressure dependence
of B, G and E up to 50 GPa is given in Fig. 9. It can be seen from Fig. 9 that the
calculated values B,G and E increase with increasing pressure up to 50 GPa. In other
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Fig. 9 Pressure dependence
of bulk modulus (B), shear
modulus (G) and the Young
modulus (E) for NaAlSi

words, the increase of external pressure up to 50 GPa is the benefit to the hardness
of NaAlSi.

The quotient of bulk to shear modulus (B/G) of polycrystalline phases is obtained
by considering that the shear modulusG represents the resistance to plastic deforma-
tion, while the bulkmodulusB represents the resistance to fracture [64].We predicted
the brittle or ductile nature of this compound on the basis of the Pugh criteria [65–67]
(B/G ratio). That is, when B/G ratio is higher (less) than 1.75, then a material shows
ductile (brittle) behavior. It is found that NaAlSi exhibits brittle behavior. Alterna-
tively, we can also discuss the brittle/ductile manner of this compound from Cauchy
pressure (C12–C44). The Cauchy pressure may be used to describe the angular char-
acter of atomic bonding inmetals and compounds [65, 66]. Formaterialswithmetallic
bonding and a ductile manner, the Cauchy pressure is typically positive, while those
with directional covalent bonding and angular character often have a negative value
[68]. For the central force to be considered, the deviation from Cauchy relation δ =
C12–C44 is a measure of the contribution from the non-central many-body forces,
since the Cauchy relation should be satisfied when interatomic potentials are purely
central. NaAlSi has a negative Cauchy pressure which means that this compound has
the brittle character under 0 GPa. It is noticeable that we reached the same conclusion
from Pugh criteria and Cauchy pressure. Remarkably, NaAlSi has positive Cauchy
pressure after 15 GPa, turning brittle to ductile manner.

The Zener anisotropy factor A is a measure of the degree of elastic anisotropy in
solids. The A takes the value of 1 for a completely isotropic material. The calculated
Zener anisotropy factor is 0.632 for this compound, which indicates that NaAlSi is
completely anisotropic material.Obviously, it can be seen from Fig. 10 that the value
of A increases with the increase of pressure up to 25 GPa and it closes 0.93 value,
which reveals that the degree of elastic anisotropy is getting lower. However, the
value of A is nearly constant when the pressure is above 25 GPa.

Poisson’s ratio σ is a very important property for industrial applications. Poisson’s
ratio (σ ) represents the negative ratio of transverse and longitudinal strains, which
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Fig. 10 Pressure
dependence of Anisotropy
factor (A), the Poisson’s ratio
(σ ) and B/G ratio for NaAlSi
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plays a vital role in mechanical engineering design. It provides more information
about the characteristics of the bonding forces than any of the other elastic constants.
The lower limit and upper limit of σ are given 0.25 and 0.5 for central forces in solids,
respectively [69]. The values of σ are typically between 0.1 and 0.25 for covalent
materials, and interatomic forces are non-central forces [70]. For ionic crystals, the
lower and upper limits of σ are 0.25 and 0.5, respectively, and interatomic forces
are central forces [71]. Calculated σ value is equal to 0.221 at 0 GPa for NaAlSi. It
shows that the interatomic forces in the NaAlSi are central forces and NaAlSi has
covalent-ionic bonding properties, which is in agreement with Fig. 7. It can be seen
from Fig. 10 that Poisson’s ratio increases with increasing external pressure. The
values of σ from 0 to 50 GPa are in the range of 0.221–0.317, indicating that the
interatomic forces are central forces. On the other hand, after 15 GPa, high Poisson’s
ratio σ (>0.25) [72] corresponds to the large deformation of volumetric change and
high anisotropy.

The investigation of the stiffness can be completed by providing themicrohardness
parameter (H), given by the following relationship [73]:

H = (1 − 2σ)E

6(1 + σ)
(10)

It can be seen from Table 2 that the calculated H value of NaAlSi at 0 GPa
is 9.68 GPa, indicating that this material is almost hard materials. The obtained
microhardness parameter for NaAlSi increases with pressure up to 15 GPa, and
then, it is decreasing from 20 to 50 GPa (see Fig. 11). Unfortunately, as far as
we know, there is still no data reported in the literature about Poisson’s ratio and
microhardness parameter of this material for comparison. All the above values need
to be experimentally confirmed in the future works.
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Fig. 11 Pressure
dependence of
microhardness parameter
(H) for NaAlSi

3.3 Phonon Dispersion Curves

Interatomic interactions can be studied by investigating the lattice dynamics. In
order to get an idea about the behavior of phonons and role played by them in the
stability of the structures and phase transformation in NaAlSi, we have calculated the
phonon dispersion curves and phonon density of states forMgAgAs phase of NaAlSi
using the PHONOPY code [74]. This code calculates force constant matrices and
phonon frequencies using the density-functional perturbation theory as described in
Ref. [75]. We have used a 2 × 2 × 2 supercells containing 24 atoms for phonon
dispersion calculations. The phonon dispersion curves along with the several high
symmetry directions were illustrated in Fig. 12. As this compound has three atoms
in the primitive cell, the phonon spectra have nine phonon branches, including three
acoustic branches and six optical branches. One of the remarkable observations is
that none of the branches involves a soft mode in the whole Brillouin zone, indicating

Fig. 12 Phonon dispersion
curves at 0 GPa pressure for
NaAlSi in MgAgAs structure
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that this compound is vibrational stable. The standard group theory analysis yields
the following decomposition of the optical vibration representation in irreducible
representations of group T d at � point: �optic = 2T 2. Two main points of optical
branches of NaAlSi at � point are found to be 7.69 and 9.88 THz.

As shown on the right side of Fig. 12, the phonon spectrum of the NaAlSi
compound consists of three groups of bands. The lower modes with frequencies
up to 4.5 THz are predominantly determined by the vibrations of the Na atoms. The
modes in the range 4.5–9.0 THz are predominantly determined by the vibrations of
the Al atoms, while the vibrations of the Si atoms are dominant in the range of 9–10.5
THz. The general features are consistent with phonon dispersion relations reported
for other HH compounds such as ZrNiSn and ZrCoSb [76, 77].

3.4 Optical Properties

Optical properties are of fundamental importance, since these involve not only the
occupied and unoccupied parts of the electronic structure, but also carry information
on the character of the bands. It is well known that the interaction of a photon with
the electrons in the system can be described in terms of time-dependent perturbations
of the ground-state electronic states. Transitions between occupied and unoccupied
states, including plasmons and single particle excitations, are caused by the electric
field of the photon. The spectra resulting from these excitations can be described
as a joint density of states between the valence and conduction bands. The optical
phenomena can be quantified by a number of parameters that determine the proper-
ties of the medium at the macroscopic level. The study of the optical properties is
extremely important for the identification of the internal structure of the materials.
The half-Heusler compound NaAlSi with the cubic crystal structure only requires
the electric tensor components to determine its optical properties via the frequency
dielectric function [78]. The optical properties of a material must be investigated to
determine its utility in solar energy technologies and optoelectronic applications.

The frequency-dependent dielectric function ε (ω) helps in explaining the optical
properties of a variety of materials including photovoltaics and optoelectronics. The
optical properties of a solid material are defined by the complex dielectric function
ε(ω), which characterizes the linear response of the material to an electromagnetic
radiation and therefore governs the propagation behavior of radiation in a medium.
The frequency-dependent real ε1(ω) and imaginary ε2(ω) parts of the complex dielec-
tric function ε (ω)= ε1 (ω)+ i ε2 (ω) aremainly connected to the electronic structure.
The fine structure of the energy distribution of the electron states in the valence and
conduction bands can be obtained from the knowledge of the optical functions. The
imaginary part of the dielectric function ε2(ω) represents the optical absorption in
the crystal, which can be calculated from the momentum matrix elements between
the occupied and unoccupied states [79, 80] as follows:
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ε2(ω) = Ve2

2π --hm2ω2

∫
d3k

∑

n,ṅ

∣∣kn|p|kṅ2∣∣ f (kn)(1 − f (kṅ))δ(Ekn − Ekṅ − --hω)

(11)

where e is the electronic charge, V is the unit cell volume, p is the momentum
operator, |kn> is a crystal wave function, f (kn) is the Fermi distribution function,
and èω is the energy of the incident photon. The real part ε1(ω) can be evaluated
from the Kramers–Kroning relationship as:

ε1(ω) = 1 + 2

π
M

∞∫

0

ε2(ω̇)ω̇

ω̇2 − ω2
dω (12)

whereM is the principal value of the integral. The optical properties at the equilibrium
lattice constants of these compounds were analyzed in energy range up to 20 eV in
MgAgAs structure. The obtained real and imaginary parts of the dielectric function
are displayed for the linear polarization along the [100] direction. The present results
at 0 GPa are depicted in Fig. 13. An important quantity of ε1(ω) is the zero frequency
limit ε1(0), which is the electronic part of the static dielectric constant. It depends
strongly on the band gap. The precise determination of ε1(0) is complicated by the
fact that the band gap obtained by GGA calculations is underestimated because GGA
Kohn–Sham states do not take into account the quasi-particle self-energy correctly.
Dielectric constant ε1(0) is found to be 15.89 for NaAlSi at zero pressure and zero
temperature. In Fig. 13a, the real part of the dielectric function is negative for 2.97–
10.98 eV. Negative dielectric function means that the light would not be penetrating
the matter and the incident electromagnetic waves are totally reflected; hence, the
material exhibits metallic character. Thus, these fluctuations in the real part of the
dielectric function correspond to the local maxima of absorption or reflectivity. The
main peak of the ε2(ω) occurs in 2.73 eV at 0 GPa pressure. Interpretation of the
imaginary part of the dielectric function is in terms of optical transitions between

Fig. 13 Energy dependence of real (a) and imaginary (b) parts of the dielectric function for NaAlSi
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states based on band structure calculations. In this compound, the characteristic peak
in this spectrum is due to the transition of electrons from Na, Al and Si-p states of
the valence band to the unoccupied states in the conduction band.

The refractive index of a material is a very useful optical parameter to determine
the propagation of light through the optical medium. The complex refractive index
describes the refraction as well as the absorption of compounds and plays a vital
role in devices such as wave guides, photonic crystals, solar cells and detectors.
The real part of the complex refractive index n(ω) describes the ordinary refractive
index while the imaginary part which also known as the extinction coefficient k(ω)
interprets the photon energy loss as propagates through the medium.

We first employ these complex dielectric function data sets to construct the optical
parameterizations, namely the refractive index n(ω), extinction coefficient k(ω),
reflectivity R(ω) and the energy loss function L(ω) using the Kramers–Kronig equa-
tion [81, 82]. Our calculated results for n(ω), k(ω), R(ω) and L(ω) are summarized in
Fig. 14a–d under zero pressure, respectively. As shown in Fig. 14a, refractive index
increases in energy in the transparency region, reaching a maximum value of 6.183
at about 2.025 eV and then decreases to a minimum level. The value of refractive
index at zero pressure n(0) is found as 3.98. The maximum extinction coefficient
k(ω) is estimated as 3.91 at about 3.44 eV.

Lastly, L(ω) is also an important parameter for describing the energy loss of
a fast electron traversing in a material. From the real and imaginary parts of the
complex dielectric response function, the electron energy loss function L(ω) can
be easily obtained. The peaks in L(ω) spectra, displayed in Fig. 14d, represent the
characteristic associatedwith the plasma resonance, and the corresponding frequency
is the so-called plasma frequency, above which the material exhibits the dielectric
behavior [ε1(ω) > 0] while below which the material behaves the metallic property
[ε1(ω) < 0] [83]. In the 10–17.62 eV, there is a peak in the energy loss spectrum. At
higher energies, the imaginary part of the dielectric function becomes smaller while
the amplitude of the energy loss function becomes large. This function has a main
peak at the so-called Plasma frequency at 13.52 eV for NaAlSi. We could not check
our results due to the absence of experimental and other theoretical optical data.

4 Summary and Conclusions

The basic physical properties of NaAlSi compound have been carried out through
the density-functional theory in MgAgAs structure. These calculations show good
agreement with previous studies. In the electronic band structure, NaAlSi should be
denoted as a semiconductor and has indirect band gap. It is concluded from calculated
elastic constants that the NaAlSi is mechanically stable. The interatomic forces in
the NaAlSi are central forces, and NaAlSi has covalent-ionic bonding properties. It
is also observed that NaAlSi is an anisotropic material. The positive phonon frequen-
cies indicate that they provide a dynamical stable condition in considering phase.
The obtained elastic constants increase from 0 to 50 GPa under pressure. These
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Fig. 14 Computed a refractive index n(ω), b extinction coefficient k(ω), c reflectivity R(ω),
d electron energy loss spectrum L(ω) for NaAlSi zero pressure

calculations provide a beneficial information about this compound which could be
useful for further investigation for optoelectronic applications.
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Optoelectronic Properties of GaAs, GaP,
and ZnSe Cathodes
in a Plasma–Semiconductor Cell

H. Hilal Kurt

Abstract This chapter is focused on the optical and electrical characterization of
semiconductor materials in a plasma–semiconductor cell because of their applica-
tions in electronic devices and infrared image converter cells. The main focus was to
get the discharge current and discharge light emission of the plasma in the structure
in the case of various interelectrode distance d, gas pressure p and cathode diam-
eter D. The gas discharges systems with semiconductor cathode are the subjects of
interest in recent years due to their applications such as semiconductor processing,
surface treatment, and sterilization. Even though semiconductor electronic materials
have been known for years, more information is needed to completely understand
the mechanisms controlling the plasma process. A great effort has been made to
get knowledge about these materials during the years in the fields of optics and
electronics. In that manner, the present chapter concerns with the optoelectronic
characterization of some infrared-sensitive semiconductors to explore the physical
parameters having great importance in the investigated structure. The optoelectronic
properties of the III–V (GaAs and GaP)and II–VI (ZnSe) group semiconductor elec-
tronic materials have been briefly studied in a plasma–semiconductor structure. The
interest in those materials has increased mainly due to their emergence of impor-
tant applications over a wide range of areas such as power amplifier, light-emitting
diodes, detectors, photovoltaic cells and microwave. GaAs, GaP and ZnSe are signif-
icant materials that are used as infrared detectors in device applications. They exhibit
good performance and fast response against infrared radiation.
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1 Introduction

Semiconductors are key components in advanced electronic technology, and in the
high-speed and frequency semiconductor applications, that are associated with the
response to the optical signal and electric field in a strong and fast mode [1]. A
high-speed device is a system that produces, modulates, or records the incoming
light at microwave frequencies in optoelectronics. Optoelectronics implies the rela-
tionship between electronics and optics and the synergies in many areas like science
and engineering, for example, materials, optics, electronics, and microtechnology
[2, 3]. It also contains different areas such as light generation, modulation, transmis-
sion, detections in communications, and also signal processing. The application of
these functions are based on the optical, electrical, electro-optical, and also acusto-
optical properties of the materials like semiconductors, dielectrics, ferroelectrics and
polymers [4]. Optoelectronic semiconductor devices have many applications from
information storage such as memory effect, communication, and radar to imaging
systems especially as infrared (IR) detectors, and sensors even at the laser printers
[5]. Furthermore, optical fiber communication systems and high-power infrared laser
diodes are the main factors to improve in the optoelectronic device technology.

Silicon (Si) and III–V group semiconductors covering gallium arsenide (GaAs),
Indium phosphide (InP) and their compounds are crucial materials for high-speed
applications and their importance results from their direct bandgap [1]. II–VI group
materials are usually used for specific long wave applications. On the other hand,
most of the important high-speed optoelectronic devices are constructed using the
gallium arsenide (GaAs), gallium phosphide (GaP), Indium phosphide (InP) and
Zinc selenide (ZnSe) [5, 6].

Since semiconductors have a key role in photonic applications such as photonic
switching—because of their large third-order nonlinearities—they have been the
subject of extensive studies, from the past to present for both experimental and
theoretical studies [7–11].

Because of all these features, semiconductors are excellent and attractive mate-
rials. Semiconductors are of interest for a variety of applications such as photode-
tectors, LEDs, PV cells, and transistors. To improve the performance of the devices
based on the semiconductors, low-cost and low power consumptionmust be provided
in the field of optoelectronicmaterials. Themain optoelectronic devices implemented
with semi-insulating materials are described in the context of photodetectors in
the plasma–semiconductor structure. Optoelectronic properties of semiconductor
materials include band structure, transport, and optical, electrical, and magnetic
properties.

III–V group semiconductor compound technology dominates the field of opto-
electronic device applications when compared to the II–VI group semiconductor
materials. The performance of the devices based on the III–V group materials
is pretty good compared with materials based on AII–BVI semiconductors. For
example, zinc sulfide (ZnS) and zinc selenide (ZnSe) is not fully compatible with
gallium arsenide(GaAs). However, ZnSe–ZnS based photodetectors can work as
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Table 1 Division of infrared
radiation [17]

Region (abbreviation) Wavelength range (µm)

Near-infrared (NIR) 0.78–1

Short wavelength IR (SWIR) 1–3

Medium wavelength IR (MWIR) 3–6

Long-wavelength IR (LWIR) 6–15

Very long-wavelength IR (VLWIR) 15–1000

light-emitting diodes (LEDs), high-power terahertz (THz) pulse generators, blue-
green laser diodes (LDs), photodetectors (PD), modulators operating on the mid-
infrared regions, solar cells, and transistors [12]. In addition to their infrared (IR)
and visible range optical applications, these wide bandgaps (WBG) materials have
also received big attention for the manufacture of heterostructures and waveguides
[13–15]. Both ZnSe and ZnS are suitable for high-temperature and high-power appli-
cations due to their bandgap energy compared to Si and GaAs materials [16]. The
progress in semiconductor physics has been so fast due to their applications in the
optoelectronic technologies.

Apart from the Si-based solar cells and specific long-wavelength applications
based on II–VI and III–V group semiconductor materials, these materials represent
the scope of our studies to realize the optimal response to optical stimulation in the
infrared region.

This chapter is devoted to IR-sensitive detectors including III–V group materials
such as GaAs and GaP and II–VI group materials such as ZnSe, to pay particular
attention to plasma–semiconductor interactions in the optoelectronic device tech-
nology and underlying electrical and optical characteristics in a plasma–semicon-
ductor structure. The plasma–semiconductor structure has an advantage for providing
low power consumption, high-speed response, and highly efficient discharge light
emission from the micro discharge plasma cell, where the power consumption of the
structure is lower than that of the other plasma cells [4]. The semiconductor mate-
rials under investigation are attractive because they can work at room temperature
and they have electronic and optical stability up to atmospheric pressure. Further,
ZnSe exhibits good performance for IR detection. The IR sensitivity performance
of ZnSe photodetector can be compared with that of GaAs. The progress in the IR
detector technology has made many invisible objects to be visible. The objective of
this chapter is to review infrared (IR) detectors which are sensitive to infrared wave-
lengths in a microplasma system [17]. Table 1 lists the types of infrared radiation
according to wavelength range.

2 Theory

Plasma technology has been growing rapidly in both industrial and commercial appli-
cations. Plasma technology has a powerful application for nanotechnology tools and
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has attracted a great deal of interest in recent years [18]. Also, there has been growing
interest to develop the IR converter cells. Infrared converter cells use the plasma
as a visualization media in the conversion process of the infrared images. Many
different materials were used in the field of IR conversion. Interest has focused
mainly on the wavelengths of the two atmospheric windows 3–5 and 8–14 µm, even
though the recent researches are increasing in longer wavelengths stimulated by
space applications. The advance in IR detector technology is connected to the devel-
opment of semiconductor infrared detectors. IR systems have found great potential in
the enhancement of automobile and aircraft safety and automatic supermarket door
openers [18].

GaAs and GaP detectors are sensitive to near and middle IR wavelength regions
whereas ZnSe has IR sensitivity up to far IR region. Various authors made studies on
IR detectors such as Sharma [17]. GaAs, GaP and ZnSe are photon detectors which
respond to IR radiation by generating free electric charges according to the photo
effect mechanism. Photon detectors make the conversion of the IR light beam to free
current carriers along the bandgap of the semiconductor material. The sensitivity of
the photon detectors directly depends on the spectral absorption efficiency when the
photon hits and excites the electrons in the conductive band. The spectral response
is also powerfully related to the energy of the incoming IR light beam [17].

In this chapter, some IR-sensitive materials will be briefly discussed. Electronic
materials can be classified in physics as metals, insulators, and semiconductors. The
conductivity of semiconductors is between that of metals and insulators, and its value
increases with the increasing temperature. Si, Ge, GaAs, InP, GaP, InSb, ZnSe, ZnS
and CdS are most commonly used semiconductors for optoelectronic materials in
UV–Visible and IR regions. The resistivity of the semiconductormaterials is between
10–2 and 109 � cm and if the bandgap EG > 3 eV at T = 0, that means the conduction
band is empty and resistivity of the material is so high and this situation corresponds
to the insulator. There exist some exceptions to few semiconductors, such as ZnS
(whose energy gap is 3.6 eV), gallium nitride (GaN) with a 3.5 eV energy gap,
etc. [4]. The bandgap of the semiconductors changes with the lattice constant. The
decrease in the lattice constant causes the increase in the energy gapwhich is inversely
proportional to the interatomic distance. Another factor that affects the energy gap is
the dielectric constant so that the energy gap is inversely proportional to the dielectric
constant [19].

Si is the best-known element semiconductor with 1.12 eV energy gap which exist
in sand and glass and that is used for the Light-emitting diodes (LEDs), photo-
voltaic cells (solar cells), switching systems, field-effect transistors (FETs), power
electronics, and the photodetectors. Germanium (Ge) is also very well-known semi-
conductor whose band structure is similar to the Si with 0.7 eV bandgap. Ge is also
very important, non-toxic semiconductor material which is used as an IR detector in
the imaging systems for military application, furthermore in the transistors, and as a
substrate for lenses [4].

GaAs is a compound semiconductorwhich belongs to III–V group elements in
the periodic table. It is a direct bandgap semiconductor with a zinc blende crystal
structure, and it is used for infrared detectors in the near-infrared region, in the field of



Optoelectronic Properties of GaAs, GaP, and ZnSe Cathodes … 149

LEDs, optical communications, control systems, solar cells, and for the high-speed
applications such as fast electronic switching in the optoelectronic technologies.
The interactions between plasma and semiconductorhave an influence on the system
characteristics [4].

ZnSe is an II–VI group infrared material, and preferred due to its low absorptivity
at infrared wavelengths, and its transmission is in the wavelength range 0.5–15 µm.
ZnSe has great importance due to its ability in high-resolution thermal imaging
systems, and it can operate in wavelengthsup to 20 µm. ZnS is an II–VI inorganic
mineral compound semiconductor that has been used for IR windows in the range
of (8–14 µm). Even though the large bandgap of II–VI compound semiconductors
find application for displays and lasers, semiconductors with the smaller bandgap are
of great importance for the fabrication of infrared detectors [4]. GaP is a polycrys-
talline compound semiconductor with an orange color and has an indirect bandgap
of 2.26 eV and is used for the production of the LEDs in the visible range.

CdS is an important II–VI semiconductor material with a direct wide bandgap
of 2.43 eV [20]. CdS has good optical properties and candidate to be used as a
window layer in solar cells, nano piezo-electrical devices, field-effect transistors,
gas sensing application, light-emitting diodes, photodetectors, photoelectrochemical
cells, photoresistors, etc. [21]. CdS has been used for the photosensitive and photo-
voltaic devices, or as photoresistors [22]. Its usage areas cover laser light-emitting
diodes, and non-linear optical optoelectronic devices.

Semiconductors with narrow bandgap operate in the near and mid-infrared
(MIR) region, whereas those having wide-band gaps can find application in the
far-infrared region (FIR) [23]. Table 2 lists the bandgap type and energy for various
semiconductors at room temperature [24].

From an important perspective, the carrier transport mechanism [25] in the
semiconductors are written by the following well - known formula:

σ = enμ (1)

where σ is the conductivity of material, e is the fundamental charge, n is the conduc-
tive charge density, andμ is the mobility of the conductive charge carrier. Mobility is

Table 2 Bandgap type and energy for various semiconductors at room temperature [24]

Material Bandgap type Bandgap energy (ev) Bandgap wavelength

Gallium arsenide (GaAs) Direct 1.441 857 nm

Gallium phosphide (GaP) Indirect 2.24 551 nm

Zinc selenide (ZnSe) Direct 2.70 480 nm

Cubic zinc sulfide (ZnS) Direct 3.54 349 nm

Cadmium sulfide (CdS) Direct 2.42 510 nm

Gallium nitride (GaN) Direct 3.4 363 nm

Silicon (Si) Indirect 1.12 1.1 µm
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defined as the ability of the electrons to move across the materials when the electric
field is applied. Before an understanding of the transport mechanism in materials,
one should get information about σ in terms of n and μ and their interplay that
results in semiconductors with different conducting properties, which have made the
semiconductor-based electronics industry possible.

When the semiconductors are doped with impurities which artificially add free
electrons to thematerial, conductivity changes dramatically (they can cause transition
of electrons from the valance band-creating ‘holes’ with an effective positive charge
which are also capable of electrical conduction-to conduction band [26]).

There have been few electrons with sufficient energy that can pass the forbidden
bandgap and occupy the higher-lying energy levels in the conduction band at low
temperatures. Therefore, the electrical conductivity is conducted primarily by the
free carrier charge concentration which depends exponentially on temperature and
the bandgap energy [26]:

σ ∝ n ∝ exp(−Eg/2k BT ) (2)

where n is charge carrier concentration, σ is conductivity, Eg is the bandgap of the
material ad k is Boltzmann constant.

In semiconductors, an electronic bandgap is formedas a result of electrons get scat-
tered by the atoms in the crystallographic lattice points separated by a few nanome-
ters. The bandgap width has a decisive role in the transport mechanism when an
external electric field is applied to the material or optically stimulated. When the
light hits the material having sufficiently high energy compared to the forbidden
bandgap, energetic electrons makes the transition from the valance band (a band
is full of the electrons at zero kelvin) to conduction band (a band is thought as
completely free at zero kelvin) as a result of photo effect mechanism in semiconduc-
tors. In this way, the carrier concentration and the conductivity of the material can
be controlled depending on the energy of incoming light [25].

Manymaterials have been presented to provide the development in the IR detector
technology [27] in the past and as Norton [28] stated that all physical situations in
the range of 0.1–1 eV may be designed for IR detectors. Considerable effort has
been made to improve IR detector technology in the course of World War II and all
authorities accept this date as an origin of the modern IR detector technology. During
this period, it was especially focused IR detectors that can be operated between 3–5
and 8–14 µm wavelength of the atmospheric window range although there has been
a growing interest in detectors, which have recently been exploited in the far IR
regions that find applications in the space research [29].

Development in the IR detector technology is relevant to the IR semiconductor
including photon detectors. In these type of detectors, photons transfer its energy to
the material, or rather to the electrons as a result of light-material interaction. The
acquired electrical output signal is derived from the changed electronic energy distri-
bution in the materials. Photon detectors are sensitive only to the certain wavelengths
per unit incident radiation power in the spectrum. We encounter some restrictions
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at this point as cooling requirements which cause the heavy, expensive, and incon-
venient to use. Besides, signal-to-noise performance is another drawback in the IR
detectors.

Depending on the nature of the interaction, photon detectors are classified as
intrinsic detectors, extrinsic detectors, photoemissive detectors, and quantum well
detectors [29]. Another IR detector consists of thermal detectors which are sensitive
to the change for the temperature of the materials and absorbed photon flux result in
the change on the material temperature and hence all these changes in the material
properties are used to produce an electrical output. Thermal detection of the detectors
is independent of thewavelength of the incident photon.Contrary to photon detectors,
thermal detectors operate at room temperature. When compared to photon detectors,
thermal detectors remain to have unobtrusive sensitivity and a low response to the
incoming light beam.

The earlier studies on plasma–semiconductor systems have been done by Yu. A.
Astrov with many experimental studies. In their recent study, they have investigated
plasma–chemical anodic oxidation of GaAs under dc Townsend discharge conditions
in the case of twodischarge gaps [30]. Townsenddischarge in argon andnitrogenwere
also studied by Astrov et al. [31]. Astrov et al. used a short plane-parallel discharge
gap and a high-resistivity photosensitive semiconductor electrode to measure the
noise of optical emission from gas excited by the discharge using a photomultiplier
[32].

Microdischarge unit is the main part of an IR image converter and it was invented
in the 1970s [33]. In such converter systems, a micro gap filled by gas, a high-
resistivity semiconductor cathode (sensitive to IR region), and a glass plate coated
with a transparent film is mainly used. It has crucial importance to choose the conve-
nient semiconductor materials specified by good sensitivity and high-speed of oper-
ation [34]. The operation principle of such a device is based on controlling the gas
discharge via a high-resistivity semiconductor electrode [4]. The spatial distribution
of the discharge light emission and current in the discharge gap is proportional to
the semiconductor conductivity, which is controlled through incident IR radiation
projected onto the photodetector; it is converted into the visible glow of the gas [34].
Gas discharges are mainly classified as a Townsend, glow, and arc discharges [35].

To understand the plasma related features and the effect of the gas pressure on
plasma current, a non-thermal plasma condition has been sustained in the IR converter
system shown in Fig. 1a [36]. Inside the plasma, electrons which are emitted from the
semiconductor cathode make successive collisions with gas atoms and that process
determines the value of the plasma current depending on the number of secondary
electrons and their energies [37]. Once these secondary electrons contribute to the
ionization process in plasma, current can increase suddenly and if the increase in
current cannot be controlled, the surface of the material can be damaged by the
filament (nonuniform current density). Secondary electrons are produced with the
positive charges accumulated in front of the cathode [37, 38].

The shape of the I–V characteristic in the systemdepends on the voltage increment
of the power supply and the illumination intensity [36]. Current-voltage characteris-
tics (CVCs) and discharge light emission (DLE) in the cell depend on the discharge
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Fig. 1 a Semiconductor-plasma cell which is the main part of IR image converters. 1. light source,
2. Si filter, 3. IR light beam, 4. semi transparent Au contact, 5. GaAs, GaP and ZnSe materials, 6.
gas discharge gap, 7. Mica foil, 8. UV-visible light beam, 9. Transparent conductive SnO2 contact,
10. glass disc [36]. b Photo of the gas plasma system with GaAs, GaP, and ZnSe electrodes [41]
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parameters, such as the gas pressure, the feeding voltage, interelectrode distance,
cathode diameter, etc.

Many different studies made in different gases show that plasma depends on the
operating conditions. The pattern formation in plasma–semiconductor structure has
been investigated by Purwins Group at Munster University. Their research interest
focused on understanding the complex behavior of the plasma process in an IR image
converter cell. They obtained spatially and temporally changing inhomogeneous
patterns in the discharge gap. They followed the different approaches to understand
themicroscopic process on avery fast time scale. Theyused theMonte-Carlomethods
to understand the observed spatiotemporal patterns [39, 40].

3 Experimental Procedure

The present work deals with an experimental study of Townsend and glows discharge
in air and argon media to explore the properties of IR-sensitive semiconductors
at the stable gas discharge conditions. Effect of interelectrode distance d and gas
pressure p on the optical and electrical propertiesof GaAs, GaP and ZnSe in the case
of different IR illumination intensities were studied in the plasma–semiconductor
system. CVCs and DLEs were determined using multimeter and electrometer and
also photomultiplier. Figure 1a shows a schematic diagram of the parallel plate dc
gas discharge device. The device consists of two electrodes made of a semiconductor
and SnO2evaporated glass disc. The cathode has a large diameter, large resistivity,
and thickness of 1 mm. The anode has 1 mm thickness and very low and negligible
resistance when compared with the cathode. These electrodes are separated from
each other by insulating mica foil which determines the active discharge area in the
plasma device. 99.9% purified argon is used as the working gas and its pressure (p)
is varied from 10 to 760 Torr, and the gas pressure was measured using a digital
manometer[36].

The discharge current varies according to the type of the cathode material and
plasma parameters including pressure p, gap distance d, and the gas type. The value
of current is restricted with high-resistivity semiconductor electrode to avoid fila-
mentation which causes the damage to the cathode materials. The current does not
exceed 10–4 A in the stable discharge conditions. Dc power supply is connected to
the gas discharge cell and is operated up to 2500 V.

A parallel plate micro discharge cell is used in the measurements of current and
radiation values and the setup has been explained in detail in our previous studies
[26]. The anode ismade of SnO2 evaporated on the glass disc to provide conduction of
the charge carriers, and the cathode is made of high-resistivity semiconductor plates.
The gaps between the electrodes have micro sizes and the system was evacuated
to pressures on of the order of 10–1 Torr and filled with air and argon gases. The
electrical and optical measurements have been used to understand the properties of
semiconductors according to their IR responses. The gap between electrodes changes



154 H. H. Kurt

in the range of 50 and 600 µm. The electrical field in the cell can be regarded as
homogeneous since the maximum current was limited to 100 µA.

When a potential difference is applied between two electrodes in the micro
discharge plasma cell, gas pressure causes the phenomenon is known as a plasma
discharge beyond the critical voltage value which is called breakdown voltages when
a sufficiently strong electric field is applied.After breakdownoccurs, the gas becomes
conducting.Electrons gain energy and result in the successive ionization in the plasma
cell with a semiconductor electrode and they transfer their energy to the gas atoms
[42]. Electrons collide with neutral gas atoms causing ionization in the discharge
cell. In addition, electrons can be released from a neutral atom with the interaction
of a photon of cosmic rays or other natural radiation.

Figure 1a, b illustrates the basic physical structure of the plasma–semiconductor
cell. There is a well-known relationship, called Paschen’s Law in which UB is a
function of the (p.d) and this important equation implies the required condition to
ignite gas discharge between the electrodes. CVCs and DLEs depend on the plasma
parameters such as the pressure, and the applied voltage and interelectrode gap d.
The change in these parameters is effective on the type and character of the plasm
[29–44]

When the discharge starts in the cell, a pair of electrons enter into the discharge
from the cathode, they accelerate in the electric fieldtowards the anode, and they can
recombine with positive ions. Furthermore, those electrons can ionize the neutral
atoms by successive collisions, and both of them (the original electron and newly
released electron) leave the gas discharge plasma with each other, and move to the
anode. Both ions move toward the cathode, and electrons directed to the anode will
contribute to the plasma current in the cell.

When the currents formed by ions and electrons are sufficiently high, ionized gas
may emit light in the visible range. On the other hand, secondary electron emis-
sion takes place from the cathode and these electrons are mainly caused by positive
charges accumulating in front of the cathode over a wide range of operating condi-
tions. When the ions strike the cathode, secondary electrons are produced and the
generated secondary electrons are accelerated towards the anode, and contribute to
the ionization by collisions with gas atoms. As a result of the multiplication of the
ionization process, breakdown, that is, self-sustaining discharge is obtained in the
plasma cell and external ionization is not necessary for the discharge current to flow
[43].

Electrical breakdown of gases is the transition process from an insulator to a
conducting state and the minimum voltage at which this transition occurs is called
the breakdown voltage V B. The physics of the electrical breakdown has a great
significance because of its wide applications in electronics and technology [43].

Impact ionization and secondary electron generation are two important factors for
the occurrence of gas discharge.

The breakdown is considered to occur when Townsend’s criterion is fulfilled [43].

γe(e
αd − 1) = 1 (3)
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Townsend’s criteria for avalanche breakdown as follows:

i = io
eαd

[1 − γe(eαd − 1)] (4)

where α is the Townsends first ionization coefficient which represents the impact
ionization γ is the Townsends second ionization coefficient related to the secondary
electron generations from the cathode [30, 31], and d is the interelectrode distance
between the electrodes.

Townsend’s first ionization coefficient α represents the probability per unit length
of ionization occurring during an electron–gas atomcollision. The critical breakdown
voltage (VB) is a function of the product of pressure pP and interelectrode distance
(d).

VB = APd

ln(Pd) + B
(5)

The above equation is known as Paschen law, and the optimum pressure and the
value of the voltage to initiate gas discharge are determined by the Paschen law,
where A and B are constants based on the gas composition [43]. When the conditions
for the breakdown mechanism are fulfilled, discharge can be sustained, and Paschen
curves are obtained by different gases’ ionizations in the following format [43, 44]
shown in Fig. 2.

Paschen’s curves describe the breakdown voltage as a function of the electrode
spacing or gap distance d, operating pressure p, and gas composition as shown in
Fig. 2. Themathematical equation of the Paschen lawwas derived from the Townsend
criteria for the charge multiplication process and secondary electron emission by ion
bombardment accumulated in front of the cathode (space charges) even though the
other bombardment process plays a role in the production process of the electrons
[46, 47].

Fig. 2 Paschen curves for
different gases [43, 45]
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Different researchers have discussed various plasma structures such as optical-
electronic and elastic of these semiconductors. Glow discharge between the elec-
trodes can be used widely in different technological plasma processes [48].

Breakdown voltage depends on the pressure, interelectrode distance and gas type.
Even though all parameters are kept constant, (p.d) value cannot be held constant for
characterizing breakdown voltage and as can be seen from the Paschen curves, VB

depends on the product of pd exponentially [49].
On the other hand, the breakdown expresses the transition of a non-sustaining

discharge into a self-sustaining discharge when the appropriate conditions are
fulfilled in the plasma in which ionization process takes place depending on the
interelectrode distance d and gas pressure p which was discussed by Panchen’s Law.
Many processes are responsible for ionization phenomena such as pressure, temper-
ature, plasma species, electrode configuration, nature of electrode surfaces, and the
availability of the initial conducting particle in the plasma [44, 50].

Despite that, there exist very few electron-ion collisions in plasma at low-pressure
ranges and the number of the secondary electrons is too low to sustain ionization in
the discharge cell.

It becomes frequent collisions at higher pressure values because electrons do not
obtain sufficient energy to ionize gas atoms, the discharge is quenched and non-
sustainable [51]. Thus, in both situations, the ion production rates are low and high
voltages are required to provide discharge.

On the right side of the Paschen curve, the UB voltage shows a proportional
increase with pd. This is due to the probability of an electron to produce ionization,
which is very high for the relatively large pd even in moderate reduced electric
field E/p. On the left, the UB voltage increases sharply when pd decreases. Higher
electric fields are needed, because low pd values are less likely to ionize due to the
low ionizing collisions of electrons on the left-hand side of the curve. Therefore,
the Paschen curve shows a minimum point where the ionization probabilities of the
electrons are maximum at this point, and optimal conditions to sustain gas discharge
is provided around the minimum [44].

According to widely accepted common opinion [52–56], self-sustained gas
discharge plasma occurring in micro discharge gap with parallel plane electrodes
can be divided into Townsend and Glow discharges. If the current is very low and
in the order of (a few µA or less) and space charge effect is very small and it
does not deteriorate the homogeneity of the electric field, the discharge is called
“the Townsend Discharge”. Such discharge is observed after breakdown voltage and
discharge is independent of the external plasma parameters in this discharge mode.
Micro discharges are characterized by a characteristic dimension less than 1 mm and
they have the advantage that the plasma can operate in atmospheric pressure. If the
interelectrode distance between the electrodes is (<10 µm), field emission takes an
active role, so that is not important at larger scales. In the Townsend discharge mode,
the current is in the order of 10–12–10–5 A. Townsend mechanism depends on the
type of the cathode material in the plasma cell.

Moreover, the production of the secondary electronsis needed for the Townsend
breakdown when the electric field is low and not enough to sustain the discharge.
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When the plasma current increases in the cell, space charge effect on the electric
field uniformity becomes important and it distorts the homogeneity of the electric
field between electrodes, and gas discharge begins to contract. As a result of this,
the CVCs tend to be negative in this mode leading to the current instabilities in the
system. The discharge is now in glow mode. In the glow discharge mode, the current
is in the order of 10–4–10–1 A, and discharge light emission is brighter than that of
Townsend mode [55–57].

The properties of the glow discharge are changeable with accordance to its
discharge parameters such as gas pressure, plasma gas composition, gas pressureand
applied voltage to the electrodes (input electrical power). The plasma gas composi-
tion is particularly important in the excitation and ionization mechanisms including
the production of active species [58].

4 Results and Discussion

The distance between the electrodes has a significant effect on the electrical and
optical properties of the system. Figure 3a–c shows CVCs measured between d =
50–445 µm as a function of the pressure for different cathode diameters D (12, 15
and 18 mm). CVCs are more stable when d = 50–240 µm. Moreover, the distance d
between the electrodes leads to differences in the discharge current due to the plasma
behavior in the cell. The difference in CVCs results from the presence of the electric
field domains (regions) moving between cathode and anode in the plasma cell. While
CVCs show linear behavior at 50 and 240 µm, whereas it behaves nonlinearly at d
= 445 µm (Fig. 3).

As shown in Fig. 3a–c, different conductivities are obtained under different inter-
electrode distances at various gas pressures. Plasma current is measured at the wide
range pressure of 28–100 Torr.

On the other hand, stable constant conductivities were obtained for low inter-
electrode distances (d = 50 µm and 240 µm). In the experiments, the interelectrode
distance between two electrodes is fixed at a certain value, and gas pressure is changed
in the range 28–80 Torr. It has been found that cathode diameter plays an important
role in plasma current. A maximum current is recorded at 2× 10−4 A for 18 mm at d
= 50µm,where the plasma is in the glowmode. It can be seen that the plasma current
decreases with the increasing interelectrode distance d. Current changes from 2 ×
10–4 A to 3 × 10–5 A when d is changing from 50 to 445 µm. Based on the results,
plasma oscillations have been observed for 445 µm. The non-linear behavior of the
CVCs is resulted of the space charge effect in the plasma, because of the imbalance
in the excitation and ionization process. In all states, plasma currents proportionally
increase with the cathode diameter D.

According to our experimental findings, when the appropriate pressure value is
set, the optical properties of GaP can be improved and the IR sensitivity of the
material can be optically increased. Figure 4a–c shows the relationship between the
current and the interelectrode distance d between the electrodes for three different
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Fig. 3 a–c CVCs as a
function of the gas pressure:
a for D = 12 mm and D =
15 mm at 240 µm; dark grey
corresponds to 18 mm, blue
corresponds to 15 mm and
light grey corresponds to
12 mm; b for D = 12 mm
and D = 15 mm at 445 µm;
c for D = 12–18 mm at
50 µm
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Fig. 4 a–c CVCs as a
function of interelectrode
distance d for three different
pressure values under weak
IR illumination intensity L1.
a for 160 Torr, b for
220 Torr, and c for 360 Torr
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pressure regimes. The measurements were carried out for 160 Torr, 220 Torr, and
360 Torr, respectively, while the interelectrode distance varied from 50 to 520 µm.
The experimental data shows that different magnitudes of currents are obtained for
different interelectrode distances. The comparison of the currents at different pressure
values shows that themaximumcurrent valueswill be obtained at a low interelectrode
distance and low pressures.

As the discharge gap decreases from 520 to 50 µm, CVC curves reach the
maximumvalue of 1× 10–4 A for all pressures. Besides, CVCs showa linear decrease
with increasing pressure at the same d. The plasma current is around 1 × 10–4 A
for 160 Torr, whereas it is around 7 × 10–5 A for 220 Torr at d = 50 µm. Several
factors influence the behavior of the plasma current. The characteristics of the gas
discharges are governed by potential difference, gap distance, the gas type, and gas
pressure in the cell. Plasma can be obtained in a wide range of pressure. However, the
quality of the semiconductor electrode is important to ensure the optimal discharge
conditions in the cell.

In Fig. 4a–c, CVC measurements are performed to show the effect of pressure
on hysteresis. It is seen that the application voltage changes the hysteresis width
(�V ) as a function of the pressure in the forward and reverse bias. Hysteresis width
becomes narrow with the pressure increasing. In addition, discharge light emission
graphs within CVCs confirm the situation. The distance between the pressure and
the electrodes plays an important role in determining the true value of hysteresis.
As the application voltage is increased, the kinetic energy of the electrons increases
which leads the electrons to the higher energy bands.

Further, the hysteresis curves show that the discharge shows oscillations in the
range of 160–220 Torr. As the pressure increases, the homogeneous discharge is
obtained. The electric field redistribution due to space charges accumulated in front
of the cathode causes the bistable behavior of the plasma current and discharge
emission. Both the semiconductor electrode and the gas discharge gap are responsible
for the bifurcation process when the stationary bias voltage is applied to the plasma
cell.

The infrared response of GaAs and GaP electrodes are compared in Fig. 5a,
b. Negative differential resistance effect (NDR) in the CVC is associated with the
bistability of the electrons in the plasma when the electrical field domains move from
the cathode towards anode.

Large and reproducible NDR has been observed for GaP in the bias ranging from
1400 to 1700 V. The measured peak current for GaP electrode is 3.7 × 10–5 A under
strong illumination intensity L3 with a valley current value of 2.2 × 10–5 A when
the maximum peak is around 4.8 × 10–5 A with a valley current value of 3.5 × 10–5

A without IR illumination. The defect states including impurities during the growth
process of the material are responsible for the existence of the NDR together with
the plasma effect. Similar bistability is observed for DLE curves in the same voltage
range. Experiments have shown that electric field emission plays a crucial role in
the electrical bistability in a plasma–semiconductor structure because of the high
electric field in the microscale gaps [47]. The NDR region disappears after 1700 V
as shown in Fig. 6 for GaP. It is observed from the figures that GaAs has straight
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Fig. 5 a–c The pressure
dependence of the hysteresis
graphs for the forward and
backward state when the
GaP photodetector is
subjected to weak
illumination intensity L1: a
for p = 160 Torr; b for p =
220 Torr; c for p = 290 Torr.
The system parameters are
given as follows: D =
22 mm, d = 330 µm
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Fig. 6 a, b The CVC and
DLE plots for various
illumination intensities from
dark, to weak (L1), moderate
(L2) and strong (L3) at
100 Torr. The insets belong
to the GaAs specimen in (a,
b). Other parameters are the
same for both graphs. D is
the diameter of materials.
a CVCs for GaAs and GaP
and b DLEs for GaAs and
GaP [35]

CVC, but higher current and radiation emissions at the same conditions as in the
case of various IR illuminations. Based on these measurements, it can be concluded
that GaP is sensitive to IR radiation inside the NDR region. Stable I–V curves are
measured for GaAs. GaAs causes higher plasma current and radiation compared to
GaP. Themaximum current is around 1.5× 10–4 A, andmaximum radiation intensity
is around 12 (a.u.) for GaAs electrode. It is around 7.5 (a.u.) for GaP electrode.

In Fig. 7, the hysteresis graphs are recorded to investigate the effect of inter-
electrode distance d on the hysteresis behavior. CVC measurements show that the
hysteresis width varies due to the trapping centers in the GaP material, especially
when this effect is reduced by a certain amount of thickness. The distance between the
narrow electrodes supports the hysteresis formation; whereas the distance between
the large electrodes prevents hysteresis formation.

Also, the curves are shifting from linear to non-linear with increasing distance
d. The electric field zones cause unsteady current behavior with increasing distance
d between the electrodes. This result indicates that d distance plays an important
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Fig. 7 Hysteresis graphs at
p = 290 Torr for various
d distances

role in the optimization of the system. This oscillating conductivity at high distances
limits the use of GaP material as a detector.

The plasma medium is very chaotic and complex so that the plasma current is
influenced by many parameters such as filamentary conducting in the cell. Further-
more, charge trap centers in the semiconductor electrode cause bistable situations
like hysteresis under different IR illumination as seen in Fig. 8. Secondly, charge
trap centers are associated with the hysteresis curves for the case of upward and
downward voltage change. In other words, the current has two different behaviors
for forwarding and backward bias voltage. The hysteresis behavior has been obtained
for ZnSe at only d = 330 µm and p = 500 Torr and D = 18 mm. In other plasma
parameters, hysteresis did not appear in the plasma. As can be seen in Fig. 8, break-
down occurs earlier for the backward voltage. Because the gas ionization has already
occurred when the voltage increases from 200 to 1400 V for the first stage. This
situation affects the lower breakdown voltage for the gas ionization. Based on the
experimental results, it can be concluded that IR illumination is the main factor for

Fig. 8 Hysteresis curves for
ZnSe electrode
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the breakdown voltage. That is, the breakdown has been observed at earlier voltage
value for the strong illumination intensity L3.

The NDR in the semiconductors is a very useful physical event in device physics
for the application of the high- speed switches and high-frequency oscillators. The
experimental results indicate that the NDR behavior is optically stimulated at room
temperature [59].

The sharp increase in current and DLE is followed by a sharp decrease to the
contrary to Ohm’s law as shown in Fig. 9. NDR type CVCs are found for higher gap
distances. NDR was obtained at d = 525 µm for GaP electrode and at d = 330 µm
for ZnSe electrode. The reason for the NDR-branches is a modification of the electric
field distribution due to avalanche-generated free charge carriers in the plasma. NDR
vanishes at lower interelectrode distances [59].

Fig. 9 a, b CVCs with NDR
for different discharge gaps
(d = 240, 330 and 525 µm)
at 44 Torr without IR
illumination. a for GaP, b for
GaAs
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These NDR effects have attracted a lot of interest related to the basic physical
mechanisms involved and to their potential applications in the development of high-
speed logic devices [59, 60]. NDR can cause current filaments and those filaments
give damage to the semiconductor electrode when they move between cathode and
anode. Besides, the ion–electron emission can affect the NDR related oscillations. In
this case, electric field changes in space and time. Therefore, optimal plasma condi-
tions require a stable discharge. Stable plasma discharge can be done by adjusting
the plasma parameters such as pressure and interelectrode distance. Figure 10 shows
plasma currents for ZnSe and GaP electrodes under various IR stimulations. Plasma
currents increase resulting in the lower conductivity in the semiconductor electrodes
with increasing IR illumination intensity as shown in Fig. 10. For strong illumination
intensity, gas becomes conductive earlier as shown in Fig. 10 (i.e. 519 V for ZnSe,
645 V for GaP). The analyses of the CVCs for different electrodes indicate that
ZnSe provides larger plasma currents under the same circumstances even at lower
voltage values. It can be related to its direct bandgap. CVCs for different electrodes
show that plasma current is governed by both IR stimulation and electrode type. The

Fig. 10 a, b CVCs under
different IR illumination
intensities in which L1
corresponds to weak and L2
corresponds to moderate IR
illumination intensity and L3
corresponds to strong IR
intensity. a for ZnSe, b for
GaP
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current is in the order of 2.3 × 10–5 A for ZnSe electrode and 1 × 10–5 A for GaP at
illumination intensities L3 and L2 respectively.

The infrared absorption of semiconductors has been a topic of research for almost
as long as the topic of semiconductors itself. Effect of IR illumination on the optical
and electrical properties of GaP and ZnSe electrodes have shown that the optical
response of the materials can be efficiently controlled by the gas discharge plasma.
Present investigations have shown that CVCs are strongly dependent on the IR
stimulation in the plasma–semiconductor system.

Figure 11 shows CVCs for air and Ar media concerning the diameter of the GaP
photodetector at 35 Torr. The current values in the air media are greater than that of
the argon media at the same conditions. Argon has advantages in comparison with
air because it is a noble gas and more stable. The reactive species like oxygen in air

Fig. 11 Comparison of the
CVCs for different d and
cathode diameter D in air
and Ar media at 35 Torr

50 mµ 100 mµ 240 mµ mµ mµ mµ320 440 525
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plasma can cause a negative effect like etching of the electrode surface with plasma.
For this reason, argon is preferred to avoid the oxidizing of the material. It is very
crucial to get the stable plasma inside the cell for controlling the plasma current to
suppress the instabilities. The maximum plasma current is 5 × 10–5 A for air plasma
while it is around 1 × 10–5 A for Ar in the case of D = 18 mm and d = 440 µm.

Reactive oxygen species can destruct the cathode and anode by causing high
energetic filaments in the discharge plasma system. For this reason, Ar is used as
a working gas for many plasma related applications. The experimental results will
provide significant contributions to a scientist working in this area especially for
the understanding of the optimum plasma conditions to the device characterization
for different gas media. Since the physical and chemical processes that occur in the
plasma are quite complicated, a good understanding of the species present in the
plasma and their energy levels is necessary [7]. For this reason, the experimental
characterization of the Ar and air discharge operated at low and high pressure is very
important in the field of gas discharge

To test the sensitivity of GaAs and GaP in the region of IR, CVCs were measured
under three different IR illumination intensities, where the results clearly show that
GaAs is more sensitive to IR illumination than GaP (Fig. 12). The results were
repeated and confirmed for different D cathodediameters of semiconductors. Since
GaAs is a direct bandgap semiconductor and its mobility is higher than GaP, the
current values are higher as shown in Fig. 12. In fact, both semiconductor materials
have critical importance to device performance in the IR detector applications.

The effect of IR stimulation on theCVCswasmainly investigated for two different
electrodes. In Fig. 12, IR sensitivity of GaAs and GaP have been compared based on
the CVCs measurements for different cathode diameter D under various IR stimula-
tion. In terms of IR sensitivity, GaAs gives better response for different IR intensities.
As a result of the plasma currents, higher current values also are observed for GaAs.
The current for the plasma cell with GaP electrode is 10 times smaller than that of
the cell with GaAs electrode.

The development of semiconductor performance requires the ability to capture
charge carriers from lower energy levels to the higher levels that are exposed to the
IR illumination and it is also related to the better electrical properties. The problem
was how to control and convert the optical energy to the electrical energy efficiently
without any loses at critical parameters before the devices had been used for an
optoelectronic system. The influence of the gas type on the discharge current is shown
in Fig. 13. In the cases studied above, the effect of the electrode diameter D on the
CVCs are also reported for Ar and air-filled microplasma cell. The more electrode
diameter increases, the higher plasma current can be obtained for both cases. This
is related to the larger active plasma areas. The micro discharge systems also allow
obtaining portable and flexible plasma cells for the technology and industry at room
temperature.

The effect of the pressure on the system characteristics are seen in an argon and
air media (Fig. 13). The current values change depending on the pressure. At the
lower pressures in the argon, even up to 2 Torr, current can be obtained; whereas
unstable current behaviors have been observed for air media. One of the biggest
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Fig. 12 a, b CVCs for the
cathode diameter D
(9–18 mm) in the case of
different IR stimulations.
a for GaAs and b for GaP
cathodes. d = 100 µm

GaP

GaAs

problems when working in the air is the glow-to-arc transition which develops after
critical electric fields at high applied voltages. Further, the electric field along with
the discharge gap changes by the value of interelectrode distance. The current was
measured around 2× 10–5 A for Ar and around 5× 10–5 A for air atD = 18mmand p
= 35 Torr. The plasma current and discharge light emissions are drastically changed
by its discharge parameters such as gas type, gas pressure and applied voltage and
semiconductor material used in the system as a cathode. Specifically, the gas type
plays a key role in the excitation and ionization mechanisms in the ionization cell
with the semiconductor electrode.

New plasma trends are focused on stable discharges. Nevertheless, the optimiza-
tion of the plasma requires understanding the complex physical and chemical process.
Microdischarge systems with semiconductor electrodes promise the uniform plasma
by suppressing the instabilities in the cell. ZnSe and GaP are chosen to compare their
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Fig. 13 a, b Current versus
pressure curves for GaP in
the case of Ar a, b air media

22 mm 18 mm 15 mm 12 mm   9 mm 

plasma radiations with the aim of optimization of the plasma cell. ZnSe is a direct
bandgap material, whereas GaP is an indirect bandgap material.

The graphs below show the intensities of the gas discharge radiation for two
different pressures when the GaP and ZnSe semiconductor electrodes are exposed
to different IR illumination intensities (Fig. 14).

When comparing the radiation values for the ZnSe andGaP cathodes, it is seen that
the plasma emission values are higher in the gas discharge cell with ZnSe cathode.
Also, although it has a much larger bandgap than GaP, the ZnSe electrode exhibits
greater sensitivity against IR illumination. According to DLE graphs, ZnSe produces
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Fig. 14 a–d DLEs for ZnSe
and GaP cathodes at two
different pressure values
(100 and 550 Torr) under
dark, weak L1, moderate L2,
and strong L3 illumination
intensities. a for GaP at
100 Torr; b for ZnSe at
100 Torr; c for GaP at
550 Torr; d for ZnSe at
550 Torr
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Fig. 14 (continued)

more luminous plasma because of the high electron energy in the evolution of the
plasma discharge. The secondary electrons due to charge accumulation are related
to the ionizing collisions between cathode and anode. Besides, 100 Torr gives more
stable discharge characteristics compared to 550 Torr. Further, there is a shift in the
CVCs for GaP electrode at 100 Torr under dark discharge.

When DLE intensities are measured in the plasma cell withGaAs cathode under
the same experimental conditions above, it is clear that the radiation value is higher
than the value obtained in cells with ZnSe and GaP cathode for 100 Torr. In this case,
the highest DLE is obtained for the plasma cell with GaAs electrode (Fig. 15).

Fig. 15 a, b DLEs for the various cathode diameter D of GaAs electrode under different IR
intensities a for 100 Torr; b for 550 Torr
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In summary, GaAs cathode gives better DLE than GaP and ZnSe cathodes for
the same experimental plasma parameters. Rapid advances are being made in IR-
sensitive materials technology to extend their response in a long-wavelength scale.
Narrow bandgap semiconductors like GaAs show a fast response by providing a
good opportunity for IR detection. Further, GaAs have high electron mobility and
absorption, and these features make the GaAs an ideal IR detector in a wide range
of the wavelength. Besides, the microplasma cell with those semiconductors can
provide better discharge light emissions for material processing technology in the
microelectronic industry.

5 Conclusions

Several discharge experiments have been done for plasma related studies in the
conventional plasma cells. The major difference of this study from the conventional
plasma investigations that the plasma is produced between the semiconductor elec-
trode and thin-film covered glass electrode for the micro-dimensional discharge gap.
In this chapter, our motivation focused on the electrical gas discharges with various
semiconductor electrode. Ar and air discharge was extensively examined. Despite its
growing potential importance in physics and engineering, there does not exist enough
information in the field of plasma–semiconductor systems and their optoelectronic
application under different gas discharge parameters. Experiments were conducted
by gas discharge cells with ZnSe, GaAs and GaP semiconductor electrodes. Highly
important semiconductor materials and their CVC and DLE characteristics have
been presented and the role of plasma on those characteristics has been clarified. The
results show that the system characteristics strongly dependendt on both the semi-
conducting electrode and the plasma parameters. At the same time, IR sensitivity
is strongly influenced by pressure variation and cathode material. Those materials
are called photon detectors since they convert IR optical signal into the current in
the system and thus act as a kind of transducer. Generation, transport, and multi-
plication are three important phenomena in the IR image converter systems. The
qualities of the photodetectors are measured with their uniform spectral response
to the optical signal, and their high-speed and low noise in the conversion process.
The semiconductors with high-resistivity have been used to suppress plasma insta-
bilities and to get more stable plasma. GaAs and ZnSe give response quickly to the
optical signal because they are direct bandgap semiconductormaterials and are there-
fore preferred in the optoelectronics. Technological improvementsmade IR-sensitive
materials important. Valuable information can be obtained by using an IR converter
system to investigate the surface properties of materials. This work can lead to many
experimental studies in the field of plasma–semiconductor structure to know about
the complex plasma and radiation behaviors.
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Charge Transport Mechanisms
in the Silver-Modified Zeolite Porous
Microstructure

B. G. Salamov

Abstract The interaction between microdischarge and microporous zeolite elec-
tronic material (ρ~106–1011 � cm) modified by silver (Ag0) nanoparticles cold
plasma generated at the atmospheric pressure is investigated experimentally as a
function of pressure p (8–760 Torr), electrode gap d (50–250 µm), and diameters D
(9–22 mm) of the cathode areas in the gas discharge electronic device (GDED) with
nanoporous zeolite cathode (ZC). The role of charge carriers in mixed conductivity
processes, electrical anddielectric features of zeolite, is analyzed in airmicroplasmas.
The results obtained from experiments indicate that Ag0 nanoparticles play a signif-
icant role in reducing the breakdown voltage (UB) in GDED with ZC. It was found
that with increasing silver concentration, resistance of zeolite plate monotonically
decreases and at the same time the capacitance is increased. The observed frequency
dependence (1–200 MHz) of the capacitance and resistance of ZC on the silver
concentrations may be explained on the basis of an electrode–dielectric interface
gap model.

Keywords Microporous zeolite cathode · Atmospheric pressure plasma light
source · Electric field · Electro-optical properties · Charge transport mechanisms ·
Ag-modified zeolite

1 Introduction

In recent years, there has been a great interest in an insulating nanoporous zeolite
which is an improvable advanced material instead of the semiconductor. This is due
to their attractive physical properties, multifunctionality, and wide applications in
various fields of the modern industrial technology, optoelectronics, and atmospheric
microplasmas. Nanoporous zeolites have three-dimensional framework structures.
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The zeolite structure is built from TO4 (T = Si, Al) tetrahedra which are linked
together to form a three-dimensional framework of interconnecting pore and channel
structure. The conductivity of zeolites is usually associated with ionic conductivity.
Charge is carried bymeans of themotion ofmobile charge-balancing ions in the anion
framework. Hydrated zeolites are also known as proton conductors and hydroxyl ion
conductors. It is usually presumed that zeolites do not act as electronic conductors.
Furthermore, dielectric materials such as zeolites have the ability to store energy
upon the application of external electric field.

In recent years, different studies are conducted for natural zeolite modified by
ions and nanoparticles of various metals, not only for medical purposes, but also as
an element of the electrical circuit. Specific electronic properties of nanopores in
zeolite structure make zeolites good candidate materials in the electronic industry so
that silicon-based technologies could be replaced or supplemented by nanoporous
zeolitic materials. The dielectric response of zeolites is one of the key parameters for
applications. Such knowledge about zeolites has become important because of their
potential application in electrochemical devices.

At the same time, this study has been undertaken to better understand the effect of
geometrical (discharge gapsd) andoperating (different residual pressures and applied
voltagesU0) parameters on the current behavior of the system and operation principle
of charge transport in nanoporous materials. This study follows the previous work
[1] which described the gas breakdown processes in DC microdischarges with a ZC.
In Ref. [1], authors established that the electric field is a more effective parameter
on the discharge characteristics in the cell with ZC than active area diameters D.
Therefore, the main aim of this study is to investigate the enhanced effect of electric
field on the fundamental characteristics of GDED with constant D of ZC. Transport
of charge carriers, conductivity measurements, and stable discharge glow regions
depending on the electric field and gas pressure were investigated.

2 Electro-optical Properties of Porous Zeolite Cathode
in the Plasma Light Sources

Cold plasma processing techniques can be preferred for the active operation at atmo-
spheric pressure applications due to the development in many areas of the modern
industrial technology. These plasma processing techniques are not required for costly
vacuum technology since the high rates of thin-film deposition are easier at atmo-
spheric pressure. Recently, many studies have been performed to produce and sustain
a homogeneous-stable atmospheric pressure plasma [2, 3]. There are two approaches
based on the so-called Paschen similarity law (p× d = const), which reduce the elec-
trode dimensions up to micrometer range to ignite atmospheric pressure discharges,
and moderate voltages, working in the Paschen minima for different gas environ-
ments. To generate atmospheric pressure glow discharges, a microhollow cathode
discharge (MHCD) is used by many authors. In Ref. [4], a gas discharge electronic



Charge Transport Mechanisms in the Silver-Modified Zeolite … 177

device with a high-resistivity GaAs semiconducting photocathode was suggested as
alternative large emitting area UV plasma source. Earlier, this idea was suggested
for the electrode configurations including the MHCD, operating with continuous
pulsed DC power supplies [5]. Simultaneous operation of multiple discharges in
some circuit has been achieved, but there is a natural problem in large-scale scheme
because of the requirement of series resistors in order to balance all microdischarges
inMHCDs. Semiconductor gas discharge electronic device withmultichannel spacer
can notably prevent this problem.

In a plane-parallel discharge chamber, the uniform plasma emission and
distributed discharge current can be observed for photocathode with resistivity of
more than 106 � cm [4]. The plasma emission uniformity is controlled by the resis-
tivity distribution over the semiconducting cathode. Such a discharge is supported
by the electrode processes and by the multiplication of the number of charge carriers
in the gas volume due to the avalanche mechanism. We assume that a description of
Townsend and glow discharge modes in a planar gas discharge system (see Fig. 1) on
the right-hand branch of the Paschen curve (Paschen curve demonstrates the break-
down voltage UB necessary to start a discharge) must take into account a change
in the effective secondary emission coefficient γ eff of the cathode, which is related
to the electron backscattering effect [6]. The cathode boundary condition is usually
taken in the form of the Townsend relation between the electron je and ion ji current
densities,

je(0, t) = γeff ji (0, t) (1)

where γ eff is the second Townsend coefficient reflecting the contributions of various
processes to the secondary electron emission from the cathode. Since the coefficient
γ eff depends rather strongly on the parameter E/p (E—is electric field and p—is
pressure), this dependence has to be taken into account in the description of non-
stationary discharges. This approach is most consistently developed by Phelps and
Petrovic in [7], where the γ effvalues (called the apparent secondary electron emission
coefficient) for argon are determined and tabulated based on a thorough analysis of

Fig. 1 Scheme of the gas
discharge cell: 1-metallic Cu
contact; 2-semiconductor or
zeolite cathode; 3-diameter
of the discharge gap;
4-thickness of the insulating
mica; 5-semi-transparent
conductive SnO2 contact;
6-flat glass disc;
7-UV–visible light beam.
b Porous structure of zeolite
cathode [21]
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experimental results. Thus, it has been established in [6] that on the right-hand
branch of the Paschen curve, and the change in the effective secondary emission
coefficient γ effof the cathode must be taken into account, which is related to the
electron backscattering effect. The γ effvalue depends predominantly on the initial
energy of emitted electrons and on the applied electric field amplitude.

The gas discharge electronic devices with a semiconducting photocathode (the
same as it is shown in Fig. 1) have been used for various necessities in the IR
image systems [8]. Current density J in the converter is controlled locally to focus
the optical IR pattern on a photosensitive semiconductor, which gives an image
converted to visible radiation by means of discharge. The I-V characteristics (CVC)
allow us to determine the cell parameters: (1) breakdown voltage UB; (2) variation
of resistivity ρ due to homogeneities of the semiconducting cathode at different
illumination intensities L (i.e., change of conductivity σ = ∂J/∂U or ρ = ∂U/∂J).
In order to quantify this parameter, the influence of the incident light beam on the
resistance of the semiconductor is measured. This has been done as follows. We
assumed that a homogeneous stationary Townsend discharge [9] is established in
the gap at appropriate VB. This mode of discharge is observed for low currents
between the point of ignition and the point where negative differential conductivity
is observed in the gas characteristic. The CVC of the system is very close to a linear
curve if U > UB, reflecting the ohmic behavior of the semiconductor cathode [10].
The voltage drop at the discharge gap for this discharge mode is independent of
the current. Therefore, the slope of the CVCs provides the resistance of the GaAs
cathode. Then, the specific conductivity can be computed from this resistance and the
geometric dimensions. The resistivity of the semiconductor decreases monotonically
when the intensity of the irradiation is raised. The filamentation was primarily due to
the formation of a space charge of positive ions in the discharge gap, which changed
the discharge from the Townsend to the glow type [11]. But since the gas discharge
electronic device with semiconducting photocathode cannot effectively operate at
atmospheric pressure, therefore we used for the first time an insulating nanoporous
zeolite which is an improbable advanced material instead of the semiconductor.
Efficient operation of the system will be based on the use of zeolite cathode, which
is a good absorber of gas molecules in its nanopores. Thus, the discharge initiates
from the surface and channels of the zeolite cathode, unlike conventional planar
gas discharge electronic device with GaAs semiconducting photocathode [12]. The
electrode dimensions are too small to generate sufficiently high electric field strengths
to ignite atmospheric pressure glow discharges. Therefore, it is important to know
the relationship between the geometrical parameters and the discharge characteristics
for the cell optimization.

Modification of electrode surfaceswith zeolites has aroused considerable attention
[13]. The reported advantageous characteristics of zeolites, which affect the electron
transfer reactions, are the size and shape selectivity, because of the framework. The
ion-exchange capacity depends on the nature of the cation species, size, and charge.
Therefore, usingof the zeolite cathode in the gas discharge electronic devices acquires
value, because of the setup, preparation, and use of different type of the zeolite
cathodes (more detailed information is given in next section).
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The high emissive characteristics of nanotubes and pores provide the basis for a
new class of electron emitters with very low supply voltage and power consump-
tion [14, 15]. Analysis of the emissive properties of different nanomaterials such
as zeolite reveals that they are promising as field emitters [16]. The unique emis-
sive characteristics of carbon nanotubes make them effective electrode coatings in
gas discharge electronic devices. Moreover, flat-panel light sources such as cold
cathode fluorescent lamp (CCFL) or LED were mainly used for the backlighting of
liquid-crystal displays(LCDs). Unfortunately, the CCFLs are limited by their archi-
tecture, risky high-voltage operation, and are not cost effective [17]. We propose a
design of flat-panel light source without additional optical components which has a
simple configuration to achieve the low-power consumption and uniform processing
element (PE). This backlight panel contains zeolite which assists igniting the plasma
efficiently.

The novel results are related to the analysis of electrical breakdown processes and
spatial stabilization of the current and control of it with a nanoporous zeolite cathode
(ZC)which operates at atmospheric pressuremore efficiently compared to a semicon-
ducting photocathode. Natural zeolite with non-stoichiometric compoundswas taken
as a porous object. Zeolites are aqueous alumosilicates in which an infinite alumosili-
cate frame is produced by [SiO4]4− and [AlO4]5− tetrahedra having commonvertices.
These tetrahedra have communicating cavities occupied by large ions and water
molecules [18, 19]. For our study, we used (Ca,K2,Na2,Mg)Al8Si40O96.24H2O the
clinoptilolite which contains on the average 90–95% of the clinoptilolite zeolitic
mineral[20]. Clinoptilolite belongs to a class of zeolite minerals having the clear-cut
structural topology of heulandite (HEU) and the ratio of Si/Al > 4.0. The resistivity
of the ZC was 1.5 × 1010 � cm. The measurements of breakdown voltages are
performed for different residual pressures up to atmospheric pressure. It is found
that when such a ZC plate is used in a planar gas discharge electronic device, the
ignition voltage of the discharge, which is uniformly distributed over the electrode
surface, drops considerably.Among the tested ZCs, a cathodewhich has a large active
area diameter (D) shows an important contribution to the development of electrical
breakdown. For this reason, we believed that the gas discharge electronic device with
ZC is highly promising as plasma light sources with a large emitting area and high
spatial homogeneity of UV radiation.

At this point, we assume that a homogeneous stationary Townsend discharge,
where space charge effects inside the gap are small, does not cause a distortion
in the electric field between the electrodes, and a homogeneous distribution of j
perpendicular to the current flow is established in the gas discharge electronic device
[22]. The intensity of the homogenous plasma emission depends on the values of
discharge current; however, thewavelength of the plasmaemissionvarieswith respect
to the type of gas used in the discharge gap. Changing the ZC resistance locally
gives rise to a change of the discharge current and the plasma emission [23]. In the
gas discharge electronic device with ZC, it is found that the potential drop during
the course of the discharge gap is independent on the current, which is a specific
operation peculiarity of the Townsend discharge mode. Therefore, the inverse of
the slopes of the I-V characteristics provides the resistance of the ZC (see Fig. 2).
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Fig. 2 I-V characteristics of
the discharge system at
atmospheric pressure for
different values of D of the
zeolite cathode [21]

Then, the ZC specific conductivity can be calculated from the resistance and the
geometric dimensions. We remark that the current density j in the gas discharge
electronic device does not exceed the limiting current density for the existence of the
Townsend discharge at given experimental conditions [11]. The feeding voltageU0 is
the sum of the potential drops at the gas gap and at the zeolite component. Moreover,
the potential drop remained constant through the discharge region as the current
values vary, which is one of the characteristic features of the Townsend discharge
mode.

The mechanism of the microdischarges inside the porous zeolite and ceramic
plates are probably related to the back-corona discharge, a phenomenon often found
in electrostatic precipitators [24, 25]. It occurs when charged dielectric particles
are collected on the electrode and form a porous layer of high resistivity, through
which the electric current must pass. The highly resistive layer does not allow the
charge to decay at the desired rate, resulting in a buildup of excess charge on the
layer. When the voltage drop across the layer exceeds a critical value, an ultimate
breakdown through the layer occurs. The breakdown occurs in the form of fine
channels (microdischarges). The exact description of entry of the electrons from the
barrier discharge plasma into the capillary is very complicated. It requires tracking
of the motion of charged particles, development of the geometry, the electric field
intensity, and the space charge on the capillary walls [26]. With the increase of the
applied voltage, the current density continues to increase. Strictly speaking, for the
improvement of the gas discharge electronic device with ZC, the optimal operation
value of electrode gap is d = 50 µm up to the atmospheric pressure which means
that the better stabilization of glow discharges can be obtained. To make possible
wide areas of plasma applications under those conditions, it is reasonable to use gas
discharge electronic device because of producing gas discharges up to atmospheric
pressure at moderate voltages. It can be observed that the I-V characteristics have
a smooth current increase, but they are totally different from the I-V characteristics
of the gas discharge electronic device with GaAs semiconducting photocathode (for
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comparison, see Fig. 2 in Ref. 3). As the D varies from 9 to 22 mm, the UB changes
and the form of the I-V characteristics is reproducible, except for small differences
in the current values as shown in Fig. 2. Reference [27] shows the comprehensive
characterization of the discharge properties with respect to the effect of the pore
and channel size, discharge power, and gas mixture. From the results, it can be
seen that the microplasmas inside the ceramic plate occurred only for the particular
discharge power and pore size of the ceramics. A surface barrier discharge on the
ceramics surface may only be observed at small voltages. Inside the ceramics, as
the U0 increases, the surface discharges pass to capillary microdischarges in which
onset voltage increases with decreasing ceramics pore and channel size.

The atmospheric pressure is much more compatible and optimal for planar gas
discharge electronic device with ZC, as shown in the values of current and plasma
emission in Figs. 3 and 4, respectively. In addition, discharge currents and plasma

Fig. 3 Current changes as a
function of pressure for
discharge system with
zeolite cathode, GaAs
semiconducting
photocathode with cold
cathode (CC) [12], and GaAs
semiconducting
photocathode at feeding
voltage U0 = 1 kV [21]

Fig. 4 Plasma emission
intensity of the gas discharge
gap with zeolite cathode
against pressure at U0 =
1 kV [21]
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emission intensities in gas discharge electronic device with ZC are much larger and
intensive compared to the chamber with GaAs semiconducting photocathode. In the
gas discharge electronic device (GDED) with GaAs semiconducting photocathode,
plasma emission satisfies the optimal and effective conditions at lower pressures (15–
350 Torr). But, this trend becomes vice versa near the atmospheric pressure. In short,
higher plasma emission intensities are obtained from cell with ZC. This situation
proves that one should prefer to use zeolite cathode at atmospheric pressures rather
thanGaAs semiconducting photocathode since the plasma emission values are better.
At the same time, recently, it has been found that the ZC is an appropriate crystalline
matrix to stabilize semiconductor particles of PbS at nanometric size (about 10 nm)
[28].

Thus, porous cathodes are used for plasma light source applications with very low
supply voltage and power consumption. The microstructures and performance of the
zeolite cathodes are found to depend sensitively on the channel morphology and
nature of the nanopores. Specific geometry of the zeolite channel structure and the
strong electric field in the nanopores supply an efficient electron multiplication and
related excitation of gas atoms. The use of gas discharge gap with nanoporous zeolite
cathode (ZC) gives rise to the increase in plasma emission intensity. This devicemight
find an application for generating and sustaining a stable, uniform, and homogeneous
non-thermal atmospheric pressure plasma [21]. The unique electronic properties of
nanopore zeolites make them also good candidate materials in the electronic industry
so that silicon-based technologies could be replaced or supplemented by nanopores
zeolite-like materials.We also believe that modification of the zeolite cathode as well
as the geometry size in a non-thermal plasma reactor gives possibilities to build rather
sensitive large emitting area plasma light sourcewith internal emission amplification.
Therefore, we confirm that the porous zeolite is a suitable electrode material for gas
discharge electronic device and can serve as a source of UV radiation if pressure and
electric field are sufficiently high.

3 Transport Mechanisms in the Atmospheric Pressure
Plasma Device with Porous Zeolite

Zeolites are aqueous alumosilicates in which an infinite alumosilicate frame is
produced by [SiO4]4− and [AlO4]5− tetrahedra having common vertices. These tetra-
hedra have communicating cavities occupied by large ions and water molecules [29]
Each Al ion in the zeolite framework gives a net negative charge, which is balanced
by an extra-framework ion, usually from group IA or IIA [30]. Clinoptilolite (CL),
the most abundant natural zeolite mineral, has been widely used in research studies
because of its abundance and considerable low cost [31, 32]. Despite the advanta-
geous properties of CL which is a cathode material in our gas discharge cell, there
is insufficient report about the electrical transport properties of CLs. This is due to
a number of objective difficulties, namely formation in nature in the form of small



Charge Transport Mechanisms in the Silver-Modified Zeolite … 183

(0.01–0.1 mm to 1 µm) crystals, filling its cavities and channels by water molecules,
the difference in the cation composition, the presence of phase boundaries, and the
presence of impurities [33]. Therefore, in this study, novel results related to the
transport mechanisms for GDEDwith ZC using the atmospheric pressure (AP) glow
discharge plasma are interpreted.

Zeolite water plays a significant role for the stability of CL framework. The water
can be removed by heating or vacuumizing the ZC. These processes do not affect
the rigid framework: Its structure remains nearly unaffected. The hydrogen bond
is formed between the O atoms from the framework, which is a coordination of
positively charged cations, and H2O molecules, located in the coordination of the
cations. This hydrogen bond as believed [34] leads to the increase in mobility of
cations in the pore space. Based upon this assumption, the electric current in zeolites
is caused by movement of positive metal cations in the pore space, and it depends
on ‘the pores’ content of water molecules.

Water molecules are dissociated into H and O with the plasma treatment [35–
37]. The H generation rate increased with an increase in U0, pulse repetition rate
and/or number of electrode assemblies, which is related to the corresponding increase
in the electrical energy deposited in the plasma. The pulsed DC discharge plasma
will generate a positive surface charge on the dielectric surface [38] and conse-
quently increase the normal component of the electric field that accelerates the elec-
trons toward the surface. Thermionic/photoemission of electrons from the dielectric
surface [39] accounts for the increase in electrical current. However, the redistribu-
tion of the electric field is still less than in the case where the cathodes are connected
by a conductive layer on the backside of the dielectric layer. In this case, evenwithout
surface charge, the electrode arrangement causes a strong increase in the component
normal to the surface of the dielectric that can be inferred from modeling of the
electric field in such an electrode configuration [40]. The effect is the strongest at the
wire where the electric field intensity is highest. This fosters the breakdown ignition.
Also, the streamer plasma generates, as in any surface discharge, a positive space
charge on the dielectric [38]. These charges vary dynamically and change as the
discharge streamers propagate [38]. The application of electric fields in the presence
of the conductive layer polarizes the dielectric and creates surface charges that lead
to an additional increase in the electric field component normal to the surface[37].
The normal field component accelerates free electrons toward the surface and keeps
the plasma attached to the surface[41]. It results in increased rates of secondary elec-
tron emission (SEE) through photoemission from the surface[39]. Likely, SEE due
to energetic ions and metastable particles, especially close to streamer head, is even
more effective, as shown in the case of plasma display panels [42]. This increased
electron generation rate explains the increase in electrical power deposited in the
water plasma in the presence of the conductive layer which is in agreement with
similar effect for laser pumping [41] or nitrogen oxide mitigation [40] in air plasma
[37].

In our case, the ions deposited on the surface of the high-ohmic ZC are not
neutralized immediately, but influence the discharge through their electric field. The
electric field E produced by the ions diminishes the external field in the gas. The
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resulting field must then be equal to the Townsend field to maintain the self-sustained
discharge[43]. Another point is the discussion of the discharge using different dielec-
tric materials: Many reasons for the different types of behavior are discussed, but
the essential point is that a different dielectric will cause a completely different elec-
tric system [44]. New dielectric materials have been introduced for printed circuit
board applications, such as Thermount and polyimide with the aim of matching the
requirements for high speed and high density of electronic devices. Electrical and
mechanical characteristics of these materials are guaranteed in standard operating
conditions, but quantitative characterization of the surface resistivity for the different
material samples under various testing conditions such as relative humidity, tempera-
ture, solder flux contamination, and dielectric barrier discharge and corona discharge
is not yet fully investigated [45, 46]. Therefore, in this chapter, we analyze the break-
down behavior in a GDED under optimal breakdown conditions to obtain stable
microplasma discharges at AP. In fact, the breakdown voltage (UB) is an essen-
tial experimental parameter that is very useful for the understanding of microplasma
discharges. It provides essential information separating the gas state from the plasma
discharge state. Such measurements also help to define the SEE coefficient.

3.1 The Pressure-Driven DC Conduction Mechanisms

As it is well known that zeolites of aluminosilicate have negatively charged frame-
works with ion-exchangeable sites, hence, they tend to favor adsorption of positively
charged ions. There are two ways to move charged particles in a plasma space: Drift
by an electric field and diffusion by the concentration gradients are described in a
drift–diffusion equation with several assumptions [47].

�́ p = sgn
(
qp

)
μpEnp − Dp∇n (2)

where �́ is the flux of particle p, E is the electric field, qp is the particle charge, μp

is the mobility, and Dp is the diffusion coefficient. Assuming all the samples have a
similar electric field between the electrodes, the diffusion of charged particles into
the nanosized pores of the zeolite crystal can cause a large change in the displacement
current [48].

In the GDED with ZC, we intend to detect pressure-driven characteristic features
of the gas discharge. In Fig. 5, I-V characteristics of a GDED for various residual gas
pressures (p) for 9 and 18 mm diameters of ZC are shown. The results under various
residual pressure conditions obtained from Fig. 5 can be summarized as follows.
In the GDED with ZC, steady-state currents were observed from 8 Torr up to AP.
The appearance of discharge is accompanied by an active current in the discharge
circuit and by GDLE from the discharge area. Magnitudes of the steady-state current
and intensity of GDLE established after some transient phase of the kinetics are
determined by the amplitude of theU0 and ρ of the ZC. The ignition of the discharge
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Fig. 5 I-V characteristics of a GDED for different pressures; a for D = 9 mm, b for D = 18 mm.
The discharge gap d = 50 µm [49]

is marked with a sharp increase in the brightness of GDLE. The excess of current and
brightness at the first stage of the discharge process is quite natural over their steady-
state values. For the gas breakdown to be realized with a short time lag after U0 is
applied, the amplitude of the voltage on the gap must essentially exceed the critical
value (i.e., the minimal value which is enough to support a self-sustained discharge).
In other words, the capacity of the discharge gap shall be charged up to a value which
is higher than a steady-state value [46]. As a result, the first stages of the discharge
occur when the voltage on the gap (and, correspondingly, the active current) is higher
in comparison with a corresponding steady-state value. When the resistance of the
ZC under the action of the residual pressures decreases until 100 Torr (see curve U0

= 0.8 kV in Fig. 8), an additional increase in the current and GDLE are observed.
This process provides the operation of the device as a plasma light source.

The UB values and resistivity of the ZCs exhibit ideal intersection of the two
regimes, one at low voltages in which the ZCs act basically as an insulator material
and one afterUB where there is a dramatic increase in the conductivity. For example,
at AP, UB is 709 V (i.e., this is the voltage value before which the steady-state
current and GDLE over the whole electrode area were not observed). It can be seen
from Table 1, when the gas p increases the breakdown voltages are shifted to the
higher values. As theU0 increases above theUB, the interaction between the cations
and zeolite framework is easier to break. This fact is explained by a mechanism of
intrazeolite charge transport: The applied voltage after UB is strong enough to break
the interaction between ions and the zeolite framework that increases mobility and
facilitates the intracrystalline charge migration. So, the needed voltage to release
the ions depends only on the nature of the charge-balancing cations and the zeolite
structure [50].

At the same time, a significant difference is observed in the slopes of curves
with the pressure change, and current values had rapidly increased from the 44 Torr
(see Fig. 5a). Analyses of physical process in the ZC and its dependence on the
water content in a wide pressure range were not checked. We do not suspect
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Table 1 Change of UB and
ρ(U0 = 0.8 kV) with respect
to residual pressures at d =
50 µm

p (Torr) UB (V) ρ × 108

Ohm.cm

8 679 6.54

18 459 0.97

28 394 0.33

44 354 0.27

66 354 0.14

100 344 0.14

160 364 0.19

220 400 0.25

360 494 0.57

550 614 1.64

620 639 2.06

760 709 3.04

water losses during the experiments, relying on the conductivity behavior. In water-
containing zeolites, conduction is positively correlated with water content and also
to an additional contribution from hydroxyl and proton conduction [51]. In Ref. [52],
authors suggested results regarding mechanisms underlying conductivity increase:
(i) increase in cation mobility due to OH conductance by the ‘vehicle’ mechanism,
[51] (ii) increase in hydroxyl-proton conductivity, and (iii) enhanced mobility of
hydrated cations due to pressure-induced change in the degree of hydration. In Ref.
[53] considering the molecular dynamics of hydrated Na A-zeolite with the flex-
ible lattice, it was shown that, at 1 atm, a Na+ ion is bonded to two or three water
molecules on the average. In general, applied pressure increases the coordination
number of ions, which suggests a rise in the cation hydration with pressure. This
leads to the formation of larger and possibly less mobile cation complexes (such
as [M(H2O)4]+), which can be compensated for by stronger screening between the
cation M+ and lattice. Conversely, a decrease in the cation hydration would result in
smaller cation complexes (e.g., [M(H2O)]+) and enhanced cation-lattice interaction.
Exchangeable cations seem tobemoremovable in hydrated zeolite than in dehydrated
ones, that is, hydration of cationmay decrease the activation energy of cations due to a
reduction of the cation-lattice attraction. Conductivity of dehydrated zeolites is ionic,
very low, and associated with diffusion mobility of cation charge carriers inside the
channels. In comparison with dehydrated zeolites, conductivity of hydrated zeolites
is characterized by considerably higher mobility of cations due to numerous addi-
tional diffusion paths supplied by water-cation sites and to the decrease of movable
cation framework attraction by dumping H2O molecules. Dissociated ions (H3O+

and OH−) of the intra-channel water also contribute to conductivity of zeolite [54].
The formation of OH radicals depends on different mechanisms and can be

expressed as follows: [55] Direct dissociative electron excitation of water,
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e− + H2O → OH(A) + H + e− (3)

and dissociative recombination of water ions,

H2O+(
H3O+) + e− → OH(A) + H (4)

If the ground-state OH density is sufficient, direct excitation of ground-state
OH(X) to OH(A) can occur:

OH(X) + e− → OH(A) + e− (5)

The hydroxyl radical and atomic oxygen as plasma activated neutrals are supposed
to play effective roles in microplasma generation. Hence, the hydroxyl radical and
atomic oxygen can compromise the barrier function of the ZC and cause the trans-
portation of ions and polar compounds into the cell [56, 57] giving rise to ionization
process and DC conductivity. At the same time, atomic oxygen can directly react
with water molecules to generate intermediate species such as hydroxyl or hydrogen
peroxide [58].

It is known [59] that in a closed cell filled with zeolite, the pressure of water vapor
(Pw) at equilibrium is a function of the temperature (T z(K)), and the adsorption
capacity (X) of the zeolite is calculated as follows:

X(%) = Adsorbed mass ofwater(Kg)

mass of adsorbent(Kg)
(6)

The general trend observed showed that the adsorption capacity of the zeolite
A increased with increasing water vapor pressure and decreasing zeolite tempera-
ture. Consequently, the adsorption capacity measured during adsorption/desorption
process is in close agreement to the result of Ref. [60] which reports the maximal
adsorption capacity of zeolite A/water pair at 30 °C ambient temperature to be 0.3 kg
absorbate per kilogram of adsorbent. Also, the adsorption capacity is a weak function
of the water vapor pressure at high zeolite temperatures, but its dependency on the
vapor pressure is seen to be a little stronger than for a natural clinoptilolite.

Moreover, the adsorption of water by zeolites has some peculiarities. For all types
of the zeolites, very sharp rise of the isotherms is observed at low concentrations
of water vapor. Adsorption capacity of zeolites at ambient temperatures (T a) and
pressure of 1–2 Torr is very close to the maximum saturation Pw. Moreover, even
at very low pressures, NaA zeolite exhibits significant adsorption capacity of water
[61]. The second distinguishing feature of the water vapor adsorption by zeolites
is to maintain the adsorption capacity even at significant change of temperatures.
At T a = 100 °C and Ps = 10 Torr, the adsorption capacity X of the zeolite is 15–
16 g/100 g. Moreover, approaching 200 °C, the X is still significant and not less
than—4 g/100 g [62]. With increasing T a, the difference in the adsorption capacity X
of zeolites is further increased, which is a distinctive feature of adsorption on zeolites.
Oscillations of gas temperature do not introduce significant changes in the X of the
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synthetic zeolite. However, it should be noted the following significant disadvantage
of the zeolite properties. Zeolites greedily absorb humidity, but they are hard to give
it during dehydration process. At the same time, according to a global model based
on He/H2O plasma chemistry, water vapor plasmas are dominated by OH, O, and O2

metastable species and water cluster ions depending on the concentration of water
vapor in the gas [63]. An increase in water vapor concentration in the gas mixture
leads to an increase in the reduced electric field strength E/N in the plasma, which
results in a higher intensity of OH generations [64, 65]. Water is also an important
impurity in numerous AP discharges of practical interest. For example, discharges
in atmospheric air typically contain water vapor in concentrations of thousands of
parts per million (air at 25° and 25% relative humidity contains ~7750 ppm of water)
[63, 66].

In Ref. [1] the breakdown curves for different cathode diameters have been
reported. It was obtained that as the ZC diameter increases, more channels and
nanopores participate to gas discharge. Therefore, the maximum current density and
minimum UB are obtained in 22 mm diameter. As technology progresses, smaller
devices are produced. This situation leads to a smaller discharge gap and thus smaller
UB. A gas conducts electricity in the presence of an electric field larger than the UB.
Devices based on gas discharge phenomena are ubiquitous in everyday applications
(spark plugs, fluorescent lamps, plasma displays) and industry (arc welding, gas
sensing, decomposition of toxic gases) [67–70]. Devices continue to decrease, to
avoid unwanted ignition (flamentation) which could lead to device deterioration and
mistakes during production, use, and operation, and understanding the mechanisms
responsible for the gas breakdown has become more important. For these reasons,
interactions between the zeolite cathode and the discharge plasma should be exam-
ined according to the change of cathode properties and the system parameters. The
AP is much more compatible and optimal for planar GDED with ZC. Our earlier
study [71] indicated that semiconductor cathode (i.e., GaAs cathode) cannot operate
efficiently at AP in air media. It has been found that using zeolite as a cathode
material operates at AP in air. Thus, the possibility arises of designing a portable
device without the need for vacuum systems, cost reductions, and energy savings are
achieved. In addition, by reducing the UB which is required to generate the plasma
light source operated at low-power consumption, miniaturization of the device, and
secure mode of operation, increased efficiency, and increased life of the device are
provided.

3.2 The Enhanced Effect of Electric Field on DC Conduction

Figure 6a shows a plot of the current as a function of electric field measured for
different gas discharge gap d. The most homogeneous increase in current by the
increase of electric field is observed for the smallest d. At AP, threshold electric field
(Eth) for d = 50 µm is found Eth = 151.8 kV/cm. As the d increases, this value
decreases. Moreover, current control and discharge problems occur after 150 µm.
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Fig. 6 a Current versus electric field for different d values at atmospheric pressure, b measured
breakdown curves with different d values. The diameter of the ZC area was D = 22 mm [49]

As d increased, current quickly increased and a significant difference is occurred in
the slopes of curves. The reason for this homogeneous increase in current for small
d is due to two components, i.e., gas discharge gap and ZC’s nanopores. The high
electric fields obtained in small discharge gapsmay enhance the SEE coefficient and
that such enhancement would lead to a lowering of the UB and a departure from the
Paschen curve[47, 48]. Theoretical research on SEE from a porous surface shows a
marked increase in SEE due to the accumulation of charged particles near the pores
[72, 73].

Unlike SEE from solid materials, in which slow SEEs are emitted only from a
thin surface layer in porous dielectrics, the thickness of the layer from which slow
SEEs are emitted reaches tens and hundreds of microns, and an electric field of
104–105 V/cm, which expels the slow electrons from the material, forms within
these layers [74–76]. The role of the electric field is to balance the losses of the
slow electrons due to scattering by phonons within the pore walls by accelerating
these electrons inside the pore, thereby lowering their recombination probability[77].
When the field in a layer of porous dielectric increases above a certain critical value,
the secondary emission current increases sharply and the coefficient of SEE may
reach hundreds or thousands [76, 78]. In fairly strong electric fields, the slow electron
energy collected inside the pore is sufficient for impact ionization of the dielectric
material and an avalanche-like increase in the density of the slow electrons in the
porous layer parallel to the electric field. A characteristic feature of this type of
emission is its slow response: After the primary electron beam has been switched off,
the emission decreases very slowly and in some cases does not cease for many hours,
i.e., it is self-sustaining [76, 78]. In Ref. [73], the authors showed the enhancement
and the broadening in frequency of the yield of SEE in a porous medium, due to the
growth of strong electric fields in the vacuum pores as a result of the small sizes of
these pores.

Figure 6b shows pressure-driven UB curves in the GDED with a large diameter
D of the ZC areas for different d values. UB characterizes as a function of p when
the interelectrode distances are in the range of 50–250 µm. In addition, as shown in
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Fig. 7 Stable discharge glow regions of GDED with ZC for d = 50 µm(a) and for d = 250 µm
b The diameter of the ZC area was D = 22 mm [49]

Fig. 8 a Natural logarithm of conductivity multiplied by temperature versus gas pressure in CL.
Dehydrated regions R1 (8–66 Torr) and R2 (66–290 Torr); Hydrated region R3 (290–760 Torr),
bCurrent as a function of pressure for discharge system (d = 50µm)withZC,GaAs semiconducting
cathode at feeding voltage U0 = 1 kV and 0.8 kV [49]

Fig. 6b, the Paschen curves exist in a wide pressure range up to AP for all d values.
These results prove that, as d increases, the breakdown curves are shifted not only
to higher UB but also simultaneously to higher pressures (see Fig. 7).

3.3 Stable Discharge Glow and Optimal Operation Regions

Figure 7 shows the pressure-driven stable discharge glow (SDG) regions of GDED
with ZC for D = 22 mm, d = 50 and 250 µm, and pressures p = 4–760 Torr. To
maintain stable homogeneous discharge in air media, the amplitude of the applied
voltage, d and cathode materials are important factors. I-V characteristics determine
the following cell parameters: (1) breakdown voltage UB; (2) the disturbed voltage
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(Ud) at which the SDG is disturbed; and (3) the corresponding limiting current I value
which we recorded. It should be noted that the UB demonstrates the Paschen curve.
Ud is a voltage value of the density distribution of electronic and ionic currents, when
the field in the gap is not disturbed by the influence of space charge. Considering
these figures for the ZC at different discharge gaps, the following conclusions can
be reached: When d increases, all pressure ranges of SDG become narrower. For
instance, �USDG is 666 V for d = 50 µm while this value is 155 V for d = 250 µm
at AP. The main reason for this voltage difference is the enhanced effect of electric
field. The largest SDG regionwas obtained for d = 50µm.The stable discharges up to
atmospheric pressure operate with a ZC in air for all d andD. At the same time, when
the ZC diameter increased, the SDG expanded. To put it more clearly, the range of
SDGdisturbed voltage and the breakdownvoltage obtained are 646V forD= 9mm d
= 50µm, and 666V forD= 22mm d = 50µmat atmospheric pressure. Because the
volume of zeolite consisting of channels and pores is increased, the number of pores
and channels participating in the gas discharge increased. Therefore, the number
of ions increased in these regions, and as a result, the conductivity increased. The
range of SDG can be expanded by increasing the conductivity of the ZC, and the
conductivity can be adjusted by the applied voltage and pressure. Water plays an
important role for the stability of CL framework. When the pressure increases, the
interaction between the water and charge-balancing cations increases. Hence, cation
mobility increases due to the decrease in the cation-lattice attraction. In this way, the
cations contribute more to transport.

As it is known, a high gas p means many collisions in the plasma (i.e., a short
collision mean free path, compared to the discharge length), leading to an efficient
energy exchange between the plasma species. However, a low gas p results in only
a few collisions in the plasma (i.e., a long collision mean free path compared to the
discharge length). Atmospheric pressure glow discharges are exceptions to this rule.
The reason is that not only does the p play a role, but also the discharge length or
the d [79]. Generating a discharge at AP is based on the Paschen law (p×d). The
difference between the minimum of the Paschen curve and breakdown voltage in
atmospheric pressure increases as d increases. When d increased, the minimum dots
shifted to lower pressure while the nanoporous zeolite D was kept constant. Paschen
minimum was 100 Torr for d = 50 µm while this value was decreased to 18 Torr
for d = 250 µm at D = 22 mm. According to UB = f (pd), d is increased and p is
decreased.

The reduction of the d enhanced the electric field, which reduced ignition voltage
further. By optimization of the gas pressure, a minimum ignition voltage and oper-
ation voltage were obtained. Due to the small gap between the electrodes, higher
pressure was required to exceed the Paschen minimum [80]. At the same time, the
‘left side’ of the Paschen curve exists for all electrode distances. It should be noted
that when d increased, UB is shifted to higher values (i.e., UB values are 709 V for d
= 50 µm and 1795 V for d = 250 µm at AP). This shift of the breakdown curves to
higher values with the increase of the d is associated with the growth of the losses of
charged particles on the lateral walls of the discharge tube due to the diffusion across
the electric field [81]. In conclusion, by increasing the d, the UB increases and the
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lowest value of UB is obtained for the smallest d (see also Fig. 6b). Also, the widest
and homogeneous SDG at AP is obtained for d = 50 µm. Therefore, d = 50 µm and
D = 22 mm were the optimal operating conditions in our experiments.

Figure 8a shows the plot of conductivity multiplied by temperature with pressure
for CL. The conductivity of CL was measured in the pressure range of 8–760 Torr.
The obtained conductivity results can be divided into three different regions (R).
In R1, the conductivity increased rapidly in the pressure range 8–66 Torr. Factors
which may be responsible for the increased conductivity are an increased interaction
between water and the mobile charge-balancing ions, an increase in the protonic
conduction contribution, and/or an increase in ion mobility with increasing pressure.
At atmospheric pressure, the conductivity value decreases rapidly at 600 V while
this drop is smaller at 800 and 1000 V, because the UB is 709 V for D = 22 mm
and d = 50 µm. It has been shown that as the degree of zeolite hydration increases,
the conductivity also increases [82]. An increase in the proportion of H2Omolecules
available for hydrating the mobile ions could enhance ionic conduction. Polar H2O
molecules associate with the charge-balancing ions to facilitate the motion of the
mobile ions in the external applied electric field. The pressure effect is to break
up the H2O clusters, thereby liberating more individual H2O molecules to move
throughout the framework. This allows the polar H2O molecules to interact more
strongly with the mobile charge-carrying ions, thereby reducing the strength of ion
bonding with framework O atoms. This increased interaction of the H2O molecules
with the ions could result in an increase in conductivity in the low pressure region.
Because of volume reduction on pressure increase and the concomitant changes in
ion framework interaction, one could speculate that applied pressure promotes an
increase in diffusion between the channels and cavities and/or creates new pathways
for the ions to contribute to conduction. Either one of these effects, acting individually
or in combination, would give rise to an increase in conduction with applied pressure.
The pressure enhancement of the conductivity could prove useful in specific high-
pressure solid-state applications [83].

In R2, the conductivity is approximately constant with pressure from 66 to
290 Torr. In this region, a plateau is formed. This plateau’s width has expanded
with the increase of applied voltage. As the applied voltage is increased further,
this direction will show an increasing trend. If pressure increases, the conductivity
decreases (R3). At atmospheric pressure, the conductivity value decreases rapidly at
600 V while this drop is smaller at 800 and 1000 V. Because the UB is 709 V for D
= 22 mm and d = 50 µm at AP. As shown in Fig. 6, ionic conduction at 600 V is
a dominant transport mechanism in pre-breakdown mode. At the same time, when
the applied voltage is increased, conductivity increases for all pressure ranges. The
residual p and U0 are important factors when working with porous materials such as
zeolites. Because the zeolite structure highly composed of H2O and density of H2O
in the nanopores is highly depending on these two parameters.

In conclusion, the zeolite conductivity decreases with pressure increase, and
conduction takes place by ions. However, conductivity increased with increase of
pressure up to 100 Torr which is not quite usual situation as shown in Fig. 8a. At the
same time, a visible variation is formed in the slopes of pressure-driven conductivity
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graphwith theU0. In addition to the factorsmentioned above as reasons for these situ-
ations, due to both the high voltage applied between electrodes in the gas discharge
cell and the porous structure, electronic conduction also contributed to zeolite total
conduction, i.e., we assume that the conduction was formed by the ions and elec-
trons. The best approach to confirm this assumption is to examine the dynamics of
the current behavior (see its time depended characteristic).

The similarity of the transport properties of both systems (i.e., with porous ZC and
polished surface of the GaAs SC) gives us ground to suggest that the linear electrical
characteristics of current distributions are similar as well. Therefore, we can judge
the spatial structure of the current in both systems by studying the linear electrical
characteristics observed in the GDED (Fig. 8b). Comparison of two different cells
with porous ZC and GaAs SC indicated that the presence of porous ZC in the gas
discharge region had significantly enhanced the character of the charge transport in
our system. It is shown that under the experimental conditions, the discharge gap
played only a passive role and was not responsible for the observed phenomena. It is
found that active properties of porous ZC that manifest themselves at high electric
fields play an important role in the observed conductivity mechanism [71].

Figure 8b is a plot of the current as a function of pressure for GDED with ZC
and GaAs semiconducting cathode (SC) at U0 = 1 kV and 0.8 kV. As the residual
gas pressure changes, the current values change up to AP. We established that the
current and GDLE increase in large pressure range when porous zeolite plates are
used as a discharge electrode instead of a GaAs SC because ZC is not uniform,
so the electric field becomes higher. Hence, we consider that it is easy to produce
the initial electrons and channel of discharge. Based on the above results, it can be
concluded that a steady gas discharge can be initiated in the nanopores of a ZC.
Since nanopores in a ZC go through, they contain a gas with a small amount of
electrons and ions in the absence of an electric field. These charge carriers provide a
steady electric field through current. When electric fields cause the exponential run
of the I-V characteristic, the amount of electrons and ions grows and a gas discharge
arises. They are the nanopores of GDLE emerging on the zeolite surface, so stable,
uniform, and homogeneous plasma is observed. The experimental results suggest that
the amount of current carriers increases through the ionization of the gas contained
in the nanopores rather than through the ionization of the pore wall material, because
the current disappears at low pressures.

In AP and under electric field excitation, mechanisms of field emission, electron-
impact ionization, and SEE are responsible for inducing gas micro/nano-discharge
[43, 84, 85]. It is known that contributions of these mechanisms in total discharge
depend on the Paschen law (p × d). DC voltages can induce gas discharge[86–89],
and the UB is reached when the generation rate of species becomes higher than their
loss rate. At this point, an avalanche increase in the number of charged particles
results in the formation of a plasma region. Hence, two distinct operation regimes of
pre-breakdown and post-breakdown can be considered in discharge problems.

I-V characteristics of GDED with ZC at AP are given in Fig. 9, and the inset in
Fig. 9 shows the time dependence of pre-breakdown current at 600 V. Experimental
results of the current dynamic behavior during the time range of 150 s across various
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Fig. 9 I-V characteristics
and the time dependence of
pre-breakdown current at
600 V in the GDED with ZC
and gas discharge light
emission through the
discharge cell [49]

regions of voltages indicated that the current value and stability varied significantly
withU0. Gas (i.e., atmospheric air) and zeolitewere electrically insulated to a specific
voltage value, and cations (especially Na+, K+, Ca2+, Mg2+) were important in the
pre-breakdown mode and ionic conduction (cations motion) which were responsible
for non-monotonic current oscillations with microampere amplitude (see inset of
I-V characteristics in Fig. 9). Since cations are much heavier than the electrons, they
move slower and respond later to an applied field. Cations can also have an important
contribution specifically in the pre-breakdown regime, where the density of ions is
orders of magnitude larger than that of the electrons due to their lower mobility.

In the case of high resistivity of the ZC, the ionizing effect of the active compo-
nents of the discharge on the nanoporous dielectric, and consequently low density
of carriers equilibrium, the generation of carriers in a ZC under the influence of a
gas discharge plasma plays an important role [90]. This carrier generation (about
100 eV electrons and ions) occurs in a very thin skin layer. The carriers, aided by
the field, then penetrate deep into the interior of the ZC, where they can modulate
the conductance. The following process results in a local increase of current value.
Modulation of the bulk of the ZC and reducing its resistance increase the current in
the plasma, intensity of the GDLE, and the flux of the ionizing particles, which in
turn reduce the resistance of the ZC to an even greater degree within this range.

I-V characteristics of GDED with ZC at AP are given in Fig. 10, and the inset in
Fig. 10 shows the time dependence of the breakdown current at three different U0.
The current values were decreasing monotonously with time at 734 V. The current
in the conventional cell with dielectric materials always decreased on a time scale,
which is a peculiarity of ionic conductivity [27].When the applied voltage was raised
(at 834 V), the current values become monotonous. As an electron moves from one
side of the ZC to the other side, ionic transport needs to occur to maintain charge
neutrality. In Ref. [91] the authors proposed that the Na+ ion from the sacrificial
electron donor accompanies the electron and keeps the charge balance. As in the case
of pressure-driven behavior, we suggest that when the electric field increases, H2O
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Fig. 10 I-V characteristics
and the time dependence of
post-breakdown current in
the GDED with ZC at
different feeding
voltages[49]

dissociation could increase. The density and structure of water in the pore are highly
field dependent [92]. When the separation of H2O into OH− and H+ ions increases,
Na+, K+, Ca2+, Mg2+ cations transport decreases simultaneously and equilibrium
behavior occurs at a specific voltage range. So, the electric current in zeolites is
caused by movement of positive metal ions in the pore space, and it depends on the
content of theH2Omolecules in the pores.At this stage, ionization in the gas started to
increase and electrons appeared with collisions in porous zeolite bulk and discharge
gap [93]. In other words, when the electric field increased, electrons became a part
of a total transport mechanism. After the dominant conduction mechanism transition
from ionic to electronic, when the applied voltage is further increased (at 1244 V),
current increase reached considerably highmagnitude. This situationwas not peculiar
to ionic transport. Ionization phenomena increased in this region because of both
high-voltage application to gas discharge gaps and porous structure of the cathode.
Therefore, collision ionization was greater. Consequently, electronic conduction also
contributed to total zeolite conduction [1]. Therefore, we suggest that the new mixed
transport mechanisms (i.e., electronic and ionic) of aluminosilicate materials occur
when zeolite plates are used as a cathode in GDED at AP. It is of importance to
have knowledge in peculiarities of these mixed conductivity mechanisms, in order
to provide stable and controllable operation of GDED (Fig. 11).

In conclusion, ionic transport predominated in large discharge gaps and low
feeding voltage values (i.e., low electric field) while electronic transport predom-
inated in small discharge gaps and high feeding voltages. At the same time, it was
shown that ions can have important role in pre-breakdown modes and ions’ contri-
bution to charge transport decreases with applied voltage. Also it should be noted
that in the GDED with ZC, some challenges must be overcome such as sustaining
wide SDG region (see Fig. 7), lower voltages are required for gas breakdown (see
Fig. 6b), and easy to form uniform plasma throughout the reactor volume (see the
inset in Fig. 9) when working at atmospheric pressure.

Thus, novel results concerning the transport properties of the GDED with zeolite
cathode at atmospheric pressure were investigated. Ionic transport predominated in
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Fig. 11 a XRD
diffractogram of unmodified
(N1) and b Ag°-modified
(N4) porous zeolite plates
[120]

large discharge gaps and low feeding voltage values (i.e., low electric field), while
electronic transport predominated in small discharge gaps and high feeding voltages.
At the same time, it was shown that ions can have important role in pre-breakdown
modes and ions’ contribution to charge transport decreases with applied voltage.
These results indicate that the main source of changes in the dominant transport
mechanisms from ionic to electronic is the electric field. This is because the zeolite
structure is highly composed of water, and the density and structure of water in
the nanopores are highly electric field dependent. When the field increases, H2O
dissociation could increase, and therefore, ionic transport is decreased. Ionization
in the discharge gap increased with increase of feeding voltage and decrease of gas
discharge gap. Consequently, electrons appeared with collisions in zeolite bulk and
discharge gap. Therefore, the electronic processes in this two-layer cell are controlled
by the properties of the porous ZC and the gas discharge plasma layer. In this way,
electronic conduction also contributed to zeolite total conduction. Thus, the new
mixed transport mechanisms (i.e., electronic and ionic) are well interpreted in terms
of enhanced electric field effect in GDED at AP. With this new approach, the ionic
and electronic transport mechanisms and their interactions which are essential in
enhancing applications in microdischarge devices with nanoporous zeolite cathodes
were interpreted. It has been observed that as the electric field increases, charge
carriers are transported, and therefore, conductivity of ZC and stable discharge glow
regions are increased.

At the same time, pressure-driven charge transport in nanopores of a ZC was
studied to evaluate the effect of water. For hydrated zeolite samples, effects of
pressure-induced conductivity changes such as in cation-lattice and cation-water
bonding may also be significant. When the gas pressure is relatively low (dehydrated
zeolites), it has a pronounced effect on the ionic charge transport, which should
be attributed to the diffusion mobility of cation charge carriers inside the channels.
Thus, in the GDED with ZC to overcome some challenges such as sustaining wide
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SDG region, lower voltages are required for gas breakdown and for easy forma-
tion of uniform plasma throughout the reactor volume, with working at atmospheric
pressure.

The obtained results are shown in the nanoporous zeolites can be used in plasma
devices, optoelectronics, field-emission displays, and energy storage devices, func-
tional fillers in composites, catalysis, and biomedical applications. Understanding of
the nanoporous materials transport properties is necessary for further expansion of
their application areas. Therefore, due to the abundance and considerable low cost
of natural CL, GDED with ZC, it may be a preferred and efficient device for appli-
cation in generating and sustaining stable, uniform, and homogeneous non-thermal
AP plasma.

4 Peculiarities of the Dielectric Response
of the Silver-Modified Zeolite Porous Microstructure

Nanoporous zeolites have three-dimensional framework structures. The zeolite struc-
ture is built from TO4 (T = Si, Al) tetrahedrals which are linked together to form
a three-dimensional framework of interconnecting pore and channel structure. The
conductivity of zeolites is usually associated with ionic conductivity [94, 95]. Charge
is carried by means of the motion of mobile charge-balancing ions in the anion
framework. Hydrated zeolites are also known as proton conductors and hydroxyl
ion conductors [96]. It is usually presumed that zeolites do not act as electronic
conductors [83]. Furthermore, dielectric materials such as zeolites have the ability to
store energy upon the application of external electric field [97]. Specific electronic
properties of nanopores in zeolite structure make zeolites good candidate materials
in the electronic industry so that silicon-based technologies could be replaced or
supplemented by nanoporous zeolite materials. The dielectric response of zeolites
is one of the key parameters for applications. Such knowledge about zeolites has
become important because of their potential application in electrochemical devices.

Conductivity and relaxation properties of various types of zeolites exchangedwith
monovalent or divalent cations have been extensively studied and results published
in the literature [96, 98–101]. In particular, it has been shown that both ionic conduc-
tivity and dielectric relaxation are due to cation jumps. The analysis of these studies
shows that they are often carried out in different experimental conditions, so the
obtained results are difficult to compare. It is generally admitted that the dielectric
relaxation and conduction phenomena observed at frequencies below 100 MHz (the
so-called intermediate frequencies) are related to the movements of cations in the
large cavities and channels in which the mentioned cations can be introduced and
where they canmove between preferred positions. The polarization effects are visible
in the frequency dependence of imaginary part of complex permittivity ε′′ = f (f ) or in
frequency dependence of loss tangent tg δ = f (f ) creating one or more peaks. These
peaks can be characterized by critical frequency and the intensity (maximum). It is
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well known that the absorbed molecules or exchanged cations influence the conduc-
tivity and the relaxation properties of zeolites [96, 98–100]. In general, there are the
following aspects which must be taken into account:

• chemical composition of the zeolite with respect to the relation n(Si)/n(Al),
• properties and influence of the exchanged cations,
• the contents of the humidity,
• the temperature of the sample [101].

To optimize the conductivity and the relaxation properties of zeolites, the knowl-
edge of dielectric properties is needed. Under various conditions, a number of works
are devoted to study on dielectric spectra of zeolites. In Ref. [102], authors studied
the dependence of the dielectric properties of the zeolite on the type of primary ion or
alkaline cations incorporated in a zeolite, i.e., ion controlling and ion-migration polar-
ization. At the same time, the temperature dependence of the dielectric permittivity
at different frequencies is studied. It is established that the experimental results are
satisfactorily described by amodel of two-component system of the zeolite-air pores.
Effect of water on the dielectric properties of the natural zeolite Ca-clinoptilolite has
been studied in Ref. [103]. It is shown that relaxation of water and its various concen-
trations influenced the dielectric spectra in the clinoptilolite-water system. It has been
established that the contribution of water on the dielectric properties of the zeolite,
i.e., water bound in the pores and water in the free volume, is different. In Ref.
[104], it was shown that modification of the natural zeolite clinoptilolite by some
ions increases its dielectric permittivity, and at the same time, ion exchange by other
ions decreases the dielectric permittivity. This may be observed when comparing
it with permittivity to unmodified samples. In a previous study [105], the dielec-
tric properties at room temperature of natural zeolite powders and plates have been
studied. In our earlier work [106], dielectric spectra of natural zeolite clinoptilolite
are studied at room temperature and 85% air humidity (at atmospheric pressure).
The measurements were carried out on samples of high density (natural plate) and
low density (unpressed powder). We have shown that the frequency dependence
of both real and imaginary parts of the dielectric permittivity is characterized by
approximately the same relaxation time of about 10–5 s. Moreover, the dielectric
spectra are determined by fluctuations of alkali metal ions associated with the water
molecules inside the zeolite pores. In Ref. [107], the dielectric permittivity of natural
clinoptilolite has been measured for the first time in the wide frequency range up to
microwave frequencies (ω = 4.5 × 1010 rad/s). On the basis of these measurements,
an approximation of the frequency dependence of the dielectric constant in the range
102–106 Hz is deduced. In Ref. [108], dielectric spectra of natural zeolite composites
prepared by using zeolite and silicon powders are studied. The maximum dielectric
permittivities were detected depending on the concentration of Si powder at different
frequencies. It was found that there is a stable decrease of the dielectric response
with increasing concentrations of Si if the concentration of Si powder is more than
9%.

In microelectronics, conductivity of the natural zeolites is usually associated
with ionic conductivity [109, 110]. The aluminosilicate framework of zeolites has a
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negative charge, which is balanced by the cations of alkali-earth metals and water
molecules connected weakly with the pores and cavities of the framework. Hydrated
zeolites are also known as proton conductors [96]. Normally, as a rule, it is suggested
that electronic conduction [83] is not realized in zeolites. In addition, materials such
as zeolites have the ability to store energy upon application of an external electric
field [97]. Special electrical properties of the nanopores of the zeolite structure make
them good candidate materials in microelectronics [111], gas sensors [112], solar
cells [113], functional fillers in composites [114], and plasma light sources with low-
energy consumption [115]. Thus, it should be noted that the zeolite is actively used
as an element of the electrical circuit. However, a systematic study of the zeolite
as an electrical circuit element has not yet been carried out. Clinoptilolite is the
most abundant natural zeolite and is characterized by large, intersecting, open chan-
nels of ten- and eight-membered tetrahedral rings [112]. The channels are occupied
by ion-exchangeable cations and water molecules. Keeping this in mind, we have
investigated the frequency dependence of the dielectric permittivity, conductivity of
natural zeolite, and its modifications. In this study, the abovementioned measure-
ments for unmodified and silver-modified zeolite plates with different amounts of
silver ion (Ag+) and silver nanoparticles (Ag0) are performed. We chose the silver-
modified nanozeolite because it is widely used in various fields of microelectronics,
medicine, and biology [116–119].

In recent years, different studies are conducted for natural zeolite modified by
ions and nanoparticles of various metals, not only for medical purposes, but also
as an element of the electrical circuit. Silver is a very useful material in microelec-
tronics due to its excellent electrical and thermal conductivities, photosensitivity,
and antimicrobial properties. These processes can be profitably used when the metal
concentrations in nanoporous zeolite are sufficiently high. Taking into account all the
above, we have considered it of great interest to assess the ability of locally available
natural zeolite, clinoptilolite, for increasing its dielectric permittivity, and optimiza-
tion of conditions for its maximum ion-exchange modification. The introduction of
Ag metals into the framework potentially allows the modification of the electrical
characteristics of the framework itself, yielding mixed conductors. A promising use
of zeolite-like mixed conductors is in energy applications, e.g., electrical energy
storage, where an electrically conducting framework is required [106]. Yet, uses for
electrically conducting zeolite-like frameworks can be envisioned in other important
energy applications, in ion-exchange membrane technologies and catalysis. A study
of the electronic and ionic conduction mechanisms helps demarcate such applica-
tions. Therefore, this work can be considered a preliminary study to conclude that
silver-modified clinoptilolite is a suitable and efficient material for improving the
electrical conductivity by the adsorption of Ag+ from aqueous solution and its appli-
cations as an element of the electric circuit. Thus, we have prepared four types of
samples:

1. N1—is unmodified natural ZC plate;
2. N2—is Ag+-modified zeolite plate with silver ions and nanoparticles;
3. N3—is Ag0-modified zeolite plate prepared in a 0.02 M AgNO3 solution;
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4. N4—is Ag0-modified zeolite plate prepared in 1 M AgNO3 solution.

The most informative characteristics of the element of an electrical circuit are to
measure the frequency dependence of impedance and capacitance (and calculate
from them the real and imaginary parts of the dielectric permittivity) of the sample.
Therefore, we conducted our study to the significant influence of Ag modification
on the electrical characteristics of nanoporous zeolite plates.

4.1 Characterization of Ag-Modified Zeolite

It is evident that the modification does not significantly affect the position of the
diffraction peaks of the zeolite, but the relative intensity of the peaks is reduced and
additional peaks observed in the range of 60°–90° (2θ = 65.680 and 78.58°), which
confirmed the presence of silver in the sample. The average crystallite size for the
studied zeolite was calculated from the broadening of the reflections in the diffrac-
tion patterns by the Debye–Scherrer equation, and it was 8–10 nm. The morphology,
distribution, and elemental composition of the samples were analyzed using scan-
ning electronic microscope (SEM). Measurements were carried out in the secondary
electron mode and the backscattered electron mode.

4.2 Theoretical Model

Denote the thickness and dielectric permittivity of the zeolite as d1,ε1, and the thick-
ness and dielectric permittivity of the gap through d2 and ε2. Also denote s as the
structure area,ω the frequency of the external harmonic field, ε0the dielectric permit-
tivity of the vacuum, and σ as the zeolite conductivity. The complex integrated
resistance of the zeolite-gap structure has the following form [121].

R = d1
s

1

σ + iωεi jε1
+ d2

s

1

iωε0ε2
(7)

The first term is the complex integrated resistance of the zeolite, and the second
is that of the gap, since they are connected in series, therefore the total resistance is
the sum of both of them. From the ratio between the complex integrated resistance
and the complex permittivity is follows

iω
(
ε′ − iε′′) = d1 + d2

SR
(8)

Taking into account Eq. (7), we obtain
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ε′ = ε2
d1 + d2

d2

1 + (ωτ)2x(1 + x)

1 + (ωτ)2(1 + x)2
(9)

ε′′ = d1 + d2
d1

ωτ

1 + (ωτ)2(1 + x)2
(10)

Here, x = ε1d1
ε2d2

and = d1ε2
d2σ

. From Eq. (9), we determine the variation limits of the
real part of the dielectric permittivity:

ε2
d1 + d2

d2
.

1

1 + ε2d1
ε1d2

≤ ε ≤ ε2.
d1 + d2

d2
(11)

From Eq. (11), we determine the ratio of the highest to the lowest value of the
measured dielectric permittivity

εmax

εmin
= 1 + ε2d1

ε1d2
(12)

If we ignore the difference in dielectric permittivities (ε1 and ε2), even when the
thickness of the dielectric gap on the order of, or less than zeolite plate thickness, then
ratio of the maximum value to the minimum value of the dielectric permittivity is 10,
i.e., we observed the change of the dielectric permittivity in Fig. 12. Equation (9) also
explains the increase in dielectric permittivity with increasing conductivity. From
the fact that Eq. (9) is a decreasing function from τ = d1ε2

d2σ
, which itself is inversely

proportional to conductivity, it follows that the real part of the dielectric permittivity is
increasing function of conductivity. Figure 5a, b shows that the capacity is the largest
for those zeolite samples which have the lowest resistance. Thus, in the framework of
the proposed model, we are able to explain the trend in the frequency dependence of
the dielectric permittivity (or capacity) in Fig. 12a. Let us now consider the frequency

Fig. 12 Frequency dependence of the capacitance a and conductivity b of the zeolite plates with
different amounts of silver ions and silver nanoparticles, respectively:1—N1–ZC; 2—N2–Ag+–ZC;
3—N3–Ag0–ZC; 4—N4–Ag0–ZC [120]
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Fig. 13 Frequency dependence of the real a and imaginary b parts of the dielectric permittivity
of the unmodified and silver-modified zeolite plates with different amounts of silver ion and silver
nanoparticles, respectively: 1—N1-ZC; 2—N2–Ag+–ZC; 3—N3–Ag0–ZC; 4—N4–Ag0–ZC [120]

dependence of the resistance R(ω) for the whole system, i.e., magnitude which is
measured experimentally. This value is determined from Eq. (7):

R(ω) = d1
sσ

⎡

⎢
⎣

1
(
ω d1

sσ
ε2ε0
d2

)2 +
(
1 + ε1d2

ε2d1

)2

⎤

⎥
⎦ (13)

Equation (13) shows that, firstly, the measured resistance decreases with
increasing concentration of silver (as the silver concentration increases the conduc-
tivity σ of the sample increases), and secondly, R(ω) the measured resistance
decreases as a function of frequency. Both of these phenomena are observed in
our experiment (see Fig. 12b). At low frequencies, this dependence is related to the
pumping of the electric field from the sample volume to the contact. In the case of
high frequencies, the electric field remains in the volume of the sample.

Frequency dependence of the capacitance and conductivity of the ZC for all
samples are presented in Figs. 12 and 13. According to our data, in the sequence
content of silver in the zeolite volume is increased. Figure 12a shows the frequency
dependence of the capacity for natural and silver-modified zeolite samples. Firstly,
the capacitance decreases with increasing frequency, and the secondly, capacitance
consistently increases by increasing the content of silver in the sample volume.
Figure 12b presents the results of measured resistance for all abovementioned
samples, respectively. It is seen that for all samples with increasing frequency, we
observed decrease resistance, at the same time by increasing the content of silver in
silver-modified zeolite plate resistance decreases. The observed phenomenon can be
explained by considering the fact that with increasing content of silver, the conduc-
tivity increases and the sample itself is separated from one of the electrodes by a
dielectric gap. Indeed, from Eqs. (9) and (11), it follows that at low frequencies,
when the field is mostly concentrated near electrode in a narrow gap, the measured
capacity is the large capacity of the gap. At high frequencies when the field during the
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period of an external electric field does not have time to move to the gap and remains
in the sample volume, we measured small capacity of the sample. The ratio of these
capacities (or ratio recalculated from these dielectric permittivities) is determined
by Eq. (12). If we assume that the gap thickness is 10–100 times smaller than the
sample thickness, we obtained also the same ratio for the largest and smallest values
of capacitance (or dielectric permittivity) as is observed in Figs. 12 and 13.

It is noticed that if the conductivity is equal to zero then as it follows from Eq. (9),
the measured value of the dielectric permittivity (or capacitance) does not depend on
the frequency, because field redistribution between the sample volume and the gap is
not observed. Consequently, the value of the dielectric permittivity (or capacitance)
is different at different frequencies. Therefore, with increasing of the conductivity,
the measured value of the dielectric permittivity (or capacitance) increases at low
frequencies. Especially, this is observed in Figs. 12a and 13a, and the largest value
of the capacity is obtained for samples with a high content of silver. As can be seen
from Fig. 12b, measured resistance value decreases with increasing frequency. This
is consistent with Eq. (13). From Eq. (13), it also follows that in the absence of gap
(formally this is observed when the gap thickness d1 approaches zero), the resistance
is not dependent on the frequency (or it is pure resistance), and with increasing the
bulk conductivity σ , the resistance at low frequencies is reduced. This can be seen
in Fig. 12b that with increasing content of silver, the resistance decreases.

4.3 The Effect of the Ag Concentration on the Conduction

The metal uptake is attributed to different mechanisms of ion-exchange and adsorp-
tion processes [119]. During the ion-exchange process, metal ions move through the
pores of the zeolite and channels of the lattice, and they replace exchangeable cations
(mainlyNaorCa) and additionally exchangewith protons of surface hydroxyl groups.
Diffusion was faster through the pores and retarded when the ions moved through
the smaller diameter channels. The ion-exchange processes in zeolites are affected
by several factors such as concentration and nature of cations, pH, and crystal struc-
ture of the zeolite [122, 123]. Earlier experiments conducted with different initial
Ag+ concentrations show that the adsorption capacity of zeolite increases with the
initial concentration of Ag+ ions [124]. It can be concluded that percentage adsorp-
tion for Ag+ decreases with increasing metal concentration in aqueous solutions.
These results indicate that energetically less favorable sites become involved with
increasing metal concentrations in the aqueous solution. The metal uptake can be
attributed to different mechanisms of ion-exchange and adsorption processes as it is
concerned in some previous work [125].

Table 2 shows the frequency dependence of the electric resistance of ZC and
Ag0–ZC which are loaded with different amounts of silver ions/nanoparticles at
atmospheric pressure. Figure 12 shows that the dielectric response of Ag-modified
clinoptilolite is monotonically dependent on the Ag concentration in the porous
zeolite.With increasing Ag concentration, resistance of the porous zeolites decreases
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Table 2 Resistance change of the unmodified and silver-modified zeolites for different frequencies

Resistance (M) at atmospheric pressure

f (Hz) N1–ZC N2–Ag+ ZC N3–Ag0 ZC N4–Ag0 ZC

1000 205 13 3.05 0.49

5000 47 6 2.05 0.43

and the capacity increases. Usually, zeolite resistance exhibits such behavior, because
with increasing Ag concentration, the static conductivity of the sample increases.
Another behavior is observed in dependence of capacity on the Ag concentration.
Such behavior of this dependence is unusual, as well as its correlation with the
conductivity (with increasing zeolite resistance the capacity decreases). However,
the main contradiction is anomalously large values of the dielectric permittivity,
calculated from themeasured capacitancevalues (seeFig. 13). Turning to a discussion
of these results, we note that in zeolites, free carriers are ions which are not able to
penetrate the metal electrode. Therefore, some studies discuss field depolarization
produced inmaterials with ionic conductivity upon application of an external electric
field. For consistent accounting roles, depolarization fields should take into account
the capacity of the metal electrode–dielectric interface gap. If the potential drop
across this electrode–dielectric interface gap is small, compared with an external
applied voltage, the depolarization fields are small and can be ignored. In the opposite
case, the redistribution of the voltage between the gap and the sample volume can be
the determining factor in the interpretation of the obtained results. Therefore, in this
study for an explanation of the observed experimental results, we propose a simple
model, consisting of an ion crystal which is separated from the electrode by thin
dielectric gap.

4.4 Peculiarities of the Dielectric Properties

Dielectric behavior of the unmodified and silver-modified zeolite plateswith different
amounts of silver ion and silver nanoparticles at room temperature is shown inFig. 13.
Note that both parts of the permittivity change with frequency in a qualitatively
similar way for both unmodified and Ag+-modified zeolites, namely they decrease
exponentially with increasing frequency. For sample N4, which was ion-exchanged
for a 1 M AgNO3 solution, the values of ε′ and ε′′ are considerably lower than
for the unmodified one. This means that the introduction of Ag+ ions decreases the
concentration of dipoles, which are responsible for the dielectric response of the
material. Note that the dielectric response in zeolite is formed largely by dipoles so
that the values of dielectric permittivities characterize dipoles irrespective of their
concentration. Such a change in the behavior of permittivities compared with the
original sample may be related to Ag+ induced structural modifications in the unit
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cell of the zeolite lattice.Ag+ concentration creates electric dipoleswith characteristic
parameters differing from those of dipoles in the original material [126].

As mentioned earlier [108], the conductivity measured in natural clinoptilolite
pellets is superposed of AC and DC conductivities. That means that they are both
active. The measured value tends toward its static limit at a low frequency. Because
of electrode–dielectric interface effects, it can be difficult to measure the DC conduc-
tivity directly. There is a simple method to find the static value of the conductivity σ

using a complex impedance plot, but the electrode material plays a significant role
[127]. In Ref. [126], the frequency dependences of the imaginary part of permittivity
of silver-modified zeolitic material show the behavior typical for hopping conduc-
tivity mechanism of ionic conductor. No polarization characteristic of Cu-modified
zeolite at used intermediate frequencies of the measuring AC signal (101–105 Hz)
was observed. It was pointed out in Ref. [128] that the samples prepared in the form
of pressed pellets are often not convenient for dielectric absorption measurement
because the loss peak can be covered with high conduction losses. The relaxation
process caused by the migration of the ions appeared at very low temperatures (lower
than 273 K). When the temperature decreased, the conductivity dropped as well and
the relaxation peak would appear at the ε′′ = f (f ) plot. This relaxation is character-
ized by an absorption peak (temperature-dependent intensity and distribution of the
relaxation times). No polarization peak was found at the room temperature, either.

Thus, the prepared by ion-exchange method, silver-modified and unmodified
nanoporous zeolite plates were tested at room temperature in this study. Depending
on the concentration of solutions (or Ag content), the samples with different amounts
of silver and silver nanoparticles loading of the zeolite plates are obtained. Further-
more, theXRDpattern of silver-modified nanoporous zeolite showed the existence of
Ag nanoparticles incorporated to clinoptilolite samples. It was sufficient for studying
the effect of silver ions and silver nanoparticles on dielectric spectra of Ag-modified
zeolite porous microstructure. It was found, for the first time to our knowledge, that
the capacity value of the Ag-modified zeolite is abnormally high and the more, the
greater the conductivity of the sample. Furthermore, it was found that for all Ag-
modified zeolite samples, the resistance decreases with increasing frequency. All of
the observed peculiarities of the dielectric response are due to the redistribution of
the electric field between the zeolite sample volume and dielectric gap near surface
of the electrode. It was found that the observed anomalously high values of dielectric
permittivity are determined by the capacity of the near-electrode gap.

5 Conclusions

Non-thermal plasma characteristics in the GDED with a ZC were experimentally
investigated up to atmospheric pressure (AP) in air medium. Porous zeolite cathodes
are used for plasma light source applications with very low supply voltage and power
consumption. The microstructures and performance of the ZCs are found to depend
sensitively on the strong electric field in the nanopores, which supplies an efficient
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electron multiplication and related excitation of gas atoms. The use of gas discharge
gap with nanoporous ZC gives rise to considerable increase in the plasma emission
(PE) intensity. This device might find an application in generating and sustaining a
stable, uniform, and homogeneous non-thermal AP plasma. The unique electronic
properties of microporous zeolites make them also good candidate materials in the
electronic industry so that silicon-based technologies could be replaced or supple-
mented by microporous zeolite-like materials. Furthermore, it was found that for all
Ag-modified zeolite samples, the resistance decreases with increasing frequency. All
of the observed peculiarities of the dielectric response are due to the redistribution of
the electric field between the zeolite sample volume and dielectric gap near surface
of the electrode. It was found that the observed anomalously high values of dielectric
permittivity are determined by the capacity of the near-electrode gap.We also believe
that in modification of the ZC as well as the geometry effect in a non-thermal plasma
reactor, it is possible to build rather sensitive large emitting area plasma light source
with internal emission amplification. Therefore, we confirm that the microporous
zeolite is a suitable electrode material for GDED and can serve as a source of UV
radiation if pressure and electric field are sufficiently high.
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Physical Properties and Ethanol
Response of Sprayed In2S3:Sn Films

Mabrouk Kraini and Noureddine Bouguila

Abstract In this study, tin-doped indium sulfide thin films (In2S3:Sn) at different
molar ratios of Sn:In (0–1% bymol in solution) were deposited on glass substrates by
chemical spray pyrolysis method. The films were investigated by X-ray diffraction,
optical absorption, Raman and photoluminescence spectroscopies, field emission
scanning electron microscopy, energy dispersive X-ray spectroscopy and atomic
force microscopy. The structural properties reveal that the In2S3:Sn thin films have
a polycrystalline cubic structure and the average crystallite size increases from 16.3
to 25.5 nm. The surface morphology of the films is continuous and free of cracks.
The average surface roughness and the root-mean square roughness increase from
13.12 to 31.65 nm and from 16.14 to 39.39 nm, respectively, with increasing of Sn:In
molar ratio. Raman studies reveal the presence ofmodes of vibrations related to In2S3
phase, with no signature of secondary phases. The transmission coefficient is about
65–70% in the visible region and 70–90% in near-infrared region. The optical band
gap values of In2S3:Sn for allowing direct transitions were found to be in the range
2.68–2.80 eV. The refractive index of In2S3:Sn thin films has decreased from 2.45 to
2.37 and the k values are in the range 0.02–0.25 for all wavelengths. Defects-related
photoluminescence properties were also discussed. Effect of tin doping on ethanol
sensing response was also investigated. A slight enhancement in response is shown
for In2S3:1%Sn sample.

Keywords Sn-doped In2S3 · Spray pyrolysis · Structural properties · Raman and
photoluminescence spectroscopy · Optical properties · Ethanol sensing

1 Introduction

Indium sulfide (In2S3) is one of the potential materials that can be used for many
applications. This includes photovoltaic [1, 2], photoelectrochemical solar cells [3],
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electronic [4], optical [1, 5], acoustic [6] ,and dry cells [7], which are displayed [8, 9]
as photocatalysts for dye degradation [10], water splitting [11] and gas sensor [12].
This is mainly due to its chemical stability, wide energy band gap, and controllable
electrical properties [13]. In photovoltaic solar cells, In2S3 has been proved to be a
promising buffer layer due to its lower toxicity compared to that of CdS [14].

Due to the above important properties, Several techniques have been utilized to
synthesize In2S3 such as chemical spray pyrolysis (CSP) [15–21], ultrasonic disper-
sion [22], chemical bath deposition (CBD) [23], physical vapor deposition [24],
Hydrothermal [25], etc. Among thesemethods, spray pyrolysis is interesting because
it allows preparing large area In2S3 thin films at low cost and it is easy to incorporate
different dopants.

In2S3 belongs to the III–VI group of semiconductors, which is found to crystallize
into three different structural forms, defective cubic structure α, β and γ [26, 27].
β-In2S3 being the stable phase at room temperature, crystallizes in a normal spinel
structure with a high degree of tetrahedral and octahedral vacancy sites [2, 22, 23].

Few works have been reported to study the effect of tin doping on In2S3 thin films
on their structural, morphological, optical, and electrical properties [28–33]. Further-
more, a precise study on the properties of doped films is essential for the doping
under 1% of Sn into In2S3 films which are useful for photovoltaic and optoelectronic
applications.

In this work, we report the influence of Sn doping (less than 1% bymol) into In2S3
on the structural, morphological, optical properties and ethanol sensing response of
In2S3 films. We successfully synthesized Sn-doped In2S3 films using a simple and
low-cost spray pyrolysis method to control the Sn content. This method may be used
for the preparation of many new materials for electronics and photovoltaic devices.

2 Experimental Details

The In2S3 thin films were deposited by CSP using an aqueous solution of indium
(III) chloride (InCl3), thiourea (CS(NH2)2) in a ratio of S:In = 2.5, and Tin (IV)
chloride (SnCl4). The tin-to-indium molar ratio (Sn:In) is varied from 0 to 1% in the
spray solution. Compressed air was used as a carrier gas at a flow rate of 6 l/min.
The nozzle-to-substrate distance was approximately 25 cm, and the spraying time
was around 15 min. The substrate temperature was maintained at 350 °C within an
accuracy of±5 °C. The solution was sprayed on glass substrate. The obtained In2S3
thin films thickness was approximately 300 nm.

3 Characterization of the Films

Structural properties of the films are determined by the Bruker D8 Advance diffrac-
tometer (XRD) using Cu Kα radiation (λ = 1.5406 Å) at diffraction angles varying
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between 10° and 70°. Raman spectroscopy measurements were carried out in a
Renishaw inVia Reflex Spectrometer system, employing an argon laser (514 nm)
as an excitement source. Room temperature photoluminescence (PL) measurements
were carried with a Jobin–Yvon micro-Raman spectrometer (T 64,000) using an
argon laser excitation wavelength of 488 nm with a power of 3 mW. PL spectra were
collected through a confocal optical microscope coupled with a holographic grating
(600 grooves mm−1) with a resolution less than 0.5 cm−1 by a charge coupled device
(CCD) camera detector.

A Shimadzu UV 3101 PC spectrophotometer was used to obtain the optical trans-
mittance and absorbance spectra. Morphological properties were determined by field
emission scanning electron microscope (Zeiss FESEM Ultra PLUS) equipped with
an accessory of energy dispersive spectroscopy (EDS) and atomic force microscope
using XE-100 instrument (Park Systems Corporation).

To investigate ethanol sensing response, In2S3 films were tested in a cylindrical
chamber (R = 10 cm, h = 10 cm) using the experimental setup shown in Fig. 1.

The dilution of ethanol vapor in dry air was achieved using two-arm gas-flow
devices. Twomass flow controllers allowed the flow rate of the dry air to be controlled
from 0 to 1 l min−1 in both arms (d1, d2). The carrier gas sent in the first arm passes
through a bottomed flask containing the ethanol vapor equilibrated with 200 cm3 of
the liquid, while air drywithout ethanol vapor is sent along the second arm. Then both
flows mix at the extremity of the two arms. The bottomed flask was placed in a water
bath at a fixed temperature T vap. By varying d1 and d2 (d1 + d2 was kept constant
at 1 l min−1), diverse concentrations of ethanol can be obtained and computed using

Fig. 1 Experimental setup for ethanol gas detection
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the formula [12]:

[C](ppm) =
(

xd1
(1+ x)d1 + d2

)
× 106 (1)

where x is the molar fraction of the vapor in the bottomed flask at T vap, given by:

x = Pvap
Patm

(2)

with Pvap the partial pressure of the vapor at a specified temperature T vap and Patm

the atmospheric pressure.
The total flow charged with ethanol vapor was blown on the sensor for 5 min.

Then, the test chamber was purged for 15 min. Samples were polarized at 0.5 V with
an (HP4140B) source/pico-ammeter. Alcohol sensing test of the films was carried
out using DC electrical characterization.

4 Results and Discussion

4.1 Structural Characterization

Figure 2 shows the XRD patterns of In2S3:Sn films doped with various values of
molar ratio Sn:In from 0 to 1%. Seven pronounced XRD peaks are provided, corre-
sponding to the planes (111), (220), (311), (222), (400), (511), and (440) [34, 35]
according to joint committee on powder diffraction standards (JCPDS) card no.
32-0456, indicating that In2S3:Sn films has a polycrystalline cubic structure. No
signature of secondary phases corresponding to Sn impurity is observed. This result
is similar to that found by Yan et al. [29], Kilani et al. [30], and Maha et al. [32].
However, Sall et al. [31] reported tetragonal structure for their films andMathew et al.
[33] found that In2S3:Sn films obtained by in-situ Sn doping in the spray solution
are amorphous. The spectra show evident amorphous “humps”, at low angles in all
diffraction patterns. These data are characteristic of the glass substrate [34, 35].

Tin atoms introduced into the crystalline structure can occupy different positions.
They can be substituting the indium atoms in the In2S3 matrix or inserted into the
vacant tetrahedral cationic sites. However, the ionic radius Sn4+ (0.69 Å) is lower
than that of In3+ (0.80 Å) for octahedral coordination [36]; therefore, it is possible
that Sn4+ ions systematically occupy the positions of the In3+ ions in the network.

From the results presented in Table 1, we note that the value of the angle corre-
sponding to the peak (311) increased first with increasing the doping level up to
0.5%, then decreased. This decrease can be attributed to a lattice contraction (Table
1). The insertion of tin (IV) ions in the In2S3 material may be the responsible of this
lattice deformation.
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Fig. 2 XRD patterns of In2S3:Sn thin films

Table 1 Position of peak (311), full width at half maximum�(2θ), crystallite size (D), dislocation
density (δ) and microstrain (ε) as a function of molar ratio Sn: In

Sn:In 2θ (°) B (°) D (nm) a (Å) V (Å3) δ (1011 lines cm−2) ε (10–3)

Undoped 27.614 0.35 23.3 10.710 1228.6 1.8 6.2

0.25% 27.622 0.50 16.3 10.707 1227.6 3.7 8.8

0.5% 27.660 0.45 18.1 10.692 1222.6 3.0 7.9

0.75% 27.651 0.40 20.4 10.696 1223.7 2.4 7

1% 27.626 0.32 25.5 10.705 1227 1.5 5.6

The average crystallite size was estimated from the (311)main peak by employing
the Scherrer’s formula [37]

D = 0.9λ

β cos θ
(3)
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where β is the size broadening in radians, obtained as β =
√

β2
e − β2

0 , where βe is
the full width at half maximum measured from the film and β0 is the instrumental
broadening (1.5 × 10−3 rd), λ is the wavelength of X-ray, θ is the Bragg angle.

The values of average crystallite size are listed in Table 1. It can be seen
that the crystallite size increases with Sn concentration. Therefore, increasing the
concentration of tin favors the crystal growth and improves the texture.

From the XRD patterns, we can observe a shift in position of the peak (311) that
can be due to the presence of uniform strains in the samples.

The microstrain of the samples can be calculated from Stokes–Wilson equation
[38]

ε = β

4 tan θ
(4)

Note that themicrostrain varies inverselywith the crystallite size,more the crystal-
lite size increases more the grain boundary density decreases, resulting in improving
the crystalline quality and consequently the reduction of microstrain. The micros-
train decreases from 6.2 × 10–3 to 5.6 × 10–3 (Table 1). This evolution is probably
due to the occupation of substitution sites by Sn ions in the lattice.

Dislocation density (δ) that is a measure of the amount of defects in the crystal
structure is defined as the length of the dislocation lines per unit volume and it can
be found [39, 40] by

δ = 1

D2
(5)

The calculated values of dislocation density for In2S3:Sn thin films as a function of
Sn:In molar ratio are tabulated in Table 1. The values of δ decreases from 3.7× 1011

to 1.5 × 1011 lines cm−2 with increasing of Sn:In..This behavior can be explained
by the change of the crystallites size (D) with doping concentration. [34, 35, 41].

4.2 Morphological Characterization

The surface morphological of In2S3:Sn films was performed out using FESEM
measurements. FESEM images of undoped and Sn-doped In2S3 films are shown
in Fig. 3 The surface morphology of the films depends on the Sn:In molar ratio. The
surface of the samples revealed continuous films with no cracks and voids and it
is clearly seen also from the FESEM micrographs that the films are dense without
pinholes and perfectly covering the entire substrates for all Sn:In molar ratios.

The compositionof In2S3:Sn thinfilmswhich are detectedbyEDSare summarized
in Table 2. The EDS analysis confirmed the presence of In, S, and Sn elements in the
films and the atomic percentage of these elements was given in Table 2. It has been
observed that upon increasing the Sn concentration, the percentage of In in the films
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Fig. 3 FESEM images of In2S3 thin films for different Sn doping

Table 2 Chemical composition of In2S3:Sn thin films for different molar ratios Sn:In determined
by EDS

Sn:In S (at.%) In (at.%) Sn (at.%) S:In Sn:In

Undoped 60.76 39.24 0 1.54 0

0.25% 60.72 38.94 0.34 1.56 0.008

0.5% 61.34 38.05 0.61 1.61 0.016

0.75% 61.43 37.74 0.83 1.62 0.022

1% 61.97 37.10 0.93 1.67 0.025

was decreased slightly, whereas the percentage of S was almost constant. It would
be presumed that Sn doping in the films was substitutional.

The surface morphology of the layers was studied by non-contact atomic force
microscopy (NC-AFM) technique. Figure 4 shows two dimensions (2D) and three
dimensions (3D) NC-AFM topographic images (2 μm × 2 μm) of In2S3:Sn films
for different Sn:In molar ratios.



218 M. Kraini and N. Bouguila

Fig. 4 NC-AFM images of In2S3 thin films for different Sn doping
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Table 3 Surface roughness parameter values for In2S3:Sn films for different molar ratios

Sn:In Ra (nm) Rq (nm) Rku Rsk

Undoped 13.12 16.14 2.58 0.230

0.25% 22.19 27.85 3.07 0.028

0.5% 24.68 30.06 2.55 0.225

0.75% 28.18 34.16 2.58 0.181

1% 31.65 39.39 3.18 −0.660

From these images, we can see that the layers are rough showing a relief at
least more perturbed by clusters that represent rounded crystallites and spread over
the entire surface. The average surface roughness (Ra) and the root-mean square
roughness (Rq), skewness (Rsk) , and kurtosis (Rku) for samples are summarized in
Table 3.

We note that Ra and Rq increase from 13.12 to 31.65 nm and 16.14 to 39.39 nm,
respectively. This can be correlated with the variation of the average grain size as a
function of tin concentration. Rsk and Rku both parameters indicate that the surface
of the layers is composed of a very inhomogeneous structure having a distribution in
the form of scattered patterns. Thus, the increase of the roughness of the films favors
the adsorption of oxygen on the surface of the grains to form bonds then acting as
electron traps [42]. The increase in the films roughness with tin doping concentration
was confirmed by an increase in the grain size as calculated from XRD data.

4.3 Optical Characterization

4.3.1 Transmittance and Absorbance Spectra

The spectra of absorbance and transmittance measured in the wavelength range 300–
2400 nm of the layers of In2S3:Sn for various molar ratios Sn:In are shown in Fig. 5a,
b, respectively.

We can notice the presence of very low contrast of interference fringes due to
reflections on the surface of the layer, the layer/substrate interface and the diffusion
of light favored by low grain sizes, indicative of inhomogeneous layers or very thin
layers. The measured transmission shows three distinct zones; a low absorption for
wavelengths where transmission is the highest and the other of high absorption for
shorter wavelengths where the transmission decreases rapidly to near zero values.
The region of strong absorption is the fundamental absorption (λ<450 nm) in the film
due to the interband electronic transitions. The change in absorbance in this region is
exploited to determine the gap. Absorption front of the layers moves slightly with the
rate value of tin doping to low wavelength. The layers are transparent in the visible
range (65–70%) and in the near-infrared (70–90%) with a linear absorption edge in
the neighborhood of the ultraviolet (UV) region.
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Fig. 5 Absorbance (a) and transmittance (b) spectra of In2S3:Snthin films

4.3.2 Absorption Coefficient and Extinction Coefficient

The absorption coefficient (α) of the films can be estimated by the relation [43]:

α = 2.303

d
A (6)

where d = 300 nm is the thickness of the prepared thin film, A is the absorbance.
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Fig. 6 Absorption coefficient of In2S3:Sn thin films

The variation of the absorption coefficient of In2S3:Sn thin films with the
wavelength for various molar ratios Sn:In is shown in Fig. 6.

We can notice that α in general decreases with increasing of wavelength. It is
observed a strong absorption in the UV-visible for the different molar ratios. In this
zone, the absorption coefficient has a maximum value ranging from 6 × 104 to 9
× 104 cm−1 for the wavelength of 330 nm. The absorption becomes negligible in
the visible and infrared (IR) regions. It was also noted that the absorption edge was
not sharp for the doped samples indicating absorption in longer wavelength region
also. This might be due to the introduction of shallow donor levels due to the doping.
These results are consistent with literature [21, 44, 45]. The higher values of the
absorption are attributed to the fact that the incoming photons have the sufficient
energy to excite the electrons from the valence band to the conduction band. The
absorption decreases in the higher wavelength region and this decrease corresponds
to the reduction in the photon’s energy.

The extinction coefficient k is given by the following expression [46]:

k = λα

4π
(7)

On Fig. 7, we present the evolution of the extinction coefficient k as a function of
the wavelength of the Sn-doped In2S3 films.

The values of k are high in the zone of strong absorption or the extrinsic zone of
absorption; then, decrease in the zone of weak absorption. The k values are in the
range 0.02–0.25 for all wavelengths. Indeed, the k values vary slightly depending on
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Fig. 7 Extinction coefficient of In2S3:Sn thin films

the amount of tin in the layers. In the visible, the low value of k means that these
layers are transparent as shown by the transmittance spectra of.

4.3.3 Optical Energy Gap, Urbach Energy, and Refractive Index

The optical energy band gap “Eg” is determined using the following relation, which
is valid for direct band gap semiconductors [21]:

(αhν)2 = A(hν − Eg) (8)

where A is a constant, h is the Planck constant, υ is the frequency. Figure 8 shows
the variation of (αhν)2 against hν. The point of the extrapolation of the linear part
that meets the abscissa will give the value of the band gap energy of the material.

The absorption coefficient near the band edge shows an exponential dependence
on photon energy and this dependence is given as follows [47–49].

α = α0 exp

(
hν

EU

)
(9)

EU =
[
d ln α

dhν

]−1

(10)
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Fig. 8 Variation of (αhν)2 versus photon energy for In2S3:Sn films

where α0 is a constant, EU is the Urbach energy refers to the width of the exponential
absorption edge deduced from inverse of the slope of the curve ln(α) versus hν, as
shown in Fig. 9.

The values of the energy gap and Urbach are summarized in Table 4.

Fig. 9 Variation of ln(α) versus photon energy for In2S3:Sn films
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Table 4 Optical constants of
In2S3:Sn thin films as
function of the molar ratio
Sn:In

Sn:In Eg (eV) Eu (eV) n

Undoped 2.68 0.480 2.45

0.25% 2.71 0.460 2.44

0.5% 2.75 0.448 2.43

0.75% 2.78 0.440 2.42

1% 2.8 0.476 2.41

We note that the optical gap increases from 2.68 to 2.80 eV. These results are
similar to that found in the literature [30–32] who reported that doping tin has the
effect of increasing the band gap of the In2S3 material. The determined value of the
optical gap is smaller than that reported by Mathew et al. [33]. This difference can
be explained by the different growth conditions of these films. As can be seen, the
addition of dopant tends to increase the optical gap. This phenomenon is related to
the increased number of carriers resulting from the occupation of interstitial sites
by dopant atoms because they represent the main native donors in movies and is
explained by the effect Burstein-Moss [50, 51] which is observed in naturally n-type
semiconductors. On the other hand, when the concentration of dopant increases,
the Fermi level moves toward the conduction band. Therefore, due to filling of the
conduction band, transitions are made between the valence band and the Fermi level
located in the conduction band between the valence band and the bottom of the
conduction band. Such an increase of optical energy gap is useful for photovoltaic
applications since it increases the collection of photons in the ultraviolet range [52].

The Eu value varies in the range of 0.440–0.476 eV. The tin atoms occupy the
vacant site of indium and consequently the crystallinity improves, which reduces
disorder. These results clearly confirm the analysis with XRD, where a correlation
between strain and disorder in the different layers was observed. As it can be seen,
the increase in strain is accompanied by a high disorder in the films.

The refractive indexof a semiconductor increaseswith decreasing energybandgap
or vice-versa. Various empirical and semi-empirical rules are available to correlate
n and Eg. Among them, the Herve–Vandamme relationship for n and Eg is [53]:

n2 = 1+
(

A

Eg + B

)2

(11)

where A and B are constants (A = 13.6 eV and B = 3.4 eV).
The calculated n and Eg values of In2S3 thin films in the present work are obeying

the above said relations. The refractive index is related to the electronic polarizability
of ions and the local field inside the optical materials. It is visible in Table 4 that the
refractive index of In2S3:Sn thin films is decreased from 2.45 to 2.37 with increasing
Sn:In molar ratio which may be attributed to the variation in packing density of the
films. Indeed, this reduction is accompanied by a small increase in transmission.
These results are comparable to that found in the literature [44, 54, 55].
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4.4 Raman and Photoluminescence Spectroscopy Analysis

Figure 10 shows the Raman spectra of In2S3:Sn films for different Sn:In molar
ratios. Multi-peak fitting of the Raman spectra is used to obtain the knowledge of
the positions and the full width at half maximum (FWHM) of the Raman peaks. Red
lines in Fig. 10 show the fitting results.

Fig. 10 Raman spectra of In2S3:Sn thin films for different molar ratios Sn:In
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Table 5 FWHM of peak 306 cm−1 of the samples

Sn:In Undoped 0.25% 0.5% 0.75% 1%

FWHM (cm−1) 57 41 35 28 24

According to Fig. 10, modes obtained of β-In2S3 by Raman analysis confirmswell
know the β-In2S3 phase of our samples with a main mode at 306 cm−1 is ascribed
to the symmetric stretching vibrating mode of tetrahedral InS4 [34, 56–58]. Others
modes belonging to β-phase and corresponding to A1g at 363 cm−1, Eg at 255 cm−1,
F2g at 163 cm−1 and 173 cm−1 are also observed [59, 60].

The values of FWHMof the tetrahedral peak obtained by fitting are listed in Table
5. The FWHM of the Raman peak decreases significantly, from 57 to 24 cm−1 with
increasing of Sn:In molar ratio. The FWHM decrease is a sign of an increase of
the crystalline quality of the In2S3 films. This means that the doping does not affect
considerably the sample’s structure without presence of other secondary phases. This
supported the results obtained from the XRD analysis.

Figure 11 shows the room temperature photoluminescence (PL) spectra of the
β-In2S3:Sn films for different Sn:In molar ratios.

Fig. 11 Room temperature photoluminescence spectra of In2S3:Sn thin films for different molar
ratios Sn:In



Physical Properties and Ethanol Response … 227

PL spectra reveal the visible peaks centered at 529, 537, 597, 650, 703, and
758 nm. Red lines in Fig. 10 show the fitting results. The peak at 529 and 537 nm
(green emission) may be associated with the transition from a sulfur vacancy (VS)
level to the In vacancy (V In) level [34, 61, 62]. Mathew et al. [63] and Chen et al.
[9] reported that the green emission from In2S3 was attributed to the donor level
formed by indium interstitials. The peak at 597 nm (orange emission) is assigned
to the luminescence ions In3+ [64]. A shoulder at 758 nm accompanies two peaks
centered at 650 and 703 nm (red emissions). These emissions arise as a transition
from indium interstitial (Ini) donors to oxygen in vacancy of sulfur (OVs) acceptors
[34, 62].

4.5 Ethanol Detection

It is known thatmorphology andmicrostructure affect the performance of gas sensors
[65]. Thus, the increase of the roughness favors gas adsorption on the surface of the
film. The increase in roughness with the tin doping concentration is remarkable for
an Sn1% doping. In this section, we will focus on this sample. In2S3: Sn1% film was
studied in needs of its response magnitude as a function of ethanol concentration
and working temperature using DC electrical characterization. Results are compared
with those published in our previous work for undoped In2S3 sensor.

4.5.1 Ethanol Concentration Effect

In2S3:Sn1% film is exposed to different concentrations of ethanol with dry air as a
carrier gas. Figure 12 illustrates the transient current versus time for the sensors at a
fixed working temperature of 350 °C.

Five responses and recovery curves are shown corresponding to ethanol gas
concentration ranging from 250 to 1250 ppm. We note that during the exposure
to ethanol vapor, the current through sensor increased quickly and got to equilibrium
value with time.When target gas was removed, current regained its initial value. This
behavior shows an increase of electrical current after the introduction of reducing
gases is consistent with the sensing mechanism of n-type semiconductors [66].

Besides, the response of the sensor to a given concentration of the gas is propor-
tional to the change in the conductance of the material on exposure to gas. Here, the
sensing response “S” of the sensor is defined by [12, 67]:

S = IEtOH
IDry air

(12)

where Iair and IEtOH are, respectively, the current intensities before and after the
introduction of ethanol vapor.
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Fig. 12 Sensing transients of doped In2S3:Sn1% sensor for 250–1250 ppm ethanol at 350 °C

Figure 13 shows response curves versus ethanol concentration at an operating
temperature of 350 °C of In2S3:Sn1% and undoped In2S3 response [12].

We note that response increases by increasing ethanol concentration and tends
to saturation. The responses obtained for In2S3: Sn1% and undoped In2S3 films
augment from 4.1 to 5.6 and from 1.4 to 3.6, respectively, with rising concentration

Fig. 13 Response of sensors based on undoped In2S3 and doped In2S3: Sn1% sensors at 350 °C
versus ethanol concentrations
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Fig. 14 Sensing transients of doped In2S3:Sn1% sensor to 1000 ppm ethanol at operating
temperature ranging from 250 to 400 °C

from 250 to 1000 ppm. This comparison shows a slight improvement of the response
to ethanol In2S3 sensor for a tin doping of 1%. In fact, the enhancement in sensing
response of the latest sensor may be attributed to the highest surface roughness of
the material which increases active surface area and abundant adsorption sites.

4.5.2 Working Temperature Effect

In order to study the working temperature effect on the sensor response, measure-
ments were performed under 1000 ppm ethanol concentration at different operating
temperatures varying from 250 to 400 °C. Figure 14 shows transient current intensity
during alternating exposure to ethanol and dry air for In2S3:Sn1% sample.

Figure 15 illustrates response curves versus operating temperature of In2S3:Sn1%
andundoped In2S3 response [12]. Thinfilms reveal amaximumof response at optimal
temperature surroundings 350 °C. It is clear that the best sensing response is obtained
for the doped In2S3:Sn1% film. Such a consequence corroborates result mentioned
in the previous paragraph.

5 Conclusions

In summary, In2S3 thin films doped by tin were carried out by CSP technique with
different Sn:In molar ratios. The structural, morphological, and optical properties
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Fig. 15 Response of sensors based on undoped In2S3 and doped In2S3: Sn1% sensors to 1000 ppm
ethanol as a function of the operating temperature

of In2S3:Sn thin films have been studied in this work. The prepared films are poly-
crystalline and exhibit a cubic β-In2S3 phase. The grain size increased from 16.3 to
25.5 nm with Sn doping. The phonon vibration modes determined by Raman spec-
troscopy confirm also the presence of the In2S3 phase in our samples. According to
FESEM, the surface morphology of the films is continuous and free of cracks. Ra

and Rq increased from 13.12 to 31.65 nm and 16.14 to 39.39 nm, respectively. The
room temperature PL spectra of In2S3:Sn films for different Sn:In molar ratios reveal
the presence of green, orange, and red emissions centered at 529 nm, 537, 597, 650,
703, and 758 nm. In2S3:Sn films exhibit transparency over 65–70% in the visible
region and 70-90 % in near-infrared region. The optical band gap is found to vary in
the range 2.68–2.80 eV for direct transitions. The refractive index of In2S3:Sn thin
films is decreased from 2.45 to 2.37 and the k values are in the range 0.02–0.25 for
all wavelengths and Sn:In molar ratio.

The In2S3:1%Sn sample with maximum roughness shows a slight improvement
in ethanol response compared to undoped In2S3 mentioned in the previous publi-
cation. Indeed, the response increases from 1.4 to 4.1 for 250 ppm ethanol at
an optimum temperature in the vicinity of 350 °C. The developed sensor shows
promising applications in food control systems and can also be used to control drunk
driving.
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Magnetoelectricity in Ion-Implanted
Ferroelectric Crystals

F. A. Mikailzade

Abstract In this chapter, the recent works on the synthesis of nanocomposite mate-
rials obtained by nanosized inclusions of magnetic 3D metals in the surface layer
of various ferroelectric crystals by using ion-beam implantation technique, and the
results of investigations of magnetoelectric effects in these structures have been
reviewed. Remarkable shifts of FMR lines have been observed on applying DC elec-
trical field on the samples. These results revealed a strong magnetoelectric coupling
between the ion-synthesized magnetic nanoparticles and the ferroelectric matrix.
Another evidences of the magnetoelectric coupling are magnetocapacitance effects
observed clearly in 3D ion-implanted plates of ferroelectric crystals. These studies
showed that ion-beam synthesized nanocomposite layers of ferroelectrics reveal
ferromagnetic properties and strong magnetoelectric effects that makes them useful
for magnetoelectronics applications.

Keywords Magnetoelectricity · Multiferroics · Ferromagnetism · Ferroelectrics ·
Nanomaterials

1 Introduction

In recent decades, there has been a great interest in multiferroic materials due to their
attractive physical properties, multifunctionality and wide applications in various
fields of information technology, radioelectronics, optoelectronics and microwave
electronics. In these materials, the coupling interaction between ferroelectric and
ferromagnetic substances could produce a magnetoelectric effect. This phenomenon
provides extra functionality for their applications. However, the magnetoelectric
coupling demonstrated in most known single-phase multiferroic materials is either
weak or happens below room temperature, which limits their practical exploita-
tions. It has been proposed that strong magnetoelectric coupling can be obtained
by designing composites containing piezoelectric and magnetostrictive constituents,
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which can be electromagnetically coupled through stress mediation. In partic-
ular, multiferroic composites based on dispersion of ferromagnetic nanoparticles
in ferroelectric and/or piezoelectric matrices typically reveal giant magnetoelectric
effect.

The magnetoelectric effect, in its most general definition, describes the coupling
between electric and magnetic fields in matter (i.e. induction of magnetization (M)
by an electric field (E) or polarization (P) generated by a magnetic field (H)). Two
independent events mark the birth of theME effect. In 1888, Rontgen discovered that
a moving dielectric became magnetized when placed in an electric field [1] , which
was followedbyobservation of the reverse effect—polarization of amovingdielectric
in a magnetic field 17 years later [2]. In 1894 when considering crystal symmetry,
Curie predicted the possibility of an intrinsic magnetoelectric ME behaviour in some
(non-moving) crystals [3].

The term ‘magnetoelectric’was offered by Debye [4] a few years after the first
(unsuccessful) attempts to demonstrate the static ME effect experimentally [5, 6]. In
spite of Curie’s early recognition of symmetry being a key issue in the search for ME
behaviour, many decades passed until it was realized that the ME response is only
allowed in time-asymmetricmedia [7]. Such violation of time-reversal symmetry can
extrinsically occur through application of an external magnetic field [8] or movement
as in the historic experiment conducted by Rontgen [1], or intrinsically in the form of
long-range magnetic ordering. Dzyaloshinskii [9] was the first to show violation of
time-reversal symmetry explicitly for a particular system (antiferromagnetic Cr2O3)
. His work was soon followed by experimental confirmation of an electric field-
induced magnetization [10, 11] and a magnetic field-induced polarization [12, 13]
in Cr2O3 (see Fig. 1), both linear in the applied field.

Thus, Landau and Lifshits have pointed out the possible existence in magnet-
ically ordered crystals of an equilibrium electric polarization proportional to the
magnetic field intensity and of an equilibrium magnetization proportional to the
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Fig. 1 a Angular dependence of the FMR resonance field in Co-implanted surface of BaTiO3 in
the out-of-plane geometry. The inset figure shows the coordinate system for FMR measurements.
b The FMR spectra of the Co-implanted surface of BaTiO3 at out-of-plane geometry [96]
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electric field intensity (linear magnetoelectric effect) [7]. The linear magnetoelectric
(ME) effect has been treated by Dzyaloshinskii [9] from the standpoint of magnetic
symmetry. Magnetically ordered crystals showing a linear ME effect are commonly
called magnetoelectrics. The experiments on Cr2O3 constituted a breakthrough in
research on the ME effect. Nevertheless, it became immediately clear that technical
applications, e.g. in the form ofME switches, were hampered by the small magnitude
of the induced polarization or magnetization.

Thus, the magnetoelectric (ME) effect in its most general definition denominates
the coupling between electric andmagnetic fields inmatter. A systematic progression
of contributions to the ME effect is obtained from the expansion of the free energy
(F) of a material. The magnetoelectric effect in a single-phase crystal is traditionally
described in Landau theory by writing the free energy F of the system in terms of
an applied magnetic field H , whose i th component is denoted Hi , and an applied
electric field E whose ith component is denoted Ei .

Note that this convention is unambiguous in free space, but that Ei within amaterial
encodes the resultant field that a test particle would experience. Let us consider a
non-ferroic material, where both the temperature-dependent electrical polarization
Pi (T ) and themagnetization Pi (T ) are zero in the absence of applied fields, and there
is no hysteresis. It may be represented as an infinite, homogeneous and stress-free
medium by writing F under the summation convention in S.I. units as follows:

F(E, H) = F0 − 1

2
ε0εi j Ei E j − 1

2
μ0μi j Hi Hj − αi j Ei Hj

− 1

2
βi jk Ei Hj Hk − 1

2
γi jk Hi E j Ek − · · · (1)

Here F0 is a ground state free energy. The subscripts refer to the three compo-
nents of the vectors in spatial coordinates. Ei and Hi are the components of the
electric field E and magnetic field H, respectively. Here ε0 and μ0 are the dielectric
and magnetic constants, εi j and μi j are the second-order tensors of dielectric and
magnetic susceptibilities, βi jk and γi jk are the third-order tensor coefficients, and
most importantly, αi j are the components of the tensor, which are designated as the
linear magnetoelectric effect and correspond to the induction of polarization by a
magnetic field or a magnetization by an electric field. The rest of the terms in (1)
correspond to the high-order magnetoelectric effects parameterized by tensors β and
γ .

In the present scheme, all magnetoelectric coefficients incorporate the field-
independent material response functions εi j (T ) and μi j (T ). The magnetoelectric
effects can then easily be established in the form Pi(Hj) or Mi(Ej). The former
is obtained by differentiating F with respect to Ei. A complementary operation
involving Hi establishes the latter. One obtains:

Pi (E, H) = − ∂F

∂Ei
= ε0εi j E j + αi j Hj + 1

2
βi jk Hj Hk + γi jk Hj Ek + . . .
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and then setting Ei = 0

Pi = αi j Hj + βi jk

2
Hj Hk (2)

and also;

Mi (E, H) = − ∂F

∂Hi
= 1

2
μ0μi j Hj + αi j E j + βi jk Ei Hj + 1

2
γi jk E j Ek + · · ·

setting H = 0 we get;

Mi = αi j E j + 1

2
γi jk E j Ek (3)

The tensor α corresponds to induction of polarization by a magnetic field or of
magnetization by an electric field which is designated as the linear ME effect. It is
supplemented by higher-order ME effects like those parametrized by the tensors β

and γ . The vast majority of research on the ME effect is devoted to the linear ME
effect, and it is generally acceptable to omit the prefix ‘linear’ and simply to refer to
the linear manifestation as the ‘ME effect’.

Generally, the responses of the system to the action of an external field E and
magnetic field H are described by the generalized susceptibility tensor

χ =
(

χ E χ EM

χME χM

)

Here we have

χ E
ik = ∂Pi

∂Ek
; χ EM

ik = ∂Pi
∂Hk

; χME
ik = ∂Mi

∂Ek
; χM

ik = ∂Mi

∂Hk
;

are, respectively, the second-order tensors of the dielectric, magnetic and magneto-
electric susceptibilities.

The components of the generalized susceptibility tensor can be expressed in terms
of the derivatives of the thermodynamic potential with respect to the components of
the electrical and magnetic fields.

∣∣∣∣∣
∂2F
∂E2

∂2F
∂H∂E

∂2F
∂E∂H

∂2F
∂H 2

∣∣∣∣∣ > 0

∂2F

∂E2

∂2F

∂H 2
− ∂2F

∂H∂E

∂2F

∂E∂H
> 0
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(
χME
ik

)2
< χ E

ikχ
M
ik

This condition defines the upper bound of the absolute magnitude of the ME
susceptibility (χME

ik can have either sign). This implies that we should expect
the largest value of χME

ik in crystals having large values of χ E
ik and χM

ik , i.e. in
ferroelectric–ferromagnets.

So, a multiferroic that is ferromagnetic and ferroelectric is liable to display large
linear magnetoelectric effects. This follows because ferroelectric and ferromagnetic
materials often (but not always) possess a large permittivity and permeability respec-
tively, and α j i is bounded by the geometric mean of the diagonalized tensors εi i and
μ j j such that:

α2
i j ≤ ε0μ0εi iμ j j (4)

It represents a stability condition on εi j andμi j , but if the coupling becomes so
strong that it drives a phase transition to a more stable state, then αi j , εi i , μ j j take on
new values in the new phase. Note that a large εi i is not a prerequisite for a material to
be ferroelectric (or vice versa); and similarly ferromagnets do not necessarily possess
large μ j j . For example, the ferroelectric KNO3 possesses a small ε = 25 near its
Curie temperature of 120 °C [14], whereas paraelectric SrTiO3 exhibits ε > 50,000
at low temperatures [15]. Therefore, large magnetoelectric couplings need not arise
in, or be restricted to, multiferroic materials.

2 Physical Properties of Ferroics and Multiferroics

2.1 Multiferroic Materials

As for the trends towards device miniaturization and high-density data storage, an
integration of several functions into onematerial systemhas becomehighly desirable.
Stemming from the extensive applications of magnetic and ferroelectric materials,
it is natural to pursue a new generation of memories and sensing/actuating devices
powered by materials that combine magnetism and ferroelectricity in an effective
and intrinsic manner. The coexistence of several order parameters will bring out
novel physical phenomena and offer possibilities for new device functions. The
multiferroics addressed in this review represent one such type of materials, which
do allow opportunities for humans to develop efficient control of magnetization
or/and polarization by an electric field or/and magnetic field and to push their multi-
implications. The novel prototype devices based on multiferroic functions may offer
particularly high performance for spintronics, for example, reading the spin states,
and writing the polarization states to reverse the spin states by electric field, to
overcome the high writing energy in MRAMs.
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Considering that little attention has been paid to multiferroicity until recently, it
now offers us the opportunity to explore some important issues which have rarely
been reachable. Although ferroelectricity and magnetism have been the focus of
condensed matter physics andmaterials science since their discovery, quite a number
of challenges have emerged in dealing with multiferroicity within the framework of
fundamental physics and technological applications. There are, in principle, two
basic issues to address in order to make multiferroicity physically understandable.
The first is the coexistence of ferroelectricity (electric dipole order) and magnetism
(spin order) in one system, since it was once proven extremely difficult for the two
orders to coexist in a single material. Even so, the exploration of the microscopic
conditions by which the two orders can coexist intrinsically in one system as a non-
trivial problem has continued. Secondly, an efficient coupling between two orderings
in the same multiferroic system (magnetoelectric coupling) seems to be even more
important than their coexistence, because such amagnetoelectric coupling represents
the basis for multi-control of the two orderings by either an electric field or magnetic
field. Investigations have demonstrated that a realization of such strong coupling
is even more challenging and, thus, the core of recent multiferroic researches. It
should be mentioned here that most multiferroics synthesized so far are transitional
metal oxides with perovskite structures. They are typically strongly correlated elec-
tronic systems in which the correlations among spins, charges/dipoles, orbitals and
lattice/phonons are significant. Therefore, intrinsic integration and strong coupling
between ferroelectricity and magnetism are essentially related to the multi-latitude
landscape of interactions between these orders, thus making the physics of multi-
ferroicity extremely complicated. Nevertheless, it is also clear that multiferroicity
provides amore extensive platform to explore the novel physics of strongly correlated
electronic systems, in addition to high TC superconductor and colossal magnetore-
sistance (CMR) manganites, etc. Since its discovery a century ago, ferroelectricity,
like superconductivity, has been linked to the ancient phenomena of magnetism.
Attempts to combine the dipole and spin orders into one system started in the
1960s, and some multiferroics, including boracites (Ni3BO13I, Cr3B7O13Cl) fluo-
rides (BaMF4, M¼Mn, Fe, Co, Ni), magnetite Fe3O4, (Y/Yb)MnO3 and BiFeO3,
were identified in the following decades. However, such a combination in these
multiferroics has been proven to be unexpectedly tough. Moreover, a successful
combination of the two orders does not necessarily guarantee a strong magnetoelec-
tric coupling and convenient mutual control between them. Fortunately, recent work
along this line hasmade substantial progress by discovering/inventing somemultifer-
roics,mainly in the category of frustratedmagnets,which demonstrate the very strong
and intrinsic magnetoelectric coupling. Our theoretical understanding of this break-
through is attributed to the physical approaches from various length scales/levels.
Technologically, growth and synthesis techniques for high-quality single crystals and
thin films become available.



Magnetoelectricity in Ion-Implanted Ferroelectric Crystals 239

2.2 Single-Phase Multiferroics

The term multiferroic was first used by H. Schmid in 1994 [16]. His definition
referred to multiferroics as single-phase materials which simultaneously possess two
or more primary ferroic properties. Today, the term multiferroic has been expanded
to includematerials, which exhibit any type of long-rangemagnetic ordering, sponta-
neous electric polarization and/or ferroelasticity. Working under this expanded defi-
nition, the history of magnetoelectric multiferroics can be traced back to the 1960s
[17]. In the most general sense, the field of multiferroics was born from studies of
magnetoelectric systems.

Multiferroics were grown for the first time in 1958, when magnetically active 3D
ions were used to substitute ions with a noble gas shell in ferroelectrically distorted
perovskite lattices [16, 17]. This leads us to ferroelectric antiferromagnetic compo-
sitions like PbFe0.5Nb0.5O3 and PbFe0.5Ta0.5O3 [18]. Up to nowmore than 80 single-
phasemultiferroics were grown either as a discrete composition or as a solid solution.
Multiferroics have been the topic of various review papers with a focus on structure
and materials science, phase diagrams, symmetries and theory [19–25].

Currently, four major crystallographic types of multiferroics can be distinguished
as follows: (1) compounds with perovskite structure—BiFeO3, TbMnO3 and others
[26–29]; (2) compounds with hexagonal structure, which include ferroelectric anti-
ferromagnetic rare-earth manganites RMnO3 with R= Sc, Y, In, Ho, Er, Tm, Yb, Lu,
Sr [30–36]; (3) Boracite compounds with the general formula M3B7O13X (M = Cr,
Mn, Fe, Co, Cu, Ni) which are ferroelectric ferroelastic antiferromagnets [37–39];
4) Orthorhombic BaMF4 compounds (M = Mg, Mn, Fe, Co, Ni, Zn) [40–42].

Aside from these major types, a large number of multiferroics with different
structures are known. Specific examples are discussed in the beforementioned review
articles [16, 19, 21].A systematic classification of symmetries-related types of ferroic
ordering and compounds can be found in [23, 24]. Generally, magnetically driven
multiferroics are insulating materials, mostly oxides, in which macroscopic electric
polarization is induced by magnetic long-range order. A necessary but not sufficient
condition for the appearance of spontaneous electric polarization is the absence of
inversion symmetry. In these materials, inversion symmetry is broken by magnetic
ordering. Such a symmetry breaking often occurs in so-called frustrated magnets,
where competing interactions between spins favour unconventional magnetic orders.
The microscopic mechanisms of magnetically induced ferroelectricity involve the
polarization of electronic orbitals and relative displacement of ions in response to
magnetic ordering.

However, finding a choice for multiferroic material is very limited because a few
materials exhibit coexistence of ferroelectric and ferromagnetic properties at room
temperature. There are very few natural multiferroic magnetoelectrics with both
magnetic and electric polarizations existing or present in nature or synthesized in
the laboratory, on the other hand, the observed ME effect for most such materials is
too weak to be applicable [22]. The mechanisms and reasons for the existence of a
very few magnetoelectric systems have been discussed in a number of works [23,
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43–45]. According to these works, in perovskite compounds the transition metal ion
can trigger two types of Jahn–Teller distortion, which is responsible for appearing
ferroelectric polarization. A first-order Jan–Teller distortion occurs in the case of
partially filled 3D orbitals, which retains the centre of symmetry, e.g. by elongation
of the octahedron of ligands (as in the case of LaMnO3 and YTiO3). A second-order
Jan–Teller distortion, which is weaker than the first-order one, requires an empty
3D shell for which a first-order Jahn–Teller distortion cannot occur and breaks the
central symmetry by off-centre movement of the transition metal ion (examples are
BaTiO3 and PZT). Since only a partially filled 3D orbital can lead to magnetic
ordering, whereas the breaking of central symmetry is a necessary condition for
the formation of a spontaneous polarization, the conditions for ferroelectricity and
(anti-) ferromagnetism are mutually exclusive. In an alternative approach [44], the
incompatibility was explained by Hund’s rule coupling that tends to keep the 3D
spins parallel to one another. This mechanism breaks the strong covalent bonds that
are necessary for ferroelectricity. In turn, magnetic ferroelectrics must be materials
in which the double well potential provoking the ferroelectric distortion is not caused
by the hybridization of transition metal ions in a noble gas configuration.

So, all these reasons and mechanisms led to presence of little number of single-
phase multiferroic materials and a low value of magnetoelectric coefficient in these
materials, which made them unsuitable for possible applications.

2.3 Composite Multiferroics

The first observation of the ME effect triggered a lot of excitement because of the
obvious potential of the correlation between the magnetic and electric properties of
matter for technical applications. However, the general weakness of the ME effect,
the restricted number of compounds displaying it, the difficulties in developing useful
applications and a limited understanding of themicroscopic sources ofMEbehaviour
led to a decline of research activities for about two decades.

Unfortunately, the magnetoelectric effect in single-phase compounds is usually
too small to be practically applicable. The breakthrough in terms of the giant magne-
toelectric effect was achieved in composite materials; for example, in the simplest
case themultilayer structures composed of a ferromagnetic piezomagnetic layer and a
ferroelectric piezoelectric layer [46–49]. Other kinds of magnetoelectric composites
including co-sintered granular composites and column-structure composites were
also developed [50–52]. In the composites, the magnetoelectric effect is generated
as a product property of the magnetostrictive and piezoelectric effects, which is
a macroscopic mechanical transfer process. A linear magnetoelectric polarization
is induced by a weak AC magnetic field imposed onto a DC bias magnetic field.
Meanwhile, a magnetoelectric voltage coefficient up to 100 Vcm−1 Oe−1 in the
vicinity of electromechanical resonance was reported [46]. These composites are
acceptable for practical applications in a number of devices such as microwave
components, magnetic field sensors and magnetic memories. For example, it was



Magnetoelectricity in Ion-Implanted Ferroelectric Crystals 241

reported recently that the magnetoelectric composites can be used as probes in scan-
ning probe microscopy to develop a near-field room temperature scanning magnetic
probe microscope.

The physical properties of a material that is formed from two or more single-
phase compounds are determined by the properties of the constituents as well as by
the interaction between them. Composites can be used to generate ME behaviour
from materials which in themselves do not allow the ME effect. This is conveniently
achieved by combining magnetostrictive and piezoelectric compounds. A magnetic
field applied to the composite will induce strain in the magnetostrictive constituent
which is passed along with the piezoelectric constituent, where it induces an elec-
tric polarization. The idea of synthesizing a composite medium displaying a ME
effect was first formulated by Tellegen in 1948 [53], that is, more than a decade
before the first observation of intrinsic ME behaviour in a single-phase compound.
Tellegen suggested a suspension of macroscopic particles that carry both electric
and magnetic dipole moments, an idea that, however, proved impossible to realize
because of a matter of principle. Actually, van Suchtelen and co-workers [54–57]
grew the first artificial MEmaterial by combining ferroelectric piezoelectric BaTiO3

and ferromagnetic piezomagnetic CoFe2O4 in eutectic composite by unidirectional
solidification.

Because of the complex nature of theME interaction between the constituents, the
relation between the applied magnetic field and the voltage induced in the detection
circuit is not simply linear as in the case of single-phase compounds. In composite
materials, theME effect is defined for aweak (up to 10Oe)ACmagnetic field applied
in the presence of a large (up to 10 kOe)DC bias fieldwith frequencies of theACfield
between 100 Hz and 1 MHz. The voltage induced by the AC field is proportional to
the AC field amplitude. Depending on the growth conditions, the composition used
by van Suchtelen, van den Boomgard and others revealed ME voltage coefficients
of up to 130 mVcm−1 Oe−1.

Thus, even in the earliest experiments on composite magnetoelectrics, the ME
response exceeds the largest values observed on single-phase compounds by more
than an order of magnitude.

Hence, in normal practice, desired magnetoelectric effect is achieved by growing
heterostructures of ferroelectric and magnetic materials. Realization of heterostruc-
tureswith desired properties is not only difficult but also involves complicated lengthy
procedures. Recently, attention to ME materials has been gradually drawn towards
composite thin films. Compared to bulk composites, ME composite thin films exhibit
unique advantages. Their composition and connectivity could be modulated at the
microscopic scale, and the artificial thin-film heterostructures can thus be achieved,
which have potential applications in all kinds of microdevices and integrated units
such as microsensors, MEMS devices and high-density information storage devices.
It has been identified that a number of magnetostrictive–piezoelectric composite
structures show significant ME output qualified for potential applications.

Recently, efforts have been made to fabricate the artificial layers and tailor their
structures for the suitability of multiferroics [52, 58–69]. These materials are in the
form of either composites, superlattices or multilayers. Interestingly, the material
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made in the form of superlattices, whose structure consists of alternating ferroelectric
and ferromagnetic layers, yielded unusual electrical and magnetic transport proper-
ties that cannot be obtained in either of their constituents. As a result of these studies
of sandwich devices, practical applications of magnetoelectric effects now appear
more feasible. Nevertheless, sandwich devices are intrinsically limited in the feature
size and difficult to miniaturize. Therefore, further advances in new magnetoelectric
composites are still desirable.

Recent research activities on magnetoelectric composites were discussed in
[70]. It was mentioned that the novel applications of these structures include
magnetic sensors, energy harvesters and power converters. The development of
ME sensors based on the selection of material properties and fabrication methods
has been discussed, which resulted in a new type of magnetic sensor with minute
power consumption and extremely high detection performance, which is competi-
tive to existing magnetic sensors. Different ME-based energy harvesters have been
compared according to their directionality, bandwidth and sources of energy.

It has been noticed in [71] that in recent years significant progress was reported
in the development of sensors of DC and AC magnetic fields with sensitivities on
the order of a few pico-Tesla, in particular for possible use in medical imaging tech-
nologies. One could also utilize the composites for sensors of current, acceleration
and speed of rotation. Multiferroic composites for high-frequency signal processing
is another area of significant interest. Ferrites are materials of choice for devices
such as resonators, filters and phase shifters for use in the frequency range from
1 to 110 GHz due to low losses. Such devices, however, require a source of vari-
able magnetic field for tuning the device operating frequency. One could replace the
ferrite with a ferrite–ferroelectric composite in order to realize the strain-mediated
electric fieldtuning of the ferrite which would reduce the power requirements and
facilitate miniaturization and integration with semiconductor devices. Voltage tuning
of ferriteferroelectric resonators, filters and phase shifters has been reported in recent
years. Magnetoelectric random access memories andmulti-state memories were also
explored. Ferrite–ferroelectric composites were used in devices called gyrators that
are capable of direct conversion of current to voltage and may find applications in
power electronics.

3 Materials and Experimental Methods for Investigations
of the Novel Multiferroic Composites

3.1 Ferroelectric Crystals for Studies

There has been considerable research focused on the growth and characterization
of perovskite ABO3 oxide ferroelectric materials. The most typical one is barium
titanate (BaTiO3) , which is currently one of the most technologically interesting
materials due to its remarkable properties, such as high dielectric constant, high
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optical transparency, ferroelectric, electro-optic and nonlinear optic properties [72–
76]. This compound undergoes successive phase transitions to three phases on
lowering the temperature. Above the Curie temperature of 403 K, the structure of
barium titanate is cubic and paraelectric. Below the Curie point, the structure is
slightly distorted to tetragonal structure. The tetragonal phase is stable between 278
and 403 K. The structure becomes orthorhombic below 278 K, and a further transi-
tion to rhombohedral structure occurs at about 183 K. The ferroelectricity has been
observed in the three low-temperature phases [77, 78].

The ferroelectric transition in BaTiO3 is generally considered to be the first-order
displacive type. Respectively, the phase diagram of BaTiO3 can be described in the
frame of the phenomenological Landau–Ginzburg–Devonshire theory [78]. BaTiO3

is a prototypical ferroelectric, an insulating solidwhosemacroscopic polarization can
be reoriented by the application of an electric field. In the perovskite ferroelectrics,
it is well known both experimentally and theoretically that the polarization is also
strongly coupled to strain, and thus that properties such as the ferroelectric transition
temperature and polarization magnitude are quite sensitive to external stress.

Besides, BaTiO3 crystals, ceramics and thin films with perovskite structure have
been studied extensively during the last few decades because of their proven superior
electrical and optical properties. For barium titanate crystal, interest was mainly due
to its photorefractive properties and other associated effects and applications, such as
phase conjugation, volume holography for optical storage, two-beam coupling and
optical computing [79].

The ternary compounds TlInS2 and TlGaSe2 belong to a group of ternary layered
semiconductors with space group symmetry C6

2h at room temperature [80, 81].
During the past two decades, there is a growing interest in these crystals due to
the coexistence of ferroelectric and semiconductor properties. Structural anisotropy
[81, 82], successive incommensurate and commensurate phase transitions [82–84],
good optical and photoconductivity properties [85] of these compounds made them
attractive for researchers and stimulated more detailed investigations of its physical
properties using various experimental methods.

In their structural investigations, TlInS2 and TlGaSe2 were considered as the
isostructural compounds [86–91]. According to X-ray diffraction measurements
[92], their crystal structures consist of alternating two-dimensional metal–chalcogen
layers. The layers are composed of A4B10 polyhedron complexes, which represent a
combination of four elementary AB4 (A = In, Ga and B = S, Se) tetrahedra and are
linked together by common chalcogen atoms at the corners. The elementary unit cell
contains two partially disordered layers, containing successive rows of the tetrahedral
complexes, which are turned away from each other by 90o. Each successive layer is
shifted along the [010] direction by the length of the edge of the small AB4 tetrahe-
dron with respect to the upper layer. Monovalent Tl atoms are in trigonal prismatic
cavities resulting from the combination of the A4B10 tetrahedra into a layer.

It is well known that on cooling TlInS2 and TlGaSe2, crystals undergo a sequence
of the structural phase transitions (PT), including the PT in the incommensurate (IC)
and commensurate (C) ferroelectric phases [92–94]. According to X-ray diffraction
experiments at room temperature [80–82], the initial paraelectric phase of TlInS2
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and TlGaSe2 is characterized by the space symmetric group of C6
2h . PT to IC phase

is accompanied by soft mode condensation (at Ti = 216 K and 120 K, respectively,
which are identified as IC phase transition temperatures) with the wave vector −→qi =
(δ, δ, 0.25) in the Brillouin zone, where δ is the incommensurate parameter. At Tc ~
201 K and 107 K, respectively, the δ value jumps to zero and the crystals TlInS2 and
TlGaSe2 exhibit a structural phase transition to commensurate ferroelectric phase
with the wave vector of −→qc = (0, 0, 0.25). In this case, the spontaneous polarization
lies in the plane of layers.

3.2 Ion Implantation Technique

Among different techniques for fabrication of composite materials, ion implantation
has a number of advantages: easy control of the metal distribution and concentra-
tion; the availability of almost arbitrary metal–dielectric compositions; the ability to
surpass the solubility limits constrained by the chemical and thermodynamic equilib-
rium of the host matrix and metalimpurities [95]. Besides, the ion implantation tech-
nique is ideally suited for fabrication of thin-film magnetic media and planar devices
for magneto-sensor electronics. In the given context, the authors suggested high-
fluency Co and Fe ion implantation into ferroelectric BaTiO3, TlInS2 and TlGaSe2
crystals with perovskite structure to form magnetic nanoparticles in the near-surface
region of the irradiated substrate aiming fabrication of a new multiferroic composite
material.

Single-charged Co+ and Fe+ ions with energy of 40 keV were implanted into
BaTiO3 (CrysTecGmbH, Germany), TlInS2 andTlGaSe2 (synthesized at the Instıtute
of Physics of Azerbaijan Academy of Sciences in Baku) single crystals at the fluency
of 0.5 × 1017 ion/cm2 and with ion current density of 8 μA/cm2. The implantation
was carried out at room temperature by using ion-beam accelerator ILU-3 (Kazan
Physical-Technical Institute of RAS) kept at residual vacuum of 10–5 Torr. Element
composition and surfacemorphology of all sampleswere investigated using commer-
cial scanning electronmicroscope«Zeiss»EVO-50XVPwith energy-dispersiveX-ray
(EDX) spectrometer Oxford INCA Energy 330.

3.3 Magnetic Measurement Techniques

Magnetic resonance measurements were carried out by using Bruker EMXmodel X-
band (9.8 GHz) spectrometer. A closed-cycle helium cryostat system and Lakeshore
340 model temperature controller were used in the measurements, which allowed
to scan the temperature with a rate of about 0.2 K/min and to stabilize the temper-
ature with accuracy better than 0.05 K. The measurements were performed in the
temperature range of 10–300 K. The static magnetic field was varied in the range
of 0–1600 mT. A goniometer was used to rotate the sample holder which is parallel
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to the microwave magnetic field and perpendicular to the applied static magnetic
field. The measurements were performed in two different, in-plane and out-of-plane
geometries. At the in-plane geometry, the samplewas attached horizontally at bottom
edge of sample holder, and the static magnetic field was scanned in the plane of the
implanted surface. At the out-of-plane geometry, the sample was attached to the flat
platform of sample holder, whereas the magnetic field of microwave lies in the film
plane during measurement and static magnetic field is rotated from the sample plane
to the surface normal. The field derivative of microwave power absorption (dP/dH)
was recorded as a function of the DC field. To obtain intensities of electron magnetic
resonance (EMR) and ferromagnetic resonance (FMR) signals, the double digital
integration of the resonance curves was performed using Bruker WINEPR software
package (Bruker Bio Spin Corporation, Billerica, MA 01,821 USA).

The static magnetization measurements were performed using VSM (PPMS,
Quantum Design Corp.) for parallel orientations of the applied magnetic field with
respect to the implanted surface plane in awide temperature interval. The temperature
dependences of themagnetizationweremeasured in zero field cooled (ZFC) and field
cooled (FC) regimes. For the ZFC measurements, samples were cooled in zero field
to 10 K and then, the magnetization was recorded during heating of the sample up
to 400 K in the magnetic field of 50 Oe applied parallel to the sample surface. For
the FC measurements, the applied field of 50 Oe was kept constant during cooling
to 10 K, and the magnetization was recorded during heating at the same constant
magnetic field.

3.4 Dielectric Constant Measurements

The samples for capacitance measurements were oriented along the polar axis which
lies in the cleavage plane (the morphology of crystals permits cleavage to plane
parallel plates with mirror-like surfaces) . The plates were gently polished, cleaned
and covered with silver paste. The dimensions of the electrodes were 3 × 0.3
mm2 with an inter-electrode distance of 1 mm. The capacitance of the samples
was measured using an agilent 4294 impedance analyzer. The dielectric measure-
ments were performed at various frequencies (100 kHz–1 MHz) in the temperature
range between 50 and 300 K. A superconducting vector magnet system used in the
measurements allowed to apply the static magnetic field up to 5 T and scan the
temperature with a rate of about 0.1 K/min and to stabilize the temperature with
the accuracy better than 0.005 K. The temperature was measured by a Cernox™
temperature sensor placed close to the sample.
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4 Ferromagnetic Resonance and Magnetization Studies

4.1 Co-implanted BaTiO3 Crystal

Magnetic resonance measurements of Co-implanted BaTiO3 were performed in
[96]. In addition to paramagnetic signals, which were attributed to Fe impurities
of BaTiO3 substrate, a broad resonance signal at high field region of spectrum was
observed (Fig. 1). When the external magnetic field is parallel to the implanted
surface of BaTiO3 crystal (parallel geometry), the observed signal intensity is very
low according to the paramagnetic signals. During the rotation of sample as the
magnetic field turns from the implanted surface towards the normal of implanted
surface (perpendicular geometry), the broad signal moved to the high field region
of spectrum and the intensity of this signal increased. The line width of this signal
is approximately 350 Oe at perpendicular geometry. This broad resonance line is
attributed to the ferromagnetic resonance signal due to the granular film composed
of Co nanoparticles on the surface. Due to the size and shape distribution of particles
on the surface gives very broad and low intensity FMR signal at parallel geometry.
We did not observe anisotropic behaviour of this FMR line at in-plane geometry. We
note that the observed FMR line dependence on the sample orientation is similar to
that observed in the FMR of granular magnetic films [97]. In latter case, the reso-
nance signal is due to the collective motion of particles magnetic moments, i.e. may
be described approximately by the macroscopic magnetization of the granular layer
as the whole system.

The value of the g-factor and effectivemagnetizationwas calculated from the vari-
ation of resonance field with the rotation angle of sample in the out-of-plane geom-
etry as 2.1 and 630 Oe, respectively. The observed peculiarities of the ferromagnetic
behaviour of Co-implantedBaTiO3 may be attributed to the dipole–dipole interaction
of magnetic cobalt nanoparticles formed as a result of high-influence implantation.
This phenomenon (called magnetic percolation) is discussed in details in [97, 98].
The fact is that when the distance between the magnetic particles becomes compa-
rable with their sizes, the dipole–dipole interaction couples the particle magnetic
moments. As a result, the granular phase behaves as a ferromagnetic continuumwith
respect to the dipolar forces even without direct contact between the particles. The
mechanism of such dipole–dipole interaction is discussed also in [99]; the authors
considered a semi-quantitative model for dipolar field for regular array of closely
separated spherical particles in granular magnetic layer. This model predicts the
dipolar field exhibiting an anisotropic behaviour. Hence, the angular dependence of
FMR spectra in such systems is qualitatively similar to that of a magnetic thin film.

In order to further investigate themagnetic properties of the Co-implanted BaTiO3

we have performed temperature-dependent magnetizationM(T)measurements using
a VSMmagnetometer in field cooled (FC) and zero field cooled (ZFC) regimes. For
ZFC measurements, the samples are cooled in zero field to 10 K, and the magnetiza-
tion is recorded during heating the sample up to 400K under themagnetic field of 100
Oe applied parallel to the sample surface. For FC measurements, the applied field of
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100 Oe is kept constant during cooling to 10 K, and the magnetization is recorded on
heating regime on applying the magnetic field of the same intensity. Figure 2 shows
that the FC and ZFC curves diverge substantially from each other below 400K, above
which the coincidence of FC and ZFC curves takes place. So, the peculiarities of FC
and ZFC curves reveal the presence of superparamagnetic behaviour at the tempera-
tures above Tb ~ 400 K, which can be considered as ‘blocking temperature’. So, the
FC and ZFC curves show ferromagnetic-like behaviour up to high temperatures, and
the behaviour of themagnetization is typical formagnetic granular systemswithwide
particle size distribution and strong magnetic interaction between particles [100].

Additionally, small peaks in both ZFC and FC curves at low temperatures are
attributed to the interfacial magnetic moments of the particles that are ‘frozen’
[101] in certain directions at the temperatures lower than 40 K. In all measure-
ments, the magnetic field is applied in the direction parallel to the implanted surface
of BaTiO3. The recorded M(H) loops confirm the ferromagnetic-like behaviour.
The coercive field decreases significantly by increasing the temperature and reaches
to zero on approaching Tb ~ 400 K (Fig. 3). Thus, the results of the magnetiza-
tion measurements also support the origin of observed ferromagnetic behaviour in
granular ferromagnetic layer formed in a result of Co implantation of BaTiO3.

4.2 Fe-Implanted BaTiO3 Crystal

The results of magnetic resonance investigations of Fe-implanted BaTiO3 samples
are presented in Fig. 4. The measurements have been performed at room temperature
for in-plane and out-of-plane geometries [101]. As it can be seen from the figure,
magnetic resonance spectra contain narrow EPR lines originating from isolated para-
magnetic Fe3+ centres located inTi4+ sites, and broad FMRsignal from ferromagnetic
Fe nanoparticles of ion-implanted surface layer.

Fig. 2 Temperature
dependence of the
magnetizationM(T) of
Co-implanted BaTiO3
(fluency −1.0 × 1017

ion/cm2) measured in FC
and ZFC regimes [96]
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Fig. 3 Temperature
dependence of the coercive
field of Co-implanted
BaTiO3 (fluency - 1.0 ×
1017 ion/cm2) [96]
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The angular evolutions of the EPR lines in the in-plane and out-of-plane geome-
tries were modelled in the same way as in [96]. Based on this modelling the spectra
were identified as coming from Fe3+ ion (S = 5/2, L=0) impurities substituting
the host titanium (Ti4+) sites in the body of the substrate plates and acquiring
axially distorted ligand crystal field of cubic symmetry [98]. Themagnetic resonance
measurements of virgin substrates confirmed this conjecture.

In order to discuss the results of FMR measurements, it is worth mentioning that
dependence of the FMR resonance field on the sample orientation is generally similar
to that observed in the FMR of Co-implanted BaTiO3 [96]. In this case, the resonance
signal from a granular magnetic layer is considered as due to the collective motion

Fig. 4 Magnetic resonance spectra of the Fe-implanted BaTiO3 plate measured at various orien-
tations of the applied magnetic field in the in-plane (left) and out-of-plane (right) geometries
[101]



Magnetoelectricity in Ion-Implanted Ferroelectric Crystals 249

of particles magnetic moments, i.e. may be described approximately by the macro-
scopic magnetization of the granular layer as the whole system. In this framework,
it is possible to analyse the FMR signal as coming from a thin magnetic film with
some effective values of the magnetization and the g-factor. Then, the resonance
condition for the granular film at arbitrary orientation takes the same form as that
for a continuous film. For the resonance condition, we used the classical resonance
equation as we have made in [96]: The g-factor and effective magnetization have
been calculated from variation of the resonance field with the rotation angle of the
sample at the out-of-plane geometry (see Fig. 5) as 2.19 and 231 G, respectively.

We attribute the observed peculiarities of the FMR signal behaviour to dipole–
dipole interaction of magnetic nanoparticles of iron formed as a result of the high-
fluency implantation. The detailed discussion of the phenomenon is given in [97–
99], it is called ‘magnetic percolation’, when the dipole–dipole interaction couples
magnetic moments of ferromagnetic particles separated by distances comparable
with their sizes. As a result, the granular phase behaves as a ferromagnetic continuum
even without direct contact between the particles. The angular dependence of the
FMR spectra in such systems becomes qualitatively similar to that of a magnetic thin
film.

Figure 6 presents the temperature dependences of magnetizationM(T) measured
by increasing the temperature at low magnetic field of 50 Oe in beforehand zero
field cooled (ZFC) and field cooled (FC) samples at 1 T. It is seen from the figure
that the FC and ZFC curves diverge substantially from each other at temperature of
about 150 K, above which the coincidence of FC and ZFC curves takes place. Wide
peak at TB ~ 80 K which can be considered as ‘blocking temperature’ for the ZFC
curve indicates that the magnetic moments of the iron nanoparticles are ‘frozen’ in
random directions at temperatures lower than TB. In addition, the FC curve shows
temperature-independent ferromagnetic-like behaviour at temperatures below 50 K.
We used Fe bulk cubic anisotropy constant K = 5.5 × 104 J m−3 at low temperature
[102] to estimate an upper limit for iron particle sizes. Using well-known relation

Fig. 5 Angular dependence
of the ferromagnetic
resonance field in the
Fe-implanted BaTiO3 plate
measured at the rotation of
magnetic field in the
out-of-plane geometry [101]



250 F. A. Mikailzade

Fig. 6 Temperature
dependences of the in-plane
magnetization of the
Fe-implanted BaTiO3
sample measured in FC and
ZFC regimes at magnetic
field of 50 Oe. The dotted
curves represent the
temperature dependences of
the first derivatives of M(T )
curves [101]

[100] KV = 25 kBT b, where kB is Boltzmann constant and V is iron nanoparticle’s
volume, the limiting value of a particle diameter was found to be about 10 nm that
is in the agreement with TEM studies. Note that the observed FC and ZFC curves
of magnetization are typical for magnetic granular systems with wide particle size
distribution and strong magnetic interaction between the particles [100].

However, there are three peculiarities (the points of inflection) in the temperature
dependences of magnetization as shown by three arrows in Fig. 6. The two clearly
visible inflections of the ZFC and FC curves at T c1 ~ 180 K and T c3 ~ 390 K can
be related to paraelectric cubic to tetragonal polar and from orthorhombic polar
to rhombohedral polar phase transitions in BaTiO3 crystal, respectively. The third,
tetragonal polar to orthorhombic polar phase transition occurs at T c2 ~ 280 K and
has much weaker impact on the magnetic moment, however, first derivatives of the
M(T ) drawn by dotted curves of the corresponding colour clearly a feature induced
by the structural phase transition. This observation indicates that there is a marked
magnetoelectric couplingbetween the ironnanoparticles and theBaTiO3 ferroelectric
matrix upon para- to ferroelectric transition at about 390K and upon low-temperature
phase transition at about 180 K.

4.3 Co-implanted TlInS2 and TlGaSe2 Crystals

The results of magnetization measurements of Co-implanted TlInS2 and TlGaSe2
[103] are presented in Figs. 7 and 8. Figure 7 shows that FC and ZFC curves diverge
substantially from each other below 400 K for both samples, above this temperature
the coincidence of FC and ZFC curves takes place. So, the peculiarities of FC and
ZFC curves reveal the presence of superparamagnetic behaviour at the temperatures
above ~ 400 K, which can be considered as ‘blocking temperature’. The results
show ferromagnetic-like behaviour up to high temperatures, and the behaviour of
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Fig. 7 a ZFC and FC temperature dependences of the magnetic moment of TlInS2 a and TlGaSe2
b crystal plates implanted with Co ions at the fluency of 1.0 × 1017 ion/cm2 [103].

Fig. 8 Magnetic hysteresis loops of TlInS2 a and TlGaSe2 b crystal plates implanted with Co
ions at the fluency of 1.0 × 1017 ion/cm2 (the temperature dependences of the coercive field are
presented in the insets) [103]

the magnetization is typical for magnetic granular systems with wide particle size
distribution and strong magnetic interaction between particles [101, 102]. Addition-
ally, small peaks in the both ZFC and FC curves at low temperatures are attributed
to the interfacial magnetic moments of the particles that are ‘frozen’ [104] in certain
directions at temperatures lower than 40 K.

Additionally, the studies of the magnetic field dependences of the magnetization
of the samples also revealed ferromagnetic-like behaviour at low temperatures. In all
measurements, the field is applied in the directions parallel to the implanted surface
of the crystals. It has been obtained that the coercive field decreases significantly by
increasing the temperature up to 400 K. In a result, the M(H) dependence exhibits
a nonlinear behaviour with zero coercive field value at high temperatures that is
peculiar to superparamagnetic systems.
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Fig. 9 Dependences of the
shift in the resonance field of
the FMR signal on the
applied electric field for the
BaTiO3 samples modified by
iron or cobalt ions [105]

5 Magnetoelectric Effects

5.1 Co- and Fe-Implanted BaTiO3 Crystal

We investigated the behaviour of FMR signal under an action of external electric field
to detect magnetoelectric coupling between magnetic nanoparticles and ferroelectric
BaTiO3 matrix in the samples under study [105]. The measurements were performed
in out-of-plane geometry; both static electric and static magnetic fields were applied
in the direction perpendicular to the implanted surface plane. It has been revealed
that applying the electric field on the samples brings to remarkable decreases of
ferromagnetic resonance field values. Figure 9 shows the dependences of amounts
of the resonance field shifts on applied electric field. As it is seen from the figure,
the dependences of the resonance fields on applied electric field exhibit nonlinear
character. According to the classical Kittel’s model [102] for the resonance field
of FMR signal in a thin magnetic film, the observed shift can be caused only by
a change in the magnetization of the sample. When the magnetic field is oriented
perpendicular to the sample plane, the resonance field H res is determined as follows:

Hres = ωres

γ
+ 4πM(E)

where ωres is the resonance frequency (9.8 GHz), γ is the gyromagnetic ratio, M is
the magnetization of the sample, and E is the external electric field. According to
this expression, the observed shift of the resonance field of FMR signal indicates a
decrease in themagnetization of the sample in an external electric field. So, taking into
account the fact that the effective magnetization is observed to lie in the implanted
surface plane, we observed transverse magnetoelectric effect, which includes the
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Fig. 10 Magnetic field
dependence of the relative
change in the capacitance
Co- and Fe-implanted
BaTiO3 [105]

change of the value of effective magnetization in a result of increasing of electric
field value applied in perpendicular direction.

Obviously, such shifts of FMR lines under electric field related to the changes
of magnetizations indicate magnetoelectric coupling between the implanted cobalt
(iron) particles and ferroelectric plate of BaTiO3. We suppose that ion implanta-
tion leads to great mechanical strains in modified layer, and these strains provide
good coupling between magnetic nanoparticles and BaTiO3 matrix. Namely BaTiO3

matrix changes its volume under an action of external electric filed due to piezo-
electric effect. This leads to a change in the distance between cobalt nanoparticles.
In the case of strong magnetic coupling between magnetic nanoparticles in Co (Fe)
-implanted BaTiO3 the displacement of cobalt (iron) nanoparticle results in changing
of sample magnetization.

The study of the influence of applied magnetic field on dielectric properties of
Co- and Fe-implanted BaTiO3 crystal revealed a strong dependence of the dielectric
properties of the samples on the external magnetic field. Figure 10 shows the depen-
dences of the relative change in the capacitance of the parallel plate capacitors with a
BaTiO3 spacer on the applied magnetic field. The relative change in the capacitance,
which is primarily determined by the dielectric constant of the spacer of the parallel
plate capacitor, reaches 6% in an external magnetic field of 2 T for both samples.
This is a very remarkable value, comparing with the data on various magnetoelectric
composites given in the literature.

The observed phenomenon can be explained on the base of well-known interpre-
tation of strong magnetoelectric coupling in ferroelectric–ferromagnetic composite
structures. It is known from the literature that a strong ME effect could be realized
in the composite consisting of magnetostrictive and piezoelectric constituents, so
that an efficient magnetostrictive–piezoelectric coupling between the two phases is
achieved. In this case, the magnetoelectric effect originates from the elastic interac-
tion between the magnetostrictive and piezoelectric subsystems. In a magnetic field,
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the magnetostriction in the magnetostrictive phase gives rise to mechanical stresses
that are transferred into the piezoelectric phase, owing to the piezoelectric effect,
resulting in an electric polarization of the ferroelectric–piezoelectric phase.

5.2 Co-implanted TlInS2 and TlGaSe2 Crystals

The temperature dependences ε(T) of the real part of dielectric constant of pure and
Coimplanted (at the ion concentration of 1.0×1017 ion/cm2) TlInS2 and TlGaSe2
crystals measured on heating the samples are presented in Figs. 11 and 12 [106]. The
measurements of capacitancewere performed for the samples implantedwith various

Fig. 11 Temperature
dependences of dielectric
constant of pure and
Co-implanted (at the fluency
of 1.0 × 1017 ion/cm2)
TlInS2 crystals measured on
heating the sample [106]

Fig. 12 Temperature
dependences of dielectric
constant of pure and
Co-implanted (at the fluency
of 1.0 × 1017 ion/cm2)
TlGaSe2 crystals measured
on heating the sample [106]
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ion concentrations. As it is seen from the figures, the temperature dependences of
the dielectric constant of pure TlInS2 and TlGaSe2 exhibit well-known anomalies
at the well-known phase transition temperatures [92–94]. It is also seen that the
implantation of the crystals brings to remarkable shifts of the phase transition points
to high temperatures on heating the sample. It has been also revealed that these
shifts are increased with increasing of ion concentrations. On the other side, the
measurements of these dependences on cooling regime revealed the absence of any
shifts of phase transition anomalies. Thus, the implantation of the samples brought
to increase of the temperature hysteresis in ε(T) dependences: the shifts of phase
transition points in implanted samples are realized only on heating the samples.

It is known that the presence of incommensurately modulated structure in crystal
leads to occurrence of long-lived metastable states in the temperature interval of
the successive incommensurate and commensurate phase transitions. This causes
the presence of the thermal hysteresis of the dielectric susceptibility, which has
been observed for TlInS2 and TlGaSe2 in [107–109]. It was mentioned that many
incommensurate systems, just above the incommensurate–commensurate phase tran-
sition point, consist of locally commensurate regions separated by narrow walls
called discommensurations or solitons where the phase and amplitude of modulation
change abruptly. Thermal hysteresis is usually attributed to defect-induced pinning
of these discommensurations, as well as the domain-like structure of the ferroelec-
tric phase, which prevents the crystal from reaching thermal equilibrium after the
incommensurate–commensurate phase transition on decreasing the temperature.

The similar effect is observed on heating the ferroelectric crystals from low
temperatures, which also may be qualitatively explained on the base of phenomeno-
logical theory of incommensurate systems. As it was shown in [110], the dielectric
susceptibility of the crystal possessing incommensurate and commensurate phases
consists of normal and ‘anomalous’ part. ‘Anomalous’ part of the dielectric constant
arises due to movements of discommensurations in response to applied electric field
and this part determines mainly a magnitude of the dielectric susceptibility in the
temperature range of incommensurate–commensurate phase transitions. Then, an
‘anomalous’ part of the dielectric constant in crystals with incommensurate phases
depends on the density of discommensurations. After existing the crystal in the
ferroelectric state at low temperatures, it contains a minimum number of discom-
mensurations. In this case, the domain walls are rigid, and it is difficult to reorient the
domains under applied electric field. Low value of induced polarization will result
to a lower value of the dielectric susceptibility. Heating the crystal will result to
formation and evolution of discommensurations. But this process has high activation
energy due to interaction with defects or other imperfections of the crystal structure
and that is why it is comparatively embarrassed. Any increase of this interaction will
lead to a delay of the transformation of the crystal into incommensurate phase, and
we observe shifts of ε(T) peaks to higher temperatures.

In our point of view, the samemechanism is responsible for appearing shifts of the
phase transition points in Co-implanted TlInS2 and TlGaSe2 crystals on heating the
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samples and thus for increasing the temperature hysteresis of the dielectric suscep-
tibility. The observed behaviour can be interpreted taking into account the interac-
tion between the domain structure of the ferroelectric state of TlInS2 and TlGaSe2
substrates and ferromagnetic Co clusters of the composite surface layer, which can
be attributed to some kind of magnetoelectric coupling. It is well known from the
literature that a strong magnetoelectric coupling could be realized in ferroelectric–
ferromagnetic composite structures, so that the magnetodielectric effect originates
from the elastic interaction between the magnetostrictive and piezoelectric subsys-
tems. According to this interpretation, the magnetostriction in the magnetostrictive
phase gives rise to mechanical stresses that are transferred into the piezoelectric
phase, owing to the piezoelectric effect, resulting in changes in the dielectric prop-
erties of the ferroelectric–piezoelectric phase [46]. Actually, this strong magneto-
electric coupling brings to lock-in of the domain walls and prevents their further
transformation to incommensurate phase on increasing the temperature.

In order to continue detailed investigation of possible magnetodielectric effects,
the temperature dependences of the real part of the dielectric susceptibility of Co-
implanted TlInS2 and TlGaSe2 on applying the magnetic fields with various intensi-
ties were measured. The results are presented in Figs. 13 and 14. The magnetic field
was applied in the direction perpendicular to the layers and implanted surfaces of the
crystals, and the measurements were performed on heating the sample. As it is seen
from the figures, the applying of the magnetic field brings to remarkable shifts of the
phase transition points down to the values that were observed for pure samples. By
the way, one must point out that no any shifts were observed again when the samples
were measured in cooling regime.

Thus, the decreasing of the temperature hysteresis of dielectric constant of Co-
implanted TlInS2 and TlGaSe2 crystals were observed in the temperature region of
successive phase transitions on applying the magnetic field in the direction perpen-
dicular to the implanted surface plane. This result also confirms our above-mentioned

Fig. 13 Temperature
dependences of dielectric
constant of Co-implanted (at
the fluency of 1.0 × 1017

ion/cm2) TlInS2 under
various magnetic fields
measured on heating the
sample [106]
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conclusion about magnetoelectric coupling between domain structures of ferroelec-
tric and ferromagnetic constituents. The matter is that as mentioned in [104], Co
implantation of TlInS2 and TlGaSe2 brings to formation of ferromagnetic surface
layer in crystal structure, which behaves like to ferromagnetic thin granular filmwith
characteristic shape anisotropy of magnetization, the direction of which lies in the
implanted surface plane/layer plane. In this frame, above observed shifts of the phase
transition temperatures can be interpreted as a result of longitudinal magnetoelec-
tric coupling between ferroelectric and ferromagnetic domain walls, which are both
aligned in the same direction. The application of the magnetic field perpendicular to
this direction destroys the mentioned shape anisotropy, changes the magnetization
direction and thus brings to weakening of the longitudinal magnetoelectric effect and
shifting of the phase transition temperatures back to ones for pure samples.

6 Conclusions

Thus, high-fluency implantation of cobalt and iron ions into ferroelectric crystals
results in the precipitation of implanted impurities in the form of magnetic metal
nanoparticles. The irradiated ferroelectric samples exhibit properties of thin gran-
ular magnetic films. The observed shifts of the ferromagnetic resonance field values
on applying the external electric field and the change in the dielectric constant of
nanocomposite samples on applying the external magnetic field indicate that there is
a magnetoelectric coupling between the Co and Fe nanoparticles and the ferroelec-
tric matrix. This has opened up prospects for the use of the mentioned synthesized
materials as new type of nanocomposite multiferroics.

Fig. 14 Temperature
dependences of dielectric
constant of Co-implanted (at
the fluency of 1.0 × 1017

ion/cm2) TlGaSe2 under
various magnetic fields
measured on heating the
sample [106]
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