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Preface

Manufacturing can be easily considered the backbone of the European economy
with a total of 2.1 million enterprises employing near 30 millions of people (14.2%
of the total European workforce) and generating EUR 1710 billions of value added
in 2014 (26 % of the European value added).

The competitivity and resilience of the European manufacturing sector strongly
ground on the technical leadership and ability to handle complexity. Manufacturing
is today a complex and highly interconnected value creation process ecosystem
pursuing high-value-added products to compete globally.

Manufacturing is evolving continuously, taking advantage of emergent tech-
nologies and establishing interrelations with many scientific and technological
areas, e.g., computer science, materials research, microelectronics, and biosciences,
moving its scope beyond simple product fabrication.

Italy is one of the main actors in the European manufacturing sector, being the
second largest manufacturing economy in Europe. Moreover, Italy has also a
prominent role as a technology provider for manufacturing, with the machinery and
equipment sector having the largest share of the Italian exported goods in the last
years. Research and innovation also constitute a very relevant area for both Italian
universities and companies, covering different and heterogeneous sectors, ranging
from manufacturing technologies, processes, equipment, systems, as well as
strategical and economical aspects. Italian partners, in fact, reached the second
position in terms of research efforts in European H2020 projects in manufacturing.

AITeM, the Italian Association of Manufacturing, funded in 1992, is an orga-
nization involving academics, researchers, and industrialists whose main interest is
in manufacturing. Since the foundation, AITeM is the cultural and technological
reference for manufacturing and production systems in Italy, whose aim is pro-
moting research in manufacturing through events, collaborations, research and
industrial projects, as well as disseminating the research and innovation culture to
the general public. AITeM counts today about 300 associates coming from all the
universities in Italy, as well as 30 industrial groups. AITeM is also the largest
network of research laboratories in Italy in the area of manufacturing.
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This volume contains a set of selected contributions proposed by young AITeM
associates and refers to a wide range of scientific and technological areas: additive
manufacturing, advanced and unconventional machining and processes, material
removal processes, foundry and forming, tools and machine tools, assembly/
disassembly, joining materials and material properties, quality metrology and
material testing, manufacturing systems engineering, sustainable manufacturing,
smart manufacturing and cyber-physical systems, education in manufacturing and
human factors, and industrial applications.

This book addresses the multifaceted nature of the research in manufacturing,
capturing, and interconnecting different scientific and technological areas. It also
provides a picture of the vitality of the Italian research community looking toward
the future.

Milan, Italy Tullio Tolio
President of AITEM

Brescia, Italy
May 2020

Elisabetta Ceretti
President of the Scientific Committee
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Micro-milling of Selective Laser Melted
Stainless Steel

Andrea Abeni, Paola Serena Ginestra, and Aldo Attanasio

Abstract This paper deals with micro mechanical machining process of 17-4 PH
stainless steel samples fabricated by selective laser melting. An analysis of the
material removal behaviour during micro-milling operations for the selection of the
optimal feed rate value was performed on 17-4 PH additive manufactured samples
studying the variation of the specific cutting force as a function of the feed per tooth.
The transition from shearing to ploughing regime was analysed by considering the
variation of the specific cutting forces. Theminimum uncut chip thickness was calcu-
lated to identify the transition between the cutting regimes (shearing, ploughing or
their combination) that affects the final product quality in terms of surface integrity
and dimensional accuracy. Moreover, the surface roughness and the burr extension
were analysed as a function of the feed rate.

Keywords Selective laser melting · Micro machining · Minimum uncut chip
thickness

1 Introduction

Differently from conventional machining processes, Additive Manufacturing (AM)
processes produce parts with complex shape by material addition. Depending on the
material charging method, the AM techniques of metals can be classified in: powder
bed fusion, direct energy deposition and wire fed systems. Selective Laser Melting
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2 A. Abeni et al.

(SLM) is the most promising powder bed fusion process where a product is obtained
by the selective melting of metal powders by a laser source. SLM allows the fabri-
cation of products characterized by high structural integrity. On the other hand, the
surface finish is inadequate and with high variability that in some cases can affect the
technical properties and compromise the required tolerances [1]. The final properties
of SLM metals are still under study due to the presence of uncontrolled porosities,
defects and poor surface finishing states [2]. The poor surface quality of the SLM
components resulting from a high surface roughness is mostly due to the partially
melted powder on the outer surface of the manufactured parts collected during the
building process [3]. Post processing is therefore needed for an improvement of the
surface finishing and mechanical properties of the final parts.

Among the traditional processes used to achievehighprecisionon3Dcomponents,
micro milling is one of the most convenient micro manufacturing processes in terms
of volume and cost ratio [4, 5]. Micro milling can be utilized to mechanically remove
materials using micro tools to obtain complex micro-size features on a wide variety
of engineering materials. However, the efficiency of micro milling introduces critical
issues due to the miniaturization of parts and tools that requires a deep understanding
and optimization of the process. Micro machining operations are characterized by a
chip thickness comparable in size to the cutting edge radius of the mill. The increases
in cutting energy and forces as the undeformed chip thickness decrease is one of the
most significant size effects of micro milling. In particular, when the uncut chip
thickness is lower than a minimum value (i.e. minimum uncut chip thickness), the
cutting process is characterized by an elasto-plastic deformation of the material
known as ploughing. This cutting regime is does not correspond to a correct chip
formation. Thus, the Minimum Uncut Chip Thickness (MUCT) has been identified
as the undeformed chip thickness at which the transition from ploughing to shearing
occurs causing a significant variation of the normalized cutting energy and forces [6].
In order to increase productivity and improve the machined part quality during micro
milling, the ploughing mechanism has to be understood. Moreover, the ploughing
process has a direct impact on the final surface roughness of the treated material
influencing the achievable accuracy of the finished AM components. Furthermore,
the analysis of the dominant deformation regime during micro milling operations
involves the cutting force measurement. The effects of the tool run-out must be
considered to quantify the loads imbalance on the tool flutes during the process [7].

The objective of this paper is to study the material removal behaviour of 17-4
PH stainless steel parts produced by SLM and post processed by micro milling. The
proposed analysis is based on the realization of microchannels with 800 µm width
by using coated tungsten carbide micro end mills on SLM steel samples. The cutting
force was acquired at a high sampling rate in order to avoid any aliasing effects. In
particular, the cutting force has been analysed as a function of the feed per tooth
in order to identify the occurring transition from ploughing to shearing. A proper
analytical model to take into account the tool run-out effects while calculating the
specific cutting forces was applied.
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Moreover, the roughness (Ra) and the burrs dimension of the microchannel were
analysed to relate the surface finishing to thematerial deformationmechanism during
the process.

2 Experimental Procedure

In this section, the production andmachining operations of theSLM17-4PHstainless
steel samples are reported. The manufacturing parameters and the experimental plan
followed for the micro milling tests are defined and the model used for the evaluation
of the specific cutting force in presence of the tool run out is described.

2.1 Sample Production

The SLM samples were produced using the laser based powder bed fusion machine
ProX 100 (3D System). The geometry of the samples was designed to allow the
positioning of the samples on the load cell Kistler© 9317C. The sampleswere printed
as squares with a side equal to 25 mm and a thickness equal to 5 mm with four holes
with a diameter of 4.20 mm on the corners of the squares.

The chemical composition of the 17-4 PH stainless steel powder used as printing
material is reported in Table 1.

The absence of impurities is necessary to avoid negative effects of embrittlement.
Therefore, the laser process is carried out in a Nitrogen atmosphere with a controlled
O2 content less than 0.1 vol.%. The optimized parameters for the SLM of 17-4 PH
steel of the process are reported in Table 2.

The as built samples were subjected directly to the micromachining tests without
heat treatment.

Table 1 Chemical composition of 17-4 PH stainless steel powder

17-4 PH C Cr Ni Cu Mn Mo Nb Si

Wt (%) <0.07 16.71 4.09 4.18 0.8 0.19 0.23 0.53

Table 2 Process parameters
used in the SLM process

Process parameter Value

Laser power (W) 50

Spot diameter (µm) 80

Scan speed (mm/s) 300

Hatch spacing (µm) 50

Layer thickness (µm) 30
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2.2 Micro-milling Tests

Themachining tests were carried out fabricating twenty channels by using a constant
cutting speed and twenty different feed per tooth (f z) values. Once the cutting forces
were acquired and normalized, the ploughing-shearing transition was determined
through the MUCT quantification. Moreover, the roughness and the burrs were
measured and the data were evaluated as a function of the parameter f z.

The cutting tests were performed on a five axis Nano Precision Machining Centre
KERN Pyramid Nano equipped with a Heidenhain iTCN 530 numeric control.
The loads generated by the interaction between tool and workpiece were measured
through a force acquisition system, as reported in [8]. The precision of the load
cell, the bandwidth and the sampling rate of the measurement system are adequate
for capturing forces in micro milling [9]. The samples were constrained to the load
cell through four bolts. The load cell was blocked to the machine work table. The
experimental procedure consisted in two different milling operations: (i) a roughing
to prepare a planar surface on the workpiece and (ii) micro slot machining, executed
varying the fz at each test. The force acquisition was performed during the micro slot
machining. The roughing was performed through four identical consecutive passes
with a depth of cut of 100 µm for each step. A four-flutes flat-bottom mill with a
nominal diameter of 6 mm was employed to prepare the samples setting a cutting
speed equal to 40 m/min and a feed per tooth of 10 µm/tooth. The microchannels
were produced using a coated two flutes micro mill with a nominal diameter of
0.8 mm. The actual tool geometry was acquired using a confocal microscope (Hirox
RH 2000). Further tool information are reported in Table 3.

The tests were designed with the purpose of identifying the MUCT as a function
of the feed per tooth. On each side of the 17-4 PH stainless steel workpiece, five
cuts were performed moving the tool from the outer to the centre at a constant depth
(ap) of 200 µm. A cutting speed (vc) of 40 m/min was kept constant for each cut.
An actual tool diameter of 789 µm was measured by means of the BLUM laser
measuring system mounted on the CNC machine.

Figure 1 illustrates the machining pattern and the load cell reference systems that
was aligned to the KERN machine tool. Twenty micro channels were machined by

Table 3 Process parameters
used in the micromilling
process

Properties Value

Nominal (µm) 800

Effective diameter (µm) 789 ± 2

Nominal cutting edge radius (µm) 5

Effective cutting edge radius (µm) 6.3

Helix angle (°) 20

Rake angle (°) 4

Material Tungsten carbide

Material coating Titanium nitride
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Fig. 1 Micro-slot pattern
with the related reference
systems

using twenty feed per tooth values ranging between 10 and 0.5µm. The tool wear has
been measured with a digital optical microscope and resulted negligible. Between
two consecutive tests the tool has been properly cleaned to remove any stick material
as confirmed by the optical microscope observations.

The force acquisition system allows to measure the cutting load component along
each direction. The single components were subsequently composed to calculate the
cutting force (Fc) through Eq. (1) directly in LabVIEW, the integrated development
environment for the National Instruments graphic programming code.

FC =
√

(FX )2 + (FY )2 + (FZ )2 (1)

LabVIEW code was integrated by a Butterworth 20th order low-pass filter with
a cut-off frequency of 1000 Hz. The tooth pass frequency corresponding to cutting
speed and the tool can be calculated by Eq. (2).

fT P = n

60
∗ z (2)

Considering the number of tool flutes (z = 2) and the spindle speed (n =
15,923 rpm), the tooth pass frequency is equal to 530 Hz and consequently it is
lower than the cut-off frequency. The signal was filtered in order to identify the
cutting force maximum peak on the flutes for each rotation. As shown in Fig. 2, the
maximum peaks of the signal were not substantially altered.

2.3 Evaluation of the Normalized Specific Force Fc

The experiments allowed to investigate the regime transition as a function of the
process f z. The cutting force can not be directly used in this analysis and it must
be normalized regarding the chip cross-section (S). Equation (3) shows the relation
between chip section and feed per tooth:
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Fig. 2 Comparison between
the original cutting force and
the filtered cutting force

S = ap ∗ h (3)

where ap is the axial depth of cut while the chip thickness h can be calculated by
Eq. (4)

h = fz ∗ sin(ωt) (4)

In particular, the maximum cross section (ωt = π /2) is expressed by the product
between the axial depth of cut (ap) and the feed per tooth (fz). The decrease of
fz between two consecutive test determines a section (S) reduction which has a
considerable effect on the cutting force value. To highlight the dependence of the
cutting force in relation to the deformation mechanism, a specific cutting force must
be calculated by Eq. (5):

Fcn = Fc

S
(5)

where Fc is the cutting force results from the combination of all the force compo-
nents including the cutting edge component. The specific force allows to identify the
MUCT. During ploughing regime, the workpiece material elasto-plastic deformation
determines a load increment. The phenomenon is enhanced by the accumulation of
uncutmaterial against the cutting edge.When shearing regime is prevalent, the correct
chip formation causes the specific loads decrease. A direct correlation between the
regime transition and the specific cutting force must be identified without neglect
the tool run-out effects. The tool run-out causes a difference between the effective
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chip thicknesses on each flute, determining an unbalanced load condition on the
flutes. Considering two flutes, the maximum chip thickness for one flute (hAmax) will
be greater than the thickness for the other flute (hBmax). The asymmetric condition
causes two cutting force peaks (FcmaxA; FcmaxB) which should be normalized by
considering the effective thickness (see Fig. 2). Several tool run-outmodels should be
utilized [8, 10, 11]. The simplest approach is based on the hypothesis of a direct rela-
tion between chip section and force peak. Equation (6) was implemented to calculate
the effective chip thickness for tool flute A:

hAmax = 2∗FcmaxA
FcmaxB + FcmaxA

∗ fz hBmax = 2 fz − hAmax (6)

where FcmaxB+FcmaxA
2 is the average force peaks between edge A and edge B (Fcav).

Supposing that the average undeformed chip thickness is equal to fz, Eq. (6) derived
from the proportion hAmax : FcmaxA = Fcav : fz . The signal of the Fc was consid-
ered in order to select a uniform portion corresponding to thirty tool rotations. For
each spindle rotation the effective chip thickness hAmax was calculated and subse-
quently an average value was obtained. The average value was finally utilized for the
force normalization.

2.4 Roughness and Burrs Evaluation

The roughnesswas evaluated bymeans of aMitutoyo SJ300 profilometerwith a 2µm
tip. The width (WB) and height (HB) of each burr were measured for each inner and
outer channel side. The burrs width was measured by using a Mitutoyo QuickScope
optical coordinate measuringmachine, while the burrs height was measured by using
a Hirox RH-2000 optical microscope (Fig. 3).

The width and the height were combined supposing the absence of curvatures
of the burrs to obtain a unique value of the length (LB) of the burrs on each side

Fig. 3 Schematic
representation of the
geometry of the burrs
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according to Eq. (7):

LB =
√

(WB)2 + (HB)2 (7)

The collected data were reported as function of the feed per tooth in order to
evaluate the dependence of roughness and burrs in relation to the feed rate.

3 Results and Discussion

In this section, the results related to the evaluation of the transition regime of defor-
mation are reported. Tables 4 and 5 reports the values of the average specific cutting
forces (Fcn) calculated considering both the actual depth of cut (apeff ) and the force
peaks (FcmaxA, FcmaxB).

Figure 4 shows the measured cutting force peaks for each flute. The difference
between the force peaks can be related to the tool run-out. It is possible to observe
that when the feed per tooth is higher than 2 µm, the tool run-out influence slightly
increases as the feed per tooth decreases. In fact, it is evident that the difference
between the force peak of the flute A and the force peak of the flute B increases as
the feed rate decreases. When the feed per tooth is equal or lower than 2 µm, the
difference between the cutting force peaks strongly increases as the feed per tooth
decreases. This behaviour can be related to a ploughing condition involving flute B
that causes an increment of the undeformed depth of cut for fluteA.Consequently, the
normalization performed on the resulting cutting force values allowed to investigate
the cutting regime of the AM material by making the tool run out effects negligible.

Observing Fig. 5, the specific cutting force is not constant thorough the tests due
to the presence of different deformation mechanisms. It shows an increase of the

Table 4 Results of the micromilling tests performed at different feed per tooth values ranging
between 5.5 and 10 µm/tooth * rev

n fz (µm/t) apeff (µm) FcmaxA (N) FcmaxB (N) Fcn (N/mm2)

1 10 205.4 18.7 14.1 8016.0

2 9.5 205.7 14.0 9.9 6127.6

3 9 201.3 13.2 9.1 6177.5

4 8.5 203.1 15.1 10.0 7266.7

5 8 203.3 10.4 8.6 5887.3

6 7.5 199.9 12.5 4.2 5595.4

7 7 198.1 11.0 1.9 4684.5

8 6.5 198.3 11.1 2.4 5251.8

9 6 200.7 11.4 2.5 5840.3

10 5.5 203.4 13.0 4.5 7857.1
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Table 5 Results of the micromilling tests performed at different feed per tooth values ranging
between 0.5 and 5 µm/tooth * rev

n fz (µm/t) apeff (µm) FcmaxA (N) FcmaxB (N) Fcn (N/mm2)

11 5 200.5 12.2 4.1 8175.1

12 4.5 199.3 10.5 3.6 7960.0

13 4 198.9 11.7 2.5 9007.8

14 3.5 199.1 11.0 2.1 9515.1

15 3 198.7 10.9 2.1 10,994.4

16 2.5 209.8 10.6 1.6 11,766.8

17 2 206.3 15.2 3.1 22,277.7

18 1.5 200.8 15.6 4.3 33,253.7

19 1 205.8 17.3 3.0 49,514.9

20 0.5 202.6 17.8 1.9 97,726.5

Fig. 4 The maximum cutting force value for each flute versus feed per tooth

normalized cutting force when the feed per tooth decreases from 2.5 to 2 µm/tooth.
This trend allows to set the MUCT value to 2.5 µm/tooth. Considering the deforma-
tion mechanisms, region I corresponds to a ploughing dominated regime extended
to a feed per tooth value of 2.5 µm/tooth according to literature [6], which identifies
the MUCT value as the 20–40% of the cutting edge radius. The identified MUCT
value is also in accordance with the behaviour observed in Fig. 4. On the other hand,
region III is related to the shearing deformation regime characterized by an indepen-
dence of the specific cutting forces from the feed per tooth values, as visible from the
reported magnification of the specific cutting force. The region II can be identified
as a transition zone between the two dominant deformations mechanism where the
ploughing effects are progressively increasing as the feed per tooth decreases.

The roughness of the as built SLMparts wasmeasured on three replica of the same
samples and resulted in 12.85 ± 0.18 µm. The micro machining tests significantly
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Fig. 5 Specific cutting forces versus feed per tooth

improved the surface quality as required by standard mechanical application. The
effects of the occurring of the ploughing regime are visible on the evaluation of the
roughness trend reported in Fig. 6.

As shown, high average roughness values are also related to the higher sensitivity
to run out of the kinematic roughness at lower values of fz. Moreover, the increased
variability of the results is probably due to the incorrect chip formation mechanism
during ploughing that is responsible of uncontrollable irregularities and accumulation
of material thought the flute path. On the other hand, when the shearing regime is
dominant, the mean roughness values depend on the feed per tooth values according
to the typical trend of cutting tests. Moreover, the reduced variability of the data
demonstrates the transition to a more regular deformation mechanism.

The burr length was considered to evaluate the influence of the ploughing regime
on the feature quality (Fig. 7).

Fig. 6 Average roughness
versus feed per tooth
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Fig. 7 Burr length on the inner side (a) and burr length on the outer side (b) versus feed per tooth

As expected, the length of the burrs on the outer side is higher compared to the
length on the inner side.

The burr length on the inner side of the channels is strongly influenced by the
occurring of the ploughing regime as highlighted from an increase of the average
values. As the shearing regime is dominant, the length of the burrs begins to be
dependent on the feed rate as visible from the trend of the data. On the other hand,
the burr length on the outer side is more variable probably due to the instability of
the ploughing regime and the presence of compressed AM material.

4 Conclusion

In this paper, the material removal behaviour of additive manufactured stainless steel
was analysed. The specific cutting force resulting from the production of microchan-
nels on SLM samples was evaluated as a function of the feed per tooth to identify the
transition of the material from ploughing to shearing deformation regime. Moreover,
the roughness and the burrs dimension of the machined workpiece were measured to
investigate the effects of the deformation mechanism on the surface final finishing.

From the results it is possible to notice a ploughing dominated regime at low feed
per tooth values followed by a transition to a shearing dominated regime at higher
feed rates. In particular, the specific cutting forces related to the ploughing regime
resulted ten times higher than the forces calculated when shearing regime is present.
As expected, at the highest feed per tooth values the specific cutting force was found
to be independent on the feed rate value. The results showed a behaviour transition of
the material at the 30–35% of the effective tool edge radius. Thus, the study allowed
to identify an optimal feed per tooth range related to reduced cutting forces with the
aim of minimize the tool damage probability and consequently the tool wear rates.

Furthermore, the highest values of roughness were measured on the surface of the
channels machined at low feed rates. The variability of the data showed a progressive
decrease corresponding to a more dominant shearing regime. The dimension of the
burrs calculated both on the inner and outer channel sides resulted higher at low
feed per tooth values. Therefore, a high value of the feed rate is recommended to
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reduce the extension of the burrs and assure a correct mechanical coupling between
the micro-sizes components.

A further development of this research will be based on the comparison between
the additive manufactured and the conventionally produced components under
machining operations.
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Integrating Machine Scheduling
and Transportation Resource Allocation
in a Job Shop: A Simulation Approach

Erica Pastore and Arianna Alfieri

Abstract In scheduling problems with fixed routing, usually the transportation of
jobs among the machines is not considered (i.e., the transportation time between
two stages is negligible, and the number of transportation resources is unlimited).
However, in real contexts, this assumption can be unrealistic, especially when human
supervision is needed for transportation, and hence not considering transportation
can lead to low quality scheduling solutions. This paper considers a job shop inwhich
transportation resources are limited and free to move among all the machines (no
fixed routes). The aim is the integration of machine scheduling and transportation
resource allocation, i.e., to decide for each machine the job sequence, and for each
free transportation resource the routing. Due to the complexity of the problem, a
Discrete Event Simulation approach is used to compare different scheduling and
transportation resource allocation policies through scenario analysis.

Keywords Job shop · Machine scheduling · Transportation resource allocation ·
Discrete event simulation

1 Introduction

In manufacturing systems, different layouts are used to organize machines. Among
them, the job shop allows to achieve the maximum flexibility in the production
process. The job shop can handle a varying mix of products (that can be the result
of the increasing variability in customer orders) to be produced in small batches and
with different production cycles. Every product manufactured in a job shop has its
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own operation sequence and, therefore, its own routing in the system.Moreover, since
transports between machines are hardly automatized in the job shop, the position of
the machines on the shop floor is chosen to limit the time wasted to move a batch
from an operation to the following one. However, due to the variety of production
cycles, many products might have to travel through the entire shop floor to fulfil all
the required operations. For this reason, the job transportation between machines is
a critical issue in the job shop management.

Although the relevance of the transportation issue, few research works have
addressed the job shop scheduling with transportation resources, with respect to the
amount of job shop scheduling literature in which transportation has been neglected
(the standard assumption is that number of transportation resources is unlimited and
the transportation time is negligible).

Even without transportation resources, the job shop scheduling problem is a very
complex optimization problem and it belongs to the class of non-deterministic poly-
nomial time (NP hard) problems [1]. Due to this reason, many of the approaches
proposed in the literature are heuristic, as exact approaches (e.g., branch and bound
or dynamic programming) can solve only small-scale problems. Just to cite few, not
exhaustive, examples, the most common algorithms are genetic algorithms [2, 3],
tabu search [4], and particle swarm [5, 6].

When transportation is included, the complexity of the scheduling problem
increases, as the complete problem can be seen as the integration of two sub-
problems: a classical job shop scheduling problem and a vehicle routing problem. As
previouslymentioned, fewer papers have addressed it [7]. To illustrate some example,
the flexible job shop scheduling problem in a cellular manufacturing environment
has been considered in [8], including intercellular transportation times but omitting
empty transportation times (i.e., the time the available transportation resource takes
to arrive to the machine where there is a job needing to be moved). Also, the problem
of simultaneous scheduling machines and AGVs in a flexible manufacturing system
has been addressed in [9]. The automated guided vehicles do not have to return to
the load/unload station after each delivery, and the problem is solved by an itera-
tive procedure in which admissible time windows for the trip are constructed by
solving the machine scheduling problem, which generates the completion times of
each operation with a heuristic procedure. The flexible job shop scheduling problem
with transportation constraints has been addressed in [10], where a set of identical
transportation resources and empty transportation are considered, and a tabu search
procedure is proposed for its solution. The classical job shop scheduling problem
with transportation resources able to carry more than one task at a time has also been
studied in [11].

From the examples discussed above, it clearly emerges that most of the literature
focuses on the flexible job shop, in which each operation is not associated to a fixed
machine but to a set of machines among which one has to be chosen. Although this
problem can be harder to model and to solve than the job shop with fixed association
among operations and machines (especially with exact solution approaches), the
possibility to choose the machine can simplify the problem from the transportation
resource standpoint. Moreover, to the authors’ knowledge, no work focuses on the
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optimal schedule for the transportation resources, rather they are treated as additional
time to be considered (thus, the objective function includes only the completion time).

In this paper, we consider the integrated job shop scheduling problem with trans-
portation resources, in which the job shop is characterized by fixed routing and fixed
association between operations and machines, and the transportation includes the
empty transportation time. Differently from most of the papers in the literature, the
objective function includes penalties for tardy jobs and transportation resource costs,
with the aim of finding the optimal (from the economic standpoint) number of trans-
portation resources, together with the optimal schedule of jobs on machines and on
transporters.

The integrated job shop machine and transportation resource scheduling is
modeled by a mixed-linear programming model. Due to the complexity of the
problem, a simulation-optimization solution approach is proposed, and a case study
from the textile industry is used to test its applicability in a real context.

The reminder of the paper is organized as follows. In Sect. 2 the problem is mathe-
matically represented as a MILPmodel and its solution complexity is discussed. The
simulation-optimization approach and its application to the case study are presented
in Sect. 3. Section 4 concludes the paper discussing the limitations of the approach
and future research directions.

2 Problem Description

As discussed in the previous section, the integrated job shop scheduling problemwith
transportation resources can be seen as a classical job shop, in which job operations
have to be sequenced on machines, with the additional requirement of scheduling the
transportation activities on the transporters. In the considered problem, the additional
request of finding the optimal number of transportation resources is considered.

Specifically, let N be the jobs to process. Each job i has a set ℵi of consecutive
operations to be performed. To simplify the notation, it is assumed that operation j
of job i is exactly the jth operation of the job in ℵi . The route of each job in the shop
floor (i.e., the sequence of machines associated to the operations of the job) could
be partially or entirely different from that of the other jobs.

Job i has a release date rdi and a due date ddi . If the job is not completed before
ddi , a tardiness penalty is paid. The processing time pi j of operation j of job i is
known and fixed, and so is the machine ki j on which it has to be processed. Due to the
limited number of transportation resources and to the not negligible transportation
time between machines, for each job, each operation cannot start immediately after
the end of the previous one, but the job has to be transported to themachine associated
to the next operation. When a transporter becomes available, the next job to be
transported must be decided considering both the completion time of jobs at their
machines and the distance between the current position of the available transporter
and the jobs waiting to be moved.
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The objective is to select the appropriate number of transportation resources (also
referred to as transporters, in the following), and to sequence all the jobs on the
machines and on the transportation resources, in order to minimize the total cost of
the tardiness and of the transportation resources.

Using the parameters and the variables summarized in Table 1, the integrated job
shop machine and transportation resource scheduling problem can be modelled as
follows.

min
N∑

i=1

cTA · TAi +
T∑

t=1

gTRδt (1)

s.t. Ci1 ≥ rdi + pi1 + di1i2 ∀i (2)

Cij ≥ Ci(j−1) + pij + diji(j+1) ∀ i, j = 2, . . . , ni (3)

Table 1 Parameters and decision variables of the mathematical model

Parameters

cT A Unit cost of tardiness

gT R Unit cost of transportation resources

rdi Release date of job i

pi j Processing time of operation j of job i

ki j Machine associated to operation j of job i

ni Number of operations of job i

di ji ′ j ′ Distance (expressed in time units) between machines ki j and ki ′ j ′

ddi Due date of job i

T Upper bound on the number of transportation resources

M Large positive number (the so-called big-M)

Decision variables

Cij Completion time of operation j of job i

TCi Total completion time of job i

WTi′j′ijt Time at which transporter t is available to transport job i at operation j if it
had previously transported job i′ at operation j′

TAi Tardiness of job i

βiji′j′ Binary variable equal to 1, if operation j of job i is scheduled before
operation j′ of job i′; 0, otherwise

αijt Binary variable equal to 1 if, if operation j of job i is assigned to transporter
t; 0, otherwise

γiji′j′t Binary variable equal to 1, if operation j of job i is assigned to transporter t
before operation j′ of job i′; 0, otherwise

δt Binary variable equal to 1 if transporter t is used; 0 otherwise
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Cij ≥ WTi′j′ijt + diji(j+1) ∀ t, i �= i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (4)

Cij ≥ Ci′j′ + pij − Mβiji′j′ ∀i �= i′, j ∈ ℵi, j
′ ∈ ℵi′ , kij = ki′j′ (5)

Ci′j′ ≥ Cij + pi′j′ −
(
1 − βiji′j′

)
M ∀i �= i′, j ∈ ℵi, j

′ ∈ ℵi′ , kij = ki′j′ (6)

WTi′j′ijt ≥ Ci′j′ − pi′j′ + di′j′ij − M
(
2 − αijt − αi′j′t + γiji′j′t

)

∀t, i �= i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (7)

WTiji′j′t ≥ Cij − pij + diji′j′ − M
(
3 − αijt − αi′j′t − γiji′j′t

)

∀t, i �= i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (8)

T∑

t=1

αijt = 1 ∀i, j = 1, . . . , ni (9)

TCi ≥ Cij ∀i, j = 1 . . . ni (10)

TAi ≥ TCi − ddi ∀i (11)

γiji′j′t ≤ αijt + αi′j′t

2
∀t, i �= i′, j = 1, . . . , ni, j

′ = 1, . . . , ni′ (12)

δt ≥
∑N

i=1

∑ni
j=1 αijt

T
∀t (13)

Cij ≥ 0 ∀i, j = 1 . . . ni (14)

TCi ≥ 0 ∀i (15)

WTiji′j′t ≥ 0 ∀t, i �= i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (16)

TAi ≥ 0 ∀i (17)

βiji′j′ ∈ {0, 1} ∀i, i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (18)

αijt ∈ {0, 1} ∀t, i, j = 1, . . . , ni (19)
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γiji′j′t ∈ {0, 1} ∀t, i, i′, j = 1, . . . , ni, j
′ = 1, . . . , ni′ (20)

δt ∈ {0, 1} ∀t (21)

The objective function (1)minimizes the total tardiness penalty and the transporta-
tion resource cost. Constraints (2) state that the first operation of each job cannot be
completed before its release date rdi plus the first operation processing time and the
time needed to move the job to the next machine. Constraints (3) and (4) ensure the
precedence between consecutive operations of the same job. Specifically, constraints
(3) represent the technological precedence while constraints (4) are needed as jobs
are not always transferred to the next operation as soon as they are ready to be trans-
ported, as the transporters could be already busy in other transports. Constraints (5)
and (6) guarantee that at most one part is processed by each machine at the same
time. They are the classical disjunctive constraints and are used to sequence opera-
tions of different jobs requiring the same machine. Constraints (7) and (8) schedule
the transporters and set their availability time. These constraints are only relevant
when operation j of job i and operation j′ of job i′ are both assigned to the same
transporter t (i.e., αi j t = αi ′ j ′t = 1). Constraints (9) assure that each transport is
performed by a single transporter. Constraints (10) and (11) define the completion
time of the last operation of job i and its tardiness, respectively. Constraints (12)
link the binary variable used to assign each job to a transporter with the one used
to schedule the transports assigned to every transporter. Constraints (13) are used to
assess if a transporter is used. The number of used transportation resources is then
given by

∑T
t=1 δt . Finally, variable domains are set by constraints (14)–(21).

Due to the huge number of binary values and big-M constraints, the proposed
model is hard to solve with standard approaches or commercial solvers (e.g., ILOG
Cplex). In such a case, two alternatives are usually available: (1) to develop exact ad-
hoc methods, mainly based on decomposition into sub-problems, which, however,
can hardly address very large instances; (2) to use heuristic or meta-heuristic
approaches, which can easily treat very large problems, but without any guarantee
on the solution quality. In both cases, however, it is difficult to address the variability
of processing times and of due dates (i.e., customers’ orders).

To efficiently take the variability into account, in this paper the problem is solved
by a simulation-based optimization procedure, implemented within a commercially
available software. Specifically, Rockwell Arena simulation software is used to
develop a Discrete Event Simulation model to replicate the job shop scheduling with
transportation resources and to evaluate the performance of different scheduling and
transportation policies with a fixed number of transporters; the commercial opti-
mization tool OptQuest is used to vary the number of transporters to find the optimal
one.

This approach is heuristic, as OptQuest adopts heuristic algorithms to solve the
optimization problem, and the machine and transportation scheduling are both based
on “rules” (e.g., maximum priority, minimum distance, etc.). However, it has the
flexibility to easily address very different scenarios and, hence, to find bounds that
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could be further used in optimization approaches. For this reason, various operational
problems are usually evaluated through simulation-optimization using commercially
available softwares [12–14].

As the proposed approach is based on a simulation model, which is case-
dependent, the case study will be presented before the discussion of the simulation-
optimization model.

3 Case Study

As an example of integrated job shop machine and transportation scheduling,
the finishing department of a textile company (that will remain anonymous for
confidentiality reasons) has been considered.

The finishing department is the last phase, and one of the more complex depart-
ments, of the textile production. It includes very different processes made on many
different product types, to assure that every manufacturing process can be properly
completed. More than one thousand different items need to be finished in this depart-
ment. They can be divided in two main families, worsted (used to make coats) and
woollen fabrics (used to produce suits). The pieces of fabrics are often grouped in
small lot sizes due to the large demand variety. Although all the final products are
pieces of fabric, the sequence of the operations varies from item to item. For instance,
at the beginning of the production process, worsted fabrics must be singed, to obtain
an even surface by burning off projecting fibers, while woollen fabrics have to be
carbonized, to remove vegetable fibers from wool in an acidic treatment. Moreover,
within the same operation, a lot of differences can arise, as every piece of fabric can
be washed and fulled in many ways (depending on the final aspect the product must
have), thus resulting in very different processing times.

The fabric production cycles are often very long, as they include both wet and
dry finishing operations, and a lot of transports are necessary to move every batch
from a machine to the next one, especially when operations of the wet and dry
finishing are done alternatively, and this usually takes a long time. The transportation
issue becomes very critical in high demand periods, as the shop floor is almost
100% saturated and buffers are full. Currently, when the machine operator finishes
processing a batch, she has to stop the machine and to transport the fabrics to the
machine where the successive operation has to be done. Therefore, some machines
risk being idle even if there are jobs to work, thus risking inefficiency in the system
(e.g., lower service level). For this reason, the Company is evaluating the possibility
of introducing some new operators to manage the fabric transportation, thus avoiding
that the machine workers stop their processes.

In this context, the proposed simulation-optimization approach has been applied
to quantify the impact of shop floor transportation on the global performance of the
shop floor. Specifically, a simulation-based optimization model has been created to
solve the cost optimization problem modeled in Sect. 2, and, hence, to identify the
optimal number of transportation resources the Company should have.
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3.1 The Simulation-Based Optimization Model

Simulation-based optimization procedures are usually exploited to solve complex
optimization problems. They are traditionally composed of two detached modules
that work iteratively until the optimal solution is found, or a defined stopping condi-
tion is met [15]. The optimization module gives as output a system configuration that
is given as input to the simulator. The system performance of the proposed configu-
ration is evaluated with the simulation, whose performance measures are given back
to the optimization module [16].

In this paper, the simulator (implemented in Arena) evaluates the performance of
different scheduling and transportation policies, given a fixed number of transporters
(and fixed transportation and tardiness costs) as input. Referring to the mathematical
model in Sect. 2, the simulator addresses all the constraints related to the scheduling
and transportation dynamics, i.e., Eqs. (2)–(12). The optimization tool (OptQuest),
instead, let the model vary the number of transportation resources. More generally,
the optimization is used to define the scenarios to evaluate with the simulator, and to
choose the optimal one. The objective function in Eq. (1) is evaluated, and various
values of transportation resources are identified and given as input to the simulator.
Figure 1 summarizes the simulation-optimization iterations, and the information
given as input to the two modules.

The simulation module replicates the operations of the finishing department of
the Company. As more than 1000 items are processed in the finishing department,
to reduce the complexity of the simulation, they are grouped in 12 fabric categories,
each one including items characterized by similar production cycles, and the finishing
processes of these categories have been simulated (i = {1, . . . , 12}). For each cate-
gory, the due date distributions have been fitted from historical data (provided by the
Company), and the same holds for the processing times of each operation. For each
category, the set ℵi of consecutive operations to be performed is given as input, and
all the machines that perform the operations are modelled in the simulation envi-
ronment. The set ℵi contains from 8 to 20 operations for each fabric category. Each
machine picks a job from its queue and processes it. To assure theminimization of the
tardiness, the machines always pick the job with the closest due date. The machines
process the fabrics in batches, whose size varies according to the specific fabric

Fig. 1 Simulation-based
optimization scheme
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category. When a job finishes to be processed in a machine, it waits for an available
transporter to be delivered to the next operation. When a transporter becomes idle,
it moves to the closest machine with a job waiting to be moved. The total number of
transporters per working shift is given as input from OptQuest.

Using as input the tardiness of the jobs given by the simulator, the optimization
module finds the optimal number of transporters (i.e., the one that minimizes the
objective function), and so on until no new solution is found by the optimization
module.

3.2 Experimental Design

The simulation-optimization experiment has beendesigned as follows.The simulator,
for each given number of transporters, performs 15 replicates of one year (i.e., the
length of each replicate is 1 year of simulated time). This number of replicates has
been chosen through the two-step method [15], and it leads to a reliable confidence
interval of the throughput of the bottleneckmachines (which is a critical performance
measure for the considered production system).

To compute the objective function in (1), the unit cost of transporters and the unit
cost of tardiness are needed (they are given as input to the optimization tool). The cost
of the transporter gT R has been estimated by the Company and it includes, in addition
to the salary, all the training courses constantly done, the medical assurance provided
by the Company, the subsidy for the meal in the canteen, the medical examinations
each worker has to do periodically and their necessary equipment. The estimated
transporter cost is not reported in the paper for confidentiality reasons. The cost of
the tardiness, instead, is more complex to estimate. For some fabrics it is negligible,
for others it might depend on the length of the delay, and sometimes tardiness might
even cause the cancellation of the order andmight contribute to the loss of a customer.
For this reason, different levels of cost were considered. Thus, the daily unit cost of
tardiness has been varied from 0 to 1000 e/(pcs * day) with a step of 5. Moreover,
two different speed values have been considered for the transporter movements: 40
and 60 m/min.

3.3 Numerical Results

Figure 2 shows how the optimal number of transporters varies with different values
of tardiness cost and transporter speed. With low speed (40 m/min), one trans-
porter per working shift is the optimal solution if the daily unit tardiness is below
30 e/(pcs * day); two transporters per working shift are needed when the cost of
tardiness increases above 30e/(pcs * day). In this case, even increasing the tardiness
penalty to unrealistic values, more than two transporters per working shift are never
necessary. This is explained by the high cost of transportation resources together
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Fig. 2 Optimal number of
transporters with varying
cost of tardiness
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with the small reduction in the total tardiness that an additional transporter would
allow to reach. In other words, the saving in tardiness cost does not offset the cost of
additional transporters.

Similar results are obtained for the case of transporters moving with high speed
(60 m/min). In this case, two transporters are needed when the cost of tardiness
is greater than 120 e/(pcs * day). The boundary unit tardiness cost increases with
respect to the previous case because, as the transporters are faster in their movements,
the total tardiness is smaller (being transported in a short time, the jobs will have
a smaller completion time and hence a smaller tardiness, all the rest being equal)
and one more transporter per working shift becomes necessary for larger costs of
tardiness. Also in this case, however, three transporters are never necessary.

As no more than two transporters are required for each value of the tardiness cost,
for readability reasons, Fig. 2 shows only values lower than 200 e/(pcs * day).

The above discussed system behavior can bemore deeply analyzed by considering
the low-speed case (as it is the most critical one). As reported in Table 2, with low
speed, Cta = 40 e/(pcs * day) and two transporters per working shift, 8.87% of the
total fabrics produced in one year are delivered to customers with a delay, whereas
the 9.33% of produced fabrics are late if only one transporter per working shift is
used. With three transporters per working shift, no improvement can be appreciated,
meaning that, when three transporters are available, the transporters are no longer
the bottleneck of the process. Moreover, it appears that transporters can reduce the
number of late jobs but not the average delay. This can be related to the naive priority
rule approach in the management of machine and transporter queues; however, it
gives an indication on the severity of the bottleneck and how it can move from
transporters to machines, depending on the system conditions. This is also confirmed

Table 2 System performance
with different transporters,
speed = 40 m/min

Number of
transporters

Percentage of fabrics
with a delay (%)

Mean days of delay

0 9.37 13

1 9.33 13

2 8.87 13

3 8.87 13
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by the comparison with the current situation with no transporter: the introduction
of transporters is able to reduce the late jobs but not the average delay. Notice that,
although the variation of the percentage of fabrics with delay is small, the savings of
adding one more transporter can be relevant depending on the total yearly number
of orders. For instance, in the case of 20,000 orders per year, switching from 0 to
1 transporter would decrease the number of fabrics with delay from 1874 to 1866
delayed fabrics. If the cost of tardiness is 40e/day * pcs, then 4160e/year are saved.
If the tardiness is a relevant penalty (for instance, 125 e/pcs * day), then moving
to 0–1 transporter would let the Company save 13,000 e/year. The yearly savings
should be considered as part of a trade-off with the cost of hiring onemore transporter
andwith the target customer service level the Company aims at achieving. The results
for higher speed are similar, and for this reason, they are not reported in the paper.

The results discussed above depend on the numbers of jobs (i.e., of customer
orders) that have to be processed and, since the fabrics produced and sold by the
Company are affected by seasonality, the possibility of hiring a second seasonal
transporter only for the months with larger demand must be evaluated. With larger
demand, the machines are highly saturated, possibly causing some delivery delays.
In this case, having more transportation resources available can assure a continuous
and fast supply of every machine to prevent additional delay. To study this situation,
the mean percentage of fabrics with delay and the mean delays have been considered
separately for each month. The case of transporter speed = 40 m/min is reported in
the following, but similar results hold for the case of higher speed.

As shown in Table 3, the months with larger production volumes correspond
to the months with larger mean days of delay and percentage of delayed fabrics.

Table 3 Monthly system performance measures (speed = 40 m/min)

Month One transporter Two transporters

Mean days of delay % of entities with a
delay

Mean days of delay % of entities with a
delay

January 12 0.51 12 0.49

February 13 0.67 13 0.63

March 14 0.86 14 0.85

April 14 0.97 14 0.91

May 14 1.13 14 1.01

June 13 0.93 13 0.84

July 13 0.75 13 0.70

August 13 0.70 13 0.68

September 12 0.58 12 0.58

October 12 0.72 12 0.70

November 12 0.73 12 0.71

December 12 0.78 12 0.77

Total 9.33 8.87
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During May, which is the month with the most critical delay (i.e., 1.13% of the
annual produced fabrics are delayed in May), 0.12% of the annual produced fabrics
on average are delivered on time by adding one transporter (i.e., an improvement of
10.5%). However, no improvement in themean days of delay can be appreciated. The
investment in hiring another transportation resource would be justified only if the
cost of tardiness was very high compared to the cost of the transportation resource.

From the results, it clearly appears that the transportation is not always the bottle-
neckprocess of thefinishingdepartment.Byanalyzing theutilizationof themachines,
some of them can reach 100% utilization, especially in the peak-periods, and this is
the main cause (in the current configuration of the finishing department and for the
number of jobs causing these saturation levels) of the delays in the deliveries. If these
bottlenecks were eliminated, by varying the number or speed of the machines, the
schedule of every operation on each machine would surely change, and this change
would possibly impact on the need for transportation resources of hiring more than
one transporter per working shift.

4 Conclusions

Nowadays, customers demand a large variety of products in very short times, thus
companies need to be flexible to respond as fast as possible to customers’ orders.
Managing thousands of different articles (characterized by different production
cycles) and avoiding delays in product delivery to the customers (maintaining a
high service level) are crucial issues for firms.

When the large variety of final products corresponds to a low production volume
of each of them, to achieve themaximumflexibility, manufacturers usually design the
shop floor as a job shop. However, due to the variety of production cycles, products
travel all around the shop floor to fulfil their operations. As a consequence, managing
together the job shop scheduling and the transportation among machines is a very
relevant and critical issue.

This paper dealt with the integrated job shop machine and transportation resource
scheduling problem in which also the optimal number of transporters to be included
has to be chosen. Amathematical model that includes the job shop scheduling and the
transportation routing was developed. By minimizing the cost of late deliveries (i.e.,
the cost of the total tardiness) and the cost of the transportation resources, the model
optimizes both the scheduling of jobs on machines, the number of transportation
resources needed in the shop floor per working shift, and the scheduling of jobs on
transporters.

The solution procedure for the resulting mathematical model is highly complex
and time consuming, thus a simulation-based optimization procedure was developed.
The simulation module is used to evaluate the performance of naive scheduling
and transportation policies, given a fixed number of transporters. The optimization
module finds the optimal number of transporters, given the unit tardiness cost and the
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unit transportation resource cost. The two modules iterate exchanging the respective
output until no new solution is found.

The simulation-based optimization procedure was tested in a real case study of the
finishing department of a textile company. More than one thousand different prod-
ucts need to be finished in the department, each of them with a specific sequence of
operations, performed in tens of different machines within the shop floor. Currently,
the machine operators move the jobs from one machine to the other, causing ineffi-
ciency and large delays. The model developed in the paper and the simulation-based
optimization solution procedure were used to find the optimal number of transporters
per working shift to be hired by the Company.

The solution procedure was implemented using Rockwell Arena and OptQuest
softwares, and various scenarios of tardiness cost and transporter speed were eval-
uated, whereas the cost of the transporter was considered as fixed. Results showed
that two transporters are enough to minimize the delays related to the transporta-
tion. In fact, when the number of transportation resources is larger than 2, some of
the machines become the bottleneck of the department, which are 100% saturated
independently from the number of transporters in the job shop.

Although the interesting results, which highlight the importance of correctly
and efficiently managing transportation in complex shop floors as job shops, due
to the interaction between transportation and machine utilization, the simulation-
optimization approach developed in the paper is a heuristic approach, and, hence,
give no assurance about the quality of the solution. Future research will address
the development of an exact algorithm able to solve the job shop scheduling with
transportation model, which has been formalized in the paper. Due to the complexity
of the complete model, the exact algorithm should exploit some properties of the
system. For instance, as the problem includes both a job shop scheduling and trans-
portation issues, approaches based on a decomposition of the problem in these two
aspects could be considered. In this case, attention must be paid to the coordination
between the two sub-problems. Possible schemes are Bender [17] or Dantzig-Wolfe
[18] decompositions.
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Toolpath Optimization for 3-Axis Milling
of Thin-Wall Components

Niccolò Grossi, Lorenzo Morelli, and Antonio Scippa

Abstract Milling of thin-wall components often entails significant workpiece static
deflections, which make manufacturers use conservative cutting parameters along
the toolpath to meet the tolerance required. This paper presents a technique to define
the 3-axis toolpath that maximizes cutting parameters, without compromising the
accuracy of the component. This goal is achieved by coupling a FE model of the
workpiece, updated to include material removal mechanism, to a mechanistic model
of the cutting forces. The algorithm follows the milling cycle in the reverse order:
starts from the finished part, computes the maximum allowable radial depth of cut,
and adding material accordingly, generates the toolpath until the stock is build. The
proposed technique has been experimentally validated through comparisons between
milling tests andnumerical results, both traditional andoptimized toolpaths havebeen
tested to assess accuracy, benefits and limitations of the method.

Keywords Toolpath ·Milling · Thin-wall workpiece

1 Introduction

Milling is one of the most used technology in the mechanical industry thanks to its
versatility and its accuracy. Unfortunately, the productivity of the process for flexible
thin-wall parts, typical of the aerospace and energy sectors, is still limited by accuracy
issues. Indeed, thin-wall components low rigidity entails errors on the surface caused
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by static deflection [1] and vibrations [2]. Focusing on dimensional tolerance (i.e.,
workpiece geometry errors), the key factor impacting on the accuracy is to be found
in the workpiece static deflection caused by the cutting forces [3]. Since in-process
methods to tackle this issue [4, 5] are expensive, time-consuming and difficult to be
applied, virtual predictive techniques are the preference choice to build an integrated
approach. These methods compute workpiece displacements based on cutting forces
and workpiece compliance.

Different strategies have been proposed in literature to both handle the workpiece
deflection and ensure the required tolerance: the ones focused on error compensation
through a modified toolpath [6, 7] and the ones focused on the optimization of the
process parameters (e.g., radial depth of cut) [8, 9].

Rao and Rao [6] developed an error compensation technique, which employs an
analytical/numerical model to predict the part deflection that is adopted to compen-
sate the toolpath. Ratchev et al. [7], instead, starts from an analytical forcemodel inte-
grated with a Finite Element (FE) model to estimate the workpiece deflection which
is then used to offset the toolpath. The main disadvantage of compensation methods
in 3-axis milling operations is that tool helix angle produces a variable surface error
along the axial depth of cut direction [10], hence hardly to be compensated by a
simple translation of the toolpath.

On the other hand, Wang et al. [8] and Koike et al. [9] proposed a parameter
selection system to deal with workpiece deflections. Essentially, constant axial and
radial depths of cut, chosen onmaximum allowable deflection basis, are used to build
blocks on the finishedworkpiece. Each one of these blocks represents a volume of the
material that should be removed to obtain the final shape of the component. Sequence
of cutting is defined starting from the finished part adding blocks according to the
stiffness of the workpiece, till the whole stock is created. The main disadvantage of
the method relies on the cutting parameters estimation that considers the predicted
deflection error without compensating it. Moreover, since it is based on constant
cutting parameters, axial and radial depths of cut are constrained by the most flexible
point of the component, leading to low productivity, especially in the stiffest areas
of the workpiece.

This paper presents a technique, for 3-axis milling operations, that generates an
optimized toolpath ensuring the geometric tolerance on a thin-wall component. This
strategy combines the benefits of the error compensation methods and parameters
selection approaches and it considers the surface error variation along the axial
depth of cut. Indeed, the method compensates the mean deflection which causes the
geometric error and selects the process parameters to ensure that the deviation of
the deflection, which cannot be compensated, satisfies the tolerance. In detail, the
proposed method couples the actual workpiece stiffness during the material removal
process, computed using a FEmodel based on 2D shell elements (Sect. 2.1), with the
error prediction along the axial depth of cut obtained from the approach presented
in [10] (Sect. 2.3). The algorithm starts from the final geometry, finding the most
suitable point (i.e., end of the toolpath). Then it proceeds to the next points, adding
material (according to the computed radial depth of cut), following the milling cycle
in the reverse order, as in [8], but considering a variable radial depth of cut (Sect. 2.2).
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Elaborating the order of the identified points and related radial depth of cut, optimized
toolpath is generated (Sect. 2.4). The proposed technique has been experimentally
validated on the 3-axis milling of a blade (NACA 0005 airfoil blade) (Sect. 3).

2 Proposed Approach

The proposed approach aims at computing the most suitable toolpath for 3-axis
milling of thin-wall components to meet the target tolerance. The main features are:
(i) best cutting sequence identification, (ii) radial depth of cut identification and (iii)
compensation of the predicted surface error on the toolpath. To achieve the goals, the
method, schematized in Fig. 1, is composed by several blocks summarized in four
steps:

• Numerical model and workpiece stiffness prediction;
• Selection of layer and path (cutting sequence);
• Error along the axial depth of cut;

Fig. 1 Proposed approach scheme
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• Toolpath generation.

Using the inputs (process parameters and tool data), the method reconstructs the
best toolpath in a reverse order: starting from the finished part till the stock geometry
is reached. First, the numerical model of the finished part is created by discretizing
its geometry (i.e., FE model). Based on the axial depth of cut, the different layers
to be machined are identified. For each layer, the machining allowance is computed
as the difference on thickness between finished and stock geometry. The algorithm
starts the loop by selecting the best layer among the ones available (i.e., the ones in
which the machining allowance is not zero). From the selected layer on the finished
part, the best path (cutting sequence) is then identified (i.e., the order of points). On
each point in sequence, the radial depth of cut computation is performed. Radial
depth of cut is selected as the highest value that allows to meet the target tolerance
(input of the algorithm). Surface error is estimated by a dedicated algorithm that
exploits cutting force prediction and static deformation of theworkpiece in the cutting
point, computed using FE analysis on the model. Once the radial depth of cut is
identified, workpiece allowance and numerical model are updated. Radial depth of
cut is computed for all the points along the path and the procedure is repeated till
the stock geometry is reached. The sequence of layers, paths, radial depths of cut
and surface errors are then used to build the toolpath, starting from the end of the
computed cycle till the first step (i.e., finished part) is obtained. The algorithm,
developed in Matlab, automatically arranges the FE analysis, performed using MSC
Nastran. In the following sub-sections, the different blocks of the proposed technique
are examined in depth.

2.1 Numerical Model and Workpiece Stiffness Prediction

Predicting workpiece stiffness is not a straightforward process, since the workpiece
changes its geometry and hence its behavior during the machining cycle. Different
strategies have been proposed in literature [5, 11, 12] most of them implies the use
of Finite Element (FE) models, a convenient way to enable a virtual identification of
workpiece behavior at different points and different machining steps. Ratchev et al.
[11] developed an error compensation strategy for single pass peripheral milling
based on FE method, while Budak [12] studied static displacements of cantilever
plates milling with slender end-mills. Other authors simulate thin-wall components
behavior for dynamics prediction purpose: Bolsunovskiy et al. [13] propose amethod
to compute the best spindle speeds to reduce the forced vibrations based onFEmodels
of the thin-wall components, Tuysuz et al. [14] applied a reducedmodeling technique
on a full FE model of a thin-wall structure to predict chatter. All these works are
based on 3D solid elements FE models, that for thin-wall components implies the
use of small dimension elements, leading to high computational cost. This could be
unacceptable when stiffness prediction should be performed several times to study
workpiece deflection along the toolpath. In this work, the use of 2D shell elements
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Fig. 2 Shell elements a 2D representation and characteristic nodes, b 3D representation

is proposed with a twofold advantage: (i) reducing computational efforts, (ii) easing
both the automatic generation and updating of the thin-wall structure. Shell elements
are suitable for thin-wall components and ensure the modeling of complex structure
by using the mid-surface and variable thickness. In this work, mesh size on axial
direction is selected equal to the axial depth of cut, while the mesh size on the other
direction is selected to guarantee an accurate workpiece geometry discretization and
behavior analysis.

The nodes on the mid line are the ones in which the optimal radial depth of cut
is evaluated. On the axial direction two nodes are located limiting the axial depth
of cut, as exemplified in Fig. 2. As previously mentioned, during the algorithm the
mesh is automatically updated, allowing a fast generation of the toolpath. This is
possible thanks to few operations: (i) node id are numbered in a specific order to be
used by the algorithm to compile the analysis deck and launch the FE solver (e.g.,
Nastran), (ii) shell elements thickness will be based on the values given to the nodes
(CQUAD4 card in Nastran [15]). This allows the procedure to automatically update
the thickness of the nodes at each step by adding the computed radial depth of cut.
In Fig. 3 an example of mesh updating procedure is presented. The algorithm starts
with the mesh of the finished part (Fig. 3a), at the first point, radial depth of cut is
computed, and thickness of the part is updated on the shell element (Fig. 3b), this
procedure continues till all the nodes are analyzed and mesh updated (Fig. 3c). On
the updated FE model of the workpiece at each step, static stiffness on the analyzed
points is evaluated by performing a linear static analysis (SOL 101 in Nastran).

2.2 Selection of Layer and Points Path

The first step of the method is the identification of the cutting sequence. The idea is to
build the toolpath, analyzing the cycle in the reverse order. The algorithm starts from
the finished part and, at each step, finds the point where workpiece displacement
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Fig. 3 Thickness updating a finished part, b first point updating, c full pass updating

due to the cutting forces is minimum. In that point, material is added (machining
allowance is updated) according to the computed depth of cut, which is themaximum
allowable value to meet the tolerance (Sect. 2.3). The algorithm stops when all the
machining allowance is added to the final workpiece shape: i.e., stock geometry is
achieved. Finally, the sequence is reversed to obtain the removal process. Cutting
sequence in 3-axis milling is divided in: the layer to be machined (Z-axis) and the
path onX–Yplane (points path), represented by the two nested loops of the algorithm
(Fig. 1): (i) best layer selection; (ii) points path evaluation.

The first defines the axial position of the tool, while the second evaluates X–Y
toolpath on the specific layer, analyzing all the points on the path. A new selection
of the layer is repeated after that the points path evaluation procedure is completed,
till the entire machining cycle is reconstructed. In general, layer selection should
consider both machining constraints and flexibility of the components at several
points, analyzing all the layers still to be machined (since the procedure is in the
reverse order, a layer cannot be selected when it has already reached the stock dimen-
sion). This approach could not be trivial, since complex components and boundary
conditions could benefit from a specific cutting sequence that enables the machining
of the part in different zones in different conditions (i.e., time instant). In this paper,
layer selection was implemented as simple as possible, considering only the flexi-
bility of the component on one node at the same X–Y position and at the different
heights (i.e., layers), performing a static analysis and choosing the stiffest layer.
This approach is suitable for the investigated case of a cantilever plate and results in
machining entirely each layer before going to the next from the top to the bottom. On
the other hand, a more complex procedure that considers technological precedence
and stiffness of the part in different points, not yet developed, is required in case of
a more general application.

Once the layer is selected, points path within the layer is identified. For all the
nodes of the layer, static stiffness is evaluated and the stiffest one is selected as the
first node (i.e., the end of the path). In this work, the method is developed for open
thin-wall components that needs to be machined on both sides. Therefore, the points
path will pass through the same node twice. A procedure as the one proposed by
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Wang et al. [8] would require the computation of the workpiece static stiffness in
all the machinable points at every step of the machining cycle, leading to a very
high computational cost. On the contrary, since a continuous machining cycle is
preferable (as pointed out also in [8]), it is only required to define the first point and
which side machines first. The side is selected based on the operation type (up or
down milling) in order to reach the most flexible node (i.e., lowest static stiffness)
on both sides when most of the material is still to be machined. Indeed, material
on the part increases the local stiffness of the component, decreasing its deflection.
Once the points path is defined, nodes in sequence will be analyzed to compute the
maximum radial depth of cut allowable to meet the target tolerance, as explained in
the next sub-section.

2.3 Error Along the Axial Depth of Cut

In peripheral milling, machined surface is generated at the instant in which tool
passes over it (cutting edge perpendicular to the surface). Due to the helical nature
of cutter, the axial location of surface generation points changes continuously with
cutter rotation and the surface is created at different time instants. Since cutting
forces are not constant over time, surface points along the tool axis are generated
under the effect of different cutting forces. Therefore, even considering negligible
the difference in terms of deflection between tool and workpiece along the tool
axis, the surface error caused by the deflection of both the workpiece and the tool
will change along the axial depth of cut and cannot be simply compensated by
translating the original toolpath. In this work, surface error along the axial depth of
cut is predicted by the formulations presented by Desai and Rao [10], extended to
workpiece deflection, and a tailored compensation strategy was adopted. The surface
error distribution depends on several factors, such as milling strategy (up or down
milling), tool geometry (number of flutes and helix angle) and process parameters
(axial and radial depth of cut). Starting from these input values, the three characteristic
angles can be computed,αen (radial engagement angle),αsw (axial engagement angle)
and ϕp (pitch angle) and used in the formulations to define the error shape. Error
magnitude will depend on cutting forces and tool-workpiece stiffness. In this work,
cutting force prediction is based on mechanistic force model adopting the following
equations:

dFt = Kthdb; dFr = Krhdb; dFa = Kahdb (1)

where Ft , Fr , Fa are the tangential, radial and axial components of cutting force
respectively, h is the uncut chip thickness and db is the chip width. Each of the
force component is described by one coefficient related to material shearing and
proportional to the chip thickness (Kt , Kr , Ka). As far as stiffness is concerned, tool
stiffness will be measured and stored in the algorithm as input, while workpiece
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Fig. 4 Example of surface error a surface error prediction, b two error components

stiffness is computed using the FE model presented in the previous section. Using
these data surface error distribution can be predicted and used to define toolpath.

In this method, two error components are distinguished: an average error (ε) and a
deviation error (δ), as shown in the example in Fig. 4. Thefirst (ε)will be compensated
by offsetting the original toolpath, while the second (δ), that cannot be compensated
in 3-axis, will be used in the algorithm to compute the most suitable radial depth of
cut. Indeed, the value of deviation (δ) will change with the radial depth of cut and the
maximum allowable value will be calculated in order to meet the target tolerance.

2.4 Toolpath Generation

The proposed algorithm (described in the previous sections), automatically selects:
(i) the Z-axis position (i.e., layer), (ii) points path and (iii) radial depths of cut of the
different passes to build the stock, starting from the finished part.

After collecting these data, toolpath is generated just reversing the passes and the
points path and offsetting the stock geometry of �:

�i =
∑

a f
r + air + ε (2)

where a f
r is the radial depth of cut of the following passes on the same node, air is

the radial depth of cut computed for the specific pass and point, ε is the average error
of the surface to be compensated. The sign of the offset depends on the side of the
workpiece, sign of the error (ε) depends on the operations (down or up-milling).
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3 Experimental Validation

The proposed approach has been experimentally validated on a 3-axis milling of a
thin wall component, as case study. A NACA 0005 airfoil profile (60 × 40 mm),
made of aluminum (6082-T4) has been machined on a DMU 75 machine tool, using
a 12 mm diameter, four-fluted endmill (Garant 202552), starting from a stock with
6 mm of thickness and 60 mm overhang out of the clamp. To apply the proposed
strategy, cutting force coefficients (Eq. 1) have been computed by using amechanistic
approach, based on the average cutting forces acquired on a specimen of the same
material in slotting at 5 different feed per tooth (0.05–0.1–0.15–0.2–0.25 mm) and
2 depths of cut (0.5–1.0 mm) using a Kitsler 9257A table dynamometer (Fig. 5a).
Experiments were replicated 3 times to improve the reliability and the resulting
coefficients, including Confidential Interval CI (95%), are reported in Table 1. The
toolpaths have been used to machine the test case on the CNC machine using
the compensation of the cutter radius (G41), measured using an on-machine laser
measuring system (BLUM Micro Compact NT 87) (Fig. 5d). Surfaces have been
acquired using the on-machine probe (RENISHAW PowerProbe 60) (Fig. 5c). Tool
static stiffness has been identified analyzing displacement/force FrequencyResponse
Function, acquired using laser displacement sensor (Keyence LK-H085) and impact
hammer (PCB086C03) (Fig. 5b). The target tolerance of the partwas set to±0.02mm
on a single side (i.e., ±0.04 mm on the thickness of blade). These data along with
tool and cutting parameters are summarized in Table 1.

Fig. 5 Machine set-up
a cutting force coefficient
tests, b tool static stiffness
measure, c machining error
acquisition, d tool radius
measure
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3.1 Toolpath

Both a traditional toolpath and the optimized toolpath have been tested, using the
same cutting parameters. Traditional toolpath consisted in leaving a small machining
allowance (0.5 mm) over the finished part to be removed with the final passes.
Finished and stock geometries were input to the developed algorithm and the proce-
dure starts building the FEmodels (Fig. 6a–c). The FEmodel of the part is composed
by 160 3 × 5 mm shell elements (CQUAD4 in Nastran), while the substrate (part
not to be machined) was modelled via solid elements. The following mechanical
characteristics were considered for the aluminum: elastic modulus 72.5 GPa, density
2680 kg/m3, Poisson’s ratio 0.34. Following the steps summarized in the previous
sections the method reconstructed the optimized toolpath. Depths of cut and errors
are computed by FE simulation on the nodes of the model, however generating the
part program starting from FEM nodes by linear interpolation will imply a low reso-
lution of the part or a very high computational cost (i.e., if the number of nodes is
increased). Therefore, the part program is generated by linear interpolation of the
toolpath on a new denser discretization of the geometry (50 times the number of

Fig. 6 Case study a physical, b finished FE model, c stock FE model with dimensions in mm,
d optimized toolpath, e traditional toolpath
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Fig. 7 a Example of traditional pass, b optimized pass, c depth of cut and machining allowance
for traditional and optimized toolpath

points per line compared to the nodes of the FE model). Depths of cut and errors
for this new discretization geometry are derived by linear interpolation of the values
computed in the FE model nodes. By doing so, the computation cost is low (about
19 min in a laptop CPU 2.4 GHz Intel i5, RAM 4 GB for the whole optimization),
while the resolution is high. Traditional and optimized toolpaths are presented in
Fig. 6d, e.

The two toolpaths differ in both layers’ selection and depths of cut. The proposed
algorithm selects to machine each layer entirely before going on to the next and
allows higher depths of cut on the final pass (around 1.5 mm against the 0.5 mm of
the traditional toolpath). Moreover, as shown in Fig. 7 the selected depths of cut are
not constant over the airfoil profile, indeed higher radial depths of cut are selected
on the stiffer points (thicker part of the blade) and lower ones on the more flexible
parts (trailing edge). Due to the evolution of the machining allowance (Fig. 7c),
the proposed algorithm plans (multiple?) passes only on specific points (the more
compliant), as shown in the example of Fig. 7a, while traditional approach consists
in constant depth of cut passes, created by offsetting the airfoil geometry. In addition
to this, as the tool goes down along the Z-axis, the number of passes at each layer
decreases, since the stiffness of the component increases (Fig. 7c), proving that this
strategy is in accordance with practical tips for thin-wall machining [16]. Thanks to
the higher engagement conditions, the optimized toolpath machining cycle is faster
than the traditional one: about 40 s against 90 s.

3.2 Machined Surface Results

To completely analyse the algorithm behaviour, machining surfaces have been
acquired on each layer after being cut (interrupting the machining cycle before
starting the next layer). For the sake of brevity, the machining errors on only one
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Fig. 8 Machining error on one side of the blade after machining the first layer a optimized toolpath,
b traditional toolpath

side of the blade are presented (the results on the other side returned the same trend
with opposite sign, i.e., the error on the thickness is double). Errors generated by the
passes of the first layer (0/−5 mm) are presented in Fig. 8, for both traditional and
optimized toolpath, including predicted values. For probe size reasons, only 1.5 mm
could bemeasured.On the analyzed side of the blade, a negative errormeans a surface
thicker than the nominal one, while positive means an overcutting of the surface.

As shown in Fig. 8a, optimized toolpath results in a low error surface (inside the
tolerance range) almost constant all over the geometry, with good match between
predicted and experimental errors. On the contrary, the first layer using the traditional
toolpath (Fig. 8b) shows errors outside the tolerance range with higher value on the
leading edge (i.e., themost flexible part). This trendwas expected, since during down-
milling, tool and workpiece static deflection causes an under-cut of the surfaces, not
compensated by the traditional approach. Indeed, predicted surface is in line with the
experimental results trend, even if an underestimation of the negative error on the
leading edge is found. As soon as the most flexible layer is machined, the proposed
approach manages to keep the error between the target tolerance (±0.02 mm), while
a different toolpath, that does not consider the flexibility of the system, generates
higher errors (almost 0.1 mm).

In Fig. 9, the same analysis is reported on measured surfaces after machining
the second layer (−5/−10 mm), measuring 0/−6.5 mm range. Optimized toolpath
(Fig. 9a) after two layers keeps the same trend of the previous case: results are inside
the tolerance with a peak at around 4 mm from the top. Even so, predicted values
differ from experimental ones: errors are higher, and the peak is around 5 mm from
the top. This difference is found also on the traditional toolpath. Thus, the traditional
toolpath errors are still higher and outside the tolerance range but lower than the one
in the previous case, even in the zone machined in the first layer (0–5 mm). This is
caused by the second layer passes over the previous machined surface. Indeed, since
the previous machined surface was thicker that the one desired, the second pass will



40 N. Grossi et al.

Fig. 9 Machining error on one side of the blade after machining the second layer a optimized
toolpath, b traditional toolpath

also cut part of the previous surface. This effect is not considered by the algorithm,
resulting in differences between predicted and actual surface errors. Nevertheless,
after two layers the proposed algorithm can return a surface in tolerance, as desired,
in contrast with the traditional toolpath that, even with this auto-leveling approach,
fails to obtain a surface in tolerance. In fact, also the second layer presents a high
compliance, resulting in a significant error on the surface.

This auto-leveling effect is evenmore advantageous in themachining of the whole
case study, since the last passes on the stiffest part of the blade will affect the entire
surface, reducing the actual error. This aspect is shown in Fig. 10, where the results

Fig. 10 Machining error on one side of the blade after the fullmachining cycle a optimized toolpath,
b traditional toolpath
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for the surface measured after the whole machining cycle (0/−40 mm) are presented
(measures on 0/−30 mm range).

Figure 10 shows that, after thewholemachining cycle is completed, both toolpaths
produce surfaces inside the tolerance. Indeed, the machining errors of the traditional
toolpath created by the passes on the first and the second layers have been drastically
reduced by the passes on the following layers: the final passes on the last layer
cut the oversized part of the blade in the upper zone, leveling the final surface.
The effect is significant for multi passes 3-axis milling operations, especially in
down-milling in which errors on the surface caused by deflection and cutting force
lead to an under-cut of the surface (i.e., thicker part). On the contrary, single pass
contouring operations and up-milling process should not be influenced by this effect.
The proposed algorithm for error prediction (Sect. 2.3) does not include this effect,
hence it overestimates the error for both toolpaths, however the method still provides
an optimized toolpath that meets the target tolerance, reducing the number of passes
and the cutting time.

4 Conclusions

In this paper, a technique to build the toolpath for 3-axis milling operations of thin-
walled components is proposed. The method is the first step of the development of
an integrated and automatic approach for toolpath generation, aiming to consider
the flexibility of both the tool and the workpiece to select cutting parameters (i.e.,
engagement conditions), overcoming the limits of CAM software, that considers
only the kinematic of the process. In this work, this procedure is developed for 3-
axismilling: the algorithmgenerates the optimized toolpath, selecting the best cutting
sequence (layers sequence and points path) to reduce the deflection of the component
and computes the optimized radial depth of cut to keep the surface error in tolerance,
given the other cutting parameters (e.g., axial depth of cut and feed). The method
was experimentally validated and found to be accurate in predicting surface errors
and computing the optimized toolpath in a single pass, reaching the target tolerance,
while a traditional approach fails. Onmulti-passes, experimental results show that, in
3-axis down-milling, an auto-levelling effect was found. This effect is not included
in the proposed approach and limits its application to single-pass contouring milling
operations, where marks of the axial depth of cut are not acceptable, or multi-passes
in up-milling process (where deflection causes an over-cut of the surface).

The presented technique lays the ground for the development of a more general
approach, aiming at considering the flexibility of both the tool and the workpiece in
the generation of the milling cycle. In addition to the radial depth of cut, the method
could include the axial depth of cut and the feed to optimize the toolpath. Moreover,
the method could be extended to simulate both more complex operations, such as 5-
axis milling and additional effects, such as forced vibrations and unstable vibrations,
since the FE model can be used to predict workpiece dynamics.
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Energy Efficient State Control
of Machine Tool Components:
A Multi-sleep Control Policy

Nicla Frigerio and Andrea Matta

Abstract Energy efficient control policies that switch off/on machine tools aim
to reduce the energy consumed while not producing parts. Commonly, a transi-
tory is required before resuming the service; thus, to switch off/on the machine
might be not advantageous. This paper analyzes a time-based threshold policy that
disables/enables machine components with separated control commands instead of
controlling the whole machine simultaneously. According to the subset of controlled
components, multiple sleeping states and transitory duration can be defined.Machine
idle times are assumed stochastic and the expected value of the energy consumed
per produced part is reduced while assuring a certain target of machine utilization. A
simulation optimization algorithm is used to search for the optimum. The analysis is
based on two real CNC machining centers. Potential benefits are compared to state-
of-the-art policies and discussed for a set of realistic numerical cases representing
several production environments.

Keywords Manufacturing automation · Energy efficient control · Multiple
sleeping states

1 Introduction

Strategies that switch off/on production equipment in manufacturing environments
have been recently proposed in the literature. These measures address the problem of
energy efficiency at machine level focusing onto the reduction of the non-processing
energy (NPE) [1]. This energy is usually denoted as fixed energy or base load and
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it is related to the power requests of some machine components that keep executing
their functions although the machine is not producing. For example, auxiliaries (e.g.,
chiller unit, hydraulic unit) allow to keep the machine in a ready-for-process state
enabling machine tool cooling/heating, waste handling, and other machine condi-
tion such that whenever a part arrives, the part program can immediately start.
For example, the chiller unit keeps the machine within a certain temperature range
[T�, Th] to assure process quality. A switching off command can trigger the machine
in a low energy consumption state, i.e., a sleeping state, where somemachine compo-
nents are disabled. In order to resume the service, machine tools commonly need to
visit a startup transitory state that begins with a switching on command. While in
startup, a specific procedure is executed to reach the proper physical and thermal
condition for working, such that the quality of processed parts is guaranteed. All
machine components are active at procedure completion and the machine is ready-
for-process. The described switching control does not affect the energy consumed
while processing a part.

Control parameters to trigger the switching off/on commands must be properly
selected to obtain a reduction of the NPE without compromising machine produc-
tivity. Although state control strategies are promising, in several cases the control is
not advantageous because of significant startup energy or too long startup duration.
Actually, during the startup transitory, it might happen that one component ends its
own procedure earlier than another. For example, the hydraulic unit might estab-
lish the proper pressure in the oil circuit before the chiller unit has stabilized the
temperature.

Figure 1 represents the behavior of some machine components when an energy
efficient control is applied at machine level and components are switched off/on
simultaneously. Startup procedure of component i has a duration yi and machine
startup ends whenmodule i = 2 completes the startup procedure. Indeed, the service
is resumed only when all components are Enabled, i.e., active and able to perform
their functions upon request. Assuming that machine components can be controlled
separately, a proper sequence of switching on commands can allow a synchronized
startup completion improving machine energy efficiency. Also, it might happen that
the best policy is to control only a subset of components according to machine

time

i = 1
i = 2
i = 3

Enabled
Off
Startup

y1
y3

y2
Switch 

Off

Switch 
On

Component State

Machine 
Ready

Machine 
Standby

Machine 
Startup

Machine 
Ready

Fig. 1 States of components i = {1, 2, 3} with switch off/on control applied at machine level.
Components have different startup duration yi |∀i



Energy Efficient State Control of Machine Tool … 45

characteristic and environmental condition (i.e., power requests, machine utiliza-
tion, arrival process, productivity constraints). This paper considers a control policy
that disables/enables machine components with separated control commands instead
of controlling the whole machine. Following a bottom-up approach [2], machine
model is obtained as combination of component models. As a consequence, the
controlledmachinemight visit several sleeping states, each defined by a combination
of component states.

1.1 Brief State of the Art on Energy Efficient Control

Relevant articles having the objective of reducing the NPE with an energy-efficient
control (EEC) of machine state belong to the last control level in the Production
Planning and Control hierarchy. EEC literature provides policies at machine level
during production progress by assuming that arrivals are stochastic. The optimization
problem usually incorporates an energy efficiency criterion in the objective function,
aminimumproductivity target as second objective or as a constraint, and it sometimes
includes a reward for producing parts or serving customers.

A not-controlled machine is: busy when is working on parts, breakdown when
a failure occurs and it needs to be repaired, and idle elsewhere. Sometimes, the
machine is also considered as blocked when the downstream buffer is full. When
an EEC is applied, the idle state is split into the following states: sleeping when the
machine is partially deactivated, ready-for-process when all machine components
are active, startup and closedown when the machine is executing a procedure to
respectively activate and deactivate components. Startup and closedown are tran-
sitory states from/to sleeping and ready-for-process states. Despite models used in
literature might have different assumptions, the startup cannot be neglected for most
of manufacturing equipment and all works mentioned in this section consider the
startup state, although only a subset considers also a closedown transitory [3–5].

A first group of studies [3, 6–8] analyses machine state control problems where
the service is interrupted and resumed based on time information. Under a time-
based policy, machines are controlled during starvation periods, i.e., waiting for
parts. A second group analyses machine state control problems where the service
is interrupted and resumed based on the number of accumulated parts in buffers
such that machines can be controlled both during starvation periods [8, 9], blocking
periods, or both [4, 10–13]. A combination of time and buffer information is used in a
third group of studies [5, 14–16]. Although in literature the buffer-based policies are
the most efficient as system complexity increases, time-based policies use a lower
amount of information and can easily be applied to real production environments.

According to the literature, only one machine sleeping state is considered. As
exceptions, multiple sleeping states are defined in Mashaei and Lennartson [16],
Li and Sun [17] and Squeo et al. [18]. In Mashaei and Lennartson [16], machines
are assumed to have two sleeping states: Hot Idle and Cold Idle. However, only
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the Cold Idle mode requires a transitory and the problem degenerates into a single-
sleeping state problem. Li and Sun [17] assume that machines might have n sleeping
states (Hi |i = 1 . . . n) where a closedown transitory is required to enter in state Hi

as well as a startup to resume the service. Given a certain production scenario, the
control problem chooses themost advantageous state Hi to usewhenever themachine
in a production line is idle or blocked according the estimated starvation/blocking
periods. The switch-on is not optimized and the startup begins whenever the machine
input buffer is not empty and the downstream buffer is not full. Squeo et al. [18]
addressed the problem of controlling machine tool components using time informa-
tion. Although the latter [18] is similar to the proposed approach, the effect of the
control onto machine utilization is not included in the optimization which makes
their problem unconstrained.

1.2 Contribution

This paper analyzes a time-based threshold policy that disables/enables machine
components with separated control commands instead of controlling the whole
machine simultaneously. Technological feasibility of the control policy is discussed
focusing onto machine tools executing machining operations. The optimal control
problem under a Multi-Sleep (MS) time-based control policy is formalized where
decision variables represent the time instants to switch off/on machine components.
Energy efficiency and productivity goals are included into the optimization problem.
Considering a certain target on machine utilization, the optimal solution is obtained
with a genetic algorithm and discrete event simulation is used to evaluate machine
utilization and expected energy consumption. The numerical analysis is based on
two real CNC machining centers. Potential benefits are compared to that of state-of-
the-art policies and discussed for a set of scenarios representing several production
environments.

2 Components Model and Control

2.1 Functional Mapping of Components

According to ISO14955-1:2017, the functional description of a machine tool is a
general approach that shall identify relevant functions in terms of energy supplied
to the machine. Focusing onto machines executing machining operations, functions
are described in Table 1 and the assignment of functions to machine components
follows. It might happen that a certain component is assigned to several functions.
This generalized approach applies for a wide range of machine tools to evaluate their
environmental impacts.
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Table 1 Machine tool functions according to ISO14955-1:2017 and example of assigned
components

Function Description Example of components assigned

Machine tool operation Enable the primary machining
process (cutting), motion and
control

Spindles, linear and rotary axes
(with their drives and power
supply systems), PLCs, sensors,
decoders/encoders

Process conditioning Enable cooling, heating and
other conditioning that are
process-related in order to keep
the process temperature and
other relevant condition within
limits

Cutting fluid pumps, cutting fluid
cooler, lubrication fluid cooler

Workpiece and tool
handling

Enable to storage, handle and
clamp the workpiece and the
tools

Tool magazine, compressed air
system, workpiece/tool changing
and clamping systems

Recyclables and waste
handling

Enable to handle chips, scraps,
and other waste materials

Chip conveyor, filter system,
exhaust system

Machine tool
cooling/heating

Enable cooling, heating and
other conditioning that are
independent of the machining
process such that machine tool
components are not damaged or
distorted

Fans, air conditioning system,
water cooler, cooling pumps,
cooling/heating of guideways

2.2 Energy States of Controllable Components

Four energy states s are defined to characterize the behavior of components: Off
(s = 1), Hold (s = 2), Startup (s = 3) and On (s = 4). The Closedown transitory
state before entering in Off is not considered in this work because its duration is
often negligible. In details:

• Off : the component is disabled and does not require any power;
• Hold: the component is enabled but is not executing any function;
• On: the component is enabled and is executing its function;
• Startup: the component is executing a procedure to pass from the Off state to the

Hold state.

For example, the spindle in Fig. 2a becomes On when the part-program requires
a certain cutting speed and it starts to accelerate, it returns into Hold state after
deceleration. The On state can be further divided to reach a higher level of detail:
machining, acceleration, or air cutting states. The spindle in Fig. 2a does not require
any startup procedure to enter in Hold state and the transition is immediate.

Most of components presents a behavior similar to that of Fig. 2a and becomesOn
upon a specific request frommachine control (PLC). Somecomponents donot present
a Hold state and pass from Off (or Startup) to On. Denote cs,i the power request of
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Fig. 2 Energy state models of a spindle and b chiller unit. The chiller has a periodic behavior

component i in state s. Trivially, the power consumed in Off is null (c1,i = 0), the
power in On state and in Startup is higher than that in Hold (c4,i > c2,i ≥ 0 and
c3,i > c2,i ≥ 0).

Further, a last group of components presents a periodical behavior and visits On
and Hold states according to an internal logic. As an example, the chiller (Fig. 2b)
moves fromHold toOnwhenevermachine temperature T raises above Th , andmoves
from On to Hold when lower limit T� is reached. At switch on, the chiller directly
enters in Startup state to assure target temperature before entering in Hold state.
This transitory has a similar power request than that in On state (c4,i ≈ c3,i ) for all
components belonging to this group. A periodic behavior is common for peripheral
units and somemachine auxiliaries whose operation depends on additional condition
(e.g., machine and environment temperature, pressure).

The aggregation ofHold andOn state represents the Enabled state of components
(cf. Fig. 1) where all components are active and able to execute their function upon
request.

2.3 Energy Model for a Controlled Machine

Let us consider a general machine composed by componentsCwhere a subset I ⊆ C

is controllable. Not controllable components stay Enabled (i.e. Hold and On). The
machine is busy during part processing (including machine failures) and it becomes
idle while waiting for new parts. Herewith, only machine idle states are modeled
because the busy state is not affected by the control policy and because we assume
that the machine cannot be blocked. Machine can be in the following idle states:

• Ready-for-process (or on-service): all machine components are enabled, and the
process can start. Machine power request is wr = ∑

ci + c0. The average power
consumed while component i ∈ I is Enabled (On or Hold) is denoted as ci ;
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• Sleeping: a subset of machine components i ∈ I is Off or in Startup and the
machine power request depends from such subset, thus a set of sleeping states is
created;

• Standby: a particular sleeping state where all controllable components i ∈ I are
Off . The machine power request is c0 because of not controllable component
power demand.

Assume that all componentsC are switched on/off simultaneously (cf. Fig. 1). The
machine passes from ready-for-process to standby with the switch off. Components
enter in Startup state simultaneously with the switch on but might finish at different
points in time. At machine level, the startup transitory is actually a sequence of
machine sleeping states with components in Startup or Enabled states. The duration
ofmachine transitory is the longest startupdurationof components.When allmachine
components are Enabled, the machine is Ready-for-process.

3 Control Problem for Energy Efficiency

A single machine working a single part type is considered such that the processing
time p is assumed to be deterministic. The arrival of parts at machine is managed
by an upstream mechanism such that a part is sent to the machine only during idling
periods. Therefore, part interarrival times are I = p + X , where X ∈ R

+
0 represents

the time required by the mechanism to feed the machine. It is assumed that the
mechanism may fail and therefore X is a random variable representing machine idle
times and it is distributed according a probability density function f (x)whose mean
ta is known. It is assumed that idle times are not affected by the control and this
modelling choice yield to approximated results in different production cases.

It is assumed that the controlled machine cannot be blocked and is perfectly
reliable. The latter assumption can be relaxed without requiring large extensions to
the developed analysis. As discussed in Sect. 2, the machine includes a set C of
components where subset I ⊆ C is controllable. The subset I ∩ C of not controllable
components requires a fixed power c0. Also, duration yi for component startups is
assumed deterministic. Although startup duration might vary according to machine
condition and parameters imposed to assure part quality requirements, the range of
variation is small enough to validate the latter assumption.

As common practice, the machine is always kept ready-for-processwhile waiting
for new parts and it becomes busy during part processing. Denote this policy as
Always On (AON) policy. Let us assume that components i ∈ I can be controlled
with individual commands. A switch-off command triggers a component into the
Off state and a switch on command might start component Startup. The component
is Enabled (Hold or On) at startup end. The following policy is proposed such that
time thresholds τoff,i and τon,i are used to control component i:
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Multi-Sleep policy (MS): Switch off the component when τoff,i has elapsed from the last
departure. Switch on when τon,i > τoff,i has elapsed from the last departure or when next
part arrives.

Denote the vector of control parameters τ = {
τoff,i , τon,i

}|i ∈ I. A component is
never switched off when τoff,i = ∞, and it is switched on upon part arrival when
τon,i = ∞. The following optimization problem is formulated:

min
τ

Z(τ ) = φ(τ ) + α · max{0, ψT ARGET − ψ(τ )} (1)

subject to: A · τ < 0 (2)

τof f,i , τon,i ∈ R
+
0 ; ∀i ∈ I (3)

Problem objective in Eq. (1) is the minimization of two terms. The first term φ(τ)

represents the expected energy (NPE) consumed by the machine per part produced.
The second term represents a penalty term whenever the expected machine utiliza-
tion ψ(τ ) does not meet a certain minimum target ψT ARGET . The weight α ∈ R

+
0

penalizes solutions whereψ(τ) < ψTARGET such that as α increases, the second term
becomes more important. On the contrary, when α decreases, the first term becomes
more important and the energy is minimized while accepting machine utilization to
be below the target. The extreme case where α = 0 represents a problem without
any utilization constraint. Constraints (3) define the domain of decision variables.
Linear constraints (2) represent feasibility constraint existing among control param-
eters such that each switch-on command must happen after the associated switch-off
command: τon,i > τoff,i |∀i . MatrixA also includes any switching precedence among
components. For example, the spindle i cannot be activated before motor chiller k
to prevent an excessive heat storage: τoff,i ≤ τoff,k and τon,i ≥ τon,k . Also, the water
pump and the compressor of a cooling unit must be activated simultaneously to allow
a proper functioning of the thermal exchange.

Let us define a cycle as the time interval starting from the departure of a part
and the departure of the next one. The cycle starts at t = 0 with all components
Enabled and waiting for the part arrival. Denote x the arrival occurrence within a
cycle, i.e., the realization of random variable X . Considering machine component
i in isolation, four events Ai,k |k = {1, 2, 3, 4} might happen. Whenever event Ai,k

happens, the energy gi,k consumed by component i is defined as in Table 2. Further,
given the probability of occurrence P(Ai,k), the expected energy consumption in
isolation ϕi (τ ), of machine component i , is:ϕi (τ ) = ∑

k gi,k · P(
Ai,k

)
.

As in Fig. 1, it might happen that component i must wait for another component
readiness consuming additional energy. Denote Ti as the time instant of startup
completion for component i . Ti varies according to events Ai,k because, for instance,
the occurrence X can found the component “Enabled” if x ≤ τoff,i or “Off” if
τoff,i > x ≥ τon,i .
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Table 2 Energy consumption
of component i in isolation

Event Ai,k Energy consumption of
component i when event Ai,k
occurs

Ai,1 : x ≤ τoff,i gi,1 = ci · E[
X |P(

Ai,1
)]

Ai,2 : τoff,i < x ≤ τon,i gi,2 = ci · τoff,i + c3,i · yi
Ai,3 : τon,i < x ≤ τon,i + yi gi,3 = ci · τoff,i + c3,i · yi
Ai,4 : x > τon,i + yi gi,4 = ci · E[

X |P(
Ai,4

)] +
ci

(
τoff,i − τon,i − yi

) + c3,i · yi

Machine readiness is achieved at Tj = max Ti , i.e., when all components has
completed their own startup procedure. Therefore, Tj is random and component j is
the last completing the startup, which might vary at each cycle.

Each component i 
= j consumes an additional expected energy while waiting
for machine readiness. Similarly, not controllable components keep absorbing power
c0 and consumes the additional energy ϕ0(τ ) = c0 · E[

Tj
]
. Therefore, the expected

machine energy consumption is:

φ(τ ) = ϕ0(τ ) +
∑

i

[
ϕi (τ ) + ci · E[

Tj − Ti
]]

(4)

4 Optimization Procedure

Matlab environment is used for implementation and the Genetic Algorithm (GA)
embedded in Matlab is used to search for the optimum. Machine performance under
a certain control policy is estimated using discrete event simulation: R independent
replications are considered and each run includes N cycles (parts). These parameters
are chosen to assure at most a half width of around 2% of the objective function
obtained with AON policy. The tuning of GA parameters is described in Sect. 4.1.
Common random number are used to evaluate candidate solutions among exper-
iments. Let us consider a fictitious machine composed by four controllable and
independent components with equal power requests: ci = 2 kW and c3,i = 2.4 kW.
Component startup varies such that y1 = 0, y2 = 5 s, y3 = 10 s, and y4 = 30
s. Machine processing time p = 100 s. Also, the comparison with Switching (SP)
policy is considered. The SP policy has been proposed and analyzed in recent liter-
ature [6] such that component controls are simultaneous, i.e., τoff,i = τoff|∀i and
τon,i = τon|∀i .
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4.1 Genetic Algorithm

A Weibull distribution with shape k = 10 and mean ta = 53.85 s is considered for
machine starvation times X such that machine utilization is 0.8 when the control is
not applied. The computational budget is fixed at 4000 candidate evaluations. At each
iteration, a population of candidates satisfying problem boundaries in constraints
(2)–(3) is generated. GA selects candidates using a fitness scaling function based
on candidate ranking. A certain elite is guaranteed to survive in next generation.
New candidates are generated with a crossover function or with a mutation function
and crossover ratio can be customized. Because of linear constraints in Eq. (2),
the Arithmetic crossover function (children are the weighted arithmetic mean of
two parents) and the Adaptive Feasible mutation function (the mutation chooses a
direction and step length that satisfies bounds and linear constraints) are used. Some
tests have been done to calibrate the parameters of the GA. Therefore, the following
setting is selected for future experiments: the population size PS = 50, the elite
fraction EF = 0.05, the crossover fraction CF = 0.5 and the fitness tolerance
FT = 10−6. The latter parameter is used to define whenever two candidate solutions
perform equally.

4.2 Illustrative Example

A Weibull distribution with shape k = 10 and mean ta is considered for machine
starvation times X such that the stochastic process has IncreasingHazard Rate (IHR).
Under this assumption, the arrival probability increases in time while approaching
the mode of the distribution.

In order to represent cases with different machine utilization u = p/(p + ta),
8 scenarios are created by varying ta . Each problem is solved using R = 5 and
N = 2500 for simulation, and α = 0 such that utilization target is relaxed. Results
are collected in Table 3. The SP policy is advantageous compared to the AON policy
for u ∈ [0.6, 0.75] whilst for higher u ∈ [0.8, 0.95] the SP degenerates into the AON
policy, i.e.,

{
τ ∗
off, τ

∗
on

} = {∞,∞}. The MS policy, instead, is always the best policy.
Indeed, MS choses the proper set of components to control keeping Enabled those
with longer startup duration. In particular, component i = 1 is always controlled
because it does not require startup, whilst component i = 4 is controlled only for
high starvation times. This selective process allowsMS to achieve a higher utilization
than that obtained with SP policy.

Further, the MS policy results in a sequential startup. Optimal controls (τ ∗
off,iτ

∗
on,i

as in lines 9–10 of Table 3) show how the switch on commands are delayed according
to the different startup duration yi . The example of u = 0.75 is in Fig. 3: component
i = 4 is kept Enabled, whilst components i = 1, 2, 3 are switched off at part
departure (τ ∗

off,i = 0|i = 1, 2, 3) and switched on at different points in time. As
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time

i = 1
i = 2
i = 3
i = 4

τon,3 = 24

Enabled
Off
Startup

Component State

τon,2 = 29 Arrival

Fig. 3 States of machine components withMS policy (scenario with u= 0.75). At optimality, most
of the arrivals occurs after the end of startup procedure executed by components i = 2, 3

a consequence, components 2 and 3 finish the startup simultaneously. Component
i = 1 has no startup and it is switched on upon part arrival

(
τ ∗
on,1 = ∞)

.

5 Real Case Application

In this section, two real machining centers are modelled and the feasibility of the
control is assessed. For both machines, spindle and drives (spindle, axis, tool maga-
zine) do not require power in machine idle states and they are not included in the
model. Two versions of the problem are solved: in the first version, the weight α = 0
such that the second term in Eq. (2) is neglected (unconstrained problem), in the
second version, a high weight α is chosen (α = 10,000) such that machine utilization
target is met. In the following experiments, discrete event simulation is used with
N = 10,000 and R = 5. The solver performs 4,000 iterations in order to search
for solution and the computational time required to perform one iteration is on the
average 0.06 s for SP policy and 0.08 s for MS policy. Results have been obtained
on a laptop with i5 Intel Core @2.4 GHz and RAM-8 GB.

5.1 Machine Modeling and Experiment Description

The first machine (M1) is a 5-axis vertical machining center with 30 kW of installed
power and 600 × 450 × 450 working cube. Motor chiller unit (spindle and axes),
hydraulic unit and coolant extraction pump have a periodical behavior depending
respectively on temperature, pressure, and coolant levels inmachine basin. Thewaste
handling components (i.e., two chip conveyors), and two coolant pumps (furnishing
filtered cutting fluid at low pressure) are constantly On. Nominal power requests
for components in On state (c4,i ) are in Table 4. Further, it is assumed that other
powers are: c2,i = 0, c3,i = c4,i , and ci = 0.2 · c4,i |∀i . It is also assumed that not
controllable components power is c0 = 0.25·∑ ci .According to operator experience,
it is assumed that a significant transitory belongs to chiller unit, hydraulic unit, and
extraction pump. For each component τoff,i < τon,i and no technological precedence
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Table 4 Machine 1 and Machine 2 parameters

Machine Component i (or group of) Startup On Hold Enabled yi (s)

c4,i (kW) c3,i (kW) c2,i (kW) ci (kW)

M1 Motor chiller unit i = 1 2 2 0 0.6 30

M1 Hydraulic unit i = 2 0.75 0.75 0 0.225 5

M1 Coolant extraction pump i = 3 0.24 0.24 – 0.072 10

M1 Chip conveyors i = 4 – 0.24 – 0.24 0

M1 Coolant pumps i = 5 – 1.84 – 1.84 0

M2 Motor chiller unit i = 1 3.3 3.3 0.6 1.07 90

M2 Hydraulic unit i = 2 4.2 4.2 0.5 0.99 5

M2 Waste handling, coolant pumps,
lights, displays i = 3

– 1.11 – 1.11 0

M2 Others i = 4 1.66 1.66 – 1.66 20

is required. Chip conveyor and coolant pumps can be controlled together with no
impact on the results, since they have negligible startup. The device providing parts
to themachine has a stochastic behavior and, thus, machine starvation times X follow
a Weibull with shape k = 0.7 (i.e., Decreasing Hazard Rate): the arrival probability
decreases in time indicating a possible failure of the feeder. Given p = 100 s, 8
scenarios with different machine utilizations are created by varying ta . The second
machine (M2) is a 5-axis horizontal machining center for powertrain applications
with 110 kWof installed power and 700× 700× 800working cube. Not controllable
components are the numerical control system and the AC of the control cabinet. The
waste handling components (e.g., exhaust air, chip conveyor), the coolant pumps,
and other components (e.g., lights, displays) are constantly On. The hydraulic unit,
and the motor chiller unit have a periodical behavior and their power footprints
have been acquired with dedicated experimental measures (Table 4). Also, power
data have been acquired at machine level: the subset of not controllable components
absorbs c0 = 0.52 kW and the machine absorbs on the average 5.35 kW while
ready-for-process where 39% is associated to hydraulic and chiller units. Further,
it is assumed that 21% (1.11 kW) is related to waste handling components, process
coolant pumps, lights and display. These components have negligible startup and can
be controlled together with no impact on the results. The remaining 31% (1.66 kW)
is associated to the coolant filter and security systems that requires around 20 s to
perform a startup procedure. For each component τoff,i < τon,i and no technological
precedence is required. It is assumed that M2 is connected upstream with another
machine, that it exists an intermediate buffer, and that the upstreammachine can fail.
Processing time is p = 100 s and occurrences at M2 happen after 2 s (deterministic
loading time from the buffer) or according to a Weibull distribution with k = 15 and
ta = 55 s (due to upstream failures).
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5.2 Results and Policy Comparison

TheMS policy is compared with the AON and the SP policies in terms of energy and
machine utilization. For machineM1, results are represented in Fig. 4. The SP policy
enables to save energy when mean starvation time ta is high, and converges to the
AON policy as ta decreases because machine utilization increases. TheMS performs
better in all analyzed cases. Chip conveyors and coolant pumps are always switched
off/on because they do not require any transitory and therefore, MS achieves always
a saving without compromising machine utilization.

When a target is included in the problem, the savings obtained with SP are limited
to 1–2% of the energy, whereas MS results are not modified because the obtained
utilization is already into the feasibility space or very close. As example, the MS
solution obtained for uAON = 0.6 (ta = 66.6 s) is reported in Table 5. In the
unconstrained case, the switch off of the hydraulic unit (i = 2) and the coolant
extractor pump (i = 3) are delayed (τ ∗

off,i > 0|i = 2, 3) and the chiller unit is
never switched off (τ ∗

off,1 = ∞). Chip conveyor and coolant pumps do not require
startup and they are switched off at departure (τ ∗

off,i = 0|i = 4, 5). To assure the
utilization target, the control of i = 2 changes from τ ∗

off,2 = 34.5 s to τ ∗
off,2 = 70.7 s.

Since arrival probability decreases in time, to delay the switch off increases the

Fig. 4 Experiments on M1 for unconstrained (top panels) and constrained (bottom panels) opti-
mizations. Expected energy and expected machine utilization obtained with AON, SP and MS
policies are compared as the mean starvation time ta increases. Dotted lines represent CI95%. In
bottom panels, the targetψT ARGET is the 98% of machine utilization obtained with the AON policy
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Table 6 Results for Machine 2

ZMS(τ∗) (kJ/part) uMS τ∗
off,1; τ∗

on,1 τ∗
off,2; τ∗

on,2 τ∗
off,3; τ∗

on,3 τ∗
off,4; τ∗

on,4

73.4 ± 1.6 0.793 ± 0.004 ∞; ∞ 2 s; ∞ 0 s; ∞ 2 s; 40.6 s

expected utilization. Similarly for i = 3. Components are switched on upon part
arrival (τ ∗

on,i = ∞|i = 2, 3, 4, 5).
When machineM2 is not controlled, it consumes 124.7± 2.5 kJ/part with utiliza-

tion u = 0.811 ± 0.003. Because of the long startup duration of the chiller, the SP
policy is not advantageous. The MS policy achieves 26.3% of saving by controlling
all components except the chiller. Trivially for components not requiring startup (i
= 3), solution {τ ∗

off,3; τ ∗
on,3} = {0;∞} is obtained. The hydraulic unit (i = 2) and

components i = 4 are switched off with τ ∗
off,2 = τ ∗

off,4 = 2 s, when the arrival peak
has elapsed. Because of the startup procedure, components i = 4 are switched on
in advance such that the machine is ready when the probability of arrival increases
again (τ ∗

on,4 = 40.6 s). The hydraulic unit is switched on upon part arrival because
its startup is short. This optimal MS control obtains 73.4 kJ/part (41% of saving) and
also satisfies the target utilization of 0.79. Results are reported in Table 6.

6 Conclusive Remarks and Future Developments

Individual controls at component level can be applied for machine tools and numer-
ical results show that considering multiple sleeping states can improve the perfor-
mance of switching policies thanks to the selection of which component to switch.
At optimality, several sleeping states are visited in sequence. Also, the selection of
component subset avoids heavy startup procedures increasing the potential benefit of
EEC policies under strict productivity targets. MS policy is advantageous when there
is no benefit using the SP policy due to one or more components with significant
startup energy or duration. Future effort will be devoted to develop more efficient
optimization algorithm. A critical barrier for implementation remains the knowledge
of the waiting time distribution that is assumed as known. Learning methods should
be included to estimate machine starvation times and to increase applicability of the
proposed policy for practitioners.
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µEDMMachining of ZrB2-Based
Ceramics Reinforced with SiC Fibres
or Whiskers

Mariangela Quarto, Giuliano Bissacco, and Gianluca D’Urso

Abstract The effects of different reinforcement shapes on stability and repeata-
bility of micro electrical discharge machining were experimentally investigated for
Ultra-High Temperature Ceramics based on zirconium diboride (ZrB2) doped by
SiC. Two reinforcement shapes, namely SiC short fibres and SiC whiskers were
selected in accordance with their potential effects on mechanical properties and
oxidation performances. Specific sets of process parameterswere definedminimizing
the short circuits in order to identify the best combination for different pulse types.
The obtained results were then correlated with the energy per single discharge and
the discharges occurred for all the combinations of material and pulse type. The
pulse characterization was performed by recording pulses data by means of an oscil-
loscope, while the surface characteristics were defined by a 3D reconstruction. The
results indicated how reinforcement shapes affect the energy efficiency of the process
and change the surface aspect.
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1 Introduction

Among the advanced ceramicmaterials, Ultra-High-Temperature ceramics (UHTCs)
are characterized by excellent performances in extreme environment. This family of
materials is based on borides (ZrB2, HfB2), carbide (ZrC, HfC, TaC) and nitrides
(HfN), which are characterized by high melting point, high hardness and good resis-
tance to oxidation in several environments. In particular, ZrB2-based materials are of
particular interest because of their suitable properties combination and are considered
promising for several applications; for example, among the most attractive applica-
tions, one is in the aerospace sector as a component for the re-entry vehicles and
devices [1–4].

The relative density of the base material ZrB2 is usually about 85% because of
the high level of porosity of the structure; furthermore, in the last years, researchers
are focused on fabricating high-density composites characterized by good strength
(500–1000 MPa). For these reasons, the use of single-phase materials is not suffi-
cient for high-temperature structural applications. Many efforts have been done on
ZrB2-based composites in order to improve the mechanical properties, oxidation
performances, and fracture toughness; however, the low fracture toughness remains
one of the greatest efforts for the application of these materials under severe condi-
tions [5–10]. Usually, the fracture toughness of ceramic materials can be improved
by incorporating appropriate reinforcements that activate toughening mechanisms
such as phase transformation, crack pinning, and deflection. An example is the addi-
tion of SiC; in fact, it has been widely proved that its addition improves the fracture
strength and the oxidation resistance of ZrB2-based materials due to the grain refine-
ment and the formation of a protective silica-based protective layer. Based on these
aspects, the behaviour of ZrB2-based composites, generated by the addition of SiC
with different shapes (e.g. whiskers or fibres), have been studied in recent works.
It has been reported that the addition of whiskers or fibres gives promising results,
improving the fracture toughness and this improvement could be justified by crack
deflection [5, 6, 9, 11, 12]. The critical aspect of the reinforced process was the
reaction or the degeneration of the reinforcement during the sintering process itself
[13, 14].

Despite all the studies that aim to improve mechanical properties and resistance,
this group of materials is very difficult to machine by means of traditional technolo-
gies, because of their high hardness and fragility. Only two groups of processes are
effective in processing them: on one side the abrasive processes as grinding, ultra-
sonic machining, and waterjet, on the other side the thermal processes such as laser
and electrical discharges machining (EDM) [15–18].

In this work, ZrB2 materials containing 20% vol. SiC whiskers or fibres produced
by hot pressing were machined by the μEDM process; in particular, the effect of the
non-reactive reinforcement shapes on the process performances were investigated,
verifying if the process is stable and repeatable for advanced ceramics. The choice
of 20% vol. is related to the evidence reported in some previous works [14, 18, 19],
in which it was shown that this fraction of reinforcement allowed generating the
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best combination of oxidation resistance and mechanical characteristics useful for
obtaining better results in terms of process performances and dimensional accuracy
for features machined by micro-EDM.

2 Materials

The following ZrB2-based composites, provided by ISTEC-CNR of Faenza (Italy),
were selected for evaluating the influence of reinforcement shape on the process
performance of micro-slots machined by mEDM technology:

• ZrB2 + 20% SiC short fibres, labelled as ZrB20f
• ZrB2 + 20% SiC whiskers, labelled ZrB20w.

As reported by Silvestroni et al. [14], ZrB2 Grade B (H.C. Starck, Goslar,
Germany), SiC HI Nicalon-chopped short fibres, Si:C:O = 62:37:0.5, characterized
by 15 μm diameter and 300 μm length or SiC whiskers characterized by average
diameter 1 μm and average length 30 μm were used for the ceramic composites
preparation.

The powdermixtureswere ballmilled for 24 h in pure ethanol using silicon carbide
media. Subsequently, the slurries were dried in a rotary evaporator. Hot-pressing
cycles were conducted in low vacuum (100 Pa) using an induction-heated graphite
die with a uniaxial pressure of 30 MPa during the heating and were increased up to
50MPa at 1700 °C (TMAX), for the material containing fibres, and at 1650 °C (TMAX)
for the composites with whiskers. Themaximum sintering temperature was set based
on the shrinkage curve. Free cooling followed and details about the sintering runs
are reported in Table 1, where TON identifies the temperature at which the shrinkage
started. Density was estimated by the Archimedes method.

After the preparation, the raw materials were analysed by the Scanning Elec-
tron Microscope (SEM) (Fig. 1). The samples reinforced by the fibres show a very
clear separation between the base matrix and the non-reactive reinforcement. Fibres
dispersion into the matrix is homogenous and the fibres are characterized by the
same orientation, as no agglomeration was observed in the sintered body. For the
sample containing whiskers reinforcement, a dense microstructure was observed and
the whiskers are generally well dispersed into the matrix. The SEM-EDS analysis

Table 1 Composition, sintering parameters of the hot-pressed samples [14]

Label Composition TON (°C) TMAX (°C) Final density
(g/cm3)

Relative density
(%)

ZrB20f ZrB2 + 20% SiC
Short fibres

1545 1650 4.89 94.0

ZrB20w ZrB2 + 20% SiC
Whiskers

1560 1700 5.22 97.0
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Fig. 1 SEM backscattered images of typical appearance of ZrB20f (a) and ZrB20w (b)

confirms these statements: for short fibres it is possible to observe a clear separa-
tion between the base matrix and the reinforcement. On the contrary, the analysis
performed for samples containing whiskers shows that the two materials are mixed.

3 Electrical Discharge Machining Set-Up

3.1 Experimental Set-Up

The effects of selected reinforcement shapeswere investigated by conductingμEDM
milling experiments. A simple circular pocket having a diameter equal to 1 mm and
a depth of about 200 μm was selected as the test feature. Solid tungsten carbide
electrodewith a diameter equal to 300μmwas used as a tool, and hydrocarbon oilwas
used as a dielectric fluid. The experiments were performed for three different process
parameter settings, corresponding to different pulse shapes. The instantaneous values
cannot be set for some process parameters, because themachine used for experiments
presents an autoregulating system. Thus, the characterization of electrical discharges
is very important, not only to assess the real value of process parameters but, most of
all, to evaluate the stability and repeatability of the process.Anacquisition systemwas
developed and used to collect waveforms for characterizing the process. A current
monitor with a bandwidth of 200 MHz and a voltage probe were connected to the
μEDM machine and to a programmable counter and a digital oscilloscope (Rohde
& Schwarz RTO1014). These connections allow to acquire the current waveforms
and count the occurred discharges. The counter has been set once the trigger value
was established to avoid recording and counting the background noise.

Preliminary tests were performed to define the optimal process parameters for
each combination of material and pulse type. The experimental campaign was based
on a general full factorial design, featured by two factors: the reinforcement shape,
defined by two levels, and the pulse type, defined by three levels. Different levels of
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pulse types identify the different duration of the discharges; in particular, level A is
referred to long pulses while level C identify the short pulses. Three repetitions were
performed for each run.

3.2 Discharge Population Characterization

Discharge populations were characterized by repeated waveform samples of current
and voltage signals. The current and voltage probes were connected to the digital
oscilloscope having a real-time sample rate of 40 MSa/s. The trigger level of the
current signal was set to 0.5 A in order to acquire all the effective discharges avoiding
the background noise. The acquired waveform samples were stored in the oscillo-
scope buffer and then transferred to a computer to be processed by a Matlab code,
written by the authors and shown schematically in Fig. 2.

The Matlab code was used to calculate the numbers of electrical discharges, their
instantaneous values, duration (width) and voltage. Finally, the average value of
energy per discharge (E) was estimated by integrating the instantaneous value of
the power, calculated as the product of the instantaneous values of current (i(t))
and voltage (v(t)), with respect to the time (t). In Fig. 3 the frequency distribution
histograms show the discharge population distributions as a function of reinforce-
ment shape and pulse type applied to the machining. Histograms show a good repro-
ducibility and stability of the process, providing information regarding the frequency
waveforms with different peaks of current. The normal distribution well represents
the discharge sampleswhich suggesting a stable process. Considering both reinforce-
ment shapes, the intensities of the pulses are included in a similar range for pulses
type A and B, while, for short pulse, they are characterized by some differences: for
whiskers, the maximum peak current corresponds to the average value of the peaks
occurred for the short fibres.

Fig. 2 Flowchart of Matlab code written by authors for the pulse characterization
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Fig. 3 Examples of frequency distribution histograms for pulses occurred during ZrB2 + 20%SiC
machining

E =
T∫

0

v(t) · i(t)dt (1)

Through the Matlab data elaboration, it was possible to define the instanta-
neous value of the process parameters. The pulse characteristics for the estimated
parameters are reported in Table 2.

Table 2 Mean values of the main parameters describing the pulse type

Reinforcement
shape

Pulse type Peak current
(A)

Open circuit
voltage (V)

Width (μs) Energy per
discharge (μJ)

Fibres (ZrB20f) A 29.44 69.57 0.70 779.36

B 10.93 92.89 0.33 150.30

C 4.61 100.79 0.06 14.73

Whiskers
(ZrB20w)

A 29.49 70.75 0.70 784.99

B 10.91 91.70 0.33 161.00

C 4.10 99.60 0.06 21.41
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In terms of peaks of current and voltage, the differences between the twomaterials,
machined by the same pulse type, are really tiny. The only relevant difference can
be remarked for energy per discharge, in fact the discharges developed during the
machining on the ZrB20w generate higher energy in comparison to the energy per
discharge of ZrB20f. In particular, the energy per discharge generated by pulse type
A for ZrB20w are 0.72% higher than the energy developed by the same pulse type for
ZrB20f. This is a very tiny difference, but considering the pulse type C, the energy
per discharge developed is about 45% higher than the energy generated by the same
pulse type for fibres.

3.3 Characterization Procedure

A 3D reconstruction of micro-slots was performed by means of a confocal laser
scanning microscope (Olympus LEXT) with a magnification of 20×. Then, the
images were analysed with a scanning probe image processor software (SPIP by
Image Metrology). A plane correction was performed on all the images to level
the surfaces and to remove primary profiles; then, the surface roughness (Sa) was
assessed by the real-topographymethod, based on the international standard UNI EN
ISO 25178:2017. The process performance was evaluated through the estimation of
two indicators related to the performance in terms of machining velocity and tool
wear compared to the number of occurred discharges. The third indicator taken into
account evaluates the tool wear ratio.

Material Removal per Discharge (MRD) was calculated as the ratio between the
volume of micro-slots (MRW) estimated by the scanning probe image processor
software and the number of discharges recorded by the programmable counter.

Since this kind of materials is characterized by high level of porosity, to get
the actual values of MRD, the volume of the micro-slots was adjusted considering
the relative density (δ) defined in Table 1. Taking into account the density allows
compensating for the presence of porosity in the sample structure. Thus, the new
indicator considered for the analysis was estimated as reported in (2).

MRDδ = MRD · δ (2)

ToolWear per Discharge (TWD)was estimated as the ratio between the volume of
electrode wear (MRT) and the number of discharges recorded by the programmable
counter. Toolwearwasmeasured as the difference between the length of the electrode
before and after the single milling machining. The length was measured through a
touching procedure executed in a reference position. The electrode wear volume was
estimated starting from the length of the tool wear and considering the tool as a
cylindrical part. The Tool Wear Ratio (TWR) was calculated as the ratio between the
previous performance indicators, considering the relative density of the workpiece
material (TW Rδ) as reported in (3).
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TW Rδ = TWD

MRD
= MRT

MRW · δ (3)

4 Results and Discussion

In this section, the distribution of energywould be discussed, analysing the efficiency
in terms of specific removal energy. Figure 4a shows the ratio between TWD and
the energy of single discharge (TWDE) as a function of the reinforcement fraction
and the pulse type. In the same way, the MRDδ was related to the energy of a
single discharge to evaluate the energy efficiency from the material removed point
of view. In both cases (Fig. 4a, b), pulse type A shows a lower efficiency; in other
words, this means that most of energy developed in a single discharge was lost.
This is a positive effect from the tool wear point of view; in fact, low TWDE means
low tool wear per discharge, and consequently a lowest tool wear. In this case,
the pulse type C is characterized by a higher fraction of energy dedicated to the
material removal from the workpiece, despite pulse type C is being characterized

Fig. 4 Average values and standard deviation as a function of the reinforcement shape and pulse
type, of a ratio between TWD and energy per discharge, estimated considering the relative density
of the samples, b MRD and energy per discharge estimated considering the relative density of the
samples, c TWR
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Table 3 Analysis of variance p-values

Factors

Pulse type Reinforcement shape Pulse type * reinforcement
shape

Indicators MRDδ (μm3) 0.000 1.21 × 10−4 0.030

TWD (μm3) 0.000 0.000 4.51 × 10−5

TWRδ (–) 0.000 0.000 0.202

Sa (μm) 0.000 0.005 0.156

by a very short duration and low energy (Fig. 4b). Despite the great difference in
energy per discharge, this shows that the pulse type C directs most of the energy
towards the workpiece. Figure 4c shows that the TWR for all pulse types is lower for
specimens. In particular, the whiskers show a better performance allowing to reduce
the tool wear and to increase the material removal rate efficiency. The intermediate
position of pulse type C identified in Fig. 4a can be related to a different energy
distribution. In particular, which energy fraction is dedicated to the material removal
from the workpiece. The factorial design was analysed in order to comprehendwhich
factors and interactions are statistically significant for the performance indicators and
surface roughness. A general linear model was used to perform a univariate analysis
of variance, including all the main factors and their interactions. The ANOVA results
of the experimental plan are reported in Table 3. The parameters are statistically
significant for the process when the p-value is less than 0.05 (a confidence interval of
95% is applied). As a general remark, all the indicators resulted to be influenced by
both the reinforcement shape and the pulse type. In some cases (forMRDδ andTWD),
also the interaction showed an effect in terms of ANOVA. This aspect suggested that
the interaction of factors is relevant for indicators that, in someway, can be correlated
to the machining duration.

Main effects plots (Fig. 5) show that indicators are mainly influenced by the pulse
type that establishes the range inwhich process parameters can vary, and in particular,
the characteristics of the pulses. For all indicators, reduction in pulse duration and
in peak current intensity generate the lower value of MRDδ, TWD, and TWRδ. At
the same time, tests with whiskers reinforcement generate an improvement in MRDδ

and in surface finishing while giving rise to a reduction in TWD and TWRδ. By
increasing the pulse duration and the peak intensity from type C to type A, theMRDδ

is 10 times greater, but the surface quality decreases by−60%. ForMRDδ and TWD,
also the interaction between pulse type and reinforcement shape affects the results.
In particular, when the samples are machined by pulse type C, the effect on MRDδ

is more evident, while from the TWD point of view it is more evident for pulse type
A (Fig. 6). In general, tests performed on materials with whiskers reinforcement are
characterized by better results, both in terms of process performances and surface
finishing. In fact, optimal performances for ED-machining are characterized by high
level of MRDδ, to perform fast machining, and low values of TWD, to reduce the
waste of material related to the tool wear.
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Fig. 5 Main effects plot for indicators affected by pulse type and reinforcement shape

Fig. 6 Interaction plot for MRDδ and TWD
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Fig. 7 Details of machined surfaces for ZrB20f (a) and ZrB20w (b) machined by pulse type A

A 3D reconstruction of an ED-machined surface detail scanned by a confocal
laser scanning microscope with a magnification of 100× is reported as an example
in Fig. 7. In particular, Fig. 7a represents a portion of the machined area on ZrB20f.
Here it is possible to identify a sort of “protrusion” in correspondence of the fibres.
This aspect is probably related to not completemachiningbecause of theSiC lowelec-
trical conductivity characteristic and the great extension of the fibres area. Figure 7b
represents the ED-machined surface for the sample containing SiC whiskers. In
this case, the surface appears uniform and homogeneous because the SiC particles,
as reported in the materials section, are better dispersed in the base matrix. These
aspects justify the different results obtained in terms of surface quality and, in general,
these different textures can be considered a starting point for further studies about
the material removal mechanism occurred on UHTCs, in particular when there are
low-electrically conductive parts in the structure. Form the 3D reconstruction it is
possible to observe that the surfaces are not characterized by the typical aspect of
the ED-machined surfaces which present a texture well-described by the presence
of craters. In this specific case, the UHTC is different, but the same considerations
can be done. A sort of craters can be observed by means of SEM (Fig. 8).

Machined surfaces on specimens doped with SiC whiskers are characterized by
higher fragmentation of the recast layer. This aspect is particularly evident on surfaces
machined by long pulses; in fact, for pulse type A and B, the surface is for the
major part covered by recast materials for both reinforcement shapes, but the speci-
mens doped with whiskers present smaller extensions of the single “crater” of recast
materials.

A different behaviour can be observed for surfaces machined by the short pulses.
In this case, for specimens containing the SiC fibres can be observed a smaller area
of recast material, probably due to the combination of the greater dimensions of
the fibres (in comparison to the whiskers), the lower energy per discharge for short
pulses and the low electrical conductivity of the SiC. In particular, the fibres have a
bigger surface and it needs to remove the entire parts. For this reason, the surfaces
containing fibres presented in their correspondence a sort of protrusion.
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Fig. 8 SEM backscatter images of the machined surface

5 Conclusions

An evaluation of the machinability of ZrB2-based composites hot-pressed with
two different shapes non-reactive reinforcement (SiC) was performed in this work.
Stability and repeatability of the μEDM were evaluated to identify the effects of the
reinforcement shapes. The analysis took into account the process performances and
surface finishing.

First of all, a discharge characterization was performed to feature the different
pulse type used during the machining. In general, the discharge characterization and
the performances indicators allowed to identify a stable and repeatable process with
a faster material removal for samples doped with whiskers.

The analysis of variance showed that both factors, pulse type, and reinforcement
shape, are statistically significant for the indicators selected in the process evalua-
tion and in general, the use of whiskers improves the machining efficiency gener-
ating lower tool wear. Furthermore, the interaction between the two factors turns
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out to be influential only for MRD and TWD, which are indirectly related to the
machining duration, since the number of discharges occurred during the machining
was considered in their estimation.

This investigation shows that the specimens having a 20 vol.% of reinforcement
in form of whiskers results to be the best solution in terms of machinability by EDM
process not only for the better process performances (high MRD and low TWD), but
also for the higher level of surface quality which is one of the essential criteria for
making a proper decision in an industrial environment.
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Air Jet Cooling Applied to Wire Arc
Additive Manufacturing: A Hybrid
Numerical-Experimental Investigation

Filippo Montevecchi, William Hackenhaar, and Gianni Campatelli

Abstract WAAM (Wire Arc Additive Manufacturing) is a metal additive manufac-
turing process based on gas metal arc welding which enables to create large parts
with a high deposition rate. WAAM is prone to the heat accumulation issue, i.e. a
progressive increase of the workpiece internal energy due to the high heat input of
the welding process, which can cause defects such as part structural collapse, uneven
layers geometry or non-homogenous microstructure. A promising technique to miti-
gate such issue is to use an air jet impinging on the deposited material to increase the
convective heat transfer. This paper presents an analysis of air jet impingement perfor-
mances bymeans of a hybrid numerical-experimental approach. Different samples of
a test case are manufactured using free convection cooling, air jet impingement and
different interlayer idle times. Substrate temperatures are measured and compared
with the results of a finite element simulation to assess its accuracy. The performances
of air jet impingement are analyzed in terms of measured substrate temperatures and
of simulated interlayer temperature, evaluated at the top of each layer. The results
highlight that air jet impingement has a significant impact on the process, limiting
the progressive increase of interlayer temperature compared with free convection
cooling.
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Nomenclature

A, B, C Empirical factors to calculate jet impingement heat transfer coefficient
l Nozzle to target surface standoff distance
Nu Nusselt number, i.e. dimensionless heat transfer coefficient
Ø Angular coordinate for jet impingement heat transfer coefficient calculation
r Radial coordinate for jet impingement heat transfer coefficient calculation
d Air nozzle diameter
Re Reynolds number of the impinging air jet
α Angle between the jet axis and the target surface
�y Nozzle offset along the y coordinate
�z Nozzle to torch offset along the z coordinate

1 Introduction

WAAM (Wire Arc Additive Manufacturing) is an AM (Additive Manufacturing)
process to produce metal components using direct deposition of arc welding beads.
The advantages of WAAM, compared to other metal AM processes are [1]: (i)
high deposition rate, (ii) possibility of manufacturing large parts, (iii) low capital
investment. In WAAM, the high heat input of arc welding can lead to a progres-
sive increase of the workpiece internal energy, known as heat accumulation [2].
This phenomenon occurs since the preferential cooling mode of the molten pool
is the conduction towards the substrate. Increasing the number of deposited layers
decreases the magnitude of the conductive heat flux, causing the heat accumulation
issue. The consequences of this phenomenon are the increase of the molten pool size
and of the interlayer temperature, i.e. the temperature of the top layer at the start of
the subsequent one. Such effects result in modifications of both the layers geometry
[3] and the material microstructure [4, 5] along the deposited height [6].

The most common way of preventing heat accumulation is to introduce interlayer
idle times, i.e. allow the workpiece to cool down before depositing the subsequent
layer [7, 8]. The drawback of this approach is that the idle times required to keep a
constant interlayer temperature can be significantly high compared with the effective
deposition time, resulting in a loss of productivity. An approach to decrease the
interlayer idle times is to use active cooling systems to increase the heat extraction,
i.e. the heat transfer to the environment. Takagi et al. [9] immersed the workpiece
in a water cooled tank. Despite its effectiveness, this system is unpractical to be
implemented on existing welding facilities (e.g. welding robot cells) which is one of
WAAM main advantages. Li et al. [10] used a thermoelectric cooling system based
on the Peltier effect to cool the side surfaces of a vertical wall, i.e. a workpiece made
of straight layers. The proposed solution provided a significant reduction of bead
unevenness, grain size and manufacturing time but its application to complex curved
geometries is not straightforward. An alternative approach, easy to implement and
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suitable to manufacture complex parts, is to use a gas jet to increase the convective
heat transfer coefficient. Wu et al. [11] used a CO2 jet directed on the weld bead top
surface by a nozzle attached to the welding torch. The system was tested depositing
a Ti6Al4V vertical wall test case showing an improvement in material strength,
hardness and manufacturing efficiency. A similar approach was also proposed by
Montevecchi et al. [12], having two main differences with [11]: (i) the usage of
standard compressed air rather than CO2, which can reduce the operational cost for
materials less sensitive to the welding atmosphere than Ti6Al4V, (ii) the different
target of the jet, i.e. the already deposited layers over the current one, which enables
to achieve jet impingement heat transfer, a highly efficient method to create a high
thermal flux per unit surface [13]. The potential effectiveness of the proposedmethod
was assessed [12] using a validated model of jet impingement heat transfer coupled
with a validated thermalmodel of theWAAMprocess. The results highlighted that jet
impingement prevented an excessive increase of both molten pool size and interlayer
temperature, making it a promising approach to prevent heat accumulation.

In this paper, a cooling system based on air jet impingement was implemented
on a prototype WAAM machine. A test case workpiece was selected, and different
samples were manufactured using free convection and jet impingement cooling. The
testswere carried out using different interlayer idle times to assess the performance of
jet impingement cooling in different heat accumulation conditions. Substrate temper-
ature was measured in different points using K-type thermocouples. The temperature
data acquired during the deposition of the different samples were compared to assess
the effect of air jet impingement on substrate temperature. In order to evaluate the
effect of air cooling on interlayer temperature, the deposition of the samples was
simulated using a FE (Finite Element) model. Simulations and thermocouple data
were compared to evaluate the model accuracy. The interlayer temperatures were
extracted to compare the pattern of air jet and free convection cooling samples.

2 Materials and Methods

To evaluate the performance of the air jet impingement, this paper uses a hybrid
numerical-experimental approach. Different samples of the test case were manu-
factured measuring the substrate temperature with K-type thermocouples. However,
substrate mounted thermocouples provide only a limited insight in the heat transfer
phenomena occurring during the deposition, since they provide punctual data in a
region far from the molten pool. To extend the investigation, a FE model was used
to simulate the deposition of the test cases. Simulation results were then compared
with thermocouples data to assess the accuracy of the model. Since the FE model
returns the transient temperature field over the entire workpiece domain, an accurate
prediction of substrate temperature enables to extend the heat transfer analysis to
different regions. Therefore, the interlayer temperatures at the top of each layer were
extracted from the simulation results, providing an important parameter to assess the
effectiveness of jet impingement cooling. It must be pointed out that the presented
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analysis of the simulation results aims at providing a comparison of the interlayer
temperature trend rather than accurately quantifying its punctual modifications.

Section 2.1 describes the experimental part of thework, i.e. the test case, the imple-
mentation of jet impingement cooling and the experiments conditions. Section 2.2
depicts the FE model used to simulate test case manufacturing.

2.1 Experiments Description

This paper aims at assessing the effectiveness of air jet impingement in preventing
heat accumulation during GMAW (Gas Metal Arc Welding) based WAAM opera-
tions. The test case selected to perform the experiments is a vertical wall, whose
geometry is presented in Fig. 1.

The wall height has a significant influence in determining the heat accumulation.
The value of 50 mm was selected considering the test case geometry used by Wu
et al. in [11]. The deposition was carried out using AWS ER70S-6, a standard filler
metal for carbon steel welding. The substrate was a 30 mm thick AISI 1040 block,
to prevent excessive distortions. The deposition was carried out using an AWELCO
250 Pulsemig GMAWwelding unit connected to retrofitted 3-axes milling machine.
The process parameters combination was selected to achieve a good bead appearance
whilemaintaining a relatively low heat input: voltage 18V (constant voltage); current
93 A; wire feed speed 4.6 m/min; nozzle to workpiece distance 10 mm; travelling
speed 200 mm/min; heat input 4.95 kJ/mm; wire diameter 0.8 mm; shielding gas Ar
+CO2 17% supplied at 15 l/min. Such parameters resulted in welding beads 7.5 mm
wide and 2.0 mm thick, requiring 25 layers to manufacture the selected geometry.
It must be pointed out that the accuracy of the FE modelling techniques used in
this paper was previously verified with this set of process parameters, strengthening
the relevance of the simulation-based interlayer temperature analysis. The test case

Fig. 1 Test case geometry and thermocouples layout
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Fig. 2 a Proposed cooling
system, thermocouples
arrangement and as
deposited test case; b test
case deposition using air jet
cooling

was positioned in the WAAM machine as shown in Fig. 2a. Figure 1 highlights the
orientation of the workpiece with respect to the axes of the WAAM machine.

The temperature of the substrate was monitored using 4, 1.29 mm diameter, non-
shielded, K-type thermocouples, with exposed hot junction and ceramic insulation.
The thermocouples were fixed to the top surface of the substrate by spot welding, as
shown in Fig. 2a. The positions of the thermocouples with respect to the coordinate
system are marked in Fig. 1. Using multiple measurement points allowed to carry
out a more detailed comparison between FE simulations and experiments. Thermo-
couples data were acquired using a National Instruments 9212 thermocouple module
connected to a PC. All signals were recorded at a sampling rate of 10 Hz.

A coolant hose for machining applications with a 3 mm diameter nozzle was
attached to the torch support. The low diameter nozzle was chosen to position it
at different angles in the vicinity of the welding torch. The hose was connected to
0.2 m3 plenum, supplied with dry air at the pressure of 0.6 MPa. The air flow was
initiated by a solenoid valve controlled by the numerical control of the WAAM.
Figure 2a shows the implementation of the cooling system in the WAAM machine
while Fig. 2b shows the deposition of a sample carried out using the proposed air jet
cooling system.

The selection of jet parameters is important to achieve a high convective heat flux.
According to Goldstein and Franchett [14] the local heat transfer coefficient of an
air jet impinging on a target surface can be calculated using the correlation depicted
in Eq. (1):

Nu(r, φ) = A ∗ Re0.7exp −
(
B + C cos(φ)

( r
d

)0.75
)

(1)

Nu is the Nusselt number, i.e. the dimensionless form of the heat transfer coeffi-
cient; Re is the Reynolds number evaluated at the nozzle outlet section; r and ø
define the polar coordinates of target surface points in system centered in the inter-
section between the jet axis and the target surface; A, B and C are dimensionless
coefficients determined by experiments. Goldstein and Franchett [14] highlighted
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Fig. 3 Air jet arrangement in the experiments

that such coefficients depend on angle (α) between the jet axis with the target surface
and on the ratio (l/d) between the nozzle standoff distance and the nozzle diameter.
Equation (1) highlights that the heat transfer coefficient has an exponential decay
from its maximum value at the intersection point. For decreasing α and increasing
l/d values, Nu experiences an increase in the decay coefficient and in the peak value.
Therefore, for a given nozzle diameter and air flow rate, a perpendicular jet and a
low standoff distance increase the heat transfer coefficient. However, in WAAM, the
increase of both α angle and nozzle proximity is limited by the interference of the air
jet with the arc shielding gas, since an excessive mixing can lead to arc instabilities
or promote the oxidation of the deposited material. Preliminary tests carried out with
the nozzle perpendicular to the wall surface highlighted that this condition did not
allow to achieve a stable arc, independently on the air flow rate and on the standoff
distance. Based on these tests, the nozzle position and orientation depicted in Fig. 3
were adopted for the scope of this paper.

The axis of the air nozzle was located in the same XZ plane of the torch axis,
allowing the jet axis to intersect the wall surface for every X position of the torch,
i.e. during the deposition of the entire layer. The offsets �z and �y (highlighted in
Fig. 3) define the position of the nozzle in the YZ plane. The offset �y was set to
the minimum possible value to avoid its interference with the substrate. For what
concerns �z, decreasing its value moves the intersection of the jet axis with the
target surface closer to the molten pool. This results in a higher fluid to surface
temperature gradient, i.e. in a more efficient heat extraction. However, an excessive
vicinity to the mouth of the torch would result in an excessive contamination of the
inert gas. Therefore, the 14.5 mm value (Fig. 3) was selected as a tradeoff between
these opposite requirements. Based on an analysis of the Goldstein and Franchett
correlation [14], theα anglewas set to 45° since lower angles resulted in a detrimental
decrease of the heat transfer coefficients. Such geometrical arrangement resulted in
a l distance of 20.6 mm, i.e. in a l/d ratio of 6.9.

Further preliminary tests were carried out using the presented jet orientation and
location to identify themaximumachievable flow rate to prevent arc instability issues.
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Table 1 Summary of
manufactured test cases

Test ID Interlayer idle
time (s)

Cooling
condition

Initial jet
cooling layer

1 120 Free
convection

None

2 120 Jet
impingement

14

3 30 Free
convection

None

4 30 Jet
impingement

11

5 10 Free
convection

None

6 10 Jet
impingement

11

The Re value of the selected flow rate was 22,000, which is close to the center of the
Re range covered by the Goldstein and Franchett [14] correlation.

As earlier mentioned, different samples of the test cases were manufactured using
different idle times both in free convection and air jet cooling conditions. For all
the samples, the first 10 layers were deposited using standard cooling and 120 s of
interlayer idle time. This strategy was selected since activating the jet cooling below
this level did not allow to target the wall surface with the air jet. Table 1 summarizes
the conditions of each test, namely the idle times, the cooling conditions and the
layer in which the air cooling is activated.

2.2 Finite Element Modelling

The deposition process was simulated using a FE heat transfer analysis. The simu-
lations were carried out using the commercial FE solver LS-DYNA. The WAAM

Fig. 4 FE model of the test
case
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modelling techniques, such as the moving heat source, the elements activation algo-
rithmand thematerial behaviormodels are basedon literatureworks [15, 16]. Figure 4
shows the FE model used to simulate the deposition of the test cases.

The geometry is discretized using 60,274 1st order solid hexahedral elements,
resulting in 75,017 nodes. The modelling domain was extended to the mild steel
workpiece holding table since the conductive heat flux from the substrate is a relevant
contribution to the overall heat extraction. The conduction between the substrate and
the workpiece holding table was included using a contact algorithm. The interface
conductance was set to 2000 W/m2 °C based on literature data [17]. The effect of air
jet impingement was included using the technique presented in [12]. The different
idle times were simulated by varying the length of the heat source on-off intervals.

3 Results and Discussion

This section discusses the results of the hybrid numerical experimental investigation
of air jet impingement effectiveness. All the manufactured samples did not show
evidence of any visible discontinuities. Section 3.1 presents the experimental results,
discussing the overall trends of the thermocouples in the different tested conditions.
Section 3.2 presents the comparison between the thermocouples and the simulation
data, extending the comparison between air jet impingement and free convection
cooling to the interlayer temperature pattern.

3.1 Thermocouple Results

This section discusses the results of the substrate temperature measurements. As
earlier mentioned, an initial set of layers was deposited using an interlayer idle time
of 120 s. Such value was then reduced according to Table 1. This section presents the
results of the thermocouple TC2, since it was the closer to the deposited material.
Figure 5 shows the results of experiments 1, 3, and 5, i.e. the depositions carried out
without air jet cooling.

For all the tests, temperature curves show the typical cyclic pattern, due to
the repeated passages of the welding torch. However, substrate temperatures show
different patterns as the idle time is modified. The idle time of 120 s shows a slightly
decreasing temperature trend per each cycle, i.e. both peak and minimum values
experience a progressive decrease. These results are in accordance with the effect of
idle times in thermal cycles found by Lei et al. [8] and the decrease of overall temper-
ature as layers are deposited [18]. This behavior is due to the increase in deposited
metal mass and surface for each deposited layer, which respectively increase the
overall heat capacity and the heat extraction by convection and radiation. Therefore,
longer idle times allow these factors to dominate the heat transfer problem over
the reduction of the conductive heat flux due to the increase of workpiece height.
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Fig. 5 Deposited layers
with no cooling. 1, 120 s. 3,
30 s. 5, 10 s

However, the adoption of longer idle times has the negative effect of decreasing the
productivity. For this reason, lower idle times of 30 and 10 s were tested, as shown
in Fig. 5. Both tests show a significant increase of the average temperature after the
decrease of the idle times. This trend of substrate temperature is expected to result
in a significant increase of the interlayer temperature in the top layers. These hotter
regions can cause negative effects on layers geometry, surface quality and material
properties.

The experiments with air jet cooling were performed using the same idle times
schemes used in the experiments without cooling. As mentioned in Sect. 2, the first
set of layers was deposited with 120 s of interlayer idle time and no cooling.

Figure 6 compares the results of the experiments using air jet cooling, i.e. tests 2;
4 and 6. It is highlighted that in the test carried out using air jet impingement and 10 s
idle time, the trendline lays below 250 °C, unlike in the same test performed using
free convection cooling. This is clearly highlighted by Fig. 7b, which compares the
results of tests 3 and 6.

Figure 7b highlights also that, despite the usage of cooling, using an idle time
of 10 s does not prevent the sudden increase in substrate temperature. However,
Fig. 7a, which compares the results with and without air cooling using 120 s idle

Fig. 6 Idle times for cooled
deposits. 2, 120 s. 3, 30 s. 6,
10 s
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Fig. 7 Comparison of standard cooling and air jet cooling: a 120 s idle time; b 10 s idle time

time, highlights that in this case the usage of cooling results in a steeper decrease
of the average substrate temperature. A similar trend occurs for 30 s idle (Fig. 6,
test 4), where the substrate temperature experiences a significant reduction after
the activation of the air jet. Moreover, besides the similarities in the trend, tests
2 and 4 show close punctual values after the activation of the air jet. This is an
interesting result since, unlike in the free convection cooling tests, when using jet
impingement, increasing the interlayer idle time above 30 s does not produce any
significant reduction of the substrate temperature. Therefore, increasing the idle time
would result only in a loss of productivity. For the specific test case, reducing the
idle time from 120 to 30 s would reduce of 75% the WAAMmachine inactive times
during the deposition of the last layers. Considering the cost compared to industrial
gases, the use of compressed air in deposited beads through an air nozzle presents
as a good solution, since it would not require any relevant additional cost to achieve
an increase in productivity.

However, considering the results of test 6, it is worth to remark that idle times
cannot be reduced arbitrarilywhen using jet impingement. A limit idle time condition
indeed exits for a given combination of process parameters, workpiece geometry,
workpiece material and jet parameters. Reducing the idle times below such limit
causes an insufficient heat extraction by the jet impingement cooling, which cannot
prevent the excessive increase of the substrate temperature.

3.2 FEM Simulation Results

This section shows the effect of air jet impingement cooling by analyzing the results
of FE simulations. The presented results are related to the simulations of test 1 and 2,
i.e. using an interlayer idle time value of 120 s. Figure 8 presents the comparison of
simulations results with thermocouples TC2 and TC4, since such thermocouples are
respectively the closest and the furthest from the wall. The comparison was carried
out by extracting the temperature time history of the nodes located in the closest
position with respect to the thermocouples.
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(a) (b)

(c) (d)

Fig. 8 Comparison of simulation and experimental results for the 120 s idle time tests: a thermo-
couple 2, free convection cooling; b thermocouple 4, free convection cooling; c thermocouple 2 air
jet impingement; d thermocouple 4 air jet impingement

Figure 8a, b present the data related to test 1, i.e. in free convection cooling
condition. The comparison highlights a general agreement between the measured
and simulated temperature patterns. The FE model is indeed capable of predicting
the trend of both minimum temperature per cycle and of peak to valley amplitude.
For TC2, the FEmodel significantly overestimates first temperature peak. The reason
for this overshoot could be related to inherent uncertainties in the positioning of the
thermocouples. This has a significant impact since TC2 is the closest to the molten
pool and during the deposition of the first layer it is located in a steep temperature
gradient area.

Figure 8c, d present the results of the comparison for test 2, i.e. with air jet
impingement. As for test 1, presented data highlights that the FE model predicts the
overall trend of the temperature curves, including the effect of air jet impingement
cooling. However, FEmodel is not in accordance with the experimental data for what
concerns the decrease rate of the average temperature per cycle after the activation of
jet impingement. The reason for this inaccuracy could be an underestimation of jet
impingement heat transfer coefficients. The correlation of Goldstein and Franchett
was indeed developed studying air jets impinging on a smooth surface. The air jet
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Fig. 9 Comparison of the simulated interlayer temperatures for the free convection and the air jet
impingement cooling conditions

impingement boundary condition includes only the target surface of the vertical wall.
However, the air flow is deflected also on the top surface of the substrate, in which
the convective heat transfer is modelled as free convection since it is difficult to
quantify the correct heat transfer coefficient. This leads to a lower heat extraction
than in the experiments. Moreover, WAAM workpieces have a significant surface
waviness which could increase the flow turbulence and consequently the heat transfer
coefficients.

Despite the inaccuracies, the simulations showed a good agreementwith the exper-
imental data regarding the overall temperature trends, making them suitable for an
analysis of the effect of air jet impingement on the interlayer temperature pattern. A
set of control points was defined, located at the central point of the top surface of
each deposited layer. For each control point, the first local minima in temperature
time history was considered as the interlayer temperature, since it is the minimum
temperature after the deposition of the layer associated with the current control point.
Figure 9 presents the results of the interlayer temperature comparison and the control
points location.

In both curves the interlayer temperature increases throughout all the deposition
process. However, the curve related to the air jet impingement simulation show a
significant change in the curve slope after the activation of the air cooling. This
confirms that the reduction of the substrate temperature observed in the thermo-
couple data indicates that jet impingement can limit the uncontrolled increase of the
interlayer temperature. Moreover, considering the results presented in Fig. 8c, d, jet
impingement effect could be underestimated in the FE simulation. This could result
in a further decrease of the slope of the interlayer temperature curve using air jet
impingement.
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4 Conclusions

This paper presents an analysis of the effectiveness of air jet impingement as a
cost effective and versatile active cooling strategy to prevent heat accumulation in
WAAM.A test case was manufactured using different interlayer idle times. Different
samplesweremanufacturedboth using traditional free convection and air jet impinge-
ment cooling. Jet impingement effectiveness was assessed using a hybrid numerical-
experimental method, in which measured substrate temperatures were compared to
FE simulations results. The verified simulation data were then used to extract the
interlayer temperature during the deposition process.

The presented data highlighted that the air jet impingement enabled to reduce
the substrate temperature in all the tested configurations. In the tests conditions,
increasing the idle time from 30 to 120 s when using air jet impingement did not
result in a further decrease of the substrate temperature. However, the tests carried out
using 10 s idle time highlighted that in this condition, air jet impingement could not
prevent an increase in the substrate temperature but could only reduce its magnitude.
This suggests that, for a given process and jet conditions, there is a limit to the
effectiveness of air-cooling.

Despite some inaccuracies, the FE simulations accurately predicted the overall
trend of substrate temperature. The analysis of the results highlighted that the
decreasing trend of the substrate temperature, resulted in a significantly slower
increase of the interlayer temperature. This confirmed that air jet impingement can be
an effective approach to control the interlayer temperature without a relevant increase
of the idle times.

The main outlook of the presented research is to investigate the effect of air jet
impingement on the properties andmicrostructure of materials sensitive to heat accu-
mulation, such as Inconel 625, stainless steels or Ti6Al4V. Different idle times and
jet parameters should be tested to assess if, under specific conditions, jet impinge-
ment cooling could have a positive effect on the deposited material properties and
microstructure. This analysis could be enhanced by increasing the accuracy of the FE
model using air jet impingement. This would enable to predict the jet parameters and
the idle times to achieve a target interlayer temperature, for a given set of workpiece
geometry, material and process parameters.
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Evaluation of the Shear Properties
of Long and Short Fiber Composites
Using State-of-the Art Characterization
Techniques

Antonios G. Stamopoulos, Alfonso Paoletti, and Antoniomaria Di Ilio

Abstract As the use of short fiber and textile thermoplastic composites is expanding
in many industrial fields, particularly the automotive, it is necessary for each manu-
facturer in every sector to assess the mechanical characteristics and behavior of these
materials in various loading and environmental conditions. Among the most diffi-
cult mechanical tests are those for calculating the shear properties and behavior of
these materials. As a result, a variety of standards have been developed throughout
the years. Among these, the most promising one may be considered the V-notched
Rail Shear test as it incorporates the unique features of two different mechanical
tests namely the Iosipescu and rail shear test. In the present work, this state-of-the-
art mechanical test, originally designed for unidirectional composites, was imple-
mented in differentmaterial architectures and its apparatuswasmodified and used for
mainly two purposes; i.e. the investigation of the effect of the infusion direction on the
mechanical properties of short and the warp-weft direction of the woven textile ther-
moplastic composites, as well as producing reliable data regarding the mechanical
characteristics and the behavior of these materials for simulating the manufacturing
process. The testing device was developed in a way to produce robust and accurate
results, ensuring the alignment of its components as well as the stress uniformity in
the section gauge. The results revealed a dependency of the infusion direction of the
short fiber thermoplastics and the textile direction of the woven composites. To this
end, this mechanical testing technique may be considered as a benchmark on the
material characterization in shear deformation.
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1 Introduction

In the recent years, considerable attemptswere conductedbyall the sectors of industry
towards the substitution of conventional with more innovative, high performance and
more environmental-friendly materials. More particularly, in both the aeronautic and
the automotive industry, a huge effort has been given to reduce the weight of the vehi-
cles and to contribute this way to the reduction of the CO2 emissions. To this end, a
notable observation was the fact that the increment of the use of composite materials
in the automotive industry helped the automotive companies to cope with the emis-
sions’ standardization in Europe and in Japan [1, 2]. Starting with the aeronautics
industry, new aircrafts were produced that comprise more than 50% of composite
materials, such as the Airbus A350 (53%) and the Boeing 787 (50%). The aeronau-
tical manufacturers took into consideration the unique features of composites into
the design process but there are several defects of these materials related mostly with
the manufacturing process [3]. Most of these defects (fiber misalignment, porosity)
decrease the properties of these materials, especially those related to the matrix prop-
erties (shear, flexural) [4, 5]. On the other part, the tendency of car manufacturers
was well addressed by Mangino et al. [6], indicating also the skepticism towards the
complete substitution of the conventional materials with composites. It is also under-
lined the necessity of the composite parts manufacturers to achieve high production
component volumes which may easily be repaired, formed and recycled. Moreover,
the automotive companies are using incrementally the new materials and material
manufacturing technologies to new, more sophisticated vehicles which exploit opti-
mally the benefits of the lightweight alloys and composites [7]. A good example is
the implementation of carbon fiber reinforced materials in the chassis of the BMW
i3 that allowed the manufacturers to use larger batteries (240 kg more). There are
some predictions that in the future, a concept car may weight 40% less and may use
composites as the primary material (more than 40%) [8].

To this end, the interest of the automotive companies was mainly concentrated
to carbon or glass fiber reinforced thermoplastics (GFRTPs) mainly due to their
recyclability and the good mechanical to weight properties. In addition, the use of
short fiber reinforced thermoplastics has gained an increasing use in the sector of
non-critical structural automotive parts as they exhibit satisfying stiffness and they
can be produced via injection molding in high production rates reducing, at the same
time, the fabrication cost [9]. In more demanding structures, in terms of loads and
environmental conditions, the woven textile glass fiber reinforced thermoplastics
tend to be utilized.

Nevertheless, as these materials still exhibit a certain anisotropy, a crucial infor-
mation may concern their mechanical performance, mostly related to the matrix
properties, under several loads and conditions. It is well known that several manu-
facturing defects contribute to the decrease of the shear properties of composites.
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For instance, it is widely accepted that the parameters of the injection molding of
short fiber reinforced thermoplastics has a strong influence on the fiber alignment
towards the injection direction [10–12] or even the population of the remained intact
fibers [13, 14], influencing at the same time the mechanical properties of the compo-
nent. When using textile composites, the mechanical properties are strongly related
with the fiber direction (warp or weft) and different results may be obtained while
testing them as seen in [15]. Thus, the result of a manufacturing process can only be
addressed via mechanical testing of specimens which are representative of the whole
component. Consequently, the precise evaluation of the shear properties is based
mostly on the representativeness of the specimens and the accuracy of the existing
mechanical testing methods. In addition, via mechanical testing can be assessed
not only the adequacy of the material in terms of structural condition but also the
adequacy of a manufacturing process for the production of a component.

Among the most difficult mechanical tests for composite materials are those
concerning the determination of the shear mechanical behavior and properties, espe-
cially those concerning the in-plane. Throughout the years, a number of standardized
test methods have been proposed. Among these, the most popular are the Iosipescu,
the Rail Shear andmore recently theV-NotchedRail Shear testmethod. In the present
work, this particular test method was considered as the base for the development of a
modified testing apparatus for assessing the shear properties of composite materials
of various types. To this end, the modified V-Notched Rail Shear apparatus was used
for evaluating the shear response of short-fiber and textile fiber reinforced thermo-
plastics. During each test, the local and global deformations were measured and the
behavior of each specimen under shear deformation was observed. The results of
these mechanical tests revealed a strong influence of the direction of the injection
molding to the shear properties of short fiber composites and a substantial indepen-
dency from the warp and weft direction of the textiles. Considering the fact that
the V-Notched Rail Shear testing method was developed for unidirectional (UD)
composites, the present work contributes to the amelioration of this testing method
in two main directions:

• modification of the apparatus for maintaining the specimen alignment during the
test with less friction introduced possible;

• implementation of the testing method not only to UD composites but also to short
fiber and textiles.

Moreover, other novelties of the present work are:

• the assessment of the effect of the injection direction to the in-plane proper-
ties of short glass fiber thermoplastics using the modified V-Notched Rail Shear
apparatus;

• the investigation of the potential difference of the shear properties of textile glass
fiber thermoplastics when loaded towards the warp or the weft direction.
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2 V-Notched Rail Shear Testing Method

2.1 The State-of-the-Art Shear Mechanical Testing Methods

As previously mentioned, there have been developed at least 8 standardized mechan-
ical tests for assessing the shear behavior of composite laminates. These standard-
ized testing methods exhibit pros and cons which are synthetized in Table 1 [16]. As
can be seen, the majority of these methods have significant drawbacks, especially
concerning the shear stress uniformity and their flexibility for assessing all the shear
strength characteristics of composite laminates. A typical example is the±45° shear
test which consists of a simple tensile specimen of a textile composite material.
Although the profound simplicity of this test, the lack of stress uniformity and the
fact that it can only be utilized for measuring the in-plane shear properties of textiles
makes it inadequate for unidirectional or short fiber composites.

In addition to the standardized methods there have been developed also other non-
standardized methods to overcome the difficulties of the previous ones concerning
the complexity of the apparatus, the lack of features and the inaccuracy of the results.

More recently, standardized was a new testing apparatus and method call “V-
Notched Rail Shear” [17, 18]. Its name is derived from the combination of two
previously existing testing methods, the Iosipescu (ASTM D5379) [19] and the Rail

Table 1 The existing standardized testingmethods for evaluating the shear properties of composite
materials as presented in [16]

Test method Standard Features

Uniform shear
stress

All 3 shear
stresses
practical

Shear
strength
obtained

Shear
stiffness
obtained

Short beam shear ASTM
D2344M

●

Iosipescu shear ASTM
D5379

● ● ● ●

±45° shear ASTM
D3518

● ●

Two rail shear ASTM
D4255

● ●

Three rail shear ASTM
D4255

● ●

Double-notched
shear

ASTM
D3846

● ●

Thin tube torsion ASTM
D5448

● ● ●

V-notched rail
shear

ASTM
D7078

● ● ● ●
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shear test (ASTMD4255) [20]. The specimen of this testing method is similar to the
Iosipescu test, it consists of a rectangular specimen with a pair of v-shaped notches
at the opposite sides of the specimen. This way the stresses are concentrated near the
notches and the cross-sectional region between them is subjected to almost pure shear.
The main drawback of the Iosipescu testing method comes from the way the load is
transmitted from the apparatus to the specimen, a way which can easily introduce
bending moments to the specimen. To overcome this problem, the specimen of the
V-Notched Rail Shear method is wider compared to the Iosipescu and the load is
applied via shear, just as in the Rail Shear test. Consequently, the ASTMD7078 [21]
specimen is less prone to bending deformation and the load is applied uniformly to
the specimen.

As theASTMD7078was recently introduced to the scientificworld, the frequency
of its utilization is still rare due to the complexity of the basic configuration of the
apparatus. Nevertheless, in recent years it has gained an increasing attention as it
overcomes the most significant drawbacks of the other methods. A very comprehen-
sive comparison between the Iosipescu and the V-Notched Rail Shear methods was
conducted by Almeida et al. [22] on glass fiber-epoxy composites where the superi-
ority of the ASTM D7078 is underlined. This state-of-the-art method was success-
fully used for the identification and the evaluation of porosity effect on the shear
behavior of UD carbon fiber reinforced epoxies [23]. In addition, this testing method
was assessed numerically and experimentally by Taheri-Behrooz and Moghaddam
[24] analyzing the behavior of glass/epoxy composites. It is underlined that the
most common drawback of this method is the misalignment of the two parts of the
apparatus and the misalignment of the specimen itself inside the tabs.

Taking into account the drawbacks of this testing method, Gude et al. [25]
proposed two modifications, one regarding the relative alignment of the two main
pieces of the apparatus and one regarding the clamping of the specimens for main-
taining their proper alignment. In parallel this work represents a first attempt to
implement this new testing method to textile composites. Nevertheless, the authors
underline that this modification leaded to excessive friction load between the guide
columns and the main part of the apparatus. Moreover, while the size of the fixture
makes it rigid its weight is increased compared to the conventional ASTM D7078
[21] apparatus.

2.2 Design and Realization of the Modified V-Notched Rail
Shear Apparatus

In the present work, the design of the testing apparatus was based on the following
principles:

• rigidity of the apparatus;
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Fig. 1 Exploded view of the modified ASTM D7078 apparatus

• symmetry of the twin main pieces of the main body of the apparatus throughout
the execution of a test so as to ensure the pure shear load and the corresponding
load uniformity;

• simple to construct and to assemble (components simplicity). This way the
apparatus may be constructed in every laboratory and machine shop;

• universality of its applicability in every universal testing machine (UTM);
• the designed testing apparatus should be able to test a variety of materials with

different thicknesses varying from 0.5 to 5 mm.

Considering the specifications above, the designedmodifiedV-NotchedRail Shear
apparatus is presented in Fig. 1. As shown there, in the original apparatus proposed
by the ASTM D7078 [21], 2 guiding cylinders were added in order to maintain the
alignment of the two main pieces of the apparatus. To achieve the minimum friction
possible, two linear ball guide were added to the columns. Another advantage of
the use of these guides is the elimination of the spacers described by the standard
ASTM D7078 which appear to be necessary while placing the specimen to the
apparatus tabs. The material used for the main body is C45 structural steel, the self-
aligning bearing rings and the fixed supports are catalogue commercial items from
SKF® model LUND-12. This particular type of bearing rings may support static and
dynamic perpendicular load up to 510 N and 695 N respectively [26]. The choice
of this particular bearing rings was made on the base of the low friction values as
indicated by the manufacturer (SKF®).
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3 Experimental

3.1 Materials and Preparation

In the present work, the modified V-Notched Rail Shear testing method was applied
to GFRTPs of two categories both with polypropylene matrix reinforced with short
glass fibers and textile glass fibers. They both refer to the two most frequently used
composites for manufacturing components in the automotive industry.

The polypropylene based PP-GF-30 (30% glass fiber content) short fiber rein-
forced material was firstly considered. The specimens for the execution of the
mechanical tests were cut using water-jet cutting from PP-GF-30 plates made by
injection molding. As mentioned in previous works [10–12], the fiber direction is
a lot influenced by the injection direction, however the residual properties of the
composite are very uncertain, since the alignment of the fibers is not regular. Thus,
the specimens were cut in two directions, one parallel to the injection molding direc-
tion and one perpendicular to it shown in Fig. 2a. Consequently, the specimens were
labeled “Longitudinal” and “Transverse” as their length is parallel or perpendicular
to the infusion direction.

The ASTM D7078 standard was also utilized for assessing the effect of the fabri-
cation direction of plain weave textiles. To this end, two similar material, in terms of
constituents’ composition are considered. For confidentiality reasons, in the present
work, these two materials are named GFRTP Material A and GFRTP Material B.
The two materials consist of plain weave glass fibers with similar weight fraction
(47% for the GFRTP Material A and 44% for the GFRTP Material B) placed in a
polypropylene matrix. The two materials have a considerable unit cost difference;
the GFRTP Material A is produced inside the EU while the GFRTP Material B in
the Asian market. The specimens were cut according to the two main directions, one
perpendicular to the warp and one perpendicular to the weft as shown in Fig. 2b.

Fig. 2 Schematic representation of the correspondence of the Longitudinal and Transverse
specimens with the fabrication direction
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Table 2 Test matrix of the specimens of the mechanical tests conducted

Material Description Specimen
designation

Testing speed
(mm/s)

Replication tests

PP-GF-30 Short glass fiber
reinforced
polypropylene

Longitudinal 0.1 5

Transverse 5

GFRTPMaterial A Plain weave glass
fiber reinforced
polypropylene

Longitudinal
(Warp)

0.1 5

Transverse
(Weft)

5

GFRTP Material B Plain weave glass
fiber reinforced
polypropylene

Longitudinal
(Warp)

0.1 5

Transverse
(Weft)

5

All the specimens were painted with a speckled varnish in order to create the
proper pattern for strain inspection using the Digital Image Correlation technique
(DIC). The complete test matrix is presented in Table 2.

3.2 Mechanical Testing and Data Acquisition

As seen above, a total number of 30 mechanical tests were conducted. An MTS
servo electrical universal testing machine with maximum load capacity of 50 kN
was utilized. The data acquisition rate was calibrated to 100 Hz. Alongside with
the mechanical testing device, a Nikon DS5200 photo camera was positioned near
the specimen in a way to capture 1 photo per second, allowing this way the DIC
data acquisition for further analysis of the local and global strain field. One of the
specimens mounted on the apparatus can be seen in Fig. 3. The captured images
were elaborated with the Image J [27] software to increase the contrast and analyzed
using the MatLab Ncorr [28].

The choice of theDIC analysiswas not only performed to evaluate the strain distri-
bution. According to previous research [23], even if the strain gauges are proposed
by the ASTM D7078 standard [21] they fail to record the strain after a certain point
of the execution of this particular testingmethod. The reason is the pine cracks which
form at the section between the notches causing the de-cohesion of them.

As seen in Fig. 4, the shear strain distribution between the notches of the specimen
is quite uniform throughout the execution of the mechanical tests. For calculating
the shear strain, the region between the notches was isolated after the DIC analysis
and elaboration and the γ xy strain was obtained. For obtaining the stress values, the
corrected values of force obtained are divided by the cross-sectional region between
the notches tips.
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Fig. 3 a The modified
ASTM D7078 apparatus and
b a detailed view of the
gripping between the tabs
and the specimen

Fig. 4 Typical γ xy shear strain distribution of the a PP-GF-30, bGFRTPMaterial A and c GFRTP
Material B respectively

In addition to the above, for assessing the adequacy and the effectiveness of the
guiding mechanism, 3 more tests were conducted without the use of the guiding-
alignment system using specimens made of the PP-GF-30 material of the Transverse
category. The choice was made in a way to investigate the less reinforced material’s
response. After the tests, the shear strain distribution and the uniformity of the shear
deformation on the region between the notches was measured. In Fig. 5, a compar-
ison between the shear strain distribution, moments before the final failure of the
specimens tested with the modified apparatus (a) and the standard apparatus (b) is
made. As seen there, the strain distribution is much more uniform, symmetrical and
concentrated in the zone between the V-Notches (color dark blue) when the guiding
cylinders are utilized. On the other hand, the shear strains out of the region between
the notches are more intense in the case without the use of guiding cylinders, leading
to the conclusion that the shear strain is less concentrated in the desired zone. This
fact which signifies the importance of their implementation.
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Fig. 5 Shear strain distribution of PP-GF-30 specimens with guiding cylinders (a) and without
them (b)

Moreover, in order to understand more profoundly the significance of the guiding
cylinders to the uniformity of the shear strain in the measuring region (between the
notches), the regionwas subdivided into smaller regions aiming to assess the progres-
sion of the shear strain as the testing machine’s crosshead displacement increased.
The output of the assessment, even though delivered indicative results, pointed that
the shear strain was almost the same for every region while a deviation was observed
when the crosshead displacement exceeds 1 mm for the standardized testing appa-
ratus. This phenomenon is resulted presumably by the application of stresses related
to bending moments introduced to specimen that contribute to the development of
stresses not related to shear.

4 Results and Discussion

4.1 Short Fiber Composites

The PP-GF-30 material proved to be quite fragile as its mechanical behavior was
found to be non-linear elastic as it is presumably dominated by the polypropylene.
The typical failure mode observed in both Longitudinal and Transverse specimens
is an angled crack starting from the zone near the upper or lower notch and propa-
gating almost instantaneously towards the direction of 45° of the loading direction.
In Fig. 6a, a typical load-displacement curve obtained by one of the Transverse
specimens along with photos recorded at various steps of the specimen deforma-
tion are presented. Consequently, after the elaboration of the obtained frames of the
photo-camera, a comparison between the Longitudinal and Transverse specimens is
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Fig. 6 a Typical load-displacement curve of a PP-GF-30 specimen tested according to the ASTM
D7078 standard and b comparison of the in-plane shear behavior of Longitudinal and Transverse
PP-GF-30 specimens

presented in Fig. 6b, while the averaged values of the in-plane shear strength and
modulus may be seen in Fig. 7.

A first observation in both cases is that generally the longitudinal specimens tend
to exhibit higher values of both strength and modulus, presumably due to the fiber
alignment imposedby themanufacturingprocess as described in the previous sections
of the present work. Nevertheless, observed is a significant standard deviation on the
results leading to the conclusion that percentage of this fiber alignment is not the same
in all of the longitudinal and transverse specimens, thus there must be a deviation on
the percentage of the fibers aligned to the longitudinal or to the transverse direction
of the injection of the plate from which the specimens were cut.
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Fig. 7 Comparison of the average shear strength (a) and the in-plane shear modulus (b) of the
PP-GF-30 material

4.2 Textile Composites

A representative load-displacement curve of each textile composite material is
depicted in Fig. 8. This behavior may be divided into two parts, as follows;

• one which goes from the beginning of the test until the first load drop where the
specimen is subjected to pure shear;

• right after this point, the slope of the curve increases due to the progressive fiber
alignment which introduces other phenomena apart from shear such as flexural
loading, friction between fiber strands, local compression and/or tension.

Startingwith the firstmaterial (GFRTPMaterial A), the in-plane shearmechanical
behavior is depicted in Fig. 8a while the corresponding behavior of the second in
Fig. 8b. As can be seen, the two materials behave mechanically in a similar manner,
exhibiting both the two sections of the curve described previously. Considering the
above, the nature of the textile composites is the main reason of this particular

Fig. 8 Typical load-displacement curves of the a GFRTP Material A and b GFRTP Material B,
correlated with frames of the deformed central section of the specimen
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mechanical behavior and therefore the failure point of the curve should be carefully
considered and observed in detail. In the present work, this point has been recognized
when the first cracks are observed at the middle section of the specimen (between
the V-Notches) and cause the load to drop slightly. By comparing the shear stress-
strain curves of the two materials, it can be seen that for the second material (GFRTP
Material A) such point is more easily distinguished.

In Fig. 9 the deformed specimens of the two materials after the execution of the
shear tests are presented. It may be seen that, after the second part of the curve
a combination of phenomena are observed in the region between the notches, that
are highly related with the relative deformation of the fiber strands, leading to the
development of pine leaf-shaped cracks before the initiation of the second part of
the curve. Then, a combination of phenomena such as local buckling, fiber-matrix
decohesion and fiber-fiber friction and several matrix cracks are influencing the
mechanical behavior of the material.

Fig. 9 Deformed surfaces of the GFRTP Material a A and b B, respectively

Fig. 10 Shear stress-strain curves of a Material A and bMaterial B, for specimens oriented along
warp (Longitudinal) and weft (Transverse) directions, respectively
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Fig. 11 Results for the two materials regarding a the shear modulus and b the shear strength

Considering the above, the stress-strain curves of the two materials, may be seen
in Fig. 10a, b respectively, where only the first part of the trends shown in Fig. 8a, b
respectively is depicted (pure shear part).

From the stress-strain curves it is obvious a certain difference between the 1–
2 plane (black curves, warp) and 2–1 (grey curves, weft) plane properties of the
Material A which are always accompanied with a certain dispersion. It is also noted
that this difference is not so intense in the Material B. Nevertheless, even if the two
materials (A and B) are having almost the same material base (matrix and fibers)
with a slight difference on the fiber content, their shear behavior appears to be quite
different. An overview of the mechanical properties of the two materials is presented
in Fig. 11 where the properties of GFRP Material A are colored blue and those of
the GFRP Material B are colored orange. As can be seen there, the GFRTP Material
A demonstrates an augmented shear strength and modulus compared to the GFRTP
Material B, presumably due to the difference between their fiber content (47 vs.
43%). Nevertheless, their difference between their strength is roughly 30%while the
in-plane shear modulus of the Material B is almost the half of the Material A. These
results are also explained by the observed variations of the strands of the glass fibers
of the Material B as well as the not proper fiber alignment (Fig. 8b), a fact which
indicates the influence of fabrication process errors.

5 Conclusions

In the present work, an improvement of the apparatus of the most promising and
precise, in terms of accuracy, shear test for composite materials was presented and
implemented, to authors’ knowledge, for the first time on short fiber reinforced ther-
moplastics. In addition, this attempt appears to be among the few for the assessment
of the shear behavior of plain weave glass reinforced polypropylene. The modifica-
tions made seem to contribute significantly on the specimen proper alignment during
the test with respect to the loading direction and the strain field observed via DIC is
very uniform.
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Even if this test was not implemented before on short fiber reinforced composites,
the results obtained appear to be highly repeatable and accurate in terms of both
mechanical behavior and properties. Consequently, this testing method throughout
this work may be considered as a benchmark on the characterization of the shear
properties and mechanical behavior of these materials.

From the modified ASTM D7078 tests conducted for the textile glass fiber
polypropylene (Materials A and B) the apparatus combined with the DIC analysis
may provide the user with accurate and repeatable results. The results obtained
applying the proposed apparatus enabled to assess the small differences in the
behavior of the composites due to the alignment of the fibres caused by the matrix
flow during injection or to a small difference in fiber content in the case of textile
composites.

Finally, this workmay be considered as a benchmark of a further use of this testing
method for assessing the, so-easily-influenced by the fabrication, shear properties of
not only UD composites but also chopped-fiber or textiles in a range of testing condi-
tions. The presented apparatus may be considered as the first step towards further
modifications that can contribute to a universal shear testing apparatus, fabricated
with less removable parts, stiffer and more stable while being used in a range of
temperatures and humidity conditions.
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An Approximate Approach
for the Verification of Process Plans
with an Application to Reconfigurable
Pallets

Massimo Manzini and Marcello Urgo

Abstract The manufacturing sector has to be able to manage high-variety and low-
volumes per product, causing the adoption of a dedicated production system/cell to be
unfeasible. In this context, reconfigurable pallets and flexible fixtures are enablers to
manage product variety and volume variability. Namely, as a pallet is reconfigured,
the associated part program needs to be verified to check for possible collisions
between the tools and the new machining environment. An approach is proposed
to verify the machinability of a pallet configuration given an existing part program.
The approach grounds on an approximated collision check method exploiting a 3D
representation of the machining environment (fixtures and parts). The approach is
validated through an application to a realistic use case and the comparison with the
results of a traditional collision check approach.

Keywords Process planning · Process verification · CNC

1 Introduction

High-variety and low-volume are typical characteristics of industrial production
today, driven by the proliferation of models or variants for the products. In this
context, companies have to cope with these environmental constraints through
systems able to cope with a high variety of parts and frequent set-ups, with the aim
at guaranteeing a reasonable utilization for the equipment. This approach is the only
viable one, in comparison to the implementation of production systems dedicated
for each specific product, whose feasibility is endangered by the very high variety
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of parts. Besides being a typical environmental condition for the production of new
products, the described situation also affects production activities devoted to different
phases of the life-cycle of a product. An example comes from the automotive industry
where, as a model of a car exits from the series production phase, dedicated produc-
tion systems or cells for its components are not likely to be feasible to maintain. At
the same time, OEMs have to guarantee the supplying of spare parts for a consider-
able time (e.g., 10 years), thus, they typically outsource the production of spare parts
to companies facing environmental conditions very similar to the ones described
above. Another example comes from the application to the remanufacturing, where
companies providing refurbished products have to be able towork/rework parts using
equipment and processes that could be different from the original ones. Also in this
case, although the volumes are not necessarily low, the variety of the product mix
is very high since rework activities could request shorter processing times. As a
consequence, production systems able to cope with a wide range of parts are a clear
requirement.

Flexible and/or reconfigurable production systems are the main paradigms to
cope with these requests and guarantee a reasonable utilization factor for a multi-
purpose system [15, 19] according to the co-evolution principle [16], i.e., the need
of modifying the configuration of a production system or its components together
with the changes affecting the products or the processes. Reconfigurability and flexi-
bility have been mostly addressed in the design of manufacturing systems in general,
with a special focus on machine tools. Nevertheless, these two paradigms are also
meaningful and relevant with respect to fixtures (e.g., referring to machining and/or
assembling of parts) representing one of the most relevant enablers to manage high-
variety of products. A possible solution to this requirement is provided by zero-point
clamping system [17], where specifically designed devices allow the fast and reli-
able reconfiguration of fixtures. Preconfigured baseplates hosting different sets of
fixtures can be rapidly mounted and unmounted onto a standard pallet tombstone,
guaranteeing the referencing of the parts without the need to align and check the
modular fixtures again. Thus, enabling a fast and reliable pallet reconfiguration.

As the pallet configuration changes, a new part program has to be devised or,
at least, the reuse of the previous part programs has to be verified to check the
machinability of the new pallet configuration and avoid collisions between the tool
and the fixtures. This verification could be extremely time-consuming and constitutes
one of the main limitations to the adoption of fast pallet reconfiguration technologies
in the industry.

In this paper, we propose an approach pointing in this direction. The approach is
able to perform an approximate verification of themachinability of a part considering
the environmental conditions and constraints, i.e., the fixtures hosting the part, the
presence of other pieces of fixture in the working environment, the characteristics of
the machining tool. The approach grounds on a collision detection method approxi-
mating the volume the tool will sweep while executing the part program and checks
possible collisions with other elements in the working environments (i.e., fixtures,
other parts, elements of the machine).
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The advantage of the proposed approach is to accept approximation in change of
speed, thus constituting a preliminary analysis step being able to check a high variety
of alternative fixture configuration, while relying on traditional approaches based on
the simulation of the machining process for the final validation of the part program.
In this paper we provide a feasibility analysis of the proposed approach in a realistic
case and a comparison with more traditional solution approaches.

Outline The paper is organized as follows: Sect. 2 provides an analysis of the litera-
ture, also highlighting themain advancements, while the complete problem statement
is presented in Sect. 3, where the process plan verification problem is formalized.
In Sect. 4, the solution approach is described through its three steps. The viability
of the approach is demonstrated through the application to an industrial problem in
Sect. 5. Conclusions and future development directions are provided in Sect. 6.

2 State of Art

In the last years, great importance has been given to the development of technological
solution aiming at facing environmental constraints as the high-variety and low-
volume situation [3, 14]. These solutions always ground on reconfigurability and
flexibility concepts, as the zero-point clamping system one. The main limitation in
the adoption of this technology in pallet configurations lies on the verification of the
machinability of the new pallet using the part program used for the previous pallet.

The machinability can be verified using simulation tools, e.g., Vericut
(https://www.cgtech.it/products/about-vericut/) or Moduleworks (https://www.mod
uleworks.com/) able to virtually reproduce the material removal process but also
to check the presence of collisions between cutting tool and other elements in the
working environment (e.g., pallet structure and fixtures mounted on it). In doing
this, they consider the volumes occupied by the different elements in the working
environment and divide them into sub-elements, then, they check whether these
sub-elements collide or not. Another possibility is to verify the machinability with
a collision detection approach [12] able to analyze in detail the movement of the
cutting tool with respect of the working environment. Different approaches have
been presented: the ones that study the surface’s property of the objects involved
[2], the ones based on the relative distance between objects [20], and the ones that
simplify the shape of the objects involved [4, 8, 13, 18].

All these methods are complex and time consuming due to the need to represent
and handle the entire volume of the elements, and the level of detail provided. A
rapid and efficient pallet inspection could increase the system adaptability to market
requests by boosting the adoption of reconfigurable pallet configurations. For this
reason, the aim of this paper is to propose an approximate approach to be used in a
preliminary analysis.

In this sense, a valuable approach is to verify the machinability by checking the
accessibility of the cutting tool to the part mounted on the pallet [1, 9, 10]. In this

https://www.cgtech.it/products/about-vericut/
https://www.moduleworks.com/
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case, the main drawback is that the verification of accessibility is not focused on the
volume occupied by the elements in the working environment and, thus, it does not
guarantee the absence of collisions during the process.

In this paper, we present a fast approach able to evaluate the machinability of
a new pallet using a given part program by approximating the elements inside the
working environment with their convex hull and then evaluating their overlapping.
In this way, the approach considers the volume of every element by evaluating the
surface surrounding it without the complexity and the computational effort required
by the previous approaches.

3 Problem Statement

Designing a pallet configuration usually follows the steps shown in Fig. 1. Firstly,
a set of configurations are defined in terms of the set-ups of the parts, their posi-
tion in the working environment, the position of the associated fixtures as well as
additional pieces of fixture (e.g., plates or columns) to be assembled onto the pallet.
For each of these configurations, a part program has to be defined and checked. For
this check, a simulation tool is typically used (https://www.cgtech.it/products/about-
vericut/) (https://www.moduleworks.com/), providing an environment where, after
the definition of the configuration, the part program and the characteristics of the
machines and the CNC, the trajectory of the tool is simulated and a check for colli-
sion is operated. Although effective, this simulation step is usually time consuming

Fig. 1 Workflow of the approach

https://www.cgtech.it/products/about-vericut/
https://www.moduleworks.com/
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and it often requires a wide range of detailed information that, in many of the condi-
tions previously described, could not be available (e.g., the specific machine tool
to be used could be unknown). To overcome this limitation, the proposed approach
is aimed at being an alternative for this simulation step, providing an approximate
verification for the machinability through a collision detection approach.

Traditional process simulation and verification approaches follow a simulation
strategy, calculating the relative positions of the tools and the parts to machine in
the machine environment. For each point in this discretization, a collision check
is operated between the 3D model of the tool and the 3D model of the working
environment (i.e., parts, fixtures, elements constituting the machine, etc.).

In this scheme, a very high number of collision checks have to be done and this
obviously has a significant impact on the computation time. To mitigate this impact,
we introduce a preliminary evaluation step (see Fig. 1) where a limited number of
sampled points is considered. Starting from these, the 3D representation of the tool
(and the attached mandrel) and its sequential positions in the machine space are
considered to calculate the convex hull of these volumes. This convex hull is an
approximation of the space swept by the tool while executing the part program. As
the number of positions considered increases, the convex hull tends to match exactly
the real volume swept by the tool.

More formally, the volume VBtot represents the space occupied by the elements
inside the working cube (e.g., fixtures, structural components of the machine tool,
parts not to be machined) calculated as the union of the volume occupied by each of
these elements, VBtot = ∪b∈{1,...,B}Vb. VP is the volume occupied by the parts to be
machined; it is considered separately from VBtot since a collision with it is expected.
In addition, the volume VC identifies the convex hull of the volumes occupied by
the cutting tool and the mandrel in a set of points during the machining process.
Grounding on this, it is possible to approximately verify the existence of collisions
between the tool and the fixtures by checking for collisions between VBtot and VC .
Nevertheless, as statedbefore,VC provides an approximationof the real swept volume
and, thus, the absence of intersections does not guarantee for the absence of collisions.

4 Solution Approach

The approximate approach follows a three-phase implementation. In the first phase,
the volumes occupied by the part types to be worked, the pallet, the fixtures blocking
the parts and the cutting tool are derived (Sect. 4.1). Then, the proposed approach
for the definition of the volume swept by the tool during the process is presented
(Sect. 4.2). Finally, (Sect. 4.3) the collision detection approach is described to verify
the machinability by evaluating the overlapping between the considered 3D objects.
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4.1 3D Space Reconstruction

The volumes Vb, ∀b ∈ {1, . . . , B} occupied by the elements blocked inside the
machine (e.g., parts not to bemachined, the pallet and the associated fixtures blocking
the parts) are derived directly from their 3D representations and positioned in the
working environment.

Given the 3D representation of an object, its position inside the working cube of
the CNC machine is defined through a tree of origins, i.e., a sequence of coordinate
system origins and their relative positions.

The first origin considered is the origin of the machine coordinate system, located
at point (0, 0, 0) in the working cube. The pallet origin represents the position of the
pallet inside the working cube as a reference to the origin of the machine coordinate
system. Then, a set of fixtures are mounted on the pallet blocking the parts to be
worked. The positions of fixtures and parts are defined with their fixture origins and
part origins with reference to the pallet origin and the distance from it.

The distances and the translations between these origins are defined through a
set of Homogeneous Transformation Matrices (HTMs). An HTM is a matrix R4×4

given by the product of three rotational matrices (one for each principal axes) and
the translation matrix. In general, it is represented as

R4×4 =
[
D3×3 T3×1

P1×3 s

]
(1)

where D is the rotationmatrix, T is the translationmatrix, P is the perspectivematrix
and s is a scale factor. The position of each component inside the working cube of
the CNC machine is obtained as a sequence of HTMs applied to the origin of the
machine coordinate system. More formally, the space occupied by element b ∈ B,
e.g., the parts, the pallet and the fixture, is a function of its position pb and its 3D
representations, thus, Vb = Vb(pb, 3Db), where the position pb is identified through
a sequence ofHTMs. The union of these volumes represents the volume of the entire
set elements, VBtot = ∪b∈{1,...,B}Vb.

As a consequence, for the identification of the volume VBtot occupied by the
elements inside the working cube, the information about the characteristics of the
machine, e.g., the size of the working cube, are not needed. The only information
needed is the relative position of the elements and their 3D models. This makes the
approach independent from the complete definition of the machine environment and
suitable for an evaluation grounding on the pallet configuration and the part program
only.
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4.2 Modelling the Volume Swept by the Tool

During the execution of the process, the tools moves with respect to the pallet thus,
in order to check for possible collisions between the tool and the fixtures, the volume
swept by the cutting tool has to be computed.

The first step of the approach derives the sequential positions of the tool in the
working cube grounding on the instructions in the part program. This phase is usually
called post processing and needs a dedicated interpreter able to translate the part
program into themovements of the elements of themachine, according to the specific
CNC and machine architecture. Post processing tools have to cope with different G-
Code languages and dialects with respect to the specific manufacturer (e.g., Fanuc,
Siemens, etc.). When addressing the verification of the part program through simula-
tion, software packages like Vericut (https://www.cgtech.it/products/about-vericut/)
orModuleworks (https://www.moduleworks.com/) provide their own post processor.
Since many interpreters are available for post processing a part program and this is
not the core part of this work, we assume to start from the output of a post processing
phase, thus, from the sequence of the positions of the tool.

Starting from this information, a subset of positions is selected to reconstruct the
volume swept by the tool. For each of these positions, the 3D model of the tool,
together with the moving parts of the machine (e.g., the mandrel), is considered. The
convex hull of these 3D models is used as a proxy of the volume swept by the tool.
More formally, the volume associated to the tool is a function of its stereolithography
(STL) representation and the set of positions selected from the trajectory, VC =
VC(PP, ST LC).

The number of positions sampled has a clear impact on the degree of approxima-
tion of the obtained convex hull. A first option consists in just considering the initial
and final positions for each segment of the tool’s trajectory, usually derived from a
single instruction in the part program. This choice perfectly suits the approximation
of linear movement of a CNC machine’s axes, where the convex hull of the initial
and final location of the tools just depends on these two positions. On the contrary,
where non-linear trajectories and/or rotational axesmovements are evaluated, simply
considering the initial and final positions entails a very poor approximation. To over-
come this issue, additional positions can be sampled between the initial and final
ones.

Limiting the analysis to a traditional architecture of 4-axes CNC machine with
horizontal mandrel, we can have two different cases: linear trajectories of the tool
only relying on the linear axes; non-linear trajectories or movements involving the
4th rotational axes. Starting from the first one, the example in Fig. 2a represents the
trajectory of a tool in the XY plane. It contains two segments, a linear one (AB)
and a non-linear one (BC). The application of the two-points sampling is shown in
Fig. 2b, where the convex hull is represented by the light green region. Clearly, the
approximation of the non-linear segment of the trajectory is very poor, while it is
acceptable for the linear one. By sampling 4 points from the segment AB and other
4 points from arc BC, it is possible to obtain a better approximation (Fig. 2c).

https://www.cgtech.it/products/about-vericut/
https://www.moduleworks.com/
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Fig. 2 a First row on the left, example of trajectory with different positions of the tool; b first row
on the right, first sampling option; c second row, second sampling option

On the contrary, in the case when the fourth axis rotates, e.g., due to a variation
of the tilt or the lead angle, we can consider this movement as a non-linear segment
of the trajectory and apply a more frequent sampling as described.

Therefore, the number of sequential positions considered to compute the volume
VC increases, a better approximation of the real trajectory is obtained. On the other
side, sampling many positions will require many STL elements to be considered in
the calculation of the convex hull and, thus, a bigger computational effort.

The quality of the approximation is also affected by the sampling strategy. In the
case of non-linear segments, the minimization of the chordal error, defined as the
difference between the ideal arc section and the approximation using segments, is
considered. In particular, given the number of positions to be sampled on a circular
segment, their coordinates are chosen by following the Tustin interpolation method
[11].

In the approach presented in this paper, two different sampling strategies for
linear and non-linear segments of the tool’s trajectory are considered. A first strategy
only considers the initial and final position of the curved path, while the second one
partitions the path into a given number of segments. For example, Fig. 2c, 4 positions
have been chosen and 3 segments identified. Hence, the STL representations of the
tool and the other moving parts of the machine are considered. For each segment, the
associated convex hull is identified using the STL representations on its boundary
points. Then, the volume swept by the tool during the process is approximated through
the union of these convex hulls.

Sampling more than 2 positions from the non-linear segments of the trajectory
helps to obtain a better approximation of the swept volume. An investigation of the
impact on the performance of the approach varying the number of points sampled in
the curved segments of the trajectory will be carried out in Sect. 5.
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We implemented this first part of the approach using C++ code together with
Matlab. In particular, a script in C++ has been developed to read the trajectory
of the tool and identify the set of positions to be considered. The current version
of the approach is limited to linear and circular/elliptical segments. Then, we use
Matlab for managing the STL representations of both the elements in the working
cube and the cutting tool. The convex hulls and their union have been implemented
with MATLAB’s function boundary, giving in output a convex hull as an STL
representation.

4.3 Collision Detection

Once VBtot and VC have been defined, their possible intersections have to be checked.
To this aim, we operate on surfaces rather than volumes considering SBtot and SC ,
the boundary surfaces for VBtot and VC respectively. This provides a more agile
representation of the 3D objects and a faster calculation of their collision. Notice that,
when referring to simulation approaches for machining operations (https://www.cgt
ech.it/products/about-vericut/) (https://www.moduleworks.com/), they usually adopt
an approach explicitly considering the 3Dvolumes of the tool and parts. This is driven
by the need of simulating the process and, consequently computing the portion of
the part to be machined. In our case, since we do not need to simulate the process
but simply check for collisions, considering just the boundary surfaces instead of the
whole volumes is a viable approach.

Once the two boundary surfaces SBtot and SC have been identified, a collision
check is operated by verifying whether they overlap or not. Through the described
approach, the possible collisions between SBtot and SC are evaluated. If a collision
is detected, then the selected pallet (fixture) configuration is not suitable for the
execution of the machining process. On the contrary, if no collision is detected,
since the approach is approximated, the machinability cannot be guaranteed and,
hence, further analysis must be carried out, e.g., through a detailed simulation of the
machining process.

We implemented the second part of the approach using the C++ language. In
doing this, we take advantage of the library V-Collide (https://gamma.cs.unc.edu/V-
COLLIDE/), exploiting a collision detection method for arbitrary polygonal objects.
This library provides a function that takes as input the STL representation of a series
of objects, their positions in the space and evaluates the possible collisions among
them. In particular, we give in input to the library the list of STL representations and
the convex hull identified.

https://www.cgtech.it/products/about-vericut/
https://www.moduleworks.com/
https://gamma.cs.unc.edu/V-COLLIDE/
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5 Application Case

The approach presented in Sect. 4 has been tested on the production process of an
automotive component (Fig. 3a) that has to undergo a machining process. We focus
the analysis on one of the set-ups to machine the part and consider a possible pallet
configuration, different from the one originally used, with nine parts hosted on a
column with three surfaces equipped with fixtures, as shown in Fig. 3c. The details
of the fixturing solution are depicted in Fig. 3b. The machining process requires
differentmachining operations, i.e., milling, drilling and boring. Some of the surfaces
and holes, as shown in Fig. 3a, are not perpendicular to the fixturing surface, thus,
the drilling tool has to approach the pallet taking advantage of the 4th axis of the
CNC machine.

Fig. 3 a First row on the left, the automotive component; b first row on the right, details of the
fixtures; c second row, the pallet configuration
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Fig. 4 a On the left, STL representation of parts and fixtures; b on the right, STL representation
of the tool

Grounding on this, the described collision detection approach is used to check the
machinability of the described pallet configuration with the available part program.
To this aim, we firstly define volume VBtot as the union of the volumes occupied by
the pallet and the set of fixtures blocking the parts (Fig. 4a). In Fig. 4, the pallet,
the set of fixtures (both in dark blue) and the set of parts (in light blue) are depicted
using their STL representations.

Hence, the volume VC swept by the tool is derived starting from the trajectory
and the orientation obtained from the part program. For each of the considered
operations, the specific STL representation of the tool used is considered (Fig. 4b).
After the selection of the positions from the trajectory, the volume VC is identified
as the union of the convex hull of the positions of the tool in those points.

We consider two different sequences of operations, namely OP1 and OP2. In the
first sequence, 4 end milling operations for each part in two faces of the pallet are
executed, together with the rapid movement from a feature to another on the same
part (3 for each part) and from a part to another (2 movements for each face). In the
second sequence, we consider the execution of 4 end milling operations involving
the translation of the tool according to the Y-axis of the machine tool and a rotation
of the B-axis to move from a face of the pallet to another. For both the sequences
we consider the application of the presented approach with two different sampling
strategies, both minimizing the chordal error. The first strategy only considers the
initial and final positions for both linear and curved segments of the trajectory, while
the second strategy samples 4 positions in the curved segments only.

The proposed approach has been compared with a traditional sampling approach
where a very small sampling interval is used, thus, obtaining a high number of points
and, consequently, a very detailed description of the original trajectory. For each of
these positions, the collision between the cutting tool and the other elements (pallet
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and fixtures) is operated, using the same approach and tools described above. This
is the usual approach used for the simulation of a machining process.

The collision analysis for OP1 is given in Fig. 5a, where the volume associated
to the tool executing the milling operation on two different surfaces of the pallet is
represented in green. In this case, no collision is detected between VBtot and VC ,

Fig. 5 a First row, sequence OP1; b second row, sequence OP2 from above
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thus, the verification of the machinability of the pallet configuration has a positive
outcome.

The collision analysis of OP2 is given in Fig. 5b (view from above) and Fig. 6a
(lateral view). In this case, an overlap between the blue and red volumes is detected.
A detail of the intersection between the two volumes is shown in Fig. 6b, with the
overlapping highlighted in purple.

The results of the analysis are summarized in Tables 1 and 2. In particular, for
the sequence OP1 (see Table 1), we sampled 200 and 400 positions with the first
and the second strategy, respectively. Instead, for the sequence OP2 (see Table 2),
we sampled 13 and 26 positions on the tool’s trajectory. The VC associated to OP1
counts 11,632 facets with the first strategy, and 15,632 facets with the second one.
The OP2 is represented through 2124 and 2740 facets with the first and second

Fig. 6 a On the top, OP2,
lateral view; b on the low,
OP2, a detail of lateral view
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Table 1 Results of the application case OP1

OP1

Positions
sampled

Triangles Vertices in
collision

Execution time (s)

Approximate
approach: 1st
strategy

200 268,534 +
11,632

0 32.13 + 2.89

Approximate
approach: 2nd
strategy

400 268,534 +
15,060

0 57.2 + 8.98

Continuous
sampling

37,740 268,534 +
225,987,120

0 28.06

Table 2 Results of the application case OP2

OP2

Positions
sampled

Triangles Vertices in
collision

Execution time (s)

Approximate
approach: 1st
strategy

13 268,534 + 2124 258 1.95 + 1.41

Approximate
approach: 2nd
strategy

26 268,534 + 2740 385 3.02 + 3.30

Continuous
sampling

2452 268,534 +
14,682,576

75,940 11.94

strategy, respectively. The VBtot is the same for both strategies and both sequences,
represented through 268,543 facets. The number of facets to be analyzed impacts
on the execution time for the evaluation varying from 3.36 s (1.95 s for the convex
hull identification plus 1.41 s for the collision checking) to 66.18 s (57.2 s for the
convex hull identification plus 8.98 s for the collision checking) on a computer with
2.4 GHz processor and 8 GB memory.

The number of sampled positions impacts on the quality of the approximation,
that can be represented with the number of vertices in collision. In particular, with
the first strategy, a collision between the tool and the fixture has been detected in
258 vertices; instead, with the second strategy two collisions have been detected, the
first one between the cutting tool and the fixture in 275 vertices, and the second one
between the tool and the pallet in 110 vertices. It means that the collision detection
approach takes advantage of the additional positions sampled according to the second
strategy for the most critical region of the trajectory, the one in which the tool rotates.

The results of the traditional continuous sampling of the trajectory validates the
ones of the approximated approach with the identification of the same collisions
between the tool and the pallet, and between the tool and the fixture (see Tables 1
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and 2). As expected, the associated computation times are different. In particular,
considering only sequence OP2, the traditional approach spent 11.94 s for the colli-
sion evaluation, more than the time effort requested by the approximate approach for
both strategies. Instead, considering only the sequence OP1, the time effort requested
by the continuous sampling approach (28.06 s) is comparable with time spent by the
approximated approach using the first strategy (35.02 s) and shorter than the second
strategy one.

6 Conclusion

In this paper,we presented an approximate approach aiming at evaluating themachin-
ability of a pallet configuration with a given part program. This approach is able
to approximately check for possible collisions in the working environment, by
reconstructing the volume swept by the cutting tool during different operations and
evaluating its overlapping with the other elements in the machining environment.

The approach has been compared with a traditional simulation/verification
approach for validation and to assess the benefits in of computational and time efforts.
The results in this sense are optimisticwhen the number of positions sampled from the
tool’s trajectory are not many, thus, when the volume VC is not too complex. Indeed,
if we sample a high number of positions, the time effort requested for the identi-
fication of the convex hull is higher than the traditional approach one. Grounding
on this, an investigation on the sampling strategies is needed to understand how the
number of sampled positions impacts on the performance of the tool and what is the
trade-off between the complexity of the convex hull and the approximation level of
the collision evaluation.
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Study of Selective Laser Melting Process
Parameters to Improve the Obtainable
Roughness of AlSi10Mg Parts

Luana Bottini

Abstract Selective Laser Melting of AlSi10Mg parts has a lot of applications in
different fields such as aerospace and automotive for its abilities to fabricate compo-
nents characterized by complex shapes, goodmechanical properties and lowporosity.
One of the main drawbacks for its application is the obtainable surface rough-
ness widely not suitable for functional requirements. Typically, the improvement
is handled by secondary operations thus markedly increasing the production time
and costs. In this paper the possibility to improve the surface roughness by tuning
Selective Laser Melting process parameters is investigated. A design of experiments
is carried out considering not only the common laser process parameters but also
the changing of the contour, upskin and downskin strategy definitions. This way the
attained results show amarked decreasing of the roughness for vertical and horizontal
surfaces.

Keywords Selective laser melting · AlSi10Mg · Roughness

Nomenclature

SLM Selective Laser Melting
AM Additive Manufacturing
bo Beam offset
ho Contour offset
so Overlapping between lines
hd Hatch distance
P Laser power
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L Layer thickness
v Scan speed
VED Volumetric Energy Density
LED Linear Energy Density
Ra Average roughness
Rt Peak to valley roughness
Rsk Skewness of profile height
Rku Kurtosis of profile height
�q Root mean square of the profile slopes
λc Cut-off
λs Wavelength cut-off

1 Introduction

Selective Laser Melting (SLM) is an Additive Manufacturing (AM) technology that
belongs to the category of the power bed fusion [1]: it uses thermal energy provided
by a laser source to selectively melts regions of a powder bed. This way it is possible
to fabricate layer by layer full dense metallic components characterized by very
complex geometries and mechanical properties comparable to those of bulk mate-
rials produced by traditional technologies [2]. One of the most used material is the
aluminum that has the potential for applications and developments in different fields
such as aviation, aerospace, automotive, naval and power electronics due to its low
density, high specific strength and good corrosion resistance as well as its excellent
electric and thermal conductivity [3–5].

Notwithstanding its industrial diffusion, many issues exist in the SLM processing
of aluminum alloys due to their physical properties. The spreading of the powders
in thin layers is difficult due to their low density and poor flowability leading to the
formation of holes in the powder bed especially in presence of humidity [6]. The low
absorptivity at laser wavelength and the high reflectivity require high specific energy
[7]. The high thermal conductivity causes a fast cooling and a heat dissipation away
from the melt pool [8]. The stirring and the incorporation of the powder oxide film
into the melt pool can cause defects inside the part. The oxidized surfaces reduce
the wettability of the built part and a high power is necessary to disrupt this oxide
allowing the bind of the next layers and the realization of dense components [6].

The quality of SLMed parts depends upon the selection of the process parameters
such as the laser power, the scanning speed, the hatch spacing, the layer thickness and
the built orientation. The use of improper process parameters can cause defects such
as cracks, lowdensity, balling, satellite anddropping [9]. These surface defects deeply
affect the roughness that typically is too high to meet the demand of the industrial
production. In [10] the authors studied the influence on the surface roughness of the
building orientation by the development of a roughness prediction model as a func-
tion of the local stratification angle. It highlighted the deep difference of morphology
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for surfaces characterized by different building orientations. In [11] the effects of
the surface slope with different angles were studied by simulation and experimenta-
tion: as the slope increased, the part quality improved but the dimensional deviation
worsened.

Calignano et al. [12] used a Taguchi method to study the effect of the laser power,
the scan speed and the hatching spacing on surface roughness of horizontal surfaces
of AlSi10Mg SLMed parts. They found that the scanning speed has the greatest influ-
ence on the surface quality. In [13] the influence of the same process parameters was
altered such that better surface roughness for horizontal surfaces could be achieved
for AlSi10Mg parts. The results showed that the best outcome was obtained for high
specific energy at the lowest experimented beam offset. With this process parameters
set also the minimum porosity inside the specimen was reached. In [14] only vertical
surfaces were considered: the effect of the laser power, the scanning speed and the
linear energy density on the morphologies of single tracks and on the roughness of
vertical surfaces of cubic specimens were studied. They found a reduction more than
the 70% of the average roughness for energy density in the range of 4.5–7.4 J/cm.

Another chance to reduce the roughness and satisfy functional requirements is
the post processing such as surface treatments and machining. Common operations
are sand blasting, machining, chemical etching, and plasma spraying but they are
skill operator-dependent, labor-intensive, and difficult to apply to complex shape
parts [15]. Although the post processing operations improve the surface quality,
an increasing of production time and costs is required thus weakening most of the
advantages of the SLM process in term of flexibility, efficiency and direct fabrication
[10].

A compromise is the use of laser remelting: multiple scanning strategies can be
performed during the SLM process on the external surfaces or on the entire layer. In
[16] the influence of laser remelting on density, surface quality and staircase effect
of AISI 316L SLMed parts was studied varying the operating parameters such as
scan speed, laser power and hatch spacing. Moreover, a comparison between the
remelting during and after the SLM process for inclined surfaces was done using
the same machine. The results showed that when the laser remelting was applied
only to the contour during the SLM process the staircase effect was reduced by
10–15%; conversely the remelting after the SLM fabrication provided a reduction
of 70% in the average roughness. Notwithstanding the better result of the second
strategy, it requires longer time to plan the remelting operation and it is limited to
simple convex and accessible shapes. In [17] the remelting of the entire layers of
AlSi10Mg part was performed in order to study the variation of the surface roughness
of horizontal surfaces, the microstructure, the microhardness, the characteristic of
the melt pool and the relative density. The results showed that the laser remelting
enhanced the surface roughness and the relative density; it permitted to obtain a
shallower melt pool, finer microstructure and higher hardness but it implied longer
building time. In [18] a method for the correction of the porosity by remelting was
studied: three different scan strategies were considered and experimented. Also,
the surface roughness, the geometrical accuracy and material microhardness were
evaluated. The results showed that the polishing strategy was the best solution to
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improve the porosity and to obtain smooth surfaces free of pits and protruded zones.
Vaithilingam et al. [19] investigated the effect on surface chemistry of a double
scanning only on the skin of Ti6Al4V components fabricated through SLM: they
found that it altered the chemical composition leading to a significant reduction of
the corrosion resistant and the biocompatibility but it permitted an improving of the
surface quality. This method was effective on horizontal surfaces while inclined ones
were not subjected to a significant improvement.

Aimof thiswork is to improve the obtainable surface roughness ofAlSi10Mgparts
characterized by surfaces with different inclinations performing a finishing operation
directly inside the SLM process. For the purpose a remelting was performed for each
layer contour after its fabrication with standard process parameters: the remelting
strategy regarded only the external skin, this way the building time is slightly affected
by the remelting. Vertical, horizontal and inclined surfaces required different scan
strategies thus different remelting approaches were designed. An experimental plane
was performed in order to find suitable process parameters for the different scan
strategies.

2 Material and Methods

2.1 Machine and Material

The employed machine is an EOSINT®M290 located in the AM Lab of Sapienza
University of Rome. It is equipped with a building platform of 250× 250× 325mm3

and a 400 W Ytterbium fiber continuum laser characterized by a beam spot size of
100 μm. Samples were fabricated using AlSi10Mg gas atomized powder supplied
by EOS. It presents the nominal chemical composition reported in Table 1.

2.2 Scan Strategy and Process Parameters Definitions

During the SLM process, the laser beammoves over the surface of the powder bed in
order to consolidate a layer. The scanning strategy is typically divided into two types:
the part hatching and the part contour. The former is the processing of the internal area
of the layer providing part mechanical resistance. The latter is developed according
to the layer boundary and allows for better surface quality. A specific laser path must
be generated considering geometrical elements and offsets. In Fig. 1 a schematization
of the laser path definition is reported.

During the laser scan, namely the exposure, a consolidation zone of the solidified
metal forms around the laser beam. The size of this zone depends upon the material
used and the exposure parameters set. A beam offset bo is introduced to compensate
for the consolidation zone. The contour part is moved by this value with respect to
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Fig. 1 Part layer, contour path, hatch lines schematization

the nominal part contour. Generally, more than one contours are generated moving
furtherly the path. This parameter is called contour offset ho. The filling of the part is
provided by the hatching which moves the laser beam along parallel paths, namely
the hatch lines, with properly defined energy. The interface between contours and
hatching area is tailored by setting the hatch offset which defines the limit of the
enclosed area. The hatch lines are organized in an exposure pattern. In the case of
AlSi10Mg the hatching is exposed in stripes. In order to reduce the in-layer residual
stress, a maximum hatch line length, namely the stripe width sw, is set. The obtained
discontinuity is reduced by an overlapping between lines called so. The distance
between the lines is called hatch distance hd .

This parameter, together the laser power P and the layer thickness L , is involved
in the well-known formula of Volumetric Energy Density (VED):

V ED = P

Lvhd
(1)

where v is the scan speed. For the contour Eq. (1) cannot be applied thus the Linear
Energy Density (LED) is used:

LED = P

v
(2)

The hatching of the top and the bottom of the part is no longer inside the part
itself thus requiring different exposure settings. For the purpose the infill is divided
into three categories: the upskin (zone over which no area to be exposed is present),
the infill (interior area) and the downskin (zone under which no area to be exposed is
present). The upskin and downskin thickness is defined by the number of layers
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assigned to these categories. An overlap between infill and upskin/downskin is
assigned to cover the discontinuity. In Fig. 2 a representation of these zones is shown.

In this work a laser remelting of the part skin was performed. The consolidation of
the specimen was obtained using EOS standard process parameters for AlSi10Mg.
The used layer thickness was 30 μm and hatching and contour had the processing
parameters set reported in Table 2. As shown the infill, the upskin and the downskin
are processed at about the same VED, i.e. 50, 57 and 47 J/mm3 respectively pair to a
LED of about 0.3 J/mm. Conversely the contour, which is composed by two similar
scans, is characterized by a very small energy: the LED is reduced to 0.09 J/mm.

Aim of this work is to investigate how to improve the surface roughness of the
part by providing a skin laser remelting. A typical approach to consider factors’ level
is the VED and LED for upskin and contour respectively. In [12] a fractional exper-
imental plan was done varying scan speed between 800 and 1250 mm/s, setting the
hatch distance at 0.15 and 0.20 mm and the power in the range 120–190 W (limited
by the maximum system value); the resulting VED was in the range 24–79 J/mm3.
In [13] authors employed a greater laser power and investigated process outcome
accordingly to manufacturer’s standard parameters: the correspondent VEDs were:
50, 57, 133 J/mm3. In the present work a wide range of VED for upskin is inves-
tigated: varying processing parameters at the three levels reported in Table 3, the
VED ranges between 28 and 167 J/mm3. Figure 3a shows the slice contour plot of
VED: it is well evident that the considered factors levels allow having distinct energy

Fig. 2 Part vertical section:
contour (C), upskin (U),
overlap (O), downskin (D)
and infill (IN) zones

Table 2 Process parameters for the consolidation of the part

Hatch Contour

Infill Upskin 1

P (W) 370 P (W) 360 P (W) 80

V (mm/s) 1300 V (mm/s) 1000 V (mm/s) 900

Hd (mm) 0.19 Hd (mm) 0.21 Co (mm) 0.02

Ho (mm) 0.02 Downskin 2

Sv (mm) 0.02 P (W) 340 P (W) 85

Sw (mm) 7 V (mm/s) 1150 V (mm/s) 900

So (mm) 0.02 Hd (mm) 0.21 Co (mm) 0
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Table 3 Experimented process parameters for upskin and contour strategy

Upskin Contour

Factors Levels Levels

P (W) 240 300 360 P (W) 150 250 350

V (mm/s) 400 800 1200 V (mm/s) 400 800 1200

Hd (mm) 0.18 0.21 0.24 Co (mm) 0 0.02 0.04

Fig. 3 VED (a) and LED (b) as a function of process parameters

values. As regards the contour, the work [14] reports several experimentations on
vertical surfaces suggesting a LED in the range 0.46–0.74 J/mm: at higher energy,
i.e. 0.82 J/mm, the Marangoni convection is enough strong to disturb the molten
pool and fluctuations appear. Thus, in the present experimentation the range 0.125–
0.875 J/mm was chosen. The relative process parameters are reported in Table 3 and
represented in Fig. 3b.

The designed specimen and the fabricated ones are reported in Fig. 4. The geom-
etry is characterized by horizontal, vertical and two inclined surfaces, 45 and 135°.
The support structures were avoided on 135° overhanging surface and solid strategy
was applied to the underside of the specimen.

The building platform was kept at 160 °C during the fabrication process in order
to reduce residual stresses and no laser conditioning was applied to infill areas thus
maintaining bulk properties of the fabricated specimen. For the purpose also the
between-layer hatch strategy, such as the hatch rotation of 67°, was left unchanged.
The specimens were oriented by 5° and fuzzy placed onto the platform so that the
recoater concurrent hits were reduced; the exposure order was set against the argon
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Fig. 4 Designed specimen (a) and fabricated specimens (b)

flow to avoid processing smoke onto powder surfaces going to be scanned. A repli-
cation of each parameter set combination was provided so that a total of 54 speci-
mens were built. In addition, some specimens were fabricated without remelting for
comparison. After the fabrication a thermal treatment for 2 h at 300 °Cwas performed
in order to reduce deformation during the detachment from the building platform.
This cutting operation was provided by an abrasive metallographic cutting machine:
a SiC abrasive wheel 400 mm in diameter was used at 40 m/s cutting speed and
20 mm/min feed speed. No finishing operation, such as shot peening, was applied in
order to leave the original SLMed surfaces.

2.3 Surface Measurements and Morphological Analysis

The roughness measurements were performed by a Mitutoyo Surftest SJ-412: the
sampling length and the evaluation length were set at 2.5 and 12.5 mm, respectively
[20]. A 2-μmstylus, sampling every 1.5μm,was employed. The datawere processed
by a spline profile filter [21] with a cut-off λc and a short wavelength cut-off λs equal
to 2.5 mm and 8 μm, respectively. The roughness profile parameters were calculated
according to [22].

The morphological analysis was provided through an optical microscope. Each
specimen was sectioned by a Struers Labotom-5 abrasive cutting equipment and
polished by a Struers Labopol-2. The sections and the surfaces were captured by a
Dino-Lite digitalmicroscopewith a polarized filter to remove the unwanted reflection
or glare from the shiny object surface. An extension of the depth of field was obtained
by moving the object along the optical axis and restored by wavelet-based image
fusion technique [23].
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3 Results

3.1 Upskin

The upskin strategy affects the surface quality of horizontal surfaces. According
to the prediction model reported in [10], the attainable average roughness is about
7 μm. The specimen without remelting, i.e. a specimen fabricated with the standard
processing parameters, was analyzed bymeans of roughnessmeasurements (Fig. 5a).
The average roughness is 7.57 μm very close to the expected value, and the total
roughness Rt is more than 8 times this value highlighting the presence of local high
peaks. In fact, the amplitude density function of the profile heights is characterized
by pronounced tails; moreover, around the mean line a large spread is observed. This
distribution is symmetrical (Rsk about zero) and the peakedness is leptokurtic (Rku

equal to 3.43). The mean spacing is 0.26 mm. This profile is characterized by a low
reflectiveness as quantified by the �q pair to 0.29, i.e. about 16°.

As a remelting is applied with a high VED (Fig. 5b) the roughness is improved:
the defects are reduced as confirmed by an Ra pair to 2.8 μm and a Rt less than 6
times greater; the reflectiveness is improved to a �q pair to 0.05 that is about 3°.
The height distribution is now slightly platykurtic, the mean spacing is 0.57 mm.
At 1200 mm/s scan speed (Fig. 5c) some local peaks are observed leading to an
intermediate result for the average roughness and the reflectiveness. By increasing
the VED at 139 J/mm3 (with the process parameters set reported in Fig. 5d) a 76%
decreasing in Ra with respect to the as is specimen is obtained. As expected, if the

Fig. 5 Roughness profiles and amplitude density functions for different upskin remelting conditions
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hatch distance is increased (VED pair to 104 J/mm3), a reduced improvement is
provided (Fig. 5e). As the VED is increased by a power of 360 W (Fig. 5f) the Ra

is 2.52 μm suggesting that the decreasing in Ra is not linearly dependent upon the
VED. The main effect plot can help in this investigation (Fig. 6a). As expected,
the increasing of the power can lead to a decreasing of the Ra even if the effects
at 300 and 360 W are the same; a marked increase is obtained by increasing the
speed; conversely the hatch distance is slightly affecting the Ra. Both the VED and
LED show a relationship with the Ra. In particular a local minimum is obtained at
about 140 J/mm3. In Fig. 6b, the box plot for different processing parameters values
is displayed. It can be assessed that the best condition is found at 300 W power,
400 mm/s scan speed and 0.18 mm hatch distance but also applying 360 W at 400
and 800 mm/s a relevant improving is achieved.

Fig. 6 Main effect plot (a) and box plot (b) for the experimented upskin process parameters
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In the metallographic analysis the presence of defects will address the choice far
from the highest VED levels. The analysis of variance (ANOVA) reported in Table 4
highlights that the hatch distance is not significant while the power, the scan speed
and their interaction significantly affect the Ra (p-value < 0.01).

Fabricated surfaces were analyzed bymeans ofmorphological behavior. In Fig. 7a
the specimennot subjected to remelting is shown.As expected, the presence of balling
and satellite is observed. As a little specific energy is applied these defects decrease
in dimension and occurrence (Fig. 7b). The laser tracks are herewith well evident but
instable causing big pores: this is probably due to the strong Marangoni convection.
At about 60 J/mm3 the roughness improvement is accompanied by sparse balling
(Fig. 7b) and unexpected thermal cracks at large hatch spacing (Fig. 7c). The number

Table 4 ANOVA table for the upskin data

Source DF SS MS F P

Pu 2 11.079 5.5395 17.08 0.000

Vu 2 55.760 27.8801 85.94 0.000

Hd 2 1.407 0.7037 2.17 0.124

Pu * Vu 4 9.934 2.4836 7.66 0.000

Pu * Hd 4 0.305 0.0762 0.23 0.918

Vu * Hd 4 0.896 0.2239 0.69 0.602

Pu * Vu * Hd 8 6.955 0.8694 2.68 0.015

Error 54 17.517 0.3244

Total 80 103.854

S = 0.569557, R2 = 83.13%, adj R2 = 75.01%

Fig. 7 Morphologies of horizontal surfaces without remelting (a) and at different remelting
conditions (b–f)
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of pores, probably due to shrinkage, increases. The adhering particles are reduced
and laser tracks are smooth. Thermal cracks and almost all the defects disappear as
the VED increases to 83 J/mm3 (Fig. 7d) and 139 J/mm3.

3.2 Contours

The vertical and the inclined surfaces are typically characterized by a very rough
surface. According to the model [10], the vertical one is characterized by 22 μm Ra:
this is confirmed by the profile reported in Fig. 8a: the distribution is symmetrical and
Gaussian (Rsk about 0 and Rku about 3) indicating a chaotic behavior of the profile
heights. If a small LED is applied (Fig. 8b) the surface is slightly affected by the
conditioning: the Ra is about unchanged, the distribution is leptokurtic and asym-
metric since it moves downwards indicating an emptied profile. Negligible changing
is observed if contour offset is modified. If the LED is increased by increasing power,
the profile slightly worsens as reported in Fig. 8c. At this particular linear energy, if
the contour offset is set to zero, an impressive changing is observed: the Ra is 4.2μm
and the peak to valley height is more than one quarter of millimeter (Fig. 8d). When
the LED is more than 0.4 J/mm amarked improving in surface roughness is obtained.
The process conditions reported in Fig. 8e provide an Ra under 5μmand no variation
is observed at different contour offset. At higher LED levels negligible differences
are experienced as shown in Fig. 8f. The ANOVA analysis (Table 5) confirms this

Fig. 8 Roughness profiles and amplitude density functions for different contour remelting
conditions
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Table 5 ANOVA table for the contour data

Source DF SS MS F P

Pc 2 2616.47 1308.24 168.95 0.000

Vc 2 698.70 349.35 45.12 0.000

Co 2 70.06 35.03 4.52 0.015

Pc * Vc 4 2540.54 635.14 82.03 0.000

Pc * Co 4 364.95 91.24 11.78 0.000

Vc * Co 4 106.61 26.65 3.44 0.014

Pc * Vc * Co 8 70.92 8.86 1.14 0.349

Error 54 418.13 7.74

Total 80 6886.39

S = 2.7826, R2 = 93.93%, adj R2 = 91.00%

intricate behavior assessing that the Ra is significantly affected by the factors and
most of their interactions.

From the main effect plots (Fig. 9a) the expected trends for processing parameters
are observed. The LED confirms a wave trends with a marked decreasing at high
values. The box plots (Fig. 9b) suggest three scenarios corresponding to more than
70% roughness reduction: at {350 W, 400 mm/s, 0.04 mm}, at {250 W, 800 mm/s,
0.04 mm}, at {350 W, 800 mm/s, 0 mm}.

The untreated vertical surfaces are characterized by a generalized presence of
balling as evidenced in Fig. 10a. TheMarangoni convection here is so strong that the
application of a mild linear energy, i.e. 0.125 J/mm, does not take effect (Fig. 10b).
If a LED of 0.375 J/mm is applied the energy causes instabilities and generates local
structures of balling coming from different layers (Fig. 10c). When the linear energy
exceeds a threshold, the stability is no longer influenced by the LED and surface
quality is markedly increased. Figure 10d shows the outcome at maximum power,
intermediate scanning speed and contour offset pair to zero, which corresponds to a
LED of 0.625 J/mm.

The same analysis can be carried out for surfaces inclined by 45 and 135°. The
former is characterized by a 23μmRa in the non-treated case. This slope is markedly
affected by the upper side of the contour and in most of the considered parameters set
the remelting is not effective like in the vertical and horizontal surfaces. As evidenced
in the main effect plot of Fig. 11a, the behavior with main processing parameters
is not expected and ANOVA assesses the power and the speed are not significantly
affecting the outcome. As regards the LED, two scenarios can be suggested: {250W,
400 mm/s, 0 mm} and {350 W, 800 mm/s, 0 mm}. In these conditions the Ra is
reduced to 16.5 μm.

In the case of 135° the startingRa is 47μm.Also in this case theANOVAhighlights
an heterogeneous behaviour (Fig. 11b) and the LED can be used to find a minimum:
the suggested scenario is: {250 W, 800 mm/s, 0 mm} with a reduction of 24%.
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Fig. 9 Main effect plot for vertical surfaces (a) and box plot (b) for the experimented contour
process parameters

Fig. 10 Morphologies of vertical surfaces without remelting (a) and at different remelting
conditions (b–d)
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Fig. 11 Main effect plots of the experimented contour process parameters for surfaces characterized
by 45° (a) and 135° (b)

The morphological analysis confirms the marginal improvement of selected
processing parameters. In Fig. 12a the not remelted surface is fully characterized by
balling phenomena. At a LED pair to 0.62 J/mm a scattering of defects is observed
(Fig. 12b). For overnaging surfaces the peaks are twice the previous case and cannot
be detected on Fig. 12c. This surface needs less specific energy, i.e. 0.31 J/mm, to
find a good combination of processing parameters which may reduce the balling
phenomena.
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Fig. 12 Morphologies of inclined surfaces without remelting (a, c) and with remelting (b, d)

Fig. 13 Fabricated edges for different experimented conditions (a); box plot of edge radii (μm)
(b)

3.3 Edge Deviation

The remelting leads to a modification of micro-geometry which may affect also
the shape of the specimen. This is well evident if the edges are considered. A not
treated specimen shows a mean edge radius of 0.275 mm (Fig. 13a). This deviation
is typical of aluminum alloys which present the issues claimed in the introduction.
When the LED is low this deviation is almost maintained (less than 0.5 J/mm). If the
remelting is carried at 0.87 J/mm (350 W and 400 mm/s) a big radiusing occurs: in
this condition 0.7–0.8 mm is measured and it must be checked if it is tolerated by the
part design. The LED is not a reliable way to understand this behavior: an exception
occurs at middle value (350 W, 1200 mm/s, 0.04 mm) where the measured radius
ranges between 0.6 mm and 0.7 mm. The undertaken measures are reported in the
box plot of Fig. 13b. It is well evident that the power must be kept at 250 W and
some of the previous scenarios are preferred.

4 Conclusions

In this paper the effects of a skin laser remelting of AlSi10Mg parts fabricated by
SLM was studied. Different process parameters for different scan strategies were
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experimented in order to improve the obtainable surface roughness for horizontal,
vertical and inclined surfaces. The upskin strategy influenced the quality of the hori-
zontal ones. The best result for the roughness was obtained for the parameters set
300 W power, 400 mm/s scan speed and 0.18 mm hatch spacing with a reduction
more than 75%with respect to the as is specimen. The contour strategy influenced the
surface quality of both vertical and inclined surfaces. For these surfaces, different
behaviors at different experimented process parameters were observed. The best
surface quality for the vertical surfaces were attained at higher LED values. The
suggested parameters set were {350 W, 400 mm/s, 0.04 mm}, {250 W, 800 mm/s,
0.04 mm}, at {350 W, 800 mm/s, 0 mm} corresponding to a roughness reduction
of more than 70%. Conversely for the two inclined surfaces the remelting was not
so effective. For 45°, two scenarios were suggested {250 W, 400 mm/s, 0 mm} and
{350 W, 800 mm/s, 0 mm} that correspond to a reduction about 28%; for 135° the
minimum roughness was found for the parameters set {250 W, 800 mm/s, 0 mm}
with a reduction of 24% than the as is case. The shape was analyzed highlighting that
high energy values determine defects on the edges shape. To reduce these effects a
power reduction must be considered helping the choice of suitable scenarios of the
contour strategy for both vertical and inclined surfaces.

The effectiveness of the proposed remelting methodology is accompanied by a
small increase of building time: the simulation over thewell-knownNIST benchmark
artefact [24] required only 2% additional building timewith respect to the fabrication
without remelting.

Further investigations will regard the application of different process parameters
set to all the possible inclinations.
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Surface Modifications Induced by Roller
Burnishing of Ti6Al4V Under Different
Cooling/Lubrication Conditions

Giovanna Rotella and Luigino Filice

Abstract The paper presents a deep analysis of surface modifications induced by
roller burnishing process of Ti6Al4V titanium alloy. The extensive experimental
campaign has been performed based on a Design of Experiments at varying lubri-
cation/cooling strategies (dry, cryogenic and MQL), roller radius, burnishing speed
and burnishing depth. The resulting surface integrity has been analyzed in terms of
surface roughness, micro hard-ness, microstructural changes and tribological perfor-
mance. In particular, the wear rate of the burnished sample has been evaluated as a
quality indicator of the process. The overall results show the influence of burnishing
process parameters on surface quality and wear resistance of Ti6Al4V highlighting
the capability of the process to significantly improve the above performance espe-
cially when cryogenic cooling is applied. Finally, the extensive experimental activity
allowed to find a combination of processing parameters and lubrication conditions
able to significantly improve the surface quality of the final component.

Keywords Burnishing · Surface integrity · Severe plastic deformation · Wear
resistance

1 Introduction

Surface modification processes are often used to finish many components, especially
those requiring high quality and service performance such as wear and corrosion
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resistance, fatigue endurance etc. In fact, somemanufacturing processes can alter the
quality and geometric tolerances of the products requiring further post processing [1].
Thus, surfacemodification processes can be used tomodify the properties of the orig-
inal material limiting such changes on targeted areas of the components, typically the
surface [2]. Therefore, different surface modifications can be performed according
to the specific characteristics that each product needs to exhibit. Within these tech-
niques, burnishing process is the one born to smooth the surface of machined compo-
nents with interesting consequences like increase of fatigue strength and an overall
enhanced surface integrity [3]. Burnishing is a cold working process in which the
surface and subsurface layers’ experience plastic deformation by a smooth rolling
body pressed against the surface of the workpiece. The most used tools are spherical
(ball burnishing) and cylindrical (roller burnishing). In the latter, the roller bodies
need to be continuously in contact with the workpiece surface while rolling, thus,
it is usually designed to be held and guided in a bearing system. The tool is then
mounted on a milling machine or lathe and brought into contact with a machined
surface with the aim to smooth the surface by applying a load greater than the
yield strength of the component. Thus, the mirror like final surface and the overall
superior surface integrity of the burnished product are achieved by varying a series
of process parameters such as feed rate, burnishing depth, speed, roller geometry,
number of passes, cooling/lubrication strategies, etc. [3–5]. Although studies have
been conducted to understand the relationship within the burnishing parameters and
the post processed surface integrity onmany industrialmaterials [6–8], a clear knowl-
edge when Ti6Al4V is burnished is still missing. Thus, it is crucial to perform deeper
investigation aiming to assess the influence of process parameters on surface integrity
of roller burnished Ti6Al4V and their effects on the overall wear resistance. In fact,
the massive use of such alloy in the aerospace industry is mainly related to its combi-
nation of lightweight, strength, high temperature resistance and ductility. However,
the poor tribological properties of titanium alloys represent still a limitation for their
widespread use in many industrial fields. Thus, surface treatments of Ti6Al4V are
commonly performed in order to improve its overall wear performance [9]. In this
paper, the effects of burnishing depth, speed, cooling/lubrication techniques and tool
radius on the surface integrity and wear resistance of the alloy are deeply studied by
means of a full factorial Design of Experiments (DOE). The overall results offer a
detailed operational framework of the burnishing processing influence on the final
Ti6Al4V surface quality and product wear performance.

2 Materials and Methods

The material under investigation is the Grade 5 titanium alloy Ti6Al4V. The tita-
nium bars (with a diameter of 30 mm) have been first finished by machining, subse-
quently, roller burnishing tests have been conducted using a high-speed CNC turning
center equippedwith a cooling line to supply different cooling and lubricationmedia.
Burnishing tests have been performed using a custom-made roller-burnishing tool,
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made of a hardened steel fastened to a customized crotch. The burnishing tool was
connected to a piezoelectric dynamometer for force detection. The barsweremounted
on a lathe with a tailstock and their length and diameter were selected to be small
enough to avoid deflection of the workpiece during burnishing. The temperatures
reached during the tests have been monitored by an infrared thermo-camera and
the experimental campaign has been carried out under dry, minimum quantity of
lubrication (MQL) and cryogenic (cryo) lubrication/cooling conditions. The MQL
tests have been performed applying vegetable oil through an external nozzle to the
tool-workpiece contact zone with a flow rate of 60 ml/h while the cryogenic coolant
(LN2) has been delivered at the pressure of 6 bar through two nozzles (with an inner
diameter of 2 mm) at a maximum distance to the contact region of 10 mm. It is worth
pointing that the cryogenic liquid has been applied on the unprocessed surface during
the process at a distance of 10 mm ahead the roller tool with a resulting pre freezing
effect which avoids the problems encounteredwith the direct application of a conven-
tional cryogenic process such as the risk to freeze the bearing systems holding the
tool or reducing the flow capability of the material which usually lead to a poorer
surface quality [4]. Figure 1 shows a schematic of the experimental equipment.

The full factorial experimental campaign has been carried out at varying
burnishing speed (v), burnishing depth (ap), roller radius (R) and lubricant condi-
tions for a total of 81 different tests with three repetitions each. The parameters
used during the experimental campaign are reported in Table 1. Furthermore, an
explorative preliminary experimental campaign (27 tests) has been also performed
in order to select the optimal feed rate and number of passes which have been fixed
to 0.05 mm/rev and 2 respectively.

The range of tested number of passes and feed rate were 1, 2 and 3 passes and
0.05, 0.1 and 0.2 mm/rev respectively according to what stated in literature [3–5].
It is worth noting that the burnishing forces have been measured as an output of the

Fig. 1 Experimental setup for aMQL, b cryogenic and c dry burnishing; d burnishing tool details
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Table 1 Design of
experiments for the full
factorial experimental
campaign

Factor Level 1 Level 2 Level 3

Lubricant/coolant Dry MQL Cryogenic

Burnishing depth (mm) 0.1 0.3 0.5

Speed (m/min) 50 100 200

Radius (mm) 1 2.5 5

process instead of controlled input variables. This is due to the need to maintain the
same burnishing depth and to guarantee the same dimensional tolerances in each of
the investigated case. In fact, the proper setting of burnishing parameters is crucial
to avoid exceeding the tolerance field. Moreover, it has been possible to customize
the tool and the holder for the specific needs.

The cross section of burnished samples has been cut and mounted into a resin
holder for further analysis. The specimens have been mechanically polished and
etched using the Kroll’s reagent (92 ml of distilled water, 6 ml of nitric acid, 2 ml of
hydrochloric acid) and then analyzed using an optical microscope (1000×). Mean
surface roughness Ra has also been measured by means of a non contact 3D confocal
profilometer while the micro-hardness (HV0.01) of the surface and subsurface layer
has been probed by means of an instrumented micro-nano indenter.

The microhardness tests have been carried out through the depth of the burnished
samples taking into account the edge effects. Thus, in order to avoid undesired
results, the first micro indentation has been performed at a distance of about 20 µm
from the burnished surface. The distance between consecutive indentations as well
as that from the surface was always bigger than 3 times the longest diagonal of
the impression. Another batch of burnished samples has been used to perform wear
tests. In particular, a linearly reciprocating ball-on-flat sliding wear tests have been
performed according to the ASTMG133 standard bymeans of a tribometer equipped
with an alumina ball as a static partner. The tests were performed on the as received
material, the burnished samples and the as machined surface.

The specific wear rate, was calculated using the Archard model reported in Eq. (1)

Wr = V/Fn ∗ l
(
mm3/N/m

)
(1)

where V is the sample volume loss, Fn is the average normal load and l is the sliding
distance. A confocal white light 3D surface profilometer was used to measure the
volume loss of the burnished specimen for the evaluation of wear rate.

Figure 2 reports a further detail of the roller geometry highlighting the volume
contact within the tool and the roller at a burnishing depth of 0.3 mm.
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Fig. 2 Sketch of the roller
and the contact with the
workpiece

3 Results and Discussion

3.1 Burnishing Force

Figure 3 shows as the burnishing forces, defined as the force in the radial direction, are
influenced by the investigated process parameters. The burnishing forces increase
with increasing of burnishing depth since a larger localized cold worked zone is
created leading to higher plastic deformation.

These results are in agreement with those observed by Luo et al. [10], where it
was demonstrated that burnishing forces increase approximately exponentially with
the increase of the burnishing depth. Also, larger tool radius generates increasing
burnishing forces even if to a lower extent than those produced by varying the
burnishing depth. Moreover, the forces increase under cryogenic burnishing due to
the higher strain hardening capability of the investigated alloy [11, 12]. In contrast,
lower burnishing forces for dry and MQL have been measured and both conditions

Fig. 3 Mean burnishing
force measured at varying
the process parameters, the
tool geometry and the
cooling/lubrication
conditions
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Fig. 4 Steady-state measured temperatures under a dry, b MQL and c cryogenic conditions for a
speed of 200 m/min, tool radius of 5 mm and burnishing depth of 0.5 mm

display similar trends since they work in a similar environment where little or no
cooling effect is revealed (as also reported in Fig. 4).

Finally, the burnishing speed plays a little role on the variation of burnishing forces
although a slight increase with increasing the speed is observed. This tendency is due
to the absence of the thermal softening phenomenon since very low temperature are
reached during the process (Fig. 4). Therefore, the strain rate plays a significant role
on the burnishing forces variation. Thus, the low temperature variation registered
during all the investigated tests also implies that no dynamic recrystallization occurs
during burnishing process at the selected process conditions.

3.2 Mean Surface Roughness

The mean surface roughness of the as machined sample was probed to be of about
1.32 µm. On the contrary, burnished surface roughness showed significant improve-
ment reaching up to the 79% of reduction from the as machined surface. Figure 5
shows that with increasing of burnishing force the surface roughness decreases since
surface irregularities can be reduced or eliminated by pressing the roller on the
cylindrical surface.

Fig. 5 Mean surface
roughness (Ra) of burnished
samples under dry, MQL and
cryogenic cooling conditions
(the error bars indicate data
dispersion)
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This implies a greater volume of compressed material during the process which,
within the investigated range of parameters, leads to a greater portion of burnished
surface undergoing significant flow filling more efficiently the asperities of the
machined surface and smoothing the overall sample surface. Superior burnished
surface roughness can also be achieved by using larger tool radius due to geometrical
and operational effects.

In fact, a larger radius allows to press a higher amount ofmaterial under the tool as a
consequence of a higher ploughing. Also, larger radius generates higher engage angle
(Fig. 1d) which determines an increase of the burnishing force and, consequently, an
improvement of the surface roughness. Finally, the cooling strategy shows a slight
influence on the surface roughness since for a given burnishing force the Ra values
are quite similar although MQL and dry burnishing seem to create superior surface
quality. These evidences can be explained by the local rise of the temperature during
dry burnishing. Thus, the surface asperities can be easily deformed while, the use of
LN2 condition keeps the temperature range low reducing the ability of the material
to flow during the process. Finally, since the MQL condition results to a similar
environment of the dry (Fig. 4), thus the Ra values are quite similar to those obtained
in dry condition.

3.3 Microhardness and Microstructure

A significant increase of surface hardness is revealed after burnishing process as
shown in Fig. 5. The results data highlight that the hardness values increase with
the burnishing forces as a consequence of a greater deformation layer depths and
larger localized cold worked zones. Therefore, surface hardness values increase by
selecting process parameters which lead to achieve higher burnishing force (Fig. 6).
Also, the difference in cooling strategy was found to have a significant impact on the
surface microhardness changes.

In particular, cryogenic cooling has been proved to greatly improve the strain hard-
ening capability during high strain severe plastic deformation [13]. Thus, for a given
burnishing force, cryogenic cooling produced superior microhardness compared to

Fig. 6 Surface hardness at
varying of burnishing force
and cooling strategies (as
received Ti6Al4V has a
hardness value of 380 HV;
the error bars indicate data
dispersion)
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Fig. 7 Microstructure of samples burnished under aMQL,b dry and c cryogenic cooling conditions
and sub-surface microhardness variation

the other lubrication strategies. In contrast, MQL and dry show comparable trends
since the temperatures in both conditions are quite similar as previously explained.
Therefore, similar burnishing force for a fixed process condition are produced.
Figure 7 shows the influence on surface integrity when samples are burnished under
MQL, dry, cryogenic conditions at speed of 200 m/min, burnishing depth of 0.5 mm
and a roller radius of 5 mm.

In particular, the micrographs show the formation of a deep affected layer related
to the hardness changes which gradually approaches to the bulk one, together with
a severe plastic deformation layer (SPD) formed in the first few microns of the
affected layer. The cryogenic is the cooling methodologies that shows the more
significant hardness enhancement at deeper depth, while dry and MQL burnishing
show an analogous affected layers. Therefore, for a given burnishing force, the SPD
and affected layers in cryogenic burnishing are larger than those experimentally
observed in MQL and dry burnishing (Fig. 8).

3.4 Wear Resistance

Generally, wear resistance can be improved in several manners [3] and within these
surface modification processes, including burnishing, are able to induce positive
effects on wear properties. In particular, (Fig. 9) an increasing of wear resistance
(i.e., specific wear rate is reduced) can be observed by increasing the tool radius, the
speed and the depth of burnishing.
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Fig. 8 SPD layer (filled
symbols) and affected layer
(empty symbols) at varying
of burnishing force and
cooling strategies (the error
bars indicate data dispersion)

Fig. 9 Variation of wear rate
with surface hardness

The above process parameters play a synergic effect in generating higher
burnishing force (Fig. 3).

Consequently, the surface hardness increases with increasing the burnishing force
(Fig. 6) resulting in a lower specific wear rate. The variation of the specific wear rate
as function of the surface hardness is depicted in Fig. 9.

Also the affected layer significantly influences the wear resistance since the
specific wear rate is lower for larger affected layer [3]. Therefore, the cryogenic
burnishing produces the superior surface in terms of wear resistance since it is able
to generate deeper affected layer and higher surface hardness values.

4 Overall Evaluation of Roller Burnishing of Ti6Al4V

The full factorial design of experiments allows to discuss the results highlighting a
clear influence of the investigated process parameters and the variable of interests
when burnishing Ti6Al4V. Figure 10 reports the main effects plot for the responses
(i.e. burnishing force, mean surface roughness, affected layer, SPD layer, surface
micro hardness and wear rate) versus the factors.
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Fig. 10 Main effects plot for the complete full factorial experimental plan

The results summarize the overall variables trends for the investigated process
parameters. In particular, the beneficial effect of the cryogenic cooling condition on
the surface roughness, hardness and wear rate is clearly shown in Fig. 10.

Also, the affected layer is evidently deeper when the cryogenic cooling is applied
and the initial SPD layer ismore pronounced. These characteristics have been demon-
strated to be beneficial since they also contribute to a deeper compressive residual
stresses state on the surface [3, 4]. The main effect of the speed is to increase
burnishing forces, decrease surface roughness and increase the surface hardness
and affected layer depth. It also shows beneficial effect in reducing the specific wear
rate. The same trend is also verified for the ranges of depth of burnishing and tool
radii used during the experimental campaign.

5 Conclusions

The extensive experimental evidences reported in this paper show the influence of
burnishing process parameters on surface quality and wear resistance of Ti6Al4V.
The employed process parameters were able to generate a variety of burnishing
force driving the surface modifications leading, in turn, to a change in tribological
performance. The experimental evidences showed a trend where higher burnishing
forces increased the surface hardness, reduced roughness and improved the wear
resistance. The achieved results highlight the capability of the process to significantly
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improve the above performance especially when cryogenic cooling is applied. The
MQL and dry also improve the wear performance of Ti6Al4V compared with the as
machined one even if at a lower extent than the cryogenic one. From the other hand,
when a drastic reduction of roughness is required, dry and MQL strategies offer the
best results. Finally, the outcomes of this study allow to clearly find a combination
of process parameters, within the investigated levels, able to offer the best surface
quality according to the specific needs and applications of the Ti6Al4V components.
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Lead Time Analysis of Manufacturing
Systems with Time-Driven Rework
Operations

Alessio Angius and Marcello Colledani

Abstract Products whose quality features deteriorate with the time they spend in
themanufacturing system are common in industry. Usually, they are perishable prod-
ucts that loose their performance or value whenever their sojourn time in the system
exceeds a certain threshold. A typical example is the food industry where such prod-
ucts need to be identified and scrapped. In other cases, perishable products can be
reworked for restoring their functions when their sojourn exceeds a threshold. For
instance, automotive painting processes suffer of dust settling on parts before the
drying process and semiconductor wafers risk contamination between the cleaning
and heating processes. This work develops an analytical method to evaluate the
performance of systems with rework operations triggered by an extended residence
time. The approach is based on the exact computation of the lead time distribution
in production lines featuring general markovian machines. By exploiting the devel-
oped method, specific production policies aiming at minimizing the rework rate and
maximizing the effective throughput in such systems are investigated. The method
is validated within a real case showing high benefits through industrial applications.

Keywords Lead-time · Rework · Time based policies

1 Introduction and Motivation

The production of deteriorating products must be regulated with strict delivery preci-
sion. This is because the quality of deteriorating products is strongly affected by their
lead time, i.e. the time that they spend within the system or portion of it. Thus, time
constraints must be set to avoid that products overstay in the system. Most of the
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time, if the lead time of a product exceeds a certain threshold, the product has to be
considered defected or, if not recoverable, perished (or obsolete).

A perished product must be scrapped by leading to financial losses. This is
common in the food industry where, for example, delays before the pasteurization
process might lead to the formation of mold. However, similar cases can be found
in other contexts such as multi-lumen polymeric micro-tubes for medical vascular
catheters where delays between the drying and the extrusion process might affect the
quality of the tube section.

There are also situations where defective products might be recovered if they are
re-inserted in the system and re-processed. This situation is common, for instance,
in processes that are sensitive to dust deposits where cleaning must be performed
again before moving the part to the next stage. Semi-conductor production is affected
by this problem; delays in the sequence Implant-Cleaning-Oven generate rework if
parts wait too long for the heating process in the ovens.

In order to deal with time constrained production, several researchers dedicated
effort to provide methodologies that allow the analysis of these systems as well as
the development of control strategies to improve system performances.

Somenoticeableworks in the context of perishable products are: Liberopoulos and
Tsarouhas [1] where cost-efficient ways of speeding-up the croissant processing lines
ofChipita International Inc. are reported, andLiberopoulos et al. [2]which focuses on
the production rate of asynchronous production lines in which machines are subject
to failures. In Wang et al. [3], the authors proposed a transient analysis to design the
size of the buffers needed in dairy filling and packaging lines whereas in Subbaiah
et al. [4] an inventory model for perishable products with random perishability and
alternating production rate is proposed. The first work that deals explicitly with
lead time is described in Shi and Gershwin [5] where the lead time between two
machines having geometrically distributed failures and repairs is calculated. The
work in Angius et al. [6] extends Shi and Gershwin [5] by considering general
Markovian machines and providing a closed-form solution for the geometric case.
The general Markovian machine model is used in Angius et al. [7] to analyze a
real manufacturing system producing micro-catheters for medical applications. The
same model is extended in order to analyze composed of N machines with different
layouts (Lines, Closed Loop, Assembly) in Angius et al. [8] and for multi-product
with dedicated buffers in Angius and Colledani [9]. Finally, lead time control policies
to reduce the scrapping of parts are presented in Angius et al. [10].

For what concerns system with rework and, more specifically, semi-conductor
production some notable works are the following: Kao et al. [11] which proposes
an allocation and sequencing strategy based on a bottlenecks; Kao et al. [12]
which describes a near optimal allocation strategy with batching and waiting time
constraints for a furnace. Mathirajan and Sivakumar [13] that presents a review of
scheduling of batch processors in semiconductor. Robinson and Giglio [14] that
deals with the capacity planning for semiconductor wafer fabrication with time
constraints; finally, in Scholl andDomaschke [15] amodel to simulate the production
of semi-conductor with time constraints is presented.
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Despite the importance of the problem, at the best of our knowledge, literature
does not offer stochastic models that describe explicitly the dynamics of systems
having rework driven by lead time constraints.

This work represents a first attempt to fill this gap since it introduces an analytical
method for the exact analysis of the lead-time distribution and system throughput for
a system composed of N machines where parts deteriorate in a generic portion of the
system, referred as critical portion. Deteriorated parts must be re-processed and are
moved in a rework buffer that store the parts while they wait for being re-processed
by the critical portion of the system.

Themodel is defined in such away that machine dynamics are described bymeans
of general Markov matrices. Therefore, the model is able to embed real behaviors.
This makes the method suitable for being used in production integrated analysis as
well as for providing insights that might suggest operational strategies.

The methodology is illustrated by means of experiments that show:

• how the lead time distribution and system throughput is affected by machine
performances;

• the difference between the lead time distribution of a part that is processed for the
first time and the distribution of reworked parts;

• how system performances are affected by the size of both the primary and the
rework buffer.

Finally, a real case study based on semi-conductor production is presented.
The paper is structured as follows: Sect. 2 presents the system and the modeling

assumptions; Sect. 3 illustrates the measures of interest; Sect. 4 illustrates in detail
the numerical method used to compute the lead time distribution; Sect. 5 contains the
numerical experiments and the analysis of a real case study; the conclusive remarks
and future works are drawn in Sect. 6.

2 Modeling Assumptions

Weconsider discrete timemanufacturing systems, i.e., we assume that time is divided
into slots. The system is composed of N machines. As depicted in Fig. 1, machines
are connected two-by-two by (N − 1) buffers that store the parts while they wait for

Fig. 1 Graphical representation of a system composed of N machines with time driven rework
operations between machine Ms and machine Me
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being processed. As a consequence, machineMi puts part on the ith buffer andM(i+1)

removes them from it. An additional buffer, referred as rework buffer, is present to
store the parts waiting for rework. The ith buffer has capacity Bi and the rework
buffer has capacity Br (in sake of simplicity, we will use the capacity of the buffers
to identify them).

The system has a critical portion that starts with machine Ms , 1 ≤ s < N , and
ends with machine Me, e > s. The time that parts spend in this portion of the system,
referred as lead time, cannot exceed a pre-fixed threshold, denoted with τ . When the
lead time of a part is above τ , the part must be re-processed from all the machines
that compose the critical portion. The tracking of the lead time always begins in the
moment in which the parts ends its processing at machine Ms whereas there are two
possible ending moments. The first is immediately before the service at Me; in this
case, the part that has exceeded the threshold is not processed by Me but is instead
moved to the rework buffer by allowing Me to process another part (if available)
on the buffer. On the contrary, if the service at Me is included the part is always
processed by the last machine of the critical portion and, if the lead time is above the
threshold, the part is moved on the rework buffer. In this case, Me is blocked if the
rework buffer is full. We denote the first and the second situation, with e− and e+,
respectively.

Each machine Mi , is characterized by a set of states Si with dimensionality Li .
The dynamics of eachmachine in these states are captured in a Li ×Li probability

matrix denoted with Ti . Moreover, a quantity reward vector μi is considered, with
dimensionality Li and binary entries: μi, j = 1 if the machine is operational and it
processes 1 part per time unit while in state j; if μi, j = 0 the machine is down and
it does not process parts in state j .

The states of machine Mi are partitioned according to μi into up states (the
machine is operational), denoted as U , and down states (the machine is not oper-
ational), denoted as D. Without loosing generality, we assume that the states are
ordered in such a way that Ti can be decomposed in the following four blocks:

Ti =
[
Pi Pi
Ri Ri

]
(1)

where, considering machine i , the block Pi contains the transition probabilities
among the up states, Ri among the down states, Pi from up states to the down
states (leading to a break down) and Ri from down states to up states (leading to
repair).

The generic state indicator for this system is conveniently described by a
tuple s = (b1, . . . , bs, . . . , be−1, be, . . . , bN−1, br , α1, α2, . . . , αN ) ∈ S, where αi

assumes values in the set Si , the terms bi describe the amount of parts in the buffers
that do not belong the critical portion whereas the terms bi refer to the buffers
belonging to the critical portion. In particular, the latter are vectors of the form(
bi,1, bi,2, . . . , bi,Bp

)
where bi, j , k ∈ [

1, Bj
]
, exists in {E} ∪ [0, τ ] and describes the
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time spent in the critical portion by the part on the j th slot of the ith buffer up to the
threshold. The term E is a placeholder required to describes empty slots.

In each time slot, the state of the machine is determined at the beginning of the
time unit. The buffers are updated according machine services at the end of the time
unit.

Machine M1 is never starved and machine MN is blocked only when e+ = N and
Br is full.

Machine Ms takes parts from Br as long as they are present.
Operational Dependent Transitions are assumed, i.e. a machine cannot make tran-

sitions to other states if it is starved or blocked. Machine blocking is determined
before the service (BBS mechanism).

3 Performance Measures

The problem tackled in this work can be formulated as follows. Given the system
described by the assumptions detailed in the previous section, calculate the following
performance measures:

• E : the system production rate of not defective parts.
• P

(
LTp = h

)
: probability with which a part leaves the critical portion in h time

units when is processed for the first time.
• P(LTr = h): probability with which a part leaves the critical portion in h time

units when it has been reworked.
• P(LT = h): probability with which a part leaves the critical portion in h time

units independently from how many times it has been processed.
• P(R) = P(LT > h): probability of rework.

4 Numerical Method

In this section we describe the method to calculate the distribution of the lead time
from the moment in which a part ends enters the critical portion and the moment in
which it goes out from it.

The method is composed of three steps. In the first step, the DTMC describing
system dynamics is built and its steady-state is computed. The second step uses
the steady state distribution of the DTMC to determine the initial condition for the
computation of the lead time. Finally, the third step carries on the computation of
the lead time by computing the time of absorption of the DTMC which has been
modified in order to catch the moment in which parts leave the critical portion.

All the three steps are computed by using only matrix-vector operations.



158 A. Angius and M. Colledani

4.1 Construction DTMC and Computation Steady-State

The construction of the DTMC describing the system can be done by applying the
assumptions described in Sect. 2 and the rules described in Buchholz and Telek [16]
where the rules necessary to enhance Markov processes with Phase-type distributed
transitions are described.

The result is a DTMC described by a block-matrix where each not-null block is
expressed in the form ⊗N

i=1Ai with ⊗ being the Kronecker product and Ai being the
matrix that describes the change of state of machine i .

Each matrix Ai can assume five different values; the first four correspond to the
internal transitions of the machine i as described in Eq. (1) whereas the fifth is an
identity matrix (I) having dimension equal to Pi . The identity matrix is used in place
ofmatrix Pi whenevermachine i is operative but blocked or starved. This is necessary
to implement operational failures when a machine is not processing parts. In detail,
we have that Ai assume values: (i) Pi and Pi if ai = U and Bi−1 is not empty and Bi

is not full; (ii) Ri and Ri if ai = D; (iii) Ai = I if ai = U but the upstream buffer is
empty or the downstream buffer is full. Furthermore, Ae+ = I also when the rework
buffer is full.

Buffers are updated at the end of the time slots according to the states of the
machines. Thus, we have that br is decremented by Ms whenever αs = U and Bs is
not full whereas it is incremented when buffer Be−1 contains a part that has exceeded
the threshold (before or after the service at Me). A slot of bs will contain a part with
sojourn time equal to 0 only if Ms will be up and operative at the end of the time slot
and the oldest part of each buffer of the critical portion will be moved to the next
buffer if the corresponding machine is up at the end of the time unit. Additionally,
the sojourn times of the entries remaining on the buffers of the critical portion will
be increased by one.

In order to better understand the dynamics, consider the two-machine case with
s = 1 and e+ = 2, B1 = Br = 3 and τ = 5. Furthermore, consider state
((1,3,5),1,U,U). In this state, there are only two possible transitions because buffer
B1 is full and, consequently, M1 is blocked. The first transition arrives at state
((E,2,4),2,U,U) although the two machines did not change state. In particular, the
term (E,2,4) describes the fact that the oldest part has been removed from B1 and the
sojourn part of the two remaining parts is increased by one; the number of parts in
Br is increased by one because the part removed by M2 had reached the threshold
before being processed; Due to the fact that M1 is blocked, the probability of this
transition is given by the product I ⊗ P2.

The other transition instead represents the case in which the downstreammachine
fails; thus, it occurs with probability I ⊗ P2. In this case, no part is moved and the
only term that is updated is b1 because the sojourn time of the parts changes. As a
consequence, the transition leads to state ((2,4,5),1,U,U). Note that the sojourn time
of the oldest part in the buffer does not change because it has already reached the
threshold. Four transitions are instead possible from state ((E,2,4),2,U,U) because
M1 can process parts; therefore, both the machines can fail or remain operative. For
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example, if both themachines remain operative, the next state will be ((E,0,3),1,U,U)
because a new part enters B1 and the one that is removed by M2 leaves the system
because it has not reached the threshold. The probability of this transition is P1⊗ P2

because both the machines stay operative.
If not blocked, machine M1 takes parts from outside the systemwhen Br is empty;

thus, for example, it is possible to reach ((E,0,1),0,U,U) from state ((E,0,3),0,U,U)
if the two machines remain operative. On the contrary, M2 is blocked when a part
in B1 has reached the threshold and Br is full, e.g. only the upstream machine can
change its state in ((E,3,5),3,U,U) and A2 = I for both the transitions.

The dynamic of the DTMC are conveniently collected in a matrix Q whose steady
state distribution, denoted by ϕ, can be computed by using both traditional and
advanced numerical techniques such as those for quasi-birth-death processes.

4.2 Computation of the Initial Vector

The next step consists in computing the initial condition for the computation of the
lead time i.e. the distribution of the lead time in h = 0. This corresponds in catching
the moment in which a new part is placed on Bs . In order to compute the probability
distribution of this event, we consider the steady state distribution and force the
DTMC in making an additional jump by using only those transitions that insert a
part on the Bs . These transitions can be selected directly from the matrix Q and the
computation is carried on by using the following formula:

ϕ′ = ϕ
(
F 〈cond1〉QF 〈cond2〉)

where F 〈cond1〉 and F 〈cond2〉 are filtering matrices whose entries are equal to one
on the diagonal only if the logical expressions 〈cond1〉 and 〈cond2〉 are true in
the corresponding state; otherwise, they are equal to zero. The logical expression
〈cond1〉 determines the states where part can be processed by Ms whereas 〈cond2〉
discriminate from those states in which the machine fails during the processing.

The focus of the analysis determines the first condition. If the analysis does not
discriminate between parts that enter the critical portion for the first time and rework
parts, then 〈cond1〉 checks only that Bs is not full. On the contrary, if the analysis
focuses on parts that enter the system for the first time, 〈cond1〉 must verify also that
the rework buffer is empty. Vice versa if the analysis is focusing on reworked parts,
〈cond1〉 selects those transitions in which Ms machine is not blocked and the rework
buffer is not empty.

Since the blocking of machine Ms is verified at the beginning of the time slot,
〈cond2〉 verifies only that the machine is up at the end of the time unit. Thus,
〈cond2〉 = Ms == U.
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The vector ϕ
′
does not sum to one and requires a normalization to be a proper

distribution. This is done by dividing the vector by is norm-1. As a consequence, we
have that the initial condition of the lead time as π(0) = ϕ

′
/|ϕ ′ |.

Note that, by definition, |ϕ ′ | corresponds to the system throughput if we are not
discriminating parts or to the portion of throughput that is generated by new parts
and rework if the analysis is focusing on only one of the two.

4.3 Computation of the Lead Time

The lead time is a duration that starts from the moment in which an item is put on the
Bs by the upstream machine and ends in the moment in which the part is removed
from Be−1 (before or after the service). In order to compute the lead time, we must
track the last part inserted on the buffer for all the possible buffer levels. By defining
π(0), we caught the moment in which the part entered. In order to catch the removal,
we need to catch the moment in which the part leaves the portion.

This is done by building a modified DTMC in which Ms still removes parts from
Br but it is inhibited from putting them on Bs . This guarantees that all the buffers of
the critical portion will eventually get empty. Furthermore, since the system uses a
FIFO policy, the last part that will leave the buffers of the critical portion will be the
one whose insertion was forced in the previous step.

The states of the system where all the buffers of the critical portion are empty
are the absorbing states. The moment in which the DTMC reaches these states
corresponds to the removal of the tracked part.

Let us denote the absorbing DTMC with Q, the computation of lead time over
time follows the relation: π(h) = π(h − 1)Q.

The cumulative distribution of the lead time is derived by summing the probability
to find the process in one of the absorbing states. Let empty(s) be a function that
determines if the buffers of the critical portion are empty in state s and let πs,k(h) be
the probability of the kth entry of the block corresponding to state s of the absorbing
DTMC. Then, we have that:

P(LT ≤ h) =
∑

∀s:empty(s)=True

∑
∀k∈s

πs,k(h) (2)

The construction of ˆQ follows the same rules that have been used to build Q.

5 Experiments

This section reports the numerical results obtained by applying the theoretical
framework presented in this paper.
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In the next paragraphs, we consider systems having two machines connected by
one buffer and the rework buffer.

The decision of limiting the experiments to two machines has been taken in order
to facilitate the understanding of the results. The analysis of longer lines introduces
additional complexity that is difficult to describe properly in a limited number of
pages. Authors believe that being able to show interesting and counterintuitive results
in a simplified scenario put on the spotlight the relevance of the problem and paves the
way to further analysis that will be driven by the results presented in the following.

The first set of experiments have been performed by using machines having
geometrical failures and repairs.

Subsequently, we present a real case from semi-conductor industry in order to
illustrate the practical implications of our work and the potential improvements that
can be achieved by using the method to support everyday operations and design
choices.

The proposed method is exact. Therefore, results do not need to validation against
Monte Carlo simulation. Each single computation of the numerical method presented
in the previous section took less than a second by using a JAVA prototype on a
Centrino I7 with 16 Gb of RAM.

5.1 Balanced System with Geometric Up-Down Machines

This section focuses on a system composed of two single-failure machines having
the same efficiency. In particular, the two machines have geometric failures and
repairs with average 100 and 10 time units, respectively. Both buffers B1 and Br

have capacity equal to 10.
The first case considers s = 1 and e+ = 2; thus, the lead time includes the

processing of the parts at the second machine. The experiment aims to investigate
the impact of different values of τ on the distribution of the lead time. In particular,
we tested:

• τ = 5,which is a tight time constraint in comparisonwith the buffer capacity B1; in
fact, parts that enter the buffer after the 5th slot are guaranteed to be re-processed;

• τ = 10, which corresponds to an optimistic threshold because the probability with
which parts can cross the system only once is not null for all the slots in the buffer
but only if the downstream machine does not fail while during their sojourn;

• τ = 15, which is a time interval able to compensate short downtimes of the
downstream machine.

We analysed the lead time for all the three cases. The analysis has been performed
with and without making the distinction between parts that are entering the system
for the first time and reworked parts. Results are reported in Fig. 2.

All the three cases show that the lead time distribution is characterized by a bi-
modal behaviour where peaks are placed at 1 and B1 − 1. The peaks reflect the two
most dominant slots on the buffer: the first and last. Bymaking a comparison between
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Fig. 2 Comparison of lead
time distributions with
s = 1 and e+ = 2 for the
case with two-machines
having geometrical failures
and repair with parameters
p = 0.01 and r = 0.1, buffer
capacities B1 = Br = 10,
and different thresholds τ

the lead time distribution of a part that enters the system for the first time and with
the distribution of a reworked part we can observe that the two distributions have a
symmetrical behaviour. The parts processed for the first time aremore likely to go out
from the critical section in a short time interval since themajor part of the distribution
is located around small values. On the contrary, reworked parts aremore likely to stay
longer in the system because the probability mass of their lead distribution is placed
mostly around large values. This phenomenon can be explained by observing that
parts exceed the threshold when they are placed in one of the last slot on the buffer.
This situation is generated by a failure of M2. When finally M2 returns operative,
it starts removing parts from B1 and puts them on Br . Consequently, as soon as B1

has a slot available, Machine M1 starts removing parts from the rework buffer to
place them again on B1 where they will occupy once again one of the last slots.
Thus, as long as M1 does not fail, buffer B1 will not get empty and reworked parts
will be always placed on the last slots available by increasing their probability to be
re-processed.

By comparing the plots in Fig. 2, it is possible to notice that the more τ is large
and the more the lead time distribution of new parts becomes alike to the overall
lead time distribution while the distribution of reworked parts diverges and is almost
completely placed at time B1 − 1. This is a consequence of the fact that the larger
is the threshold and the rarer is the rework. Therefore, the case in which a new part
enters the system and goes out without being reworked is the dominant situation. On
the other hand, rework becomes an exceptional situation that is not representative of
the average system behaviour.
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Fig. 3 Comparison of lead
time distributions with
s = 1 and e− = 2 for the
case with two-machines
having geometrical failures
and repair with parameters
p = 0.01 and r = 0.1, buffer
capacities B1 = Br = 10
and different thresholds τ

The second case takes in consideration the same system but the critical portion
ends before the service at M2. Formally, s = 1 and e− = 2.

In this situation, deteriorated parts are removed from B1 as soon as they are the
oldest part on B1 without being processed by M2. Figure 3 provides all the possible
lead distributions by using the same thresholds of the first case.

We can observe that themass of the distributions tends to be located around smaller
values in comparison with the previous experiment. Furthermore, the distributions
are characterized by an additional peak that shifts on the r.h.s. for larger values of
τ . This is consistent with the fact that, by increasing the threshold, parts are allowed
to stay longer on the buffer. As last, the part of the distribution between the peaks is
irregular andwithmarked differences between different time points; this it is far from
the equiprobabilty that characterized the previous case. This phenomenon points out
that, in this case, also the slots in the middle of the buffer strongly affect the lead
time distribution.

The third case focuses on the system throughput; specifically, it investigates how
the capacities B1 and Br affect the rework and, consequently, penalize the system
performances. For this case, we assumed τ = 7 and tested both the critical portions.
Figure 4 depicts the results by putting on the spotlight how the increasing of B1 is
eventually detrimental for the performance of the system.

This is evident for the case with critical portion with boundaries s= 1 and e+ = 2.
In this case, the throughput drops for B1 ≥ τ . The system with critical portion with
boundaries s = 1 and e− = 2 is instead more resistant to the decay of the throughput
at the increasing of B1. In particular, the only curve that drops is the case Br = 1
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Fig. 4 System throughput of a two-machine system having geometrical failures and repair with
parameters p = 0.01 and r = 0.1 as function of the buffer capacities B1 and Br by considering a
threshold τ = 7 and two different critical portions: s = 1 and e+ = 2 (left)

whereas the others have a single maximum point and then they decrease to flatten
around a single value (referred as plateau from now-on).

This resistance is consequence of the removal from the buffer that guarantees that
M2 does not waste cycle times to process parts that will be reworked anyway. The
drop for the case Br = 1 is instead consequence of the heavy blocking caused by the
rework buffer.

The obtained results suggest thatwhenever possible, the processing of deteriorated
parts should be avoided.
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At the same time, results suggest that the increasing of the capacity of the rework
buffer is always beneficial for the system performances because system blocking
reduces if Br is increased. On the contrary, large value of B1 might be detrimental
for the system because, even if the system throughput stabilizes around a value, the
optimal throughput might be different.

5.2 Case Study

The last case is based on a real industrial scenario. In particular, we take in consid-
eration the production of semi-conductors at the Bosch factory in Reutlingen. More
specifically, we consider the diffusion area which is usually the most critical area in
semi-conductor factories. In this area, a number of wafers is placed in a cylindrical
reactor, which is then sealed, heated, and filled with a carrier gas to allow dopant
atoms present in the gas to diffuse into the exposed layer of the wafers, altering their
electrical and chemical characteristics [11]. Wafers are processed in standard lots
whose size is dictated by material handling considerations. It is possible to process a
number of lots together as a batch. Once the processing of a batch has been initiated,
no jobs can be removed or added to the batch until it completes its processing. Due
to the chemical nature of the process, it is impossible to process jobs with different
recipes together in the same batch, and all jobs with the same recipe require the same
processing time.

After the cleaning process there is a defined time frame in which the batches must
enter the ovens. If this time frame is exceeded the wafers have to go again through
the cleaning process.

For the purposes of this experiment, we took in consideration fixed batch sizes
and we analyzed the processing times and the reliability of the machines.We focused
on the Cleaning and heating stages performed by the Ovens.

Data has been extracted directly from the data log of the system. By using the
fitting method described in Horváth et al. [17], we were able to build two machine
models able to satisfy the requirement of Eq. (1) andmaintain the statistical properties
of failures, repairs and processing times of the machines.

The lead time of the parts is controlled before entering the oven; if their lead time
is above time units, they are moved to the rework buffer. Therefore, the deteriorated
batches never enter the oven. As a consequence, the critical portion of the system is
s = 1 and e− = 2.

We considered three different types of batches. The first deteriorates after they
have spent 8 time units in the buffer whereas the second and the third deteriorates
after 12 and 4 time units, respectively.

We evaluated the same model by searching of the optimal value Bopt
1 i.e. the value

of B1 which provides the highest system throughput. The rework buffer has been
instead considered fixed because evidences from the plant show that it does not play
a crucial role in this scenario. Therefore, we set Br in such a way that the blocking
of parts waiting for rework was negligible.
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Table 1 Percentage of error between optimal, minimal and plateau throughput of the diffusion area
between the cleaning and heating stages by considering three different type of wafers

Batch type τ (time units) �% optimal/min �% optimal/plateau �% plateau/min

1 8 57.14101 4.636767 55.05711

2 12 43.38253 10.17258 36.97084

3 4 76.57486 8.57477 74.37782

For all the three cases, the analysis has shownabehavior similar to the one depicted
on the right plot of Fig. 3, i.e. the system throughput as function of B1 has a single
the maximum point and then flattens on a plateau that is maintained all along. The
minimum system throughput was instead always found for B1 = 1. The percentage
of error between optimal, minimal and plateau throughput are reported in Table 1.

Results show that the theoretical improvement is relevant. In particular, we have
that Bopt

1 provides an improvement of at least 40% in comparison with the minimum
and at least 4% in comparison with the plateau. The most significant gap between
optimal solution and plateau is found for the second type where there is an improve-
ment greater than 10%. The largest gap with the minimum is instead found for the
third type, ~76%.

6 Conclusive Remarks and Future Works

This article proposes for the first time the analysis of systemswith time-driven rework
operations. The method can be used to analyse production lines of arbitrary length.
Furthermore, the method allows the use of machine models embedding dynamics
that are robust from a statistical point of view. Therefore, the method is suitable for
being used on real problems and everyday operative scenarios. Numerical results
prove that system parameters, such as buffer capacities, strongly affect the system
performances when the lead time of the parts is bounded by a threshold by leading
to counterintuitive behaviours such as the drop of the throughput in response to
the increment of the buffer capacity. Numerical results showed also that, whenever
possible, the removal of deteriorated parts from the buffers should be anticipated in
order to not waste cycle times.

This paves the way to investigate the definition of control policies and removal
strategies for the deteriorated parts on the buffers.

The relevance of the method has been proved also by means of on a real case
study in the context of semi-conductor production. The case study has shown that
significant performance improvements might be achieved. In particular, a theoretical
increment of at least 4% of the system throughput can be achieved by reducing the
buffer capacity of the critical portion.

Future research will be targeted toward the extension of the proposed method in
such a way that different system layout can be considered. Additionally, effort will
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be dedicated to improve the numerical method in order to speed up the computation
for the cases where the critical portion is large. Finally, more complex dynamics as
well as different deterioration types will be investigated.
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