
Tarmo Robal
Hele-Mai Haav
Jaan Penjam
Raimundas Matulevičius (Eds.)

14th International Baltic Conference, DB&IS 2020
Tallinn, Estonia, June 16–19, 2020
Proceedings

Databases and 
Information Systems

Communications in Computer and Information Science 1243



Communications
in Computer and Information Science 1243

Commenced Publication in 2007
Founding and Former Series Editors:
Simone Diniz Junqueira Barbosa, Phoebe Chen, Alfredo Cuzzocrea,
Xiaoyong Du, Orhun Kara, Ting Liu, Krishna M. Sivalingam,
Dominik Ślęzak, Takashi Washio, Xiaokang Yang, and Junsong Yuan

Editorial Board Members

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Igor Kotenko
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

Raquel Oliveira Prates
Federal University of Minas Gerais (UFMG), Belo Horizonte, Brazil

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0001-6859-7120
https://orcid.org/0000-0002-7128-4974


More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Tarmo Robal • Hele-Mai Haav •

Jaan Penjam • Raimundas Matulevičius (Eds.)

Databases and
Information Systems
14th International Baltic Conference, DB&IS 2020
Tallinn, Estonia, June 16–19, 2020
Proceedings

123



Editors
Tarmo Robal
Department of Computer Systems
Tallinn University of Technology
Tallinn, Estonia

Hele-Mai Haav
Department of Software Science
Tallinn University of Technology
Tallinn, Estonia

Jaan Penjam
Department of Software Science
Tallinn University of Technology
Tallinn, Estonia

Raimundas Matulevičius
Institute of Computer Science
University of Tartu
Tartu, Estonia

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-030-57671-4 ISBN 978-3-030-57672-1 (eBook)
https://doi.org/10.1007/978-3-030-57672-1

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-7396-8843
https://orcid.org/0000-0002-7378-3865
https://orcid.org/0000-0002-1829-4794
https://doi.org/10.1007/978-3-030-57672-1


Preface

This volume gathers the papers presented at the 14th International Baltic Conference on
Databases and Information Systems (DB&IS 2020), held in Tallinn, Estonia, during
June 16–19, 2020. The Baltic DB&IS 2020 conference continued the series of biennial
conferences, which were previously held in Trakai (1994, 2018), Tallinn (1996, 2002,
2008, 2014), Riga (1998, 2004, 2010, 2016), and Vilnius (2000, 2006, 2012). The 14th
Baltic DB&IS conference was organized by Tallinn University of Technology
(TalTech) in cooperation with University of Tartu.

Unfortunately, due to the escalation of the COVID-19 pandemic and the
antiCOVID-19 regulations in Europe and the rest of the world, the planned physical
meeting in Tallinn and in Tartu (June 18, 2020) had to be re-formatted and the con-
ference was held online as a virtual conference featuring live and semi-live presenta-
tions during the same period of time.

Since its inception in 1994, the Baltic DB&IS series of conferences have served as
an international forum for researchers, practitioners, and PhD students to exchange
research findings and ideas on crucial matters of engineering reliable, secure, and
sustainable information systems with data and data analysis in the central role. The
14th edition of the Baltic DB&IS conference continued this tradition and featured
original research and application papers on the theory, design, implementation, and
security of today’s information systems on a set of themes and issues, with an emphasis
on artificial intelligence and knowledge engineering in the central role.

The Baltic DB&IS 2020 program included three invited keynote talks on trending
topics actual to the conference series, given by Prof. Claudia Hauff (TU Delft, The
Netherlands), Prof. Marite Kirikova (Riga Technical University, Latvia), and Dr. Jan
Willemson (Cybernetica, Estonia), the latter two are also included in this volume. The
call for papers for the 14th Baltic DB&IS welcomed original unpublished research and
application experience papers on enterprise, web and information systems engineering,
architectures, quality and security of information systems, spatial data science, artificial
intelligence, and data and knowledge engineering in information systems. For Baltic
DB&IS 2020, we received 52 submissions with authors coming from 16 countries.
Each paper was reviewed (single-blind) by at least three members of the Program
Committee. The International Program Committee consisted of 74 members from 26
countries. The reviewers were assigned based on placed bids and highlighted topics of
interest after careful consideration of all potential conflicts. Papers were not assigned to
Program Committee members originating from the same country or having known
conflicting interests. After the review process, papers with consistent negative evalu-
ations were rejected, whereas papers with mixed ratings (negative and positive) were
additionally evaluated by program and general chairs prior to the meeting, where all the
papers and final decisions regarding them were thoroughly discussed. The evaluation
process resulted in the selection of 22 papers (acceptance rate of 42%), which were



accepted for presentation at the conference and publication in these conference
proceedings.

The original research results presented in this volume concern well-established
fields such as information systems architectures and quality, machine learning and data
science for artificial intelligence, data and knowledge representation and engineering,
ontology modeling and semantic data, enterprise and information systems engineering,
information retrieval, social web and web engineering, and security of data, informa-
tion, and processes. The volume also includes two keynote talks.

Finally, we express our deep gratitude to the members of the Program Committee
and the external reviewers for their time, comments, and constructive evaluations. We
also sincerely thank the members of the International Steering Committee for their
continued support of the conference. We would like to thank everyone from the
Organizing Committee for their time and dedication in helping to make this conference
a success. We also thank the organizers and mentors of the Doctoral Consortium,
especially Dr. Riina Maigre and Prof. Eduard Petlenkov. We are also grateful to the
authors and all the participants who truly made the conference a success, even within
the short time frame we had to re-organize the conference due to the COVID-19
outbreak to face the new reality and hold a conference virtually from a safe distance.
Stay safe!

July 2020 Tarmo Robal
Hele-Mai Haav

Jaan Penjam
Raimundas Matulevičius

vi Preface



Organization

General Chairs

Hele-Mai Haav Tallinn University of Technology, Estonia
Jaan Penjam Tallinn University of Technology, Estonia

Program Committee Chairs

Tarmo Robal Tallinn University of Technology, Estonia
Raimundas Matulevičius University of Tartu, Estonia

Steering Committee

Janis Bubenko
(Honorary Member)

Royal Institute of Technology and Stockholm
University, Sweden

Arne Sølvberg
(Honorary Member)

Norwegian University of Science and Technology,
Norway

Guntis Arnicāns University of Latvia, Latvia
Juris Borzovs University of Latvia, Latvia
Albertas Čaplinskas Vilnius University, Lithuania
Jānis Grundspeņķis Riga Technical University, Latvia
Hele-Mai Haav Tallinn University of Technology, Estonia
Mārīte Kirikova Riga Technical University, Latvia
Audronė Lupeikienė Vilnius University, Lithuania
Raimundas Matulevičius University of Tartu, Estonia
Tarmo Robal Tallinn University of Technology, Estonia
Olegas Vasilecas Vilnius Gediminas Technical University, Lithuania

Program Committee

Witold Abramowicz Poznań University of Economics and Business, Poland
Rajendra Akerkar Western Norway Research Institute, Norway
Alla Anohina-Naumeca Riga Technical University, Latvia
Guntis Arnicans University of Latvia, Latvia
Irina Astrova Swedbank Eesti, Estonia
Marko Bajec University of Ljubljana, Slovenia
Josef Basl University of West Bohemia, Czech Republic
Janis Bicevskis University of Latvia, Latvia
Mária Bieliková Slovak University of Technology in Bratislava,

Slovakia
Ilze Birzniece Riga Technical University, Latvia
Juris Borzovs University of Latvia, Latvia



Robert Buchmann Babes-Bolyai University, Romania
Ahto Buldas Tallinn University of Technology, Estonia
Albertas Caplinskas Vilnius University, Lithuania
Tania Cerquitelli Politecnico di Torino, Italy
Emma Chavez Mora Universidad Catolica de la Santisima Concepcion,

Chile
Guanliang Chen Monash University, Australia
Christine Choppy University of Paris, France
Gintautas Dzemyda Vilnius University, Lithuania
Dale Dzemydiene Vilnius University, Lithuania
Johann Eder Universität Klagenfurt, Austria
Olga Fragou Hellenic Open University, Greece
Flavius Frasincar Erasmus University Rotterdam, The Netherlands
Wojciech Froelich University of Silesia, Poland
Janis Grundspenkis Riga Technical University, Latvia
Saulius Gudas Vilnius University, Lithuania
Hyoil Han Illinois State University, USA
Claudia Hauff TU Delft, The Netherlands
Mirjana Ivanovic University of Novi Sad, Serbia
Hannu Jaakkola Tampere University, Finland
Dimitris Karagiannis Universität Wien, Austria
Marite Kirikova Riga Technical University, Latvia
Arne Koschel Hannover University of Applied Sciences and Arts,

Germany
Dalia Kriksciuniene Vilnius University, Lithuania
Olga Kurasova Vilnius University, Lithuania
Mart Laanpere Tallinn University, Estonia
Dejan Lavbic University of Ljubljana, Slovenia
Marion Lepmets SoftComply, Germany/Estonia
Innar Liiv Tallinn University of Technology, Estonia
Christoph Lofi TU Delft, The Netherlands
Audrone Lupeikene Vilnius University, Lithuania
Hui Ma Victoria University of Wellington, New Zealand
Olaf Maennel Tallinn University of Technology, Estonia
Riina Maigre Tallinn University of Technology, Estonia
Saulius Maskeliunas Vilnius University, Lithuania
Mihhail Matskin Royal Institute of Technology, Sweden
Alexander Mädche Karlsruhe Institute of Technology, Germany
Timo Mäkinen Tampere University, Finland
Martin Necaský Charles University, Czech Republic
Laila Niedrite University of Latvia, Latvia
Christophoros Nikou University of Ioannina, Greece
Jyrki Nummenmaa Tampere University, Finland
Jens Myrup Pedersen Aalborg University, Denmark
Eduard Petlenkov Tallinn University of Technology, Estonia
Gunnar Piho Tallinn University of Technology, Estonia

viii Organization



Jaroslav Pokorny Charles University in Prague, Czech Republic
Achilleas Psyllidis TU Delft, The Netherlands
Jolita Ralyte University of Geneva, Switzerland
David Jose Ribeiro Lamas Tallinn University, Estonia
José Raúl Romero University of Cordoba, Spain
Gunter Saake Otto von Guericke University of Magdeburg, Germany
Imen Ben Sassi Tallinn University of Technology, Estonia
Janis Stirna Stockholm University, Sweden
Jelena Zdravkovic Stockholm University, Sweden
Jaak Tepandi Tallinn University of Technology, Estonia
Helgi Thorbergsson University of Iceland, Iceland
Ahto Truu Guardtime, Estonia
Kadri Umbleja Tallinn University of Technology, Estonia
Olegas Vasilecas Vilnius Gediminas Technical University, Lithuania
Kristiina Vassiljeva Tallinn University of Technology, Estonia
Damjan Vavpotic University of Ljubljana, Slovenia
Tatjana Welzer University of Maribor, Slovenia
Algimantas Venckauskas Kaunas University of Technology, Lithuania
Markus Westner OTH-Regensburg, Germany

Organizing Committee

Kristiina Kindel Tallinn University of Technology, Estonia
Grete Lind Tallinn University of Technology, Estonia
Madis Raaper University of Tartu, Estonia
Uljana Reinsalu Tallinn University of Technology, Estonia
Margarita Spitšakova Tallinn University of Technology, Estonia

Additional Reviewers

Dominik Bork
Gabriel Campero Durand
Jasper Feine
Damjan Fujs
Minsung Hong
Kristiina Kindel
Julius Köpke
Grete Lind
Hoang Long Nguyen
Kęstutis Normantas

René Pihlak
Aurora Ramírez
Uljana Reinsalu
Ruben Salado-Cid
Titas Savickas
Eike Schallehn
Sven Scheu
Margarita Spichakova

Organization ix



Contents

Invited Talks

Continuous Requirements Engineering in the Context
of Socio-cyber-Physical Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Marite Kirikova

Developing Requirements for the New Encryption Mechanisms
in the Estonian eID Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Mart Oruaas and Jan Willemson

Architectures and Quality of Information Systems

Change Discovery in Heterogeneous Data Sources of a Data Warehouse . . . . 23
Darja Solodovnikova and Laila Niedrite

Floor Selection Proposal for Automated Travel with Smart Elevator . . . . . . . 38
Uljana Reinsalu, Tarmo Robal, and Mairo Leier

Artificial Intelligence in Information Systems

Application Development for Hand Gestures Recognition
with Using a Depth Camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Dina Satybaldina, Gulziya Kalymova, and Natalya Glazyrina

Features and Methods for Automatic Posting Account Classification . . . . . . . 68
Zigmunds Bel  skis, Marita Zirne, and Mārcis Pinnis

Mobile Phone Usage Data for Credit Scoring . . . . . . . . . . . . . . . . . . . . . . . 82
Henri Ots, Innar Liiv, and Diana Tur

Review of Non-English Corpora Annotated for Emotion Classification
in Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Viktorija Leonova

Simultaneous Road Edge and Road Surface Markings Detection
Using Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

René Pihlak and Andri Riid

Specialized Image Descriptors for Signboard Photographs Classification . . . . 122
Aleksei Samarin, Valentin Malykh, and Sergey Muravyov



Text Extraction from Scrolling News Tickers . . . . . . . . . . . . . . . . . . . . . . . 130
Ingus Janis Pretkalnins, Arturs Sprogis, and Guntis Barzdins

Using Machine Learning for Automated Assessment of Misclassification
of Goods for Fraud Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Margarita Spichakova and Hele-Mai Haav

Data and Knowledge Engineering

A Little Bird Told Me: Discovering KPIs from Twitter Data . . . . . . . . . . . . 161
Janis Zemnickis, Laila Niedrite, and Natalija Kozmina

Automating Detection of Occurrences of PostgreSQL Database
Design Problems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Erki Eessaar

Complexity Issues in Data-Driven Fuzzy Inference Systems:
Systematic Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

Jolanta Miliauskaitė and Diana Kalibatiene

Towards DSL for DL Lifecycle Data Management . . . . . . . . . . . . . . . . . . . 205
Edgars Celms, Janis Barzdins, Audris Kalnins, Arturs Sprogis,
Mikus Grasmanis, Sergejs Rikacovs, and Paulis Barzdins

A Method of Comparative Spatial Analysis of a Digitized (LiDAR) Point
Cloud and the Corresponding GIS Database . . . . . . . . . . . . . . . . . . . . . . . . 219

Riina Maigre, Hele-Mai Haav, Rauni Lillemets, Kalev Julge,
and Gaspar Anton

Enterprise and Information Systems Engineering

On Case-Based Reasoning for ETL Process Repairs:
Making Cases Fine-Grained . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

Artur Wojciechowski and Robert Wrembel

Rule Discovery for (Semi-)automatic Repairs of ETL Processes . . . . . . . . . . 250
Judith Awiti and Robert Wrembel

Testing of Execution of Concurrent Processes. . . . . . . . . . . . . . . . . . . . . . . 265
Janis Bicevskis and Girts Karnitis

The Use of the Recommended Learning Path in the Personalized Adaptive
E-Learning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

Vija Vagale, Laila Niedrite, and Svetlana Ignatjeva

xii Contents



Security of Information Systems

Composition of Ensembles of Recurrent Neural Networks for Phishing
Websites Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

Paulius Vaitkevicius and Virginijus Marcinkevicius

Impact of Information Security Training on Recognition of Phishing
Attacks: A Case Study of Vilnius Gediminas Technical University . . . . . . . . 311

Justinas Rastenis, Simona Ramanauskaitė, Justinas Janulevičius,
and Antanas Čenys

Managing Security Risks in Post-Trade Matching and Confirmation
Using CorDapp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Mubashar Iqbal and Raimundas Matulevičius

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

Contents xiii



Invited Talks



Continuous Requirements Engineering
in the Context of Socio-cyber-Physical Systems

Marite Kirikova(B)

Department of Artificial Intelligence and Systems Engineering,
Riga Technical University, Riga, Latvia

marite.kirikova@rtu.lv

Abstract. Continuously changing business situations and technologies have pro-
duced a need for continuous requirements engineering. The challenges in contin-
uous requirements engineering for socio-cyber-physical systems stem from the
differences in approaches to systems design and development that can be applied
simultaneously at the same time and in the same context, on the one hand; and,
on the other hand, from the frequent changes that can appear in objects and the
interactions of all three types of systems involved: social, cyber and physical, that
form the context of solutions to be developed. This paper addresses complexity,
emergence, and fluent borders of systems – the challenges that may occur in con-
tinuous requirements engineering in the context of socio-cyber-physical systems.
The FREEDOM framework is discussed as one of the tools that can help to meet
these challenges.

Keywords: Continuous requirements engineering · Socio-cyber-physical
systems · Systems engineering

1 Introduction

New technologies, related to Internet of Things (IoT), Industry 4.0, microservice archi-
tectures etc., have opened new opportunities and brought new challenges regarding the
scope of elements to be considered in requirements engineering. While in the previous
century we mainly were concerned with information systems development and enter-
prises as their context; nowadays the situation has changed twofold. First, systems that
are smaller than enterprises have become so complex that they require their own infor-
mation systems (e.g. cloud services, robotic systems), and, second, the enterprises have
started to utilize technologies that go beyond traditional database management systems
and software applications. Obviously, these new contexts of systems to be developed
have more and different change generation objects than was the case in traditional enter-
prise systems. Therefore, in this paper we will ponder over the assumption that clear
analytical distinction between social, cyber, and physical (abstract) types of systems is
helpful in meeting the challenges of requirements engineering in socio-cyber-physical
system contexts. One more issue that influences requirements engineering to a higher

© Springer Nature Switzerland AG 2020
T. Robal et al. (Eds.): DB&IS 2020, CCIS 1243, pp. 3–12, 2020.
https://doi.org/10.1007/978-3-030-57672-1_1
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4 M. Kirikova

extent than previously – continuous changes inside and outside the stated borders of a
system to be developed, will also be placed at the centre of the discussion.

The main purpose of this paper is to identify the main challenges in continuous
requirements engineering in socio-cyber-physical system contexts and suggest some
possible means of meeting these challenges.

Section 2 of the paper explores system types behind socio-cyber-physical systems
and their potential to generate change, and identifies requirements engineering challenges
related to these. In Sect. 3, the continuity in requirements engineering is addressed from
two perspectives. In Sect. 4, the way in which one of the continuous engineering frame-
works could be applied to meet the challenges of continuous requirements engineering
is discussed in the context of socio-cyber-physical systems. Section 5 consists of brief
conclusions.

2 Socio-cyber-Physical Systems

There are two popular system combinations often mentioned as contexts in information
systems development, namely, socio technical systems [1], and, the new trend, cyber-
physical systems [2, 3] (see Fig. 1).

Fig. 1. Positioning socio-cyber-physical systems [4].

The schema in Fig. 1 shows that putting in focus socio-cyber-physical systems yields
3 two-system type combinations, namely, socio-technical systems (as a combination of
social and cyber systems), cyber-physical systems and socio-physical systems. Socio-
physical systems are not discussed so often in information technology and computer
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science literature, but the two other types of systems are popular subjects of research.
In the 21st century it is rarely the case that a system is purely socio-physical, as the
main objects of social systems (homo-sapiens) almost always use some computational
resources.

Looking at it from a different point of view – the definitions of social, cyber, and
physical systems – we will see that these definitions are not self-exclusive. For instance,
the Merriam-Webster Dictionary [5] explains the social system as follows: “the pat-
terned series of interrelationships existing between individuals, groups, and institutions
and forming a coherent whole” and the social structure is defined as “the internal insti-
tutionalized relationships built up by persons living within a group (such as a family or
community) especially with regard to the hierarchical organization of status and to the
rules and principles regulating behaviour”. Here we can take into account that persons
are also physical objects, so the elements of a physical system are included in the social
system. But when robots are “socializing” then the social system of artificial objects
comprises the cyber component together with the physical one. Similarly, there is a
close relationship between cyber systems and social systems, as a cyber system cannot
initially originate without the involvement of persons – the main elements of social sys-
tems. According to [6] “a cyber-system is a system that makes use of a cyberspace” and
“a cyberspace is a collection of interconnected computerized networks, including ser-
vices, computer systems, embedded processors, and controllers, as well as information
in storage or transit”. Thus, it includes physical objects. The term “physical” is used to
describe the things which affect our bodily senses, possess a continuing public character
and, together, constitute the spatio-temporal system which we call ‘the world’ [7]. A
physical system is regarded as a portion of the physical universe chosen for analysis
[8]. The above-cited definitions show that when, conceptually, a socio-cyber-physical
system is taken as a core system, the types of systems it is composed of can be viewed
as abstractions. In this paper we will use these abstractions for deeper analysis of a core
system. The assumption is that structured templates for modeling via these abstractions
can help to continuously define requirements in socio-cyber-physical contexts.

The main challenges in considering socio-cyber-physical systems, as well as social,
cyber, and physical systems are their complexity [9] and emergence (unpredicted changes
in structure and behaviour) [10]. Distinguishing between the elements of each type of
system separately gives us an opportunity to define interdependencies or relationships
between these elements, inside and outside of each abstraction, more clearly [11, 12].
This, in turn, facilitates analysis of possible change propagation both inside the system
and from the outside, if the environmental change generation source is identified and its
relationships with the system known.

One more challenge in socio-cyber-physical systems is fluent borders between the
systems [10]. We can illustrate this by mapping between the socio, cyber, and physical
system types and one of the most popular enterprise architecture description languages:
ArchiMate [13] (see Fig. 2).

Figure 2 illustrates that it is a problem to distinguish between three types of systems
using the ArchiMate language. The way to partly solve this problem, by introducing
the same scope of elements in all layers of the language, is suggested in [15]. Similar
problems are encountered with other enterprise modeling methods which might be used
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Fig. 2. Mapping between ArchiMate elements and abstract system types. Elements of Strategic,
Business, Application, Technology, and Physical layers of ArchiMate language are considered.
Archi tool is used for the representation [14].

formodeling of soicio-cyber physical contexts [16]. Therefore some adjustments in these
methods would be needed in order to be able to distinguish clearly between different
types of systems when addressing the elements of socio-cyber-physical systems.

3 Continuity in Requirements Engineering

Two perspectives of continuity of requirements engineering have been recognized [17].
The first perspective relates to continuous changes in the environment. The second
perspective relates to requirements engineering activities in each phase of the system’s
development lifecycle.

In the context of socio-cyber-physical systems the first perspective refers to changes
in any elements of abstract systems (social, cyber or physical ones) as well as to changes
in the interrelations among the elements of these systems. To identify these changes
in requirements engineering, appropriate modeling methods and tools for system rep-
resentation are to be chosen: these allow the elements of the systems that can become
the objects of changes (change generators) to be reflected. Enterprise architectures used
as such tools of system representation are discussed in [15]. The use of 4EM approach
based enterprise models [16] will be discussed in the next section of this paper. A novel
approach about how to model interactions is suggested in [12].
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Regarding the second perspective of continuity, there can be several projects running
simultaneously in the context of socio-cyber-physical systems; and each of them may
have a different project lifecycle; for instance, a plan-driven, rigidly phased, project
can co-exist with several DevOps projects in one and the same context. Requirements
engineering performed through iterative cycles of contemporary software development
methods [18] is a special case of the second perspective. This case is most widely
discussed in scientific literature and used in practice, however, as stated before, it is not
the only alternative for systems development activity phases in the socio-cyber-physical
systems context. Therefore, to handle several projects simultaneously, the engineering
frameworks that can accommodate several lifecycle models are required.

The approaches and methods of continuous requirements engineering may handle
either only one or both of the continuity perspectives. In most cases the approaches and
methods are oriented to a particular application area (e.g. self-adaptive systems [19])
or specific requirements engineering aspects [20]. An application domain independent
framework FREEDOM will be discussed in the next section as one of the alternatives
for meeting challenges of socio-cyber-physical contexts.

4 Applying FREEDOM Framework

The continuous requirements engineering framework FREEDOM emerged as a result
of the application of the viable systems model in requirements engineering [21, 22].
The FREEDOM framework consists of several functional units (see the top item in
Fig. 3): Future representation, Reality representation, requirements Engineering, fulfill-
ment Engineering, Design and implementation, and Operations, and Management. All
these units are related by a number of links that correspond to monitoring, analysis, and
analytics (“maa” in Fig. 3), feedback, and change request information. The framework is
flexible with respect to the number of its units and the number of links between the units.
The requirements engineering function represents requirements engineering activities
as a whole; other functions include requirements engineering, fractally, on a smaller
scale [23]. The framework has been validated against other continuous software and
systems engineering approaches [24]. For analysis of applicability of the architecture of
the framework three continuous requirements engineering methods were developed and
applied [23].

In the context of socio-cyber-physical systems, the FREEDOM framework is appli-
cable fromboth project life cycle and system changes perspectives. Regarding the project
life cycle perspective, the FREEDOM framework can be flexibly adjusted to different
life cycles, by explicitly addressing each of the functions defined in the framework, or
merging several functions into one. The flexibility of the framework is illustrated in
Fig. 3. Here the top level item would correspond to the plan driven approach, but the
bottom line option corresponds to a small project with no distinction among project
phases. Moreover, it is possible to have several different lifecycle projects integrated by
a common requirements engineering function, if a framework is architected as a fractal
system with several heterogeneous branches. This flexibility of the framework helps to
reduce requirements engineering complexity of socio-cyber-physical systems by hav-
ing an appropriate development approach for each specific situation that has common
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Fig. 3. Flexibility of the FREEDOM framework

means for being integrated in the overall requirements engineering process. It also helps
to address the emergence challenge, as the framework is easily adjustable to new project
situations by choosing the most appropriate combination of merged and independent
functions.

From the system changes perspective, the framework can help to address all three
challenges discussed in Sect. 2. The complexity is addressed by the architecture of the
framework that has two (reality and future) representation functions. These functions
basically involve development of models of systems; and do not restrict the scope of
models to be used. For instance, if a 4EM approach [16] would be used for the repre-
sentations, it could be extended by specific templates for socio-cyber-physical systems.
The 4EM method works with six interrelated models (goals model, business processes
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model, concepts model, actors and resources model, business rules model, and informa-
tion systems requirements and components model). In Fig. 4 an example of a template
for one of the models (business rules model) of 4EM is illustrated. The pre-defined
template can help to identify the scope of requirements where all three abstract systems
(social, cyber, and physical) are taken into account. The depth of the template would
depend on the level of abstraction at which the system is considered.

Fig. 4. Rule model template.

The template in Fig. 4 reflects the class hierarchy of rules. The subclasses of rules
and subclasses of single type system rules would be common to all cases of socio-cyber-
physical systems.However, lower levels of hierarchy can be designed for specific types of
systems or can be populated by a theoretically complete number of lower level rule types.
To obtain suchmodels existing research in rulemodels can be examined and new research
works performed. In Fig. 4, the bottom level of the rule class hierachy is taken from [25],
where the following key types of rule categories, specifying group conditions, structures,
and processes have been identified: (1) identity rules, (2) membership and participation
rules, (3) rules concerning shared value orientations and ideals, (4) rules concerning
shared beliefs and models, (5) social relational and structural rules, (6) procedures and
production rules, (7) rules for dealing with environmental factors and agents, (8) rules
for changing core group bases, in particular the rule regime itself, (9) technology and
resource rules, and (10) time and place rules. While in [25] all ten categories of rules
are regarded as social system rules, we can see that some of these categories (e.g. the
ninth category) would belong to inter-system type interaction rules. This shows that
the analytical distinction between rule types suggested in this paper is not a common
way of system rule representation in current research. However, we can assume that
the proposed typology could help to handle the complexity of the systems by ensuring
relatively equal treatment of all three types of systems at a chosen level of abstraction.
The templates, if populated, would produce an opportunity to predict what new system
combinations can emerge. And they obviously help to handle the challenge of fluent
borders of system types, by enforcing system element consideration in respect of all
three base abstract systems and their interactions.
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5 Conclusions

The paper addresses three challenges of continuous requirements engineering in the
context of socio-cyber-physical systems: complexity, emergence, and fluent borders
among the abstract types of systems.

The paper, with the help of the FREEDOM framework, illustrates the way in which
these challenges might be met by the following means:

1. The use of flexible requirements engineering frameworks which can produce the
following opportunities:

a. Using the same framework for all projects in a given context of socio-cyber-
physical systems (including projects that overlap in their execution time)
– addresses complexity and emergence

b. Integrating all projects in one common requirements engineering function –
addresses complexity.

2. At an abstract level, distinguishing clearly between system types, and considering
inter-system type interactions – addresses fluent borders of systems.

3. Applying templates for abstract system types – addresses complexity and emergence.

In this paper we did not discuss the differences regarding the model templates of
different systems of one type. For instance, there are specific rules for chemical systems,
biological systems, mechanical systems, their components and combinations. Probably
it is possible to derive requirements engineering patterns for different types of systems of
one abstract type and then apply them according to the substances that are to be modeled
in the socio-cyber-physical system context under consideration.

Another issue not discussed in this paper is the differences regarding the scope
of requirements. The requirements can be defined for software systems only, or for
software and hardware; also they may concern physical objects or even social norms.
Each of these situations would require different distributions between abstract templates
and constraints in the requirements engineering process.

The preliminary results presented in this paper are derived from the previous research
and relatedworks in (1) continuous requirements engineering and (2)modeling of social,
cyber, and physical systems. It was shown that the models currently available in the body
of scientific knowledge about a domain cannot be directly incorporated in the frame
of continuous requirements engineering and the proposed template. Therefore further
research is necessary to see whether methods can be established for transferring exist-
ing models into templates that are useful for continuous requirements engineering, or
whether newmodeling approacheswill be established that consider socio-cyber-physical
systems from perspectives of abstraction and granularity that are not yet common.
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Abstract. After the Estonian ID-card crisis in 2017, it became appar-
ent that the document encryption-decryption functionality built on top
of the ID-card infrastructure requires major rethinking. This paper
describes the starting points of this process and reviews some of the
requirements that have been identified in the first phase. We study the
main usage scenarios and process flows, and discuss the need to distin-
guish transport encryption from storage encryption.

Keywords: Electronic identity · Document encryption · Requirements
engineering

1 Introduction

Digital communication has become an integral part of our everyday life. However,
as such communication is mostly happening over open Internet, extra measures
need to be taken if the messages require security in some sense.

In this paper, we will be concentrating on one aspect of security, namely
confidentiality. Confidentiality protection is built into many communication pro-
tocols, and is typically achieved via encryption. Encryption, however, does not
solve the message protection problem cleanly, but rather reduces it to key man-
agement. The latter, in turn, is not necessarily an easy task to solve.

One option for key distribution is to use cryptographic chip cards. In Estonia,
for example, a specific instance of such a card (called ID-card) is even made
mandatory since 2002, so virtually all the Estonian residents have one.

Even though message encryption was originally not a planned usage sce-
nario of the ID-cards, it was added later. The current paper deals with some of
the issues that the present solution (code-named CDOC) has, and discusses
requirements for the next-generation message encryption framework (code-
named CDOC2.0).

c© Springer Nature Switzerland AG 2020
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2 Background

In Estonia, there are currently three main electronic identity solutions.

– ID-card, first launched in 2002, was historically the first one and is the
only compulsory form of identification in Estonia. It features a smart card
chip capable of asymmetric cryptographic operations, and it comes with pre-
generated and certified public-private key pairs. There is also digi-ID card
that is digitally equivalent to ID-card, but can not be used for physical iden-
tification. For the sake of this paper we will use the name ID-card for both
of them.

– Mobile-ID, first launched in 2007, relies on the mobile phone SIM card as
the key storage and cryptographic coprocessor.

– Smart-ID, first launched in 2016, is a software-only solution making use of
a specific cryptographic scheme [5] where the signature key is split between
the mobile device and server.

As of May 2020, there were about 1.35 million active ID-cards, more than
230,000 mobile-ID users and more than 500,000 Smart-ID users1.

All of the three solutions listed above provide two basic functionalities,
authentication and digital signature. From the cryptographic point of view, both
of them actually rely on digital signature primitive, but since their legal context
is different, authentication and digital signing make use of different key pairs.

Originally, ID-cards and mobile-ID SIM cards used 1024-bit RSA, but around
2010 it became clear that advances in computing power would make it too weak
at some point in foreseeable future [2], so it was gradually phased out in favour
of RSA2048 on ID-cards and elliptic curve P256 on mobile-ID. After the ID-card
crisis in 2017, ID-cards started to make use of the elliptic curve P384. Smart-ID
originally used 4-kilobit multi-prime RSA, which is today replaced by 6-kilobit
keys.

Besides digital signatures, there is another major application of public key
cryptography, namely public key encryption. Since more and more Estonian
citizens had access to strong cryptographic tokens in the form of ID-cards, the
idea of providing encryption functionality emerged naturally. Along with the
general growth of digital data exchange, also the need for private communication
increased, so there was also demand for such a service.

Thus, in 2005, encryption-decryption functionality was added to the base
software package of the Estonian ID-card [8]. Originally, the package featured a
standalone application DigiDoc Krüpto, but today this functionality is integrated
into the main DigiDoc4 Client (see Fig. 1).

In order to send an encrypted file, recipient’s authentication public key cer-
tificate is required. This is fetched from the LDAP server of Estonia’s main
Certification Authority by supplying the recipient’s (public) Personal Identity
Code. In fact, supporting the encryption service is the only reason why all the
public key certificates are available in a public LDAP server in the first place [7].
1 https://www.id.ee/?lang=en. Accessed 7 May 2020.

https://www.id.ee/?lang=en
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Fig. 1. DigiDoc4 Client with decryption functionality (Image source: https://www.id.
ee/)

Out of the three eID solutions available in Estonia, only the ID-card can
be used for decryption, and there is a good technical reason for that. Namely,
ID-card is the only form of eID directly connected to the user’s computer via
a wired card reader.2 Mobile-ID and Smart-ID requests are, on the other hand,
server-mediated. This is OK for signature-based applications (including authen-
tication), but transferring decrypted material (essentially symmetric transport
keys) via a server would break message confidentiality.

Estonian eID ecosystem has had a number of challenges throughout the
years [7], but by far the most severe of them was the ROCA vulnerability found
by a group of Czech researchers in 2017 [6]. It turned out that prime number
generation algorithm used to create the RSA public moduli was using a very
small seed space, hence it became feasible to factor the moduli by full inspection
of that space. The lab experiments conducted by the Czech researchers were also
independently verified in Estonia on a real ID-card belonging to Margus Arm,
the leader of Estonian eID project3.

As an aftermath of the ROCA case, several analyses were conducted [1,4].
One of the conclusions drawn in these analyses was that out of the three main
application scenarios of the ID-card – authentications, signing and encryption
– it was encryption that was hit the hardest. Indeed, authentication is a short-

2 As of 2019, also ID-cards with NFC interface started to roll out, but the support for
NFC operations is still very limited.

3 https://epl.delfi.ee/eesti/id-kaart-murti-lahti-ria-toestas-et-kara-id-kaardi-turvanor
kuse-parast-polnud-asjata?id=81807683. Accessed 11 May 2020.

https://www.id.ee/
https://www.id.ee/
https://epl.delfi.ee/eesti/id-kaart-murti-lahti-ria-toestas-et-kara-id-kaardi-turvanorkuse-parast-polnud-asjata?id=81807683
https://epl.delfi.ee/eesti/id-kaart-murti-lahti-ria-toestas-et-kara-id-kaardi-turvanorkuse-parast-polnud-asjata?id=81807683
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lived protocol anyway, and once the affected keys are revoked, breaking them
becomes useless. Digital signatures, on the other hand, are protected by time-
stamps. Thus, even if factoring some RSA modulus becomes possible in the
future, we can still reasonably argue that at the time of signing such an attack
was infeasible.

However, encryption is a scenario requiring long-term secrecy. In the most
common use case, a document is encrypted using the recipient’s public key, the
cryptogram is saved into a special .cdoc container file and sent as an email
attachment. The problem is that, from the end user perspective, it is very hard
to control the actual chain of intermediate servers that the email together with
its attachments travels through. Every one of them is in principle capable of
retaining a copy of the .cdoc file until the time when breaking the underlying
cryptography becomes feasible.

3 Setting Requirements for the New Encryption
Solution(s)

After the ROCA crisis, it became clear that, in order to prevent similar problems
in future, better-designed document encryption features were needed for the
Estonian eID ecosystem. Of course, the design phase needs to be preceded by an
analysis phase. The respective project was initiated by the Estonian Information
System Authority, seeking questions to the following broad questions.

– What are the common usage scenarios where CDOC infrastructure is used,
and what are the corresponding user requirements?

– What are the core shortcomings of the present CDOC infrastructure, and
how should a new system be built to avoid them?

The authors of the current paper were involved in this analysis project, and this
paper presents a high-level summary of the final report of the project.

3.1 Usage Scenarios

In order to map the main usage scenarios of document/data encryption in Esto-
nian public and private sectors, a series of interviews were conducted with eight
large organisations, presumably having the need for secure communication. The
organisations included law enforcement agencies, state defence structures, health
information management, certification authority and one of the main banks
active in Estonia.

As a result, we identified the following scenarios.

– Inter-organisational communication requiring an extra layer of confidentiality
• System administrators transferring passwords
• Handling sensitive incidents

– Intra-organisational confidential communication
• Law enforcement data exchange
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• Restricted access data exchange
• Time-critical information required by courts and criminal investigations
• Contracts, official data queries

– Confidential communication between the citizens and organisations
• Some ad hoc health data transfer
• Whistle blowing (from citizen to law enforcement)
• Contracts, official data queries
• Fines (from law enforcement to citizens)
• Getting excerpts from bank statements

– Confidential document exchange between citizens
– Confidential document exchange with foreign partners

The last scenario was not directly in scope of the study, but potential interest
was expressed by several interviewees. E.g., after establishment of the eIDAS
framework in the European Union, it is a natural question to ask whether it
could also be extended to confidential data exchange, much like a similar question
arose in Estonia after the introduction of ID-card.

4 Transport Cryptography vs storage cryptography

One of the problems identified during the analysis was that the same .cdoc files
were used both for transport and long-term storage of confidential documents.
Such usage brings along several issues.

1. Relying on the implicit heuristic assumption that CDOC is secure (with-
out actually specifying the security definition), users kept the .cdoc files in
their mailboxes, on unencrypted hard drives, removable media, etc. After the
underlying cryptography turned out to be weak, it was very hard to control
all the copies of the .cdoc files.

2. ID-card was efficiently used as the private decryption key management token.
However, the ID-card does not (and should not) provide any key back-up
mechanism, so when it becomes dysfunctional (e.g. due to physical ageing,
being lost, etc.), all the .cdoc containers are left un-decryptable.

To address these issues, it is necessary to make a more clear distinction
between transport and storage encryption. The first item above translates to
the requirement that transport encryption should provide forward-secrecy [3],
i.e. that compromise of the long-lived keys should not cause breaching the secrecy
of all the exchanged messages. There are a few ways how this property can be
achieved, but the most popular approach in practice is using ephemeral (i.e. short
lived, temporary) encryption keys. For example, in the latest TLS version 1.3,
only key agreement protocols resulting in ephemeral transport keys are allowed4.

On the other hand, if a confidential document sent via the CDOC infras-
tructure needs to be accessed for a longer period of time, ephemeral encryption
keys are not a good solution. Another aspect of information access arises from
4 https://tools.ietf.org/html/rfc8446. Accessed 14 May 2020.

https://tools.ietf.org/html/rfc8446
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a number of organisational scenarios listed in Sect. 3.1. Currently, documents
can only be encrypted for decryption with ID-cards of physical persons. How-
ever, in many occasions, the intended recipient is not a person, but rather an
organisation or a specific role within the organisation.

This aspect can be observed also in the long-term storage scenario. There
are documents with legally required confidentiality periods lasting for decades.
The person who once will possibly be filling the role that needs access to the
document is perhaps not even born yet at the time the document gets stored.

Thus, the new CDOC2.0 infrastructure needs to make a clear distinction
between the transport and storage encryption. The component where this dis-
tinction manifests itself most clearly is the key management. Ephemeral keys
will be generated and maintained just for one session or for a short period of
time, and after expiry they should be deleted. If a document needs longer-term
access, it needs to be re-encrypted with a different key that is managed according
to the needs and regulations of the specific organisation.

This re-encryption step is something that probably requires a paradigm shift
from the users who are currently used to saving .cdoc files on their hard-drives,
or just leaving them in mailboxes. In order to break this habit, CDOC2.0 should
change the process flow in a way that such insecure behaviour would become
impossible, or at least quite inconvenient.

5 Main Classes of Process Flow

In fact, CDOC2.0 would anyway need to support several process for transport
encryption, as the requirements of different usage scenarios differ. We have iden-
tified the following main types of process flows.

– Ad hoc data exchange with low confidentiality requirements where
data exchange is not agreed upon beforehand, the data itself is not very
sensitive and it may expire quite fast (e.g. situational updates).

– Synchronous data exchange where both of the communicating parties can
be expected to be online at the same time.

– Information exchange within an organisation, where we can typically
also assume some perimeter protection measures.

– Highly confidential data exchange between different organisations,
where the communication occurs over open Internet, but on the other hand,
the sender and recipient may be motivated to use methods that require extra
efforts (say, specific ephemeral key generation and distribution).

– Confidential data exchange between citizen and an organisation,
e.g. a bank or a law enforcement agency.

On one hand, the requirements of different scenarios are different, but on the
other hand, so do the motivation and technical capabilities of the communicating
parties. Thus, future DigiDoc client will need to provide a list of encryption
options, and the sender will need to choose between them based on the concrete
scenario.
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Also, the long-term storage processes can be divided into two large categories
depending on the needs and capabilities of the recipients.

– Personal data access, where just one person needs the decryption capability
which is the case with personal data or the data for a one-man-organisation.

– Role-based data access, which is the case for larger organisations where
different physical persons may be fulfilling a certain role at different points
of time.

The needs of the first category can be satisfied with a number of readily-
available solutions like encrypting the hard-drive of the user’s main computer
and backing up the key in one’s physical safe deposit box.

For the second scenario, however, extra development is necessary. Large
organisations already have existing document management systems (DMS), pos-
sibly also integrated with email exchange functionality. Assuming that CDOC2.0
containers are still mostly transferred via email, the following additional activi-
ties need to be enabled for a typical DMS.

1. The DMS must be capable of decrypting the CDOC2.0 container from the
transport encryption scheme.

2. The person fulfilling the respective role must have access to the encryption
functionality using an in-house long-term secure storage solution.

3. Later, a (possibly different) person fulfilling the role must have access to the
in-house solution’s decryption functionality.

There are a number of ways the encryption-decryption key management can
be implemented in a company. There can be employee badges in the form of
cryptographic chip cards, or there can be a dedicated in-house key distribution
server. The specific implementation depends on the needs and capabilities of the
organisation.

One interesting aspect to note is that the CDOC2.0 container format can
be the same for both transport and storage process flows, but it is the key
management process that makes all the difference.

6 Conclusions

Being initiated about 20 years ago, Estonian eID infrastructure has matured. It
is used every day to provide authentication and signature functionality for public
and private e-services.

However, there is also a third kind of cryptographic e-service required by
the end users, namely document encryption. For the last 15 years it has been
technically implemented as an add-on to authentication, but this has caused
several problems (with the ROCA case of 2017 being the best known one).

The root of these problems lies within different requirements that authenti-
cation and encryption keys have. Authentication keys can be instantly revoked
and hence potential vulnerabilities due to, say, key compromise are easy to limit.
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Decryption functionality, on the other hand, has to be maintained over a long
period of time (years, perhaps even decades), and thus it is impossible to mitigate
key compromises by just revoking them.

This means that encryption-decryption key management has to be designed
much more thoroughly, and this is a process that the Estonian Information
System Authority has initiated in 2019. The current paper summarised the main
findings of the first, analysis and requirement gathering phase. The next steps
will include design, development and deployment. All of these remain the subject
of further work, parts of which have already started by the time of this writing
(May 2020).
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Abstract. Data warehouses have been used to analyze data stored
in relational databases for several decades. However, over time, data
that are employed in the decision-making process have become so enor-
mous and heterogeneous that traditional data warehousing solutions have
become unusable. Therefore, new big data technologies have emerged to
deal with large volumes of data. The problem of structural evolution of
integrated heterogeneous data sources has become extremely topical due
to dynamic and diverse nature of big data. In this paper, we propose an
approach to change discovery in data sources of a data warehouse utilized
to analyze big data. Our solution incorporates an architecture that allows
to perform OLAP operations and other kinds of analysis on integrated
big data and is able to detect changes in schemata and other character-
istics of structured, semi-structured and unstructured data sources. We
discuss the algorithm for change discovery and metadata necessary for
its operation.

Keywords: Data warehouse · Evolution · Metadata · Big data

1 Introduction

In recent years, the concept of big data has attracted increasing attention and
interest from researchers and companies around the world. The demand to ana-
lyze big data is increasing and one of the analysis options is to use data warehous-
ing and OLAP methods. Due to dynamic and heterogeneous nature of big data
new challenges have appeared related to schema evolution of big data sources
of a data warehouse. The evolution problem arises when the structure of data
evolves or new data items are added to data records. Besides, to handle changes
in user requirements, a great developer effort must be devoted to adapt the
existing data structures and metadata. Existing solutions of evolution problems
developed for relational data bases are not applicable directly to semi-structured
or unstructured data sources that are generated at the higher rate.

Several recent review papers [1–3] outline research directions and challenges
that must be solved with the emergence of big data sources. The authors in [1]
mention dynamic design challenges for big data applications, which include data
expansion that occurs when data becomes more detailed. A review paper [2]
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indicates research directions in the field of data warehousing and OLAP. Among
others, the authors mention the problem of designing OLAP cubes according to
user requirements. Another recent vision paper [3] discusses the variety of big
data stored in the multi-model polystore architectures and suggests that efficient
management of schema evolution and propagation of schema changes to affected
parts of the system is a complex task and one of the topical issues.

In this paper, we present our solution that addresses the current problem of
evolution of heterogeneous data sources and user requirements of a data ware-
house. Our approach employs a data warehouse architecture that on one hand
provides various methods for data analysis and on the other hand is capable of
detecting and propagating evolution.

The rest of the paper is organized as follows. In Sect. 2 the recent stud-
ies related to the topic are discussed. In Sect. 3 we outline the proposed data
warehouse architecture. Section 4 is devoted to the description of the metadata
employed in the architecture to handle evolution. We briefly overview the sup-
ported atomic changes in the structure and other characteristics of data sets
utilized in the architecture in Sect. 5. The main contribution of this paper is pre-
sented in Sect. 6, where the algorithm for change discovery is presented. Section 7
is dedicated to the description of the case study system. Finally, we conclude
with directions for future work in Sect. 8.

2 Related Work

Several recent studies have been devoted to solving various evolution problems
in the big data context. In the paper [4], we summarized the research made in
the field of big data architectures and analyzed available approaches with the
purpose to identify the most appropriate solution for the evolution problem. The
most relevant studies are also discussed in this section.

A solution to handling data source evolution in the integration field was pre-
sented in the paper [5]. The authors propose the big data integration ontology
for the definition of integrated schema, source schemata, their versions and local-
as-view mappings between them. When a change at a data source occurs, the
ontology is supplemented with a new release that reflects the change. Our app-
roach differs in that the proposed architecture is OLAP-oriented and is capable
of handling not only changes in data sources, but also requirements.

Another study that considers evolution is presented in the paper [6]. The
author proposes a data warehouse solution for big data analysis that is imple-
mented using MapReduce paradigm. The system supports two kinds of changes:
slowly changing dimensions are managed with methods proposed in [7] and fact
table changes are handled by schema versions in metadata. Unlike our proposal,
the system does not process changes in big data sources that may significantly
influence analysis process and results.

An architecture that exploits big data technologies for large-scale OLAP
analytics is presented in the paper [8]. The architecture supports source data
evolution by means of maintaining a schema registry and enforcing the schema
to remain the same or compatible with the desired structure.
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In the paper [9] we analyzed studies dedicated to metadata employed to
describe heterogeneous data sources of data lakes and we concluded that none of
the examined metadata models reflect evolution. For our solution, we adapted
the metadata model proposed in [10] to describe data sources of a data lake. The
authors distinguish three types of metadata: structure metadata that describe
schemata of data sources, metadata properties and semantic metadata that con-
tain annotations of source elements. In our approach, we extended the model
presented in [10] with metadata necessary for evolution support.

3 Data Warehouse Architecture

In this section, a data warehouse architecture that we propose to perform big
data analysis using different methods and facilitate evolution treatment is pre-
sented. The detailed description of the architecture is given in the paper [11].
The architecture components and their interaction are demonstrated in Fig. 1.

The main component of the architecture is a data processing pipeline (Data
Highway). The idea and the concept of the data highway was first presented
in [7]. Our proposed architecture implies that data from data sources are first
extracted and loaded into the 1st raw source data level of the highway in their
original format. Other levels of the highway are obtained from data sets at other
data highway levels by ETL (Extract, Transform, Load) processes by means of
performing transformation, aggregation and integrating related data items. The
number and contents of the levels of the data highway depend on the require-
ments of the individual system. The final level of the highway is a data warehouse
which stores structured aggregated data. If data volume does not allow to meet
the desirable query performance, a set of precomputed OLAP cubes may be
generated by the cube engine component of the architecture.

The unique feature of the architecture is the adaptation component that is
aimed at handling changes in data sources or other levels of the data highway.
The main idea of the adaptation component is to automatically detect changes
in data sources or analyze changes introduced manually by means of a metadata
management tool and generate several potential change propagation scenarios
for each change. Then a developer can choose appropriate scenarios that are
to be implemented or define preferences regarding change propagation scenarios
that should be chosen automatically in case of streaming data sources.

To support the operation of the main components of the architecture and
to allow to handle evolution, the metastore consisting of six types of intercon-
nected metadata is included in the architecture. Schematic metadata describe
schemata of data sets stored at different levels of the highway. Mapping metadata
define the logic of ETL processes. Information about changes in data sources and
data highway levels is accumulated in the evolution metadata. Cube metadata
describe schemata of precomputed cubes. Potential change metadata accumu-
late proposed changes in the data warehouse schema. Finally, adaptation rules
store additional information provided by the developer required for some change
propagation and preferences of the developer regarding change propagation sce-
narios.
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Fig. 1. Data warehouse architecture

4 Metadata

To describe schemata of data sources and data highway levels necessary for the
analysis along with changes in structure and other properties of involved data
sets we developed the metadata shown in Fig. 2.

The table DataSet is used to represent a collection of DataItems that are
individual pieces of data. A data set may be obtained from a DataSource or it
may be a part of a DataHighwayLevel. Data sets may have multiple instances
that share the same data structure, for example, files of the same type. Data sets
are characterized by format types grouped into parent types in the table Types.
Each data item is associated with an item type determined by the format type
of its data set. We distinguish three parent types of data sets:

– The parent type Structured Data Set represents a relational database table
where data items correspond to table columns.

– The parent type Semi-structured Data Set reflects files where data items
are organized into a schema that is not predefined. This type consists of
such format types as XML, JSON, CSV, RDF, etc. The type of a data item
incorporated into such data set indicates the position of it in the schema. For
example, XML documents are composed of Elements and their Attributes,
JSON documents may contain Objects and Arrays.

– The parent type Unstructured Data Set includes data that do not have any
acknowledged schema. This type incorporates such format types as text,
images, other multimedia content, etc. Usually, an unstructured data set is
represented by a single data item. However, pieces of supplementary informa-
tion like keywords or tags may be available. They are represented as additional
data items associated with the corresponding data set in the metadata.

In addition to data set formats, we describe data sets by the velocity type
that defines the rate of information retrieval from the data set, being batch, near
real-time, real-time and stream. If a data set is a part of a data warehouse, a
Role in the multidimensional model is assigned to such data set (dimension or
fact) and corresponding data items (attribute or measure).
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Fig. 2. Metadata for evolution support

There usually exist relationships between data items in the same data set or
across integrated data sets. For example, elements in XML files are composed
of other sub-elements and attributes, objects in JSON files may contain other
objects as property values, foreign keys relate columns of relational tables. The
same information may be reflected in different data sets in the related data
items. To represent such relationships in the metadata, we introduced the tables
Relationship and RelationshipElement that connect child and parent data items
and assign the corresponding relationship type, for instance, composition, foreign
key or equality. Certain relationships may be obtained in a machine-processible
form automatically, but others may be only entered manually. For the latter case,
we associate a relationship with the Author who created relationship metadata.

Since data sets are either extracted from data sources or obtained from other
levels, the information about provenance of data sets within the data highway
must be maintained to make it possible to follow their lineage. For this pur-
pose, mappings were introduced in the metadata. A record in the table Mapping
defines a transformation saved in the column Operation by which a target data
item is derived from origin data items associated via the table MappingOrigin.

Up to this point, we discussed mainly the schematic metadata of data sets
employed in the architecture whereas other characteristics of data should also be
collected. To this end, we included the table MetadataProperty. Any Name:Value
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pair relevant to schema elements present in the model can be added to the meta-
data. Considering that various elements may possess different properties, such
approach allows for some flexibility. Examples of metadata properties include
physical file name, size, character set, check constraints for data sets; type,
length, precision, scale, nullable for data items; mechanism used to retrieve data
from a data source (for instance, API request), etc. Although many properties of
schema elements may be identified automatically by ETL procedures, there still
might be certain characteristics that have to be added manually, for instance,
by semantic annotation. Furthermore, some new properties of data sets that
might be valuable may be discovered during data analysis. Such conversational
metadata properties are associated with the Author who recorded the property.

The main feature of the proposed architecture is evolution support. There-
fore, we identified a set of atomic changes that are discussed in more detail in the
next section. In order to maintain information about any changes in data sets
discovered automatically or introduced manually, the metadata model incorpo-
rates the table Change. Every record of this table is associated with a schema
element affected by the change. For each change, we store the date and time when
the change took place, Type of the change, Status that determines whether that
change is new, already propagated in the system or being currently processed.
For changes that involve modification of an attribute or property value, we also
store the name of the changed attribute (AttrName), and both the value before
and after the change (OldAttrValue and NewAttrValue). If the change was pro-
duced manually, we associate it with the corresponding Author.

5 Atomic Changes

In this section, we will overview atomic changes supported in the proposed solu-
tion. The changes are classified according to the part of the metadata they affect.
Most of the changes may be identified automatically by the change discovery
algorithm described in the next section. Manually created changes are processed
by the metadata management tool. For changes that can only be implemented
manually, we present metadata tables that are referenced by the record in the
table Change, the key columns of the table Change with their values and addi-
tional metadata that must be recorded in Table 1. The detailed discussion of
all atomic changes is available in the paper [9]. The following automatically
discoverable changes are supported in the proposed approach:

– Schematic changes: addition of a data source, deletion of a data source, addi-
tion of a data highway level, deletion of a data highway level, addition of
a data set, deletion of a data set, change of data set format, addition of a
data item, change of a data item type, deletion of a data item from a data
set, addition of a relationship, deletion of a relationship, modification of a
relationship, deletion of a mapping;

– Changes in metadata properties: addition of a metadata property, deletion of
a metadata property, update of an attribute value.
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Table 1. Manual atomic changes

Change Referenced
table

Key column
values

Additional information

Renamed
data set

DataSet Type: Attribute
value update
AttrName: Name

The columns OldAttrValue and
NewAttrValue of the table Change are
filled with the previous and updated
name of the data set

Renamed
data item

DataItem Type: Attribute
value update
AttrName: Name

The columns OldAttrValue and
NewAttrValue of the table Change are
filled with the previous and updated
name of the data item

Addition
of a new
mapping

Mapping Type: Addition A new record in the table Mapping
that references target and origin data
items and defines the way the target
data item is obtained in the column
Operation is added

6 Algorithm for Change Discovery

In this section, the algorithm for schema change discovery in the metadata is
described. The algorithm is implemented as a part of the adaptation component
of the data warehouse evolution architecture. It is triggered automatically when
any new data are loaded from data sources into the data highway by wrappers or
during ETL processes. The high-level pseudocode of the algorithm is presented
as follows:

Input: TM - temporary metadata describing current schemata and
properties of all data sets. SM - metadata at the metastore.

foreach schema element E in TM or SM do E.processed ← false;
while exists DataSource S where S.processed = false do
ProcessDataSourceChanges(S);
while exists DHighwayLevel L where L.processed = false do
ProcessDataHighwayLevelChanges(L);
while exists Mapping M where M.processed = false do
ProcessMappingChanges(M);
while exists Relationship R where R.processed = false do
ProcessRelationshipChanges(R);
Initially, the change detection algorithm gathers schema metadata and prop-

erties of existing data sources and data highway levels in temporary metadata
(TM ). The model of the temporary metadata is identical to the one presented in
Sect. 4 except for the table Change. For metadata collection, special procedures
are used depending on the format of data sets. The algorithm then processes each
data source and each data highway level separately, then processes mappings
between data items and finally relationships. Treatment of changes in mappings
and relationships can be done only after processing of all data sources and data
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highway levels so that all data items required for the mapping or relationship
are already available in the schema metadata.

The procedure ProcessDataHighwayLevelChanges is identical to the pro-
cedure ProcessDataSourceChanges. The difference is that the former handles
changes in data highway levels instead of data sources. Therefore, only the source
change detection procedure is explained in the following section.

6.1 Detection of Data Source Changes

The following pseudocode demonstrates the procedure ProcessDataSource
Changes:

Procedure ProcessDataSourceChanges(S: data source, TM, SM)
if S is present in TM and S is not present in SM then

Copy metadata describing the data source S from TM to SM;
Create a change with the type Addition of a data source;
S.processed ← true;

else if S is present in SM and S is not present in TM then
Create a change with the type Deletion of a data source;
S.processed ← true;

else
foreach data set DS belonging to S from TM or SM do
ProcessDataSetChanges(DS) ;
ProcessChangesInMetadataProperties(S);
S.processed ← true;

end
end
This procedure discovers new data sources and unavailable data sources as

well as detects changes in data sets of data sources. The input of the procedure
is the metadata describing a schema and properties of a data source that are
present in the schema metadata (SM ) at the metastore or temporary schema
metadata (TM ). The input metadata also include properties and data sets of a
data source. To discover changes in a data source, the procedure distinguishes 3
cases.

The metadata describing the data source are present in TM and not present
in SM. This means that the data source is newly added to the system. In this
case, metadata about the new data source and all its properties are created in
SM at the metastore by copying it from TM. For each data set included in the
new data source, the corresponding schematic metadata and metadata properties
must be added too. The change with the Type: Addition is inserted in the table
Change and associated with the new data source record in the table DataSource.

The metadata describing the data source are present in SM and not present in
TM. This means that the data source is no longer available. In this case, the data
source is marked as deleted in the table DataSource. The change with the Type:
Deletion is inserted in the table Change and associated with the corresponding
data source record in the table DataSource.
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The metadata describing the data source are present both in TM and SM.
This means that the data source is not new and is still available, so any changes in
its data sets and properties have to be discovered. So to do that, at first metadata
about all data sets of the data source are selected from SM or TM and each
data set is treated with the procedure ProcessDataSetChanges. After that, the
procedure ProcessChangesInMetadataProperties is executed for all properties of
the data source.

6.2 Detection of Changes in Metadata Properties

The following pseudocode demonstrates the procedure ProcessChangesInMeta-
dataProperties:

Procedure ProcessChangesInMetadataProperties(E: schema element,
TM, SM)

foreach property P of E from TM or SM do
if P is present in TM and P is not present in SM then

Create a change with the type Addition of a property ;
else if P is present in SM and P is not present in TM then

if P.Author is null then
Create a change with the type Deletion of a property ;

else if P is present in SM and P is present in TM and P.value in
SM �= P.value in TM then

Create a change with the type Update of an attribute value;
end

end
end
The procedure is capable of detecting new properties, no longer available

properties and changes in automatically discoverable property values. The input
of the procedure is the metadata describing properties of any schema element
that are present in SM or TM. The operation of the procedure is similar to the
previously described procedure for detection of data source changes with some
specifics. The procedure categorizes each of the properties into three cases based
on the availability of metadata in SM and TM.

If the property metadata are available only in TM and not in SM, a new
record with property information is created in the table MetadataProperty and
the change with the Type: Addition is inserted in the table Change and associ-
ated with the corresponding record in the table MetadataProperty.

If the property metadata are available only in SM and not in TM, this means
that the property is either not valid any more or is not discoverable automati-
cally. So the procedure checks whether the property was previously entered in
the metastore manually and has a reference to the corresponding record in the
table Author. If that is the case, the property may only be deleted manually. Oth-
erwise, the property is marked as deleted in the table MetadataProperty and the
change with the Type: Deletion is inserted in the table Change and associated
with the corresponding record in the table MetadataProperty.
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If the property metadata are available both in TM and SM, this means
that the property is still valid and is discoverable automatically and its value is
compared in SM and TM. If the values differ, the property value is updated in the
table MetadataProperty. The change is created with the Type: Attribute value
update in the table Change. The property values before and after the update are
recorded in the attributes OldAttrValue and NewAttrValue. The change record
is associated with the corresponding record in the table MetadataProperty.

6.3 Detection of Changes in Data Sets

The procedure ProcessDataSetChanges implements discovery of three atomic
changes: new data set, no longer available data set and change in data set for-
mat. The pseudocode of the procedure is not included since it resembles the pseu-
docode of the procedure ProcessDataSourceChanges. It also runs a procedure for
detection of changes in data items included in the data set. The procedure Pro-
cessDataSetChanges is also executed for the detection of changes in data sets
belonging to data highway levels. As an input, the procedure receives metadata
describing a data set that were obtained either from SM or TM. These metadata
also contain properties of a data set and its data items. Just as other change
detection procedures, the procedure for change detection in data sets analyzes
the origin of metadata about the data set and distinguishes three cases.

If the data set metadata are present only in TM, they are copied into SM
and the change with the Type: Addition is inserted in the table Change and
associated with the corresponding record in the table DataSet.

If the data set metadata are present only in SM, the change with the Type:
Deletion is inserted in the table Change and associated with the corresponding
record in the table DataSet that in turn is marked as deleted.

If the metadata are present both in TM and SM, first it must be verified
whether the format of the data set is the same in both metadata. If the format
differs, such change must be recorded as two changes: deletion and addition of
a data set. After that, new relationships with the type Equality between the
equivalent data items of the removed data set and the new data set must be
added to SM. If the format of the data set is the same in TM and SM, these
metadata have to be compared to discover changes in data items as described
in Sect. 6.4. Finally, changes in properties of the data set are analyzed by the
procedure ProcessChangesInMetadataProperties.

6.4 Detection of Changes in Data Items

The procedure ProcessDataItemChanges is used to identify such changes in data
items as addition of a new data item, deletion of a data item and change of a data
type of a data item. The pseudocode of the procedure is not included since it
resembles the pseudocode of the procedure for detection of data source changes.
The input to the procedure ProcessDataItemChanges is the metadata describing
a data item obtained either from TM or SM. Here again the procedure identifies
three cases according to the existence of the metadata in SM or TM.
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The first case when the metadata describing the processed data item are
available only in TM is processed as an addition of a new data item to the
existing data set. The procedure inserts a new record with information about
the data item in the table DataItem and associates it with the corresponding data
set. Then a new record is inserted in the table Change with the Type: Addition
and associated with the previously created record in the table DataItem.

When the metadata are present only in SM, the deletion of a data item from
a data set has to be registered. In this case, the procedure creates a record in the
table Change with the Type: Deletion and associates it with the corresponding
record in the table DataItem that in turn is marked as deleted.

Finally, if the data item is present both in SM and TM, the procedure com-
pares the data type of the data item in both metadata. Such comparison also
considers length, scale, precision and nullable properties. If any of these prop-
erties differs, the change is processed as an update of the attribute value. The
data type is reflected as a pre-defined property in the metadata, so its value
is updated according to the new data type. Then, a new record in the table
Change is created with the Type: Attribute value update, the columns OldAt-
trValue and NewAttrValue are filled with the previous and updated type of the
data item. The change record is associated with the property record in the table
MetadataProperty. Lastly, the procedure ProcessChangesInMetadataProperties
is executed for other properties of the data item.

6.5 Detection of Changes in Mappings

The following pseudocode demonstrates the procedure ProcessMappingChanges:
Procedure ProcessMappingChanges(M: mapping, SM)

foreach data item I used in M from SM do
if I.deleted = true then

Create a change with the type Deletion of a mapping ;
ProcessChangesInMetadataProperties(I);

end
end
The objective of this procedure is to automatically identify mappings that

are no longer valid because of the absence of the data items used in them. The
input to the procedure is the mapping metadata obtained from SM. First, the
procedure selects all data items used to calculate the mapping target data item
via the table MappingOrigin. Then it is verified whether any of these data items
are marked as deleted by the previous steps of the algorithm. If at least one
such data item is identified, the mapping is marked as deleted and the change
with the Type: Deletion is inserted in the table Change and associated with the
corresponding record in the table Mapping. If none of the data items necessary
for the mapping was deleted, the mapping is still usable in ETL processes and
does not have to be changed. In this case, the procedure ProcessChangesInMeta-
dataProperties is executed on properties of the processed mapping.
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6.6 Detection of Changes in Relationships

Due to space limitations the pseudocode of the procedure ProcessRelationship-
Changes is not included. This procedure analyzes relationships between data
items that are obtained either from TM or SM and detects new relationships,
relationships that are no longer present in data or modified relationships as
well as discovers changes in relationship properties. As an input, the procedure
receives relationship information from SM or TM. Th processing of this informa-
tion begins with distinction of three cases based on the availability of metadata.

If the information about the relationship is present only in TM, the procedure
copies this information into the tables Relationship and RelationshipElement
in SM, creates the change with the Type: Addition in the table Change and
associates it with the new relationship metadata.

The second case is when information about the relationship is present only
in SM and the procedure has to identify whether the relationship is still valid
or it was deleted. Three situations are analyzed:

1. The relationship is with the type Equality and it was created between two
data items by the change discovery algorithm when the format of a certain
data set was modified. In this situation, the procedure verifies if any of the
related data items are still available and not deleted. If that is the case,
the relationship is considered to be still valid. Otherwise, the relationship is
considered obsolete and the deletion of a relationship has to be registered.
To implement this change, a record with the Type: Deletion is created in
the table Change and associated with the relationship record in the table
Relationship that in turn is marked as deleted.

2. The relationship was created manually and is associated with a certain user
via the table Author. In this case, the procedure has to verify that all data
items involved in the relationship are still present in SM and were not deleted.
If that is the case, the relationship is no longer valid and the deletion of a
relationship has to be registered according to the operations described in the
previous situation.

3. If the relationship was not added to the metastore manually or created by
the change discovery algorithm, the procedure just records the deletion of a
relationship according to the above mentioned process.

Finally, if the information about the relationship is available in both TM and
SM, it has to be checked that data items involved in the relationship and rela-
tionship type have not changed. If modification of the relationship is detected, it
must be recorded as two changes: deletion and addition of a relationship accord-
ing to the operations discussed in the previous cases. If the relationship has not
changed, the procedure continues with the discovery of changes in properties of
the relationship.

7 Case Study

As a proof of concept, we applied the architecture and change discovery approach
to the case study data warehouse. The example model and metadata fragments
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of this system are available in [9]. The data warehouse integrates data about
research papers published by the faculty of the University of Latvia. The system
gets data from four data sources of various formats. One of these sources is
the university management system LUIS implemented in Oracle database. We
extract data about the academic staff and students as well as publications entered
by LUIS users from this source. Other three data sources are external systems
that offer API for data retrieval in XML format. We extract bibliographical data,
authors, affiliations, and publication citation metrics from SCOPUS and Web
of Science data sources as well as from the library data management system if
publications are not indexed by SCOPUS or Web of Science.

We implemented the case study data warehouse according to the proposed
architecture. Three levels of the data highway were created to transform and
integrate publication data. First, data from the sources are ingested and loaded
into the 1st raw data level. We use Scoop to extract data from the relational
database LUIS into Hive tables. Semi-structured data from other sources in
XML format are first pulled from the API and saved in Linux file system as
multiple files and then data are transferred into HDFS using a script with HDFS
commands. Then XML data are transformed into the structured Hive tables at
the 2nd level of the data highway. Finally, at the 3rd level all data are integrated
and loaded into the data warehouse implemented in Hive.

We gathered the metadata about data sources and data highway levels of the
case study system into the metastore implemented in Oracle database according
to the model presented in Sect. 4. Since we have a full access to LUIS data
source, we embedded a procedure directly into LUIS that collects the necessary
metadata. To process data extracted from external sources in XML format,
we created a procedure that analyses the structure of XML documents and
other properties and generates the necessary metadata in the metastore. We
developed a prototype of the metadata management tool that currently displays
the metadata gathered in the metastore, allows a developer to track all changes
discovered in data automatically and add information about changes manually.

During the operation of the publication data warehouse, several changes in
data sources and data highway levels were detected by the change discovery
algorithm and introduced manually via the metadata management tool. Several
examples of these changes are following.

A new XML element citeScoreYearInfoList was added to the data set Sco-
pus metrics obtained from SCOPUS. It was composed of several subelements
that were also absent in the previously gathered data sets. The algorithm
detected that change automatically and processed it as an addition of a data
item.

An XML element IPP was removed from the same data set Scopus metrics.
This change was also detected automatically and processed as a deletion of a
data item from a data set. Since this change invalidated the data loading process,
the algorithm also discovered mappings affected by the removal of the data item
and implemented the change Deletion of a mapping for each of them.
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In line with new requirements, the system was supplemented by a new data
source DSpace that contained text files and metadata associated with them as
tags. This change was implemented by the metadata management tool since the
data source along with all necessary metadata were added manually.

8 Conclusions

In this paper, we presented a data warehouse solution for big data applications.
Not only our proposed solution allows to perform various kinds of analysis on
big data, but also the unique feature of it is support for change discovery in data
sources and user requirements. We described the main components of the system
architecture, metadata necessary for its operation and supported changes in the
structure of data caused by evolution of data sources or user requirements. The
main contribution of this paper is the algorithm for automatic detection of most
of the changes. We also outlined our experience with application of our approach
in the case study system.

The directions for future work include full implementation of the adaptation
component of the data warehouse architecture where we will develop algorithms
for automatic and semi-automatic change treatment.

Acknowledgments. This work has been supported by the European Regional Devel-
opment Fund (ERDF) project No. 1.1.1.2./VIAA/1/16/057.
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Abstract. Elevators have been used for centuries to convey material
and people, with a history going back to 19th century. Modern eleva-
tors as we use them today became widely used some 150 years ago, and
regardless of many improvements and technological advancements, the
general concept has remained the same. The typical elevator still needs
traveller’s input to take the passenger from one floor to another. In this
paper we explore the possibility to predict elevator passenger destina-
tion floor. For this task we use passenger profiles established through
deep learning, and elaborate on the passenger’s trip history to predict
the floor the passenger desires to travel. The study is based on a smart
elevator system set up in a typical office building. The aim is to provide
personalised elevator service in the context of a smart elevator.

Keywords: Smart elevator · Prediction · Personalization

1 Introduction

The history of modern elevators goes back to 19th century, although mecha-
nisms for vertical transportation have existed even for a longer term. Elevators
are used to meet the vertical transportation needs of people (and goods) in build-
ings. Since the advancement in engineering has enabled to establish ever higher
buildings, elevators have become an important mean of vertical transportation,
allowing people to move from one floor to another quickly and without any extra
physical effort. In modern buildings today – either commercial, or residential –
elevators are a necessity many people rely on, especially in mid- and high-rise
buildings, as climbing several floors is tiring, and in some cases even impossible,
e.g., elderly people and people with disabilities.

Most of today’s elevators are operated manually from inside the elevator
car by its passengers by selecting the desired destination floor from the switch
panel. This is a simple, yet really efficient approach, and provides a lot of liberty
to the passengers. Yet, once a destination is set, it cannot be cancelled. The
main problem of conventional elevators is that the passenger destination floor is
unknown until the passenger has boarded the elevator car. This issue has been
addressed by some more advanced elevator systems, which allow to pre-register
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destination floor together with an elevator call [20], providing also a way to group
and schedule the passengers moving to the same floor.

With the advancement of technology and overall computerization, Cyber
Physical Systems (CPS) [25] and Cyber Physical Social Systems (CPSS)
[7,9,43], emphasizing the crucial role of humans in highly computerized systems,
have gained an importance in our lives. This is in turn complemented with an
explosive growth of Artificial Intelligence (AI) technologies [32] such as facial
image recognition [30,34,36,41] and human speech recognition [2,19,22,31]. A
smart elevator is a CPSS advantaging of data mining, AI, and machine learning
to deliver personalized travel experience to its passengers.

Although, a lot of works can be found on CPSS, smart elevators as CPSS
have received little attention. Most of the research around elevators falls into
the scope of reducing waiting time and energy consumption [3,4,8,13,14,39], the
latter being an emerging focus since the need to reduce our carbon footprint.
Optimal parking in group elevator control was explored in [5], whereas the use
of floor sensors and RFID for elevator scheduling in [24], and the use of mobile
phones to improve flow of people in [38]. Optimization of elevator evacuation in
smart high-rise buildings in [27]. Thorough overview of elevator control systems
is provided in [13]. Intelligent elevator systems have been addressed in [17], and
passenger behavioral patterns while using elevators in [26].

The majority of the prior research work on elevator scheduling systems has
explored possibilities of using genetic algorithms [21] and networks [10], artificial
neural networks [42], and DNA computing methods [40], or exploiting the context
of elevator usage [17,18,37]. In these works the passengers are mostly addressed
as anonymous units having any prior knowledge about them in the system. In our
work, on the contrary, we will be addressing elevator passengers about whom
the elevator system has some prior knowledge stored and available for future
decisions. Thus, with our smart elevator system we are aiming on a personalized
travel experience for an elevator passenger, which distinguishes our work from
prior research.

Providing personalized services has been a research ground for many stud-
ies. Mostly, these approaches facilitate from systems of information retrieval
(IR), extraction of user context, modelling and establishing user profiles [11,16],
re-ranking items and providing recommendations [1,6,15,29,33,35], e.g. per-
sonalized news recommendations or Web personalization, delivering significant
improvement to services provided. In this article, we take this approach towards
CPSS, in particular to a smart elevator system.

In this paper our main focus is on elevator passengers for whom a user profile
has been established (discussed in Sect. 3.3) in the system, and some travel
history is available. For passengers who remain unidentified by the system, the
travel with the smart elevator remains conventional, and the smart elevator floor
prediction system does not provide any prediction nor floor pre-selection for the
passenger. The utmost aim is to provide a personalized service for smart elevator
passengers.
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The objectives of the research described in this paper are to investigate ele-
vator passengers’ travel behaviour and establish a baseline for floor prediction.
To accomplish this, data about travels with an elevator is collected to a special
log together with actual travel information. We also explore whether traveller
behaviour data can be used to extract some travel patterns and apply these to
improve destination floor predictions. These objectives take us to the following
research questions to be studied:

RQ1: How likely are elevator travellers willing to take the elevator to travel just
one floor? We hypothesize that the majority of people prefer to take stairs
to transit one floor, as it is not a big effort and usually the elevator waiting
time exceeds this effort time.

RQ2: To what extent does the most frequently travelled floor describes elevator
passenger behaviour and travel needs? To answer this question we look at
passengers’ travels and compare those to the baseline prediction based on the
most probable floor within passenger travel history.

RQ3: How dependent are elevator passengers’ travel needs on their daily activ-
ities in a typical office building, and can this be used to improve floor predic-
tion for a profiled passenger? To answer this question, we explore passengers
daily travel patterns and include them to floor prediction. We hypothesize
that including these daily travel patterns will improve prediction accuracy
for profiled elevator passengers in a typical office building.

The results of our studies indicate that potential travel distance, as well as
frequently travelled floors and the travel time are important attributes of smart
elevator passenger profile, and serve as a valuable input for our future studies.

The rest of the paper is organized as follows. In Sect. 2 we discuss related
works in the domain of elevators, Sect. 3.2 is dedicated to a discussion on smart
elevator system, while in Sect. 4 we address personalized elevator travel. Finally,
in Sect. 5 we draw conclusions and discuss ideas for future work.

2 Related Works

The research on elevators has mainly focused on dispatch problems and alleviat-
ing the waiting time problem. Bharti et al. [4] established a cognitive model for
dispatch systems like smart elevators to reduce wait time and predict a neces-
sity of an elevator on a particular floor, using machine learning. Their solution
could be applied to other dispatch systems like bus and train to maximize the
utilization of provided services. In their system travellers were identified using
ID card’s location, and persons were registered within the system with their reg-
ular destination floor. These two pieces of data were used to minimize elevator
waiting time by making an automatic call to elevator based upon prediction of
user’s arrival into elevator area. Fujimura et al. [14] on the other hand explored
a similar problem of reducing passenger waiting time in the context of multi-car
elevators in single shaft for high-rise buildings. Their control algorithm allocated
requests to elevator cars by using a local search method to reduce the waste time
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during which cars cannot transport passengers. The algorithm was evaluated by
simulation and showed improved performance compared to earlier algorithms
used for multi-car elevators. Luo and colleagues [12] described elevator traffic
flow as a time series set, and predicted the latter using the least squares support
vector machines, providing promising results and good performance.

Cameras and deep learning were used by Chou et al. [8] not only to minimize
the average waiting time for passengers but also decrease energy consumption
by re-scheduling elevator movements. In this research cameras were placed in
front of elevators and Region Based Convolutional Neural Network (R-CNN) was
used to detect the number of passengers queuing for an elevator, and dispatch
elevators according to the detected demand such that the elevator with the
smallest energy consumption was serving the waiting passengers.

Ge and colleagues [17] took the concept of a smart elevator even further by
turning a conventional elevator system into a IoT based elevator system, and
proposed Intellevator - an intelligent elevator system able to proactively provide
passengers assistive information (e.g., real-time waiting time) based on real-time
context sensing and awareness. Passengers perceived Intellevator as useful. In
parallel, another smart elevator system was proposed by Ge and colleagues [18]
– a pre-call enabled elevator system in smart building called the PrecaEleva-
tor, where elevator could be pre-called within office room using a special user
interface, reducing significantly passenger waiting times on a conventional office
elevator. While Ge and colleagues relied on IoT, Strang and Bauer [37] applied
context-awareness to elevator system by exploiting available contextual knowl-
edge (e.g., weather vs lunch-time, upcoming events in the building, etc), and
made it available for control systems for elevator scheduling. Their work indi-
cated that including the context can improve system performance.

While in [18] passengers could pre-call elevator from their office, Turunen
et al. [38] explored a novel concept of using mobile interaction with elevators.
They allowed passengers to indicate in advance where they are going through
a special smartphone app, whereas the application handled the corresponding
elevator calls on behalf of them. The app also allowed to define default departure
and destination floors. The important finding of this study is that mobile apps
can be used to place elevator calls in advance, and it can shorten the perceived
waiting time and expedite the movement of passengers in buildings.

Human behavioural patterns in elevator usage were investigated by Liang
et al. [26]. Based on real-world traces collected from 12 elevators in an 18-story
office building, they argue that understanding human behavioral patterns is an
important step towards better elevator usage efficiency, and behavioral patterns
affect the service the most in high-rise buildings with several elevators, as in low-
rise buildings the elevators can reach all floors quickly and the effect of service
time therefore is rather small.

Compared to this earlier work, our work focuses on delivering the profiled
passenger to a floor that suites her travelling needs the most, without any effort
required from the passenger, i.e., no need to use the switch panel in the elevator
car to dial the destination floor. To the best of our knowledge, personalization
has not yet been applied in the context of smart elevator travels in such a way.
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3 Smart Elevator System

3.1 Elevator System Background

The elevator system we use as a basis for the smart elevator is a conventional
simple elevator system with a single car running in its allocated elevator shaft in
a typical 8-floor office building. The building resides at university campus and
hosts offices for university staff, labs, computer classes, and start-up companies.
The entrance floor of the building is Floor 1, whereas Floor 0 allows access to
secured parking area. Floors 1–7 are used for offices, Floors 1, 3, 4, 5, and 6 have
also labs and computer classes, and Floors 2 and 7 are occupied by companies.
Thereby, besides employees who have offices in the building, the regular visitors
of this building are students. The travel needs of university academic staff and
students are affected by the time and location of classes taking place.

Let us now turn to the elevator system. An elevator call (a trip) is a ride
between two floors, where at least one passenger is present in the elevator car.
The elevator call is defined by its departure and destination floor, and the number
of passengers on the call. Herein, we do not consider empty calls – trips without
passengers – of interest. An elevator event is defined as any action a passenger
takes with an elevator, and events are logged. In the context of the smart elevator
voice commands and floor predictions are additional events captured.

In our elevator model the building is defined to consist of F floors such that
F = {f0, f1, ..., f7}, there is a single elevator car E running Up or Down in
its own shaft. Floor calls C are initiated by passengers P pressing either the
Up or Down button indicating their desired travel direction. These buttons are
located outside the elevator car on each floor. The elevator car makes a stop on
the floor for which a call on its travel direction exists, or a travel destination
has been selected by a passenger from the switch panel inside the car. If the
destination floor chosen by passenger is not on the car’s travel direction, the
elevator continues to serve calls on its travel direction before serving calls on the
opposite direction.

3.2 Smart Elevator System Architecture

The smart elevator system is based on the existing conventional elevator built by
KONE Corporation – a global leader in the elevator and escalator industry. Our
building has two independent KONE elevators, each running in its own shaft.
For the smart elevator, we use only one of these elevators. In addition to the
existing elevator system, the following devices were installed in the elevator car
to add the main features of Smart elevator (Fig. 1):

– A RGB camera from Basler with Ethernet communication, 4MP resolution
and global shutter. The camera is installed in the corner of the elevator facing
the doors, and is able to capture video stream up to 15 fps covering the area of
elevator entrance and most of the cabin. The images captured by the camera
are used as an input for face detection algorithm to detect human faces.
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The latter is based on HOG feature extractor [23] with linear classifier.
Extracted face descriptions are then compared to existing face profiles using
Radius Neighbour Classifier [28] to detect and distinguish different passen-
gers.

– Four Intel Real Sense depth cameras with dual infrared light sensors located
over the elevator ceiling cover. These are used to detect passenger movement
and locations within the elevator car, including exiting the elevator car.

– Microphone and speaker (Sennheiser SP20) which allow the passengers to
control the elevator through voice commands using either Estonian or English
as the command language. Presently, the passengers can request the elevator
to take them to a specific floor (e.g., by giving the command Go to the first
floor! ), to a floor of an employee by stating employee name, and in addition
ask about weather forecast and current date and time.

Fig. 1. The Smart elevator system architecture.

To comply with privacy and security requirements, passengers of the smart
elevator are informed about the existence of these devices in accordance with
the law using notices near elevator entrance. To preserve passengers privacy the
captured biometric data is only stored as encoded feature vectors, and used on
an anonymous basis by machine learning algorithm.

The orchestration of different smart elevator components and subsystems is
the responsibility of the Core (Fig. 1), written in Python. In particular, the Core
takes care of interacting with the KONE API (the elevator API) with the aim
of making elevator calls and polling its status. The Core is also responsible for
logging elevator event data, associating passenger identificators received through
facial recognition, tracking passengers’ entry and exit floors, predicting destina-
tion floors for passengers for automatic floor pre-selection and call, and lastly
moving the elevator near floors with high volume of entry traffic while its idle.

The Smart elevator databases store the following data: passenger profiles,
facial fingerprints, audio queries performed as voice commands to the elevator,
passenger travel history together with departure and destination floor, elevator
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event log containing all elevator travels. All interactions and events with the
Smart elevator are logged with timestamps added by the database management
system (DBMS). We have used the PostgreSQL DBMS ver.11.4 for data storing.

Regardless of the installed smart elevator features, the passengers of this
elevator are still able to manually operate it using the switch panel in the elevator
car and select their desired destination floor. As our aim in this paper is the
automatic passenger destination floor selection, we will limit our discussion on
the system here.

3.3 Passenger Profiles

Once a passenger enters the smart elevator, the system captures a video stream
with the in-car RGB camera, and facial recognition is carried out to detect
whether a passenger has already been profiled, or a new profile should be cre-
ated. This identification is based on facial fingerprints stored as 128-member
vectors. The database of passenger profiles is created based upon arrival of new
passengers from scratch. If no match is found for an entered passenger, a new
passenger profile is created. No passenger profile is linked to an actual person
with name and other data making her identifiable. With this approach, the smart
elevator system operates around passengers, who’s identity remains anonymous.

In general passenger profile consist of profile identificator, which distinguishes
the passenger from others, and facial fingerprints, used to identify a passenger
whenever she uses the elevator. These profiles are generated automatically. Dur-
ing the test period of three months from November 2019 to February 2020,
around 450 profiles were established. In addition, the passenger profile is con-
nected to passenger interactions history. In our research we use the travel history
to forecast passenger travel floor and make a personalized floor pre-selection for
a profiled passenger.

Each of the profiles is related to a passenger interaction log, where an entry
is made every time a passenger is successfully identified with facial recognition.
This log links together profiled passengers with elevator interactions, and forms
the basis for providing personalization and smart features for profiled passen-
gers. Presently, personalized floor pre-selection on elevator entry is provided for
known (profiled) passengers, based on the most frequently travelled floor from a
departure floor. Yet, this approach is not sufficient, and has provoked us to find
ways to improve it through user profiling, as discussed in Sect. 4.

4 Towards Personalized Elevator Travel

In this section we address the personalized travel experience for profiled passen-
gers. For passengers that remain unidentified by the system, the travel with the
smart elevator remains conventional – they call the elevator, enter the elevator
car, and select the desired destination floor from the switch panel within the car.
In addition, all passengers can use voice commands to set the destination floor.
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Vision of Personalized Travel: For profiled passengers we have envisioned
that commuting between two floors should be possible without a need to press
any buttons inside the car. Once a profiled passenger enters the elevator and is
identified, the system is able to predict the floor the passenger wants to reach,
pre-selects the floor for the passenger and initiates travel – all this without any
need from a passenger to press buttons or interact in any other way with the
elevator within the car.

In the present set-up, the simplest solution has been taken and the smart
elevator system predicts the most visited destination floor for a departure floor.
For this, the smart elevator system pulls the passenger’s travel history from
the repository. The floor to which the passenger has travelled from the depar-
ture floor the most, is deemed to be the most probable destination floor. The
precondition for this is that the floor has to have been visited by a passenger
from the departure floor as a destination at least 10 times, in all other cases
the departure-destination floor pair is not considered for the prediction. Thus,
the smart elevator floor prediction system looks at floor pairs FP such that
FP = fn × D, where fn ∈ F and D ⊂ F such that fn /∈ D, and fn is the
departure floor and D is a set of destination floors.

The feedback we got during the initial smart elevator test period indicated
that the initial approach taken for floor predictions is not perceived useful, and
in some cases even considered annoying. Thereby, we are now looking for ways
to improve the system, including passenger context, travel behaviour patterns,
also by time, and any other additional information to be included in anonymous
passenger profiles to deliver better desired destination predictions and quality of
personalized elevator service.

Herein, we focus on these anonymous passenger profiles for which we con-
struct daily travel patterns. We then investigate, whether including these daily
travel needs improves the present simple approach of destination floor predic-
tion, and to what extent. For the latter, we first answer RQ1 to investigate the
travel distances and likelihood of making short one-floor transits in Sect. 4.1.
We then proceed to set the baseline for RQ2 and look at the extent the most
travelled floor describes passenger behaviour (Sect. 4.2), followed by the study
where we include time patterns (RQ3 ) in Sect. 4.3.

4.1 RQ1: Likelihood of Short-Distance Transit

The first question to consider is the likelihood that elevator passengers transit
only one floor. In particular, how likely an elevator is used just to travel one floor
up or down. The motivation is to identify whether this aspect of travel behaviour
could be used for floor prediction. If the hypothesis that passengers tend to prefer
stairs to elevator to transit one floor holds true, this can be used as a valuable
input for the decision process and should be included in passenger profiles. This
would help, for example in the case an equal or almost equal choice between two
floors exists, to decide over whether the long or short distance transit should be
preferred for the floor prediction.
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To answer RQ1, we take a look on all the trips made with our smart elevator.
Presently, our database holds data about 36, 526 such trips collected over a time
period of three months. These trips are the transits in between two floors without
any intermediate stops. We do not consider ‘ferry’ trips – trips without any
passengers – of value here.

In parallel, we also look at transits of profiled passengers – these however may
contain several trips. The typical scenario for the latter case is that there are
more than one passenger in the elevator car with different destination floors, or
the elevator makes an intermediate stop to serve additional calls on its way. We
look at passenger transits as these describe the real needs of elevator passengers
for travel within a particular building. The passenger transits are formed based
on the identified elevator passengers according to their profiles.

Figure 2 describes the results of this study. In case of individual trips, which
also include intermediate stops, we see that in 16% of cases the elevator car
moves only one floor up or down, while the majority of trips are either 3 or 4
floors distance. However, when considering the actual passenger travel needs, we
see that only a small amount of travels (6%) are between two floors on top of
each other, and the majority of travels are derived by the need to transit between
several floors. Thereby, we conclude that this information should be included in
passenger profiles to personalize the floor prediction decision for a particular
passenger.

These findings also confirm our hypothesis on passengers’ travel behaviour.
Evidently, taking stairs to transit one floor up or down suits for most of the
visitors of the building. It is highly likely that this is due to the fact that taking
a floor by stairs is generally faster than waiting for the elevator to take the
same trip. The waiting time problem has been a source for many research works
[4,8,14].

We acknowledge that these findings apply to the particular building – the
building where our smart elevator is located, and are also somewhat dependant
on the floor context. Even though for another building these statistics might be
different, for our smart elevator system, these results provide a valuable input for
the floor prediction, and confirm the necessity to include this data into passenger
profiles for personalizing elevator travel.

4.2 RQ2: Frequent Destination Floor as Prediction Basis

The second question we consider is to what extent does the most frequently
travelled floor describes passengers’ behaviour and travel needs. In an 8-floor
building, the probability to travel from one floor to any other floor is theoretically
p = 1/(8 − 1) = 14.3%. Obviously, this is purely theoretical and does not count
the context of the floor, and the passenger’s travel habits and needs.

We now proceed to investigate whether using the most travelled floor from the
passengers profile is more accurate than assuming that the passenger takes one
of the floors randomly. For this we investigated the interaction logs for profiled
passengers. After data cleaning we ended up with only 497 trips for which the
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Fig. 2. Elevator car travel distances for trips, and passenger travel needs by distance.

prediction data was correctly available, due to the malfunction of the KONE
API. Unfortunately, KONE API is beyond our authorized capabilities.

Table 1 describes the results of the study. Here the profiled trip is defined as
a travel of a profiled passenger between two floors (even if the elevator car had
intermediate stops) for which the smart elevator system proposed a predicted
destination floor. As observed, there is a great variability of 30% in prediction
accuracy over different profiles – apparently some profiled passengers have more
fixed travel behaviour than others. Evidently, the approach of using the most
frequently travelled floor for prediction is more accurate than just randomly
picking a floor to predict. Interestingly, the approach has better accuracy for
downwards travel (to entrance floor) than for travels going upwards. Further
analysis on a larger data set over a longer period could bring insights into this
aspect. All in all, most frequently travelled floor cannot singly meet the need
to reliably predict destination floor for a known passenger, and thus additional
measures are needed.

Table 1. Using frequently travelled floor for floor prediction for known passengers.

Characteristic Value

# trips with predictions 497

# profiles covered 91

# profiles total 453

Average prediction accuracy for passenger profiles 65.7 ± 30.2%

Average prediction accuracy over profiled trips 64.5%

Average prediction accuracy over profiled trips (downwards travel) 73.1%

Average prediction accuracy over profiled trips (upwards travel) 59.6%
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4.3 RQ3: The Value of Daily Travel Needs

Next, we investigate passengers’ travel needs and their dependency on daily
activities expressed by time of day in a typical office building. We aim to show
that the inclusion of daily travel patterns, e.g, going for a lunch in the canteen on
the first floor, or outside the building, will improve the accuracy of the present
floor prediction approach. As a baseline we use already collected prediction data
on real elevator travels for known passengers. We define four separate time peri-
ods throughout the working day, starting of 6 a.m. (Table 2), with period start
time inclusive and end time exclusive.

We now look at the existing predictions according to the context and defined
period of day (Table 2 col.3), and run a simulation where the floor prediction
is made based on the passenger’s travel history for that particular time con-
text (col.4). Table 2 outlines the findings. As indicated, there is no particular
improvement for predictions made for morning arrivals – passengers arrive and
depart to upper floors, however a small improvement of ca 6% can be observed for
predictions in the Midday and Leaving context. Interestingly, an improvement
of 25% is found for ‘Night-owls’, calling for further investigation. In summary,
including the daily moving patterns of known users into floor prediction has
the potential to improve the prediction accuracy and provide a better personal-
ization. Thereby, we conclude that this information must be included for floor
prediction and passenger profiles extended to indicate daily travel needs by time.

Table 2. Using frequently travelled floor for floor prediction for known passengers.

Period of
day (24 h)

Context Prediction
accuracy [%]

Periodic prediction
accuracy [%]

Improvement [%]

06–11 Arrival 70.2 70.8 0.8

11–15 Midday/Lunch 66.5 70.4 5.8

15–19 Leave 65.8 69.8 6.2

19–06 ‘Night-owls’ 43.9 54.9 25.8

Overall 64.5 68.6 6.1

5 Conclusions

In this paper we have explored the possibility to provide personalized travel
experience for profiled passengers of a smart elevator – a cyber physical social
system. Namely, of our interest was how and with what information to com-
plement existing passenger profiles so that the present destination floor predic-
tion, based simply on the most frequently visited floor, could be significantly
improved.

For this we investigated passengers’ travel needs and behaviour within a 8-
story office building where the smart elevator system was set up based on a
conventional KONE elevator. Our studies indicated that passengers are likely to
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take stairs instead of travelling a distance of one floor by elevator, possibly as this
saves time. This can be used as a valuable aspect for floor prediction decision. We
also explored the extent the most frequently travelled floors describe passengers
travel needs, and even though this gives suggestions for predictions, it is not
merely enough, and additional information must be included in passenger profiles
for better destination floor prediction accuracy. Such information could be the
time context of daily activities. We do have to keep in mind that our options
are limited to anonymous passenger profiles. As our study showed, including
time context can provide a small lift for the accuracy. We will continue working
on the prediction accuracy for improved personalized travel experience with the
smart elevator. The smart elevator approach described in this article could also
be applicable for other types of buildings with regular visitors or permanent
inhabitants, e.g., apartment buildings, hotels, and hospitals.

For the future we continue collecting interaction data from the smart elevator,
and experiment with various approaches to improve destination floor prediction.
For example, we would like to have the elevator ask the passenger, if she wants
to travel to the predicted floor, or wants to point another destination floor. Also,
of interest is to study how the schedule of classes affects passengers’ travel needs
in the building. And lastly, what of personal information would passengers be
willing to provide to get personalized elevator service even further.
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Abstract. The aim of the work is to develop an application for hand gestures
identification based on a convolutional neural network using the TensorFlow &
Keras deep learning frameworks. The gesture recognition system consists of a
gesture presentation, a gesture capture device (sensor), the preprocessing and
image segmentation algorithms, the features extraction algorithm, and gestures
classification. As a sensor, Intel® Real Sense™ depth camera D435 with USB 3.0
support for connecting to a computerwas used. For video processing and extraction
both RGB images and depth information from the input data, functions from the
Intel Real Sense library are applied. For pre-processing and image segmentation
algorithms computer vision methods from the OpenCV library are implemented.
The subsystem for the features extracting and gestures classification is based on
the modified VGG-16, with weights previously trained on the ImageNet database.
Performance of the gesture recognition system is evaluated using a custom dataset.
Experimental results show that the proposed model, trained on a database of 2000
images, provides high recognition accuracy (99.4%).

Keywords: Gesture recognition · Deep Learning ·Machine learning ·
Convolutional neural network

1 Introduction

Creation and implementation of efficient and accurate hand gesture recognition systems
are aided to development of the human computer interaction (HCI) technologies [1].
The term, Hand Gesture Recognition is collectively referred as the process of tracking
human gestures and conversion their representation to semantically meaningful com-
mands for devices control [2]. Tracking technologies for this tasks use the contact based
and vision based devices. Restrained by the dependence on experienced users the contact
based devices (for example, accelerometers, multi-touch screen) do not provide much
acceptability [3].

The most common approach to vision-based gesture recognition is to extract low-
level features from hand RGB images, and then employ statistical classifiers to classify
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gestures according to the features [2–5]. Also some additional techniques are applied
(e.g. cybergloves and magnetic trackers [6], a colored glove [7]). RGB-D sensors (such
as Microsoft Kinect and CSEM Swissranger) can greatly reduce various restrictions
on experimental conditions as they obtain both RGB images and depth information an
actual time altogether.

In this work we use Intel RealSense D435, a stereoscopic depth camera, which
enables a whole new generation of intelligent vision-based systems for more application
as robotics or augmented and virtual reality. Because of the great succeed Deep Learning
(DL) in computer vision [8], a pre-trained deep convolutional neural network is applied
for features extraction and gesture classifying. RealSense libraries from Intel, OpenCV
and open-source DL frameworks Keras and TensorFlow are used for software imple-
mentation of the gesture recognition system on Python. To determine the performance
of our approach we collected a database of 1,000 images, which consists of 40 different
types for 5 gestures, which were presented to the sensor by 5 people, and tested the
recognition system on this database.

The rest of this paper is structured as follows. Section 2 describes some related work
proposed so far in the gesture recognition area. The details of the proposed method are
described in Sect. 3. In Sect. 4, we briefly introduce our newly collected database and
show the experimental results. Conclusion and future research are presented in Sect. 5.

2 Related Work

A gesture can be defined as a physical movement of the hands, arms, face and body that
expresses an emotion, intention or command [9]. A set of gestures and their meanings
form the gestures vocabulary. Hand gestures can be to divide into two types: static
and dynamic gestures [4]. In static gestures the hand position does not change during
the gesture demonstration. Static gestures mainly rely on the shape and flexure fingers
angles. In second case the hand position changes continuously and dynamic gestures
rely on the hand trajectories and orientations, in addition to the shape and fingers angles
[10].

Most of the hand gesture recognition systems are comprised of three fundamental
phases: hand detection and the segmentation of the corresponding image regions, track-
ing (for dynamic gestures) and recognition [3]. Hand gestures detection is a difficult task
due to objective and subjective differences associated with a large number of degrees
of freedom of the hand and fingers bones, the differences in articulation, a relatively
small area of he hands, and a different skin color. In addition, reliable algorithms for
segmentation and detection of the hands and fingers positions should have invariance
with respect to the size, speed and orientation of the gesture, the scene brightness, the
background heterogeneity and other parameters.

Pisharady et al. [4] reviewed RGB cameras as well as the new generation RGB-D
cameras used for hand detection and segmentation. They provided a comprehensive
analysis of integration of sensors into gesture recognition systems and their impact on
the system performance. It was shown that the RGB-D sensors enable extraction of
invariant features in spite of complex backgrounds and variations in scale, lighting, and
view-points.
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Depth sensors due to their versatility, accuracy and compactness such sensors and
depth-sensing technology provided a significant boost for medicine [11], robotics [12],
education [13] and Apple Face ID realization [14].

Intel Inc. also created its own RealSense deep vision technology and developed (in
collaboration with Microsoft) the tool for 3D face recognition, which provides access
to Windows10 devices [15]. RealSense technology supported by an open source multi-
platform software development kit (SDK) [16].

The second generation RealSense cameras were introduced in January 2018 and its
use stereo vision to calculate depth [17]. Despite the fact that Intel RealSense D400
series devices appeared on the market only in recent years, they began to be used in
many areas, for example, in security systems [18], robotics [12], medicine [19], and
agriculture [20]. At the same time, there are few works that report on the depth camera
using for recognizing hand gestures that can be integrated into effective HCI systems.

A comparison of the extraction features of hand gesture and posture recognition
algorithms using depth cameras, including one paper with the using onRealSense SR300
sensor are provided in Table 1 [21–25]. As can be seen from Table 1, the used methods
for features extraction and gestures classification provides high recognition accuracy
of both static and dynamic gestures. It should be noted that in the majority of paper,
the effectiveness of recognition systems is obtained for the small gestures sets. It limits
their mass application. This is confirmed by the fact that there are many open source
developments for face, mouth and eye recognition (OpenCV), but there reliable hand
detectors absence. Therefore, the problem of improving the static and dynamic posture
recognition on a photo image or in a video stream remains relevant.

3 Proposed Method

3.1 General Framework of the Hand Static Gesture Recognition System

In the work we propose a recognizing static hand gestures system based on the digital
processing of the color and depth images from a video stream in real time and extracting
classification features from them inside a convolutional neural network. The structure
of the proposed system is shown in Fig. 1, and operation principle of the each stage is
described in detail in the following subsections.

3.2 Capture Images with Hand Gestures

The purpose of the gesture capture sensor is to digitize the gesture. The input sensor is
a RGB-D camera (Intel® RealSense ™ D435) that gives us an RGB image as well as
depths for each point [17].

RealSense D435 is a compact (99 mm × 25 mm × 25 mm; weight 72 g) peripheral
RGB-D device supporting USB 3.1 standard and a range of up to 10 m. The camera
consists of Vision Processor D4, Depth Module and RGB camera. The characteristics
of an active stereo depth deep resolution and RGB resolution are up to 1280 × 720 and
1920 × 1080, respectively.
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Table 1. Comparison of gesture recognition methods based on the depth cameras using.

Works Static
(S) or
Dynamic
(D)
gesture

Sensor Features Classification
method

Number
of
classes

Accuracy

[21] D CSEM
Swissranger
SR-2

Motion primitives Probabilistic
edit distance
classifier

4 92.9

[22] S ToF and
RGB
camera

Haarlets Nearest
Neighbor

6 99.54

[23] S Kinect Hand/finger shape Template
matching
using FEMD
(finger earth
mover’s
distance)

10 93.9

[24] D Kinect Extended-Motion-History-Image Maximum
correlation
coeffcient

8 Not
reported

[25] S Kinect Depth pixel values Randomized
classification
forests and
voting

24 84.3

[26] S RealSense
SR300

Depth and colour pixel values Generalized
Hough
transform
and double
channel
Convolution
Neural
Network

24 99.4

A pair of identical cameras referred as imagers (left and right) and an infrared (IR)
projector are used to stereo vision realization and calculate depth (see Fig. 2) [17]. The
infrared projector projects non-visible static IR pattern to improve depth accuracy in
scenes with low texture. The left and right imagers capture the scene and sends imager
data to the depth imaging (vision) processor, which calculates depth values for each
pixel in the image by correlating points on the left image to the right image and via
shift between a point on the Left image and the Right image. The depth pixel values
are processed to generate a depth frame. Subsequent depth frames create a depth video
stream.
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Fig. 1. Block diagram of proposed static hand gesture recognition system

Fig. 2. RealSense D435 (a) and output data from the sensor: RGB- (b) and Depth-Image (c)

Open library RealSense SDK 2.0 has standard functions for camera initialization,
parameters setting, functions and methods for reading frames from the video stream,
calculating the distance from the hand to the depth camera, RGB images and depth
maps saving methods [16]. It is possible to modify the algorithms available in the source
code of the RealSence SDK 2.0. The methods and functions from RealSence SDK 2.0
were used to implement gestures image. Some additional functions for gesture capture
were coded by the authors.

3.3 Image Preprocessing

Performing various operations in the subsequent steps of the gesture recognition system,
such as segmentation and feature extraction, is much easier for pre-processed images.
At this stage, usually the interferences and external noise are reduced by applying the
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operations of averaging and histograms leveling, color normalization is also carried out
in accordance with the lighting conditions and light temperature [22].

In this paper, a bilateral filter from the OpenCV library is used to remove noise in the
frame. Additional method for determining the average brightness of pixels in an image is
applied. We implemented a function for calculating average brightness using non-linear
conversion from RGB color model to the HSV (Hue, Saturation, Value), where Value is
the brightness parameter [27].

3.4 Segmentation Methods

Segmentation is an extraction of an interest object (hand) from the background and
determining its location in the scene.At this step, the following operations are performed:
searching for a Region of Interest (ROI) to detect hands, removing the background,
converting the color image to grayscale frame, Gaussian filtering for cleaning of noised
grayscale images, contouring the segmented object and final binary thresholding to
isolate the hand (see Fig. 3).

Fig. 3. Hand Gesture Segmentation

To implement these operations, we used both methods from the OpenCV library and
own code development.

3.5 Basic Architecture VGG-16 and Transfer Training

A classification or recognition mechanism is a computational algorithm that takes an
object representation and correlates (classifies) it as an instance of some known class
type.

In proposed method for hand static gestures recognition we have used Deep Convo-
lutional Neural Network (DCNN)withVGG-16model pre- trained on big image dataset.
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The VGG network architecture was developed by K. Simonyan and A. Zisserman [28].
Designing architecture with small convolution filters with 3× 3 size shows a significant
improvement on the neural networks can be achieved by pushing the depth to 16–19
weight layers. The 5 convolutional blocks are followed by 5 max-pooling layers, and
three fully-connected layers. The final 1000-way layer is a soft-max layer that outputs
class probabilities. Basic architecture VGG-16 is shown in Fig. 4a. VGG-16 was trained
and tested on ImageNet database to classify the 1.3 million images to the 1000 classes
with accuracy of 92.7% [8].

Fig. 4. VGG16 architecture (a) and proposed DCNN model (b)

DCNNwith fixed weights of the convolutional layers, obtained by training on large-
scale sets of natural images (ImageNet) shows the high accuracy of classifying images
from other subject areas. Such approach on based on VGG-16 and concept of a transfer
learning and fine-tuning was used for classification of malware samples represented as
byte plot grayscale images [29].

Transfer learning consists in transferring the parameters of the neural network trained
with one dataset and task to another problem with a different dataset images and task
[30].When the target dataset is significant smaller than the base dataset, transfer learning
can be a powerful tool to enable training a large target network without overfitting.

Fine-tuning is associated with the need to change and retrain fully connected layers
in the classifier. The basic architecture of VGG-16 contains 1000 output neurons in the
last layer according to the number of the objects classes. In a new classification task (for
example, in the gesture recognition problem), the number of classes may differ from
that in the original data set. In this case, the last layer in the VGG-16 architecture must
be removed, and a new classifier with the required number of output neurons must be
added. It is also necessary to replace the previous fully connected layers, since their
output vectors do not correspond to the new classification layer.

For static hand gesture recognition systemwe use themodifiedVGG-16 architecture,
in which fully connected layers with a large number of neurons are replaced by 4 dense
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layers with fewer neurons (see Fig. 4 b). The dropout layer has 5 output channels for 5
gestures from the training and test sets.

The new layers weights are initialized with random values, after which the learning
process on the training data set begins. We use an end-to-end approach proving surpris-
ingly powerful. With minimum training data from humans the neuron’s weights were
corrected and recognition system learns to identify hand gestures.

The input data to VGG-16 model is an RGB image with the fixed size of 224 ×
224. Therefore, at the segmentation stage, processed frames with a segmented gesture
saved in a different color resolution RGB model are converted to 224× 224 format and
transferred to the DCNN input. After going through stack of convolution and pooling
layers, RGB images of hand gestures are converted into features maps and sent to dense
layers. In the last step, the softmax model is used to gesture predict and output the result
as a confusion matrix.

4 Experimental Results

4.1 Datasets

We prepared a new database which contains images with segmented static hand gestures
shown in Fig. 5.We selected these gestures, which are also included in alternative dataset
[31], which can be used to cross-validate proposed static hand gesture recognition system
model.

Fig. 5. Dataset samples

Depth camera Intel RealSense D435 placed over a table, the subjects sat close to it,
and moved their right hand over the sensor at a distance between 10 and 75 cm in front
of it (see Fig. 6). The gestures were performed by 10 different subjects (5 women and 5
men).

Our dataset has a total of 2,000pictures, including1,000RGB images and1,000depth
maps, collected under different backgrounds in a few rooms with illumination changes.
In order to increase the diversity of the database, we also tried image augmentation by
using of flips, skews, rotations and etc. The static hand gestures database was used only
for the training of the modified VGG-16. At the validation/testing stage RGB and depth
images from RealSense D435 used directly to predict gesture.
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Fig. 6. Samples human hand gesture tracking from RealSense D435 sensor

DCNN training is the fine-tuned process based on the pre- trained models VGG-16
on ImageNet. At the start, the learning rate is 0.01 and decreases by 10 times every
2000 iterations. Weight decay is set to 0.0004. At most 10,000 iterations were needed
for the fine-tuning on training set. The experiments were done on Intel(R) Core(TM)
i3-8100 CPU, NVIDIA GeForce GTX 1050 Ti, 16 GB RAM desktop. After performing
transfer learningwith a fine tuned last activation layer wewere able to achieve an average
accuracy of 95.5% on the 5 class subset of the static hand gesture.

4.2 Performance Metrics

The confusion matrix (CM) has been used for obtaining quantitative results. The
precision, recall, and F-Score measures are used as metrics for evaluation.

CM of size n × n associated with a classifier shows the predicted and actual clas-
sification, where n is the number of different classes [32]. Table 2 shows a confusion
matrix for n = 2, whose entries have the following meanings:

– a is the number of correct negative predictions;
– b is the number of incorrect positive predictions;
– c is the number of incorrect negative predictions;
– d is the number of correct positive predictions.

We use an alternative construction of CM: each column represents the percentage
of hand gestures that belongs to each class, and along the first diagonal are the correct
classifications, whereas all the other entries show misclassifications [31].

From CM matrix two measurements can be directly observed, the precision and the
recall, which can be expressed as follows:

Precision = d
d + b

, (1)
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Recall = 100× d
d + c

. (2)

Recall demonstrates the ability of the algorithm to detect a given class in general, and
precision demonstrates the ability to distinguish this class from other classes. F-Score
is a harmonic mean of the precision and recall:

F − Score = 2× Precision× Recall
Precision+ Recall

(3)

The F-Score reaches its maximum with precision and recall equal to unity, and is close
to zero if one of the arguments is close to zero.

Table 2. Confusion matrix for two-class classification problem

Predicted negative Predicted positive

Actual negative a b

Actual positive c d

4.3 Results and Discussion

Table 3 presents the CM obtained by using the proposed static hand gesture recognition
system on test stage. As it can be seen, for all the gestures the precision, elements of
the main diagonal, are over 97% and just a small percentage of samples are detected
as belonging to other gestures, but an amount less than 0.2%. This indicates that our
algorithm is quite accurate in two measurements, precision and recall. The exception
is recognition of palm, where the classification error is greater than 2.5%. This can be
explained by a certain similarity between this gesture and the gesture of Peace. The
average accuracy of gesture recognition (according to the first diagonal of the CM)
reaches 99.4%.

Table 3. Confusion matrix for the proposed static hand gesture recognition system

Predicted Gesture

Gesture First L Ok Palm Peace

First 99.899 0.0039 0.0502 0.039 0.0829

L 0 99.9989 0.0005 0 0.0006

Ok 0.0001 0.0074 99.9924 0 0.0001

Palm 0.0578 0.0319 0.0559 97.6184 2.236

Peace 0.0007 0.0815 0.0689 0.2034 99.6455
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The proposed hand gesture recognition system has been compared with the one
proposed in [31]. The near-infrared images of the same gestures acquired by a Leap
Motion sensor. Along with the CM values, the F-Score measure is also used to compare
the results of both solutions. This measure is present in Table 4.

Table 4. F-Score results for the proposed system and for system from [31]

Hand Gesture
Recognition
System

Gesture Proposed [31]

First 1 0.99

L 1 0.99

Ok 1 0.99

Palm 0.99 1

Peace 1 0.99

As it can be seen in Table 4, proposed system is the one that achieves comparable
results. The recognition system proposed in [31] use RGB sensor and a global image
descriptor, called Depth Spatiograms of Quantized Patterns (DSQP), without any hand
segmentation stage. And image descriptors reduced from DSQP are analyzed by a set
of Support Vectors Machines to gesture classification. This comparison also allows us
to notice that a depth maps and convolution neural networks allow achieving same high
performance.

5 Conclusion

We proposed static hand gesture recognition system that utilizes both RGB and depth
information from Intel® Real Sense™ depth camera D435. We utilized depth sensor’s
unique property to segment hand poses and perform background denoising on images
with gesture. Features extraction and gesture classification was performed on the deep
convolution neural networks (DCNN) with VGG network architecture, pre- trained on
the ImageNet database. Our training database was collected manually using both RGB
and depth images from depth sensor. This database consists of 2,000 samples performed
by 5 women and 5 men.

Modified VGG-16 model delivered the high accuracy on training set of images
from. Obtained recognition scores on the test stage prove the efficiency of the presented
recognition framework, and claim a higher prominence of the depth camera D435 for
future HMI applications.

However, the static hand gestures recognition is insufficient for effective HCI sys-
tems. Therefore, future research is related to the method development for recognizing
dynamic hand gestures and the expansion of the database and object classes.
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Abstract. Manual processes in accounting can introduce errors that
affect business decisions. Automation (or at least partial automation
of accounting processes) can help to minimise human errors. In this
paper, we investigate methods for the automation of one of the processes
involved in invoice posting – the assignment of account codes to post-
ing entries – using various classification methods. We show that machine
learning-based methods can reach a precision of up to 93% for debit
account code classification and even up to 98% for credit account code
classification.

Keywords: Accounting · Machine learning · Classification

1 Introduction

Machine learning and artificial intelligence technologies develop opportunities
for humans to create a methodology for automation of processes where human
mistakes are common. The use of machine learning and artificial intelligence
technologies in the accounting field has had a history of more than 30 years [1].
According to a study by the International Association of Chartered Certified
Accountants, many accounting processes will be automated in the future, which
will allow accountants to focus more on high-value tasks rather than on routine
accounting activities [7].

The work of accountants is highly dynamic because the accounting proce-
dures of a company are affected by a series of factors that are in a continuous
flow and interacting with each other: accounting and tax legislation, professional
standards, good practices, sector specificities, business volumes, types of transac-
tions and their complexity, the internal culture of companies, and the experience
and knowledge of accountants.

Accounting process automation helps accountants processing large-scale uni-
form transactions effectively and accurately over a short period and minimise the
risk of material errors. For a company, automation helps to increase efficiency
by reducing costs or using accountants’ services for higher-value jobs, such as
performance analysis and forecasting, or improving business processes.
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Unfortunately, the possibility of process automation can be limited by the
fact that not all accounting processes are subject to objective and unambiguous
criteria. For example, determining the recoverable value of assets is a very sub-
jective process. It is further complicated by the fact that the calculation requires
the use of data that is not entered into the accounting system and which, as
time passes, changes.

In practice, the most demanding time for accountants is the processing, post-
ing, and control of initial information. These time-consuming manual tasks can
introduce errors. For example, errors, which are related to incorrect postings,
appear in the processing of both supplier and customer invoices. The causes of
errors may vary depending on the situation. For instance, when an accountant
enters a new invoice for an existing customer or supplier, he/she uses a copy from
the previous invoice of the same partner that may have had the nature of another
transaction. Thereby the accountant can end up using different accounts that
are not up to date for the new invoice. Another common mistake is, for exam-
ple, when an accountant copies an invoice from another partner by mistake, and
the posting is performed for the incorrect partner. Such and similar errors when
posting transactions lead to incorrect financial reports, which require a lot of
time to be corrected, as the causes of errors may be the most varied.

Invoice posting process automation can help reduce human errors by either
providing automatic suggestions or by at least performing automatic validation
of the different human accountant actions and indicating of possible mismatches
with and deviations from the standard and intended practices. Therefore, to help
reduce human error, in the scope of this paper, we investigate methods for the
automation of one of the processes involved in invoice posting – the assignment
of account codes to accounting entries – using various classification methods.

The paper is further structured as follows: Sect. 2 discusses related work
on account code classification, Sect. 3 describes the data used in our experi-
ments, Sect. 4 describes the rule-based and machine learning methods that we
used for account code classification, Sect. 5 discusses features that were used to
train machine learning models, Sect. 6 documents the results of our experiments,
Sect. 7 provides a brief discussion on data quality, and the paper is concluded in
Sect. 8.

2 Related Work

Automatic or semi-automatic account classification for invoices has received con-
siderable attention in related work. Bengtsson and Jansson (2015) [2] analysed
two classification methods (support vector machines and feed-forward neural
networks) for the classification of financial transactions using historical data.
The authors concluded that machine learning methods are not able to surpass a
simple method that looks at the previous invoice from the same supplier to the
same buyer. Mateush et al. (2018) [10] used a hybrid classification method with
three types of rules (userindependent, user-defined, and manually labelled trans-
action rules) to create a multi-class classifier for classification of money transfers
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and credit card transactions. The authors relied on the following features: party,
transaction amount, country, bank, comment text, transaction type codes and
card payment types. They used a data set from 50 thousand customers and
showed that the XGBoost [12] classifier can reach higher recall levels compared
to a rule-based method while maintaining comparable precision levels. Bergdorf
(2018) [3] investigated the generation of rules for automatic account code classifi-
cation. The authors compared two rule generation methods, the Fuzzy Unordered
Rule Induction Algorithm (FURIA) and MODLEM [17], with other machine-
learning methods (i.e., random forest and support vector machine classifiers) and
two simple classifiers that perform classification based on the last or the most
frequently used account codes for each supplier. The authors achieved the best
results using the random forest classifier, however, the quality difference was not
significant compared to the rule generation methods. Smith (2018) [16] describes
methods for the automation of the various accounting processes, including the
problem of automatic account code classification. The author suggests using
Naive Bayes or random forest classifiers for account code classification. How-
ever, the author has not investigated a representative set of machine learning
methods.

Unlike Bengtsson and Jansson (2015) [2], Mateush (2018) [10] and Bergdorf
(2018) [3], we attempt to create account code classification models that can be
applied for multiple companies simultaneously with the goals to analyse whether
the models can also support new companies (either on the buyer or the supplier
side). Although Bergdorf (2018) [3] acknowledges the existence of double-entry
bookkeeping systems, they analyse only single-entry bookkeeping systems. We
present work for a double-entry bookkeeping system that has two classification
targets – a debit account and a credit account.

3 Data for Automatic Posting Account Classification

3.1 Overall Description of Data

For our experiments, we use a data set that consists of 2,054,280 real posting
entries from 1,194,266 supplier invoices from a total of 958 different companies.
The entries feature a total of 27,653 suppliers. The supplier invoices span over a
10-year time-frame from 2010 to 2020. Every supplier invoice consists of up to 94
posting entries with an average of 2 posting entries per document. The supplier
invoices are from a double-entry bookkeeping system, which means that the data
has two multi-class classification targets:

– Debit account (279 unique values)
– Credit account (186 unique values)

The debit/credit classifiers that are used in the accounting software, from which
the data set was acquired, are based on Latvia’s (now deprecated) Law On the
Unified Book-Keeping Chart of Accounts of Companies, enterprises, and Organ-
isations [11]. Nowadays accounts can contain sub-accounts, however, each com-
pany can freely devise their own sets of sub-accounts. Assignment of sub-accounts
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often depends on external knowledge, which is not stored in the accounting
software’s database (e.g., information about projects to which certain invoices
belong). As it is not feasible to predict sub-accounts in the absence of informa-
tion that would allow predicting sub-accounts, we trimmed each account such
that only the main account (up to four digits) would remain. After trimming,
the data set contained up to seven (with an average of 1.6) unique debit accounts
for each supplier and up to five (with an average of 1.1) unique credit accounts.

Each posting entry in the data set consisted of 11 items: 1) the year of the
financial document, 2) the registration number of the company, 3) the companies
statistical classification of economic activities in the European Community (i.e.,
NACE code), 4) the registration number of the supplier, 5) the supplier’s NACE
code, 6) the reverse value-added tax (VAT) indicator, 7) the payable amount,
8) a number indicating the proportion of the payable amount from the total
amount of the financial document 9) the currency of the document, 10) the
debit account, and 11) the credit account.

3.2 Training/Evaluation Data Sub-sets

For machine learning experiments, we randomised the data set and split it into
two parts such that:

– 1,954,280 posting entries (95.13% of all data) were used to train classification
models;

– 100,000 posting entries (4.87% of all data) were used to evaluate the quality
of the trained models.

4540 (or 4.54%) posting entries of the evaluation set feature suppliers that
are not present in the training data. It is also expected that new companies will
want to use the automatic account code classification method. This means that
the classification models will have to be able to classify posting entries featuring
unknown parties. To enable the possibility for machine learning models to learn
classifying posting entries that feature unknown parties, we created also two
training data sets with synthesized data. The three data sets used for training
were as follows:

– Original training data (set 1; 1,954,280 posting entries)
– Supplemented training data (set 2; 7,217,120 entries), which consist of:

• set 1;
• set 1 with masked company registration numbers;
• set 1 with masked supplier registration numbers;
• set 1 with masked supplier registration numbers and masked company

registration numbers;
– Supplemented training data (set 3; 9,771,400 entries), which consist of:

• set 1;
• set 1 with masked company registration numbers;
• set 1 with masked company NACE codes;
• set 1 with masked supplier registration numbers;
• set 1 with masked supplier NACE codes.
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4 Methods

To train multi-class classification models for automatic account code classifica-
tion, we compared several machine-learning-based methods (both rule-based and
statistical). We selected most of the classification methods such that we could
validate findings found in related work. For some of the classification methods,
which are typically binary classification methods, one versus all classification
models were trained. Further, we describe the configurations used for training
the different classification models.

4.1 ZeroR

The simplest classification method used was the ZeroR classifier, which always
returns the most frequent class that is found in the training data set. In our
training data set those are:

– 5721 for debit account code classification (found in 48.45% of posting entries)
– 5310 for credit account code classification (found in 82.96% of posting entries)

This method shows the lower-bound (or baseline) performance that must be
reached by any useful classification method.

4.2 OneR

Considering that the average occurrence of account codes per each supplier is
relatively small (1.1 for credit accounts and 1.6 for debit accounts), it is obvious
that a method that outputs the majority account for each supplier seperately
would be a stronger baseline and also show whether application of machine
learning for this task even makes sense. To simulate this approach, we used
the OneR classifier. The OneR classifier performs grouped ZeroR predictions
for each separate feature and uses the one best-performing feature effectively
building a one-level decision tree. Despite our expectation, the best feature for
the OneR classifier was the relative sum instead of the supplier registration
number. However, to show that relying just on supplier registration numbers
does not allow achieving high classification precision, we masked the relative
sum and re-calculated OneR results, which now used the supplier registration
number as the one best-performing feature. The results are as follows:

– OneR results with relative sum hidden (supplier registration number used):
• 55.42% for debit account code
• 86.87% for credit account code

– OneR results using all features (relative sum used):
• 59.05% for debit account code
• 88.09% for credit account code

This shows that simple rule-based methods achieve a maximum precision of
59.05% for debit account classification, and machine learning-based methods (as
we will see further) will improve beyond these results.
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4.3 Averaged Perceptron

Next, we used an averaged perceptron (AP) classifier [4], which allows training
multi-class classifiers using large feature sets. For instance, the feature set used in
our experiments consists of 143,580 different features. The averaged perceptron is
a simple feed-forward neural network that does not contain any hidden layers and
accepts only categorical (0- or 1-valued) features. This means that to support
numeric features, all numeric values are treated as separate features. For our
experiments, we used the averaged perceptron implementation by Pinnis (2018)
[14], however, we extended it to support features listed in Sect. 5. All models
were trained for 10 epochs.

4.4 Feed-Forward Neural Network

Next, we used a feed-forward neural network (FFNN) (or multi-layer perceptron)
classifier. We limited our experiments to one hidden layer that uses the rectified
linear unit activation function and consists of 50 neurons. All layers are fully con-
nected. To train the FFNN models, we used the scikit-learn [13] implementation.
The parameters were optimised using the Adam [8] optimisation algorithm. The
models were trained until convergence or up to 200 epochs for the training data
set 1 and 10 epochs for the training data set 2 and training data set 3. Similarly
to the averaged perceptron classifier, all features were treated as categorical.

4.5 Decision Tree

Next, we used a decision tree classifier. For our experiments, we used the custom
TreeLearner algorithm from the machine learning toolkit Orange3 [5] to train
the decision tree models. All decision trees feature a minimum of two instances
in leaves, have an unlimited depth, and used a stopping criterion of 98% for
majority classes in nodes.

4.6 Linear Support Vector Machine

Next, we used a linear support vector machine (LSVM) classifier. For our experi-
ments, we used the Fan et al. (2008) [6] implementation from the scikit-learn [13]
Python library. All categorical features were transformed into boolean features
using scikit-learn’s [13] OneHotEncoder. All parameters were set to their default
values.

4.7 Bernoulli Näıve Bayes Classifier

Finally, we used the Bernoulli Näıve Bayes classifier by Manning et al. (2008) [9]
from the scikit-learn [13] Python library. Similarly to the averaged perceptron
classifier, all features were treated as categorical. Features were transformed into
categorical features using scikit-learn’s [13] OneHotEncoder and binarization was
disabled. All other parameters were set to their default values.
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5 Feature Engineering

We created categorical and numerical features for the various machine learning
methods by using the nine data fields from the posting entry data set (except
the two target values - debit/credit account codes). For the methods that did
not support numerical features, numerical values were treated as categorical
features. As the numerical feature for the document sum can become very sparse
when transformed into numerous categorical features, we introduced also three
rounded features for the document sum (rounded to ones, rounded to tens, and
rounded to hundreds).

In our experiments, we used two sets of features: 1) set 1 where we used the
eight features except the document sum and the relative amount (see Table 1),
and 2) set 2 (see Table 2) where we used also the document sum, the three
additional rounded features for the methods that did not use numerical features,
and the relative amount.

Table 1. Feature set 1, (C - categorical features, N - numerical features, # - distinct
feature count for categorical features, AP - averaged perceptron, FFNN - feed-forward
neural network, DT - decision tree, LSVM - linear support vector machine, BNB -
Bernoulli Naive Bayes)

Feature\method # AP FFNN DT LSVM BNB

Company registration number 958 C C C C C

Company NACE code 235 C C C C C

Supplier registration number 27266 C C C C C

Supplier NACE code 521 C C C C C

Year 9 C C N N C

Reverse VAT 2 C C C C C

Currency 22 C C C C C

6 Results

The results of our experiments for debit account code classification are given in
Table 3. It is evident that the best overall results were achieved using the deci-
sion tree and feed-forward neural network classifiers. The results also show that
the various classifiers achieve the best results when using the first training data
set (without synthetic data) and the second feature set (with numerical value
features). However, the evaluation data features mostly known (i.e., present in
the training data) companies and suppliers. This means that these results do
not show how the various classifiers will perform when encountering new (or
unknown) companies or suppliers. Therefore, we masked all buyers and all sup-
pliers in the evaluation set and ran all classifiers. The results (see Table 4) show
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Table 2. Feature set 2, (C - categorical features, N - numerical features, N/A - not used
features, # - distinct feature count for categorical features, AP - averaged perceptron,
FFNN - feed-forward neural network, DT - decision tree, LSVM - linear support vector
machine, BNB - Bernoulli Naive Bayes)

Feature\method # AP FFNN DT LSVM BNB

Company registration number 958 C C C C C

Company NACE code 235 C C C C C

Supplier registration number 27266 C C C C C

Supplier NACE code 521 C C C C C

Year 9 C C N N C

Relative amount 764 C C N N C

Reverse VAT 2 C C C C C

Currency 22 C C C C C

Document sum 187628 C C N N C

Document sum rounded to ones 20459 C C N/A N/A C

Document sum rounded to tens 6279 C C N/A N/A C

Document sum rounded to hundreds 1775 C C N/A N/A C

Table 3. Evaluation results (precision scores) of the debit account code classification
experiments

Method Training data

Set 1 Set 2 Set 3

Features

Set 1 Set 2

ZeroR 49% 49% 49% 49%

OneR 59% 59% 59% 59%

Averaged perceptron 63% 91% 90% 90%

Decision tree 27% 92% 93% 93%

Feed-forward neural network 64% 93% 92% 92%

Linear support vector machine 63% 63% 61% 61%

Bernoulli Näıve Bayes 53% 79% 75% 76%

that both training data sets that featured synthetic data allowed training models
that handle posting entries from unknown companies and suppliers better.

The results for credit account code classification are given in Table 5. Since
the lower-bound (or baseline) classification precision was significantly higher
than for the debit account code classification, the overall results for all classifi-
cation methods are considerably higher with the averaged perceptron, decision
tree, and feed-forward neural network classifiers all reaching 98% precision.
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Table 4. Evaluation results (precision scores) of the debit account code classification
experiments with masked suppliers and buyers

Method Masked buyer Masked supplier

Training Data Training Data

Set 1 Set 2 Set 3 Set 1 Set 2 Set 3

Features Features

Set 1 Set 2 Set 1 Set 2

ZeroR 49% 49% 49% 49% 49% 49% 49% 49%

OneR 59% 59% 59% 59% 59% 59% 59% 59%

Averaged perceptron 56% 79% 87% 87% 57% 83% 87% 87%

Feed-forward neural network 53% 76% 89% 89% 53% 76% 89% 89%

Linear support vector machine 56% 54% 59% 59% 54% 56% 57% 52%

Bernoulli Näıve Bayes 50% 75% 75% 76% 48% 75% 76% 76%

Table 5. Evaluation results (precision scores) of the credit account code classification
experiments

Method Training data

Set 1 Set 2 Set 3

Features

Set 1 Set 2

ZeroR 83% 83% 83% 83%

OneR 88% 88% 88% 88%

Averaged perceptron 97% 98% 98% 98%

Decision tree 74% 98% 98% 98%

Feed-forward neural network 98% 98% 98% 98%

Linear support vector machine 97% 97% 97% 97%

Bernoulli Näıve Bayes classifier 95% 95% 95% 95%

Next, we analysed how the frequency of companies and suppliers in the train-
ing data affects the classification precision. For this analysis, we grouped each
company and each supplier by counting its posting entries in the training data,
taking the base 10 logarithm of the count, and rounding the final number down.
Using this method, we grouped all companies into six groups and all suppli-
ers into five groups. Then, we calculated the debit account code classification
precision using the evaluation data for each frequency group. The results for
companies (see Fig. 1) show that the precision for companies with higher num-
bers of posting entries is in general higher (even up to 99%). At the same time,
the precision for companies that are rare in training data is still above 70%.
The results for suppliers (see Fig. 2) exhibit a similar tendency. However, the
results for the most frequent suppliers are lower. This is because the training
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data features entries for unknown suppliers (i.e., the supplier registration num-
ber is equal to “NONE”, and “NONE” is frequent in the training data). When
excluding these unknown suppliers, the precision for the most frequent suppli-
ers increases to 90.2% and 91.5% for the averaged perceptron and feed-forward
neural network classifiers respectively.

87
.5

%

80
.8

%

87
.1

%

88
.3

%

93
.1

%

98
.3

%

75
.0

% 83
.5

%

90
.0

%

90
.7

%

93
.8

%

99
.0

%

81
.3

%

82
.2

%

88
.9

%

90
.6

%

93
.7

%

98
.4

%

0.0%
10.0%
20.0%
30.0%
40.0%
50.0%
60.0%
70.0%
80.0%
90.0%

100.0%

0 1 2 3 4 5

Averaged perceptron Feed-forward neural network Decision tree

Fig. 1. Debit account code classification precision based on company log frequency in
the training data set

Finally, we performed also an ablation study to identify whether all features
that we devised for the debit and credit account code classification tasks are
complementary to improving the overall classification precision. The results of
the ablation study for the averaged perceptron classifier are given in Table 6. It
is evident that most of the features except two rounded document sum features
are needed for the debit account code classification. Credit account code classifi-
cation can be improved (both quality-wise and speed-wise) by not using all three
rounded document sum features. The study also revealed that the most impor-
tant features for account code classification are the relative sum, the registration
number of the supplier, and the registration number of the company.

Further, we analysed the feature set using the ReliefF feature selection algo-
rithm [15]. The results (see Table 6) show that the feature rankings are similar
to the findings of the ablation study.
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Fig. 2. Debit account code classification precision based on supplier log frequency in
the training data set

Table 6. Ablation study for the averaged perceptron classifier. F - ReliefF feature
ranking value

Skipped feature Debit Credit

Precision Diff. F Precision Diff. F

None 90.84 0.00 - 98.09 0.00 -

Relative sum 79.42 −11.42 0.67 97.60 −0.50 0.34

Supplier registration number 87.47 −3.37 0.59 97.36 −0.74 0.68

Company registration number 87.90 −2.94 0.55 96.64 −1.46 0.81

Reverse VAT 89.98 −0.86 0.10 96.73 −1.36 0.28

Document sum 90.24 −0.60 0.18 98.05 −0.04 0.10

Supplier NACE code 90.59 −0.25 0.59 98.04 −0.05 0.65

Year 90.73 −0.11 0.05 98.07 −0.02 0.11

Currency 90.74 −0.09 0.00 98.07 −0.02 0.00

Company NACE code 90.74 −0.09 0.47 98.08 −0.01 0.78

Document sum rounded to 100 90.00 −0.07 0.04 98.10 0.00 −0.03

Document sum rounded to 10 90.84 0.00 −0.01 98.09 0.00 −0.09

Document sum rounded to 1 90.92 0.08 0.02 98.12 0.02 −0.11
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7 Discussion

When analysing evaluation results, we noticed that the evaluation data contain
contradictory entries that were identical when comparing feature values, but
had different classification targets. There were 2091 (or 2.1%) conflicting debit
account classification entries and 1729 (or 1.7%) conflicting credit account clas-
sification entries in the evaluation data. This does not necessarily mean that the
data is wrong. Since we do not have access to all information that is available
in the financial documents and since all information that could explain why cer-
tain account codes are assigned to posting entries is not stored in the accounting
system (i.e., accountants often assign account codes to posting entries based on
external knowledge), the data may contain a certain percentage of contradictory
entries. However, this also means that it is not possible to reach 100% classifi-
cation precision neither for debit account code classification nor credit account
code classification using the available data and feature sets. Nevertheless, the
classification methods still allowed achieving high results (93% for debit account
code classification and 98% for credit account code classification). The results for
credit account code classification are even very close to the theoretic maximum
(of ∼99%).

8 Conclusion

In the paper, we described our experiments on debit and credit account code
classification using six different methods (rule-based and machine-learning-based
methods). Our experiments on an ∼2 million posting entry data set showed that
the best results for debit account code classification (a precision of 93%) were
achieved by decision tree and feed-forward neural network classifiers. Results
for credit account code classification showed that the best results (a precision
of 98%) were achieved using the same methods as for the debit account code
classification as well as by the averaged perceptron classifier.

We also showed that supplementing original training data with synthetic
training data where companies and suppliers are masked allows training models
that are better suited for classification of posting entries for new companies and
new suppliers.

The ablation study for the features used in the averaged perceptron classifier
showed that most features (apart from the generated features) that were available
for the posting entries were useful for classification.

The automation of posting of supplier invoices makes the posting process
more fluid and understandable and increases confidence in the correctness of the
process. We believe that using the automated posting functionality will allow
shortening the time spent on invoice processing and have a positive impact on
the accounting cycle as a whole because it will reduce the number of errors
in financial statements and tax reports that would otherwise require additional
time for corrections.
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In the future, we plan to expand the feature set to incorporate also textual
information that may be available (although not always) for posting entries, as
well as other information from the financial documents.
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5. Demšar, J., et al.: Orange: data mining toolbox in python. J. Mach. Learn. Res.
14, 2349–2353 (2013). http://jmlr.org/papers/v14/demsar13a.html

6. Fan, R.E., Chang, K.W., Hsieh, C.J., Wang, X.R., Lin, C.J.: Liblinear: a library
for large linear classification. J. Mach. Learn. Res. 9(Aug), 1871–1874 (2008)

7. Chua, F. (2013 ACCA): Digital Darwinism: thriving in the face of tech-
nology change Acknowledgements (2013). https://www.accaglobal.com/content/
dam/acca/global/PDF-technical/futures/pol-afa-tt2.pdf

8. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization (2014). arXiv
preprint arXiv:1412.6980

9. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to Information Retrieval.
Cambridge University Press, Cambridge (2008)

10. Mateush, A., Sharma, R., Dumas, M., Plotnikova, V., Slobozhan, I., Übi, J.: Build-
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Abstract. The aim of this study is to demostrate that mobile phone
usage data can be used to make predictions and find the best classi-
fication method for credit scoring even if the dataset is small (2,503
customers). We use different classification algorithms to split customers
into paying and non-paying ones using mobile data, and then compare
the predicted results with actual results. There are several related works
publicly accessible in which mobile data has been used for credit scoring,
but they are all based on a large dataset. Small companies are unable
to use datasets as large as those used by these related papers, therefore
these studies are of little use for them. In this paper we try to argue
that there is value in mobile phone usage data for credit scoring even
if the dataset is small. We found that with a dataset that consists of
mobile data based only on 2,503 customers, we can predict credit risk.
The best classification method gave us the result 0.62 AUC (area under
the curve).

Keywords: Supervised learning · Mobile phone usage data · Credit
risk

1 Introduction

Credit scoring helps in increasing the speed and consistency of the loan applica-
tion processes and allows lending firms to automate their lending processes [26].
In this case, credit scoring significantly reduces human involvement in credit eval-
uation and lessens the cost of delivering credit [34]. Moreover, by using credit
scores, financial institutions are able to quantify risks associated with granting
credit to a particular applicant in a shorter period of time. According to Leonard
[19], a study done by a Canadian bank found that the time it took to process
a consumer loan application was shortened from nine days to three after credit
scoring was used. As such, the optimisation of the loan processing time means
that time saved on processing could be utilised to address more complex aspects
in the firm. Banaslak and Kiely [4] concluded that with the help of credit scores,
financial institutions are able to make faster, better and higher quality decisions.
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There are more than 2 billion people in world who do not have a bank
account [17]. This makes it difficult to perform a credit evaluation exercise for
these individuals. With the rise of big data and especially new kinds of novel data
sources, various data alternatives can be used to explain the financial inclusion
of these unbanked individuals. For instance, mobile usage data is a novel data
source that can be employed successfully. Mobile phone usage data can been
considered as good alternative data for credit scoring.

To what extent can one tell your personality by simply looking at how you use
your mobile phone? The use of standard carrier logs to determine the personality
of a mobile phone user is a hot topic, which has generated tremendous interest.
The number of mobile phone users has reached 6 billion worldwide and [18]
service providers are allowing increasing access to phone logs to researchers and
[10] commercial partners [12]. If predicted accurately, mobile phone datasets
could provide a valuable and cost-effective method of surveying personalities. For
example, marketers and phone manufacturing companies might seek to access
dispositional information about their customers so as to design customised offers
and promotions [23]. The human-computer interface field uses personality. Thus,
it benefits from the appraisal of user dispositions using automatically collected
data. Lastly, the ability to extract personality and other psychosocial variables
from a large population might lead to unparalleled discoveries in the field of
social sciences [2].

The use of mobile phones to predict people’s personalities is a result of
advancement in data collection, machine learning and computational social sci-
ence which has made it possible to infer various psychological states and traits
based on how people use their cell phones daily. For example, some studies have
shown that people’s personality can be predicted based on the pattern of how
they use social media such as Facebook or Twitter [3,8,31]. Other researchers
have used information about people’s usage of various mobile applications such
as YouTube, Internet Calendar, games and so on to make conclusions about their
mood and personality traits [7,11,25,30,33]. While these approaches are remark-
able, they require access to a wide-ranging information about a person’s entire
social network. These limitations greatly weaken the use of such classification
methods for large-scale investigations [22].

The main contribution of this paper is to demonstrate that mobile phone
usage data, instead of classical loan application data collection and other semi-
manual processes, can be successfully used to predict credit risk even if the
dataset is small (2,503 customers). Such contribution is novel and necessary
for academic discussions as well as practical applications in relevant industries.
From practical engineering point of view, the final selection of important features
(Table 2) can be considered an equally strong contribution besides the main
results.

The general outline of the paper is as follows: first, related work in this
area is introduced (Sect. 2), secondly, experimental set-up is explained regarding
data, measures, and experiment design (Sect. 3), followed by experimental results
(Sect. 4) and conclusions (Sect. 5).
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2 Related Work

Credit scoring can be best explained as the use of statistical models in the trans-
formation of relevant data into numerical measures, which inform organisations
assessing the credit trustworthiness of clients. Essentially, credit scoring is sim-
ply an industrialisation or proxy of trust; a logical and further development of
the subjective credit ratings first provided by 19th century credit bureaus [1].

Numerous literature review focus on the development, application and eval-
uation of predictive models used in the credit sector [9]. These models determine
the creditworthiness of an applicant based on a set of descriptive variables. Cor-
porate risk models use data from a statement on financial position, financial
ratios or macro-economic pointers, while retail risk models use data captured in
the application form such as the customer’s transaction history [32]. The differ-
ence between variables used in corporate and retail models indicates that more
challenges arise in consumer than corporate credit scoring. This paper focuses
on the retail business.

There are several indications about the use of mobile phone usage data in
credit scoring corporate world. However, only very few relevant papers [6,20,24,
27–29] are open to wider research community.

Björkegren and Grissen [6] use behavioural signatures in mobile phone data to
predict default with an accuracy almost similar to that of credit scoring methods
that use financial history. The approach was validated using call records matched
to loan results for a sample of borrowers in a Caribbean country. Applicants in
the highest quartile of risk according to the authors’ measure were six times more
likely to default in payment than those in the lowest quartile. They used two
different algorithms, Random Forest and Logistic regression. The result obtained
with the Random Forest algorithm was 0.710 AUC (area under the curve) and
with Logistic regression 0.760 AUC. The dataset included information on 7,068
customers from a South-American country [6]. Jose San Pedro et al. developed
MobiScore [27], a methodology used to build a model of the user’s financial
risk using data collected from mobile usage. MobiScore [27] was using data on
60,000 real people obtained from telecommunication companies and financial
service providers in a Latin American country. They used gradient boosting,
support vector machine and linear regression models to solve the problem. AUC
results with different combinations were between 64.1 and 72.5 [27]. Speakman
et al. demonstrated [29] how to use boosted decision trees to create a credit
score for underbanked populations, enabling them to access a credit facility that
was previously denied due to the unavailability of financial data. Their research
result was a 55% reduction in default rates while simultaneously offering credit
opportunities to a million customers that were given a 0 credit limit in the bank’s
original model. The dataset contained 295,926 labelled examples with over 30
categorical and real-valued features. AUC results with the boosted decision trees
algorithm were 0.764 and with logistic regression 0.74 [29].
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3 Experimental Set-Up

3.1 Data

The dataset comprises of information on 2,503 customers who have obtained a
consumer loan, and allows one to understand their previous payment behaviour.
Any means of identification have been entirely removed from the data and con-
sequently anything personal has been remove. Information was initially obtained
with the consent of the customers. The mobile phone usage dataset was collected
from an anonymous European consumer lending company whose customers used
their mobile application to submit digital loan applications and gave explicit data
permissions to the app.

Using their payment behaviour we are able to separate the trustworthy cus-
tomers from the untrustworthy ones. The target varibale is calculated from pre-
vious payment behavior data originating from the payment monitoring informa-
tion system, which identifies untrustworthy customers as those, who have got
a 90-day delay in payment of their instalments. Additionally, the dataset will
include about 1,516 trustworthy customers without debts that exceed the 90-
day limit. Conclusively, this will result in the percentages of the trustworthy
and untrustworthy customers being 60.57 % and 39.43 %, respectively.

Android phone users can be requested to yield the following data about their
device (see Table 1). For this research we did not use phone numbers, calendar
body texts or text messages (SMS).

From among all the varying parameters, 22 variables were selected to be
used in the experiments necessary for the research (the variables are shown
in Table 2). The variables were chosen by using manual review and statistical
analysis of dependencies. We chose variables that were less dependent on each
other. Using these variables, one of them is a categorical variable while others
are numerical. In some experiments we discretized some numerical variables into
bins so that their data type changed to categorical.

3.2 Measures

Harris [14] notes that in the process of developing and reporting the credit scor-
ing models it is pragmatic to differentiate between the training and the reporting
phase. This is due to the need of the person to provide clarity on the type of
the metric that was initially applied in the selection of model parameters. When
denoting the metric adopted, it would be sensible to use the term evaluation
metric in the training process. On the other hand, to report the model per-
formance during the performance phase, the term performance metric will be
adopted [14].

In this analysis, both the performance metric and the primary model evalu-
ation metric are represented by the region under the ROC (Receiver Operating
Characteristic) curve called AUC. The ROC curve, often adopted by the AUC,
illustrates a two-component aspect of differential performance where the sen-
sitivity (1) (i.e. the relative amount of the actual positives which is forecasted
as positive) and the specificity (2) (i.e. the proportion of actual negatives that
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Table 1. Raw data from Android phones.

Data group Data description

Device Device ID

Device OS (operating system) version

Device SDK (software development kit) version

Device Release version

Device Device

Device Model

Device Product

Device Brand

Device Display

Device Hardware

Device Manufacturer

Device Serial

Device User

Device Host

Network Network ID

Network Carrier

Network Operator

Network Subscriber

Calendar Calendar ID

Calendar Title

Calendar Date

Calendar Body

Call info Caller ID

Call info Receiver (contact/unknown)

Call info Type (incoming/outgoing/missed/unanswered)

Call info Number

Call info Date

Call info Duration

Contact info Contact ID

Contact info Contact number

Installed apps App ID

Installed apps Package name

Installed apps Label

Installed apps Version name

Installed apps Version code

Installed apps Install date

SMS info SMS ID

SMS info Type (incoming/outgoing)

SMS info Conversation

SMS info Number

SMS info Message lenght

SMS info SMS date

SMS info SMS ID

Images Image ID

Images Image date

Images Image location

Data storage Data storage ID

Data storage Path

Data storage Last modifed



Mobile Phone Usage Data for Credit Scoring 87

Table 2. Variables for experiments.

Data group Calculated data points Data type

Call info Average number of calls per month Numerical

Call info Average number of incoming calls per
month

Numerical

Call info Average number of outgoing calls per month Numerical

Call info Average number of missed calls per month Numerical

Call info Average number of unanswered calls per
month

Numerical

Call info Average call duration Numerical

Call info Average outgoing call duration Numerical

Call info Average incoming call duration Numerical

Call info Maximum outgoing call duration Numerical

Call info Maximum incoming call duration Numerical

Images Average number of images per month Numerical

Images Average number of images made in distinct
places per month

Numerical

SMS info Average number of SMSs per month Numerical

SMS info Average number of incoming SMSs per
month

Numerical

SMS info Average number of incoming SMSs per
month from contacts

Numerical

SMS info Average number of incoming SMSs per
month

Numerical from an
unknown number

SMS info Average number of outgoing SMSs per
month

Numerical

SMS info Average number of outgoing SMSs per
month from a contact

Numerical

SMS info Average number of outgoing SMSs per
month

Numerical from an
unknown number

SMS info Average number of SMS conversations per
month

Numerical

Contacts Number of contacts Numerical

Device SDK version Categorical

are forecasted as being negative) are plotted on the Y and X axis, respectively.
Normally, the AUC figure is demonstrated as in (3) the figure below where S1
illustrates the total sum of the customer’s creditworthiness rank. In this, a score
of 100% shows that the person classifying can impeccably differentiate between
the classes, and a score of fifty percentage shows a classifier possessing a minor
quality of differentiation [15].
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Sensitivity =
true positive

true positive + false negative
(1)

Specificity =
true negative

true positive + true negative
(2)

AUC =
(S1 − sensitivity) + [(sensitivity + 1) + 0.5]

sensitivity + specificity
(3)

Test accuracy =
true positive

true positive + false positive
+

true negative

false negative + true negative
(4)

Different metrics can also be applied and used to produce the working of the
categories used herein. For instance, to check for the correctness (4) it can also be
taken to be the measure of how correct those applying for credit on a held back
data test are classified. Several performances are often applied when reporting
the performance of the classifier developed in this analysis. For instance, the
test accuracy below has also been reported to be a measure of how precise the
applicants of credit is. Subsequently, the slanted datasets are familiar, similar to
what is happening with actual world credit, which scores the datasets making it
irrelevant [15].

3.3 Experiment Design

We carried out three experiments with five different classification methods and
considered AUC to be the performance parameter. As the author’s previous
experiences have illustrated, there are no specific rules for working with alter-
native data. Accordingly, we carried out three experiments based on different
pre-processing techniques.

In the first experiment we included all the calculated variables. The SDK
variable, which is categorical, needs to be encoded. The SDK data has to be
converted into numbers to make them comparable. The SDK version comprises
six different values (19, 20, 21, 22, 23, 24, 25), for which we generated dummy
variables. The values of these parameters are either 1 or 0. As a result, there
can be no missing information in the dataset. The second step in the data pre-
processing is to scale all variables to make them comparable with each other.

In the second experiment we used the same pre-processing techniques as
in the first experiment, but we added backward elimination. The principle of
Occam’s razor states that the [16] model needs to be as simple as possible until
it achieves an acceptable level of performance on training data. This will help
to avoid over-fitting the model. With backward elimination we can throw out
variables with p-value (probability value) >0.05 and the highest p value. After
that we can calculate a new combination of p values and continue the same
process until we have a set of variables, all with p lower than 0.05.

In the third experiment we used the same pre-processing method as before
but modified the variables. We used the optimal binning technique to group the
variables. Optimal binning is a method of pre-processing categorical predictors
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where we set values for variables by grouping them into optimal bins. Its purpose
is to reduce the impact of statistical noise [21].

In order to choose the classifier methods for the experimental part we used
three parameters:

– How have they functioned in previous credit scoring research?
– How have they functioned in previous credit scoring research using mobile

data?
– How have they functioned in the author’s practical work in credit scoring

models?

According to these three parameters we chose for our experiments the follow-
ing methods: logistic regression, decision tree, random forest, SVM and neural
networks.

When organising benchmarks in pattern recognition, there is often the prob-
lem of determining the size of the test set that would give statistically significant
results. The commonly adopted ratio is 8:2 according to the Pareto principle.

According to research by Isabelle Guyon and the formula she found we can
determine the example test size. The fraction of patterns reserved for the vali-
dation set should be inversely proportional to the square root of the number of
free adjustable parameters. The ratio of the validation set (v) to the training set
(t) is v/t, and the scales are ln(N/h-max), where N is the number of families
of recognizers, and h-max is the largest complexity of those families. Each fam-
ily of recognizers is characterised by its complexity, which may or may not be
related to the VC-dimension (Vapnik–Chervonenkis dimension), the description
length, the number of adjustable parameters, or other measures of complexity
[13]. According to a small sample size of customers we chose three different test
size examples for this research. The test sizes we chose were 10%, 25% and 40%.

Testing any combination of variables first results in all variables. We then
chose only the variables with p< 0.05 and finally binned the variables with
p< 0.05. The intervals of the variables can be determined in a variety of ways.
For example, by using prior knowledge on the data. The boundaries of the inter-
vals are usually defined beforehand.

3.4 Experiments

The experiments described in this chapter were done using the Python program-
ming language and the Spyder environment. We also used numpy, matplotlib,
panda and scikit-learn Python libraries for statistical analyses.

Tables 3, 4 and 5 show a representation of the performance of classification
methods using mobile data. The results in Table 3 show the classifiers’ perfor-
mances with all variables. The results in Table 4 show the classifiers’ performance
with only the variables whose p value is lower than 0.05. Table 5 shows binned
variables whose p value is lower than 0.05. The tables suggest the models created
for the prediction of creditworthiness as illustrated by AUC on the suppressed
datasets. To determine the importance of the variation in performance between
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the models we can take AUC as the main parameter to see which model had
the best performance. Tables 3, 4 and 5 can also be compared for training accu-
racy, test accuracy and training time(s). The training time is measured using a
MacBook Air (1.6GHz Dual-Core Intel Core i5, RAM 8GB RAM).

The target variable chosen was 0 for a performing customer and 1 for a non-
performing customer. A non-performing customer in this research is set as one
who is 90 or more days overdue in paying their debt. According to Barisitz, [5]
the rule of being 90 days overdue is most common in the European country from
which the data for this research were collected.

Table 3. Showing comparative classifier performances with all variables.

Classifier Test size Training
accuracy

Test
accuracy

AUC Training
time (s)

Logistic regression Test size = 0.10 0.62 0.62 0.51 0.005

Logistic regression Test size = 0.25 0.61 0.62 0.55 0.005

Logistic regression Test size = 0.40 0.63 0.61 0.56 0.001

Decision tree Test size = 0.10 1.00 0.57 0.54 0.093

Decision tree Test size = 0.25 1.00 0.56 0.54 0.074

Decision tree Test size = 0.40 1.00 0.56 0.54 0.052

Random forest Test size = 0.10 0.98 0.63 0.62 0.103

Random forest Test size = 0.25 0.98 0.60 0.52 0.076

Random forest Test size = 0.40 0.98 0.61 0.58 0.059

SVM Test size = 0.10 0.61 0.65 0.56 3.330

SVM Test size = 0.25 0.60 0.59 0.56 2.150

SVM Test size = 0.40 0.60 0.59 0.57 1.220

Neural networks Test size = 0.10 0.69 0.60 0.59 100.630

Neural networks Test size = 0.25 0.67 0.59 0.57 69.790

Neural networks Test size = 0.40 0.69 0.61 0.55 51.710

4 Experimental Results

The empirical results consist of the performance estimates of five classifiers with
three different combinations. The tables on the previous page report the AUCs
of all five classifiers with all three experiment combinations.

Random forest provides the best average AUC level across experiments with
different test sizes. Random forest also ranks the best AUC at 0.62 with all
variables and a test size of 10. The second-best method was neural networks
with the highest AUC and all variables using 10 for the test size.

According to the author’s previous know-how as regards choosing a test size
for a small dataset of 2,503 customers, we were able to take the most stable
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Table 4. Showing comparative classifier performances with variables were p-value is
lower than 0.05.

Classifier Test size Training
accuracy

Test
accuracy

AUC Training
time (s)

Logistic regression Test size = 0.10 0.68 0.62 0.54 0.004

Logistic regression Test size = 0.25 0.76 0.56 0.53 0.003

Logistic regression Test size = 0.40 0.77 0.55 0.50 0.003

Decision tree Test size = 0.10 1.00 0.56 0.53 0.032

Decision tree Test size = 0.25 1.00 0.55 0.53 0.029

Decision tree Test size = 0.40 1.00 0.58 0.55 0.023

Random forest Test size = 0.10 0.98 0.66 0.56 0.064

Random forest Test size = 0.25 0.98 0.62 0.59 0.056

Random forest Test size = 0.40 0.98 0.60 0.58 0.045

SVM Test size = 0.10 0.60 0.65 0.53 1.305

SVM Test size = 0.25 0.60 0.59 0.56 1.094

SVM Test size = 0.40 0.60 0.59 0.57 0.678

Neural networks Test size = 0.10 0.64 0.61 0.57 84.360

Neural networks Test size = 0.25 0.63 0.60 0.55 89.720

Neural networks Test size = 0.40 0.65 0.60 0.58 62.620

Table 5. Showing comparative classifier performances with variables are binned and
p-value is lower than 0.05.

Classifier Test size Training
accuracy

Test
accuracy

AUC Training
time (s)

Logistic regression Test size = 0.10 0.68 0.62 0.54 0.004

Logistic regression Test size = 0.25 0.76 0.56 0.53 0.003

Logistic regression Test size = 0.40 0.77 0.55 0.50 0.003

Decision tree Test size = 0.10 0.74 0.59 0.53 0.060

Decision tree Test size = 0.25 0.76 0.56 0.53 0.003

Decision tree Test size = 0.40 0.78 0.55 0.50 0.003

Random forest Test size = 0.10 0.73 0.58 0.54 0.220

Random forest Test size = 0.25 0.75 0.53 0.52 0.022

Random forest Test size = 0.40 0.76 0.54 0.50 0.021

SVM Test size = 0.10 0.60 0.65 0.49 0.007

SVM Test size = 0.25 0.59 0.59 0.48 0.238

SVM Test size = 0.40 0.60 0.59 0.48 0.168

Neural networks Test size = 0.10 0.61 0.63 0.51 84.400

Neural networks Test size = 0.25 0.61 0.62 0.54 63.330

Neural networks Test size = 0.40 0.62 0.58 0.45 53.820
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results at a 40 test size. With the test size being 40, we gained the best result
from the first experiment with the random forest algorithm AUC = 0.58, and the
same result from the neural networks algorithm in the second experiment with
only the variables where p< 0.05.

The weakest result overall was obtained from the SVM algorithm, which
yielded very poor results in the second and third experiment, where AUC was
below 0.50. The decision tree algorithm shows the most stable results across
experiments and test sizes, having AUC between 0.50 and 0.55.

Table 6. Comparing related works.

Work Test set size Method AUC

Behavior Revealed in Mobile Phone
Usage Predicts Loan Repayment”,
authors: Björkegren and Grissen, 2017

7,068 Random Forest 0.710

Behavior Revealed in Mobile Phone
Usage Predicts Loan Repayment”,
authors: Björkegren and Grissen, 2017

7,068 Logistic regression 0.760

Mobile phone-based Credit Scoring”,
authors: Skyler Speakman, Eric Mibuari,
Isaac Markus, Felix Kwizera, 2017

60,000 Linear regression 0.725

MobiScore: Towards Universal Credit
Scoring from Mobile Phone Data”,
authors: Jose San Pedro, Davide
Proserpio and Nuria Oliver, 2015

295,926 Boosted decision
trees algorithm

0.740

MobiScore: Towards Universal Credit
Scoring from Mobile Phone Data”,
authors: Jose San Pedro, Davide
Proserpio and Nuria Oliver, 2015

295,926 Logistic regression 0.760

Current research 2,503 Logistic regression 0.540

Current research 2,503 Decision tree 0.550

Current research 2,503 Random forest 0.620

Current research 2,503 SVM 0.570

Current research 2,503 Neural networks 0.590

Comparing the results with related works in Table 6, it is apparent that in
this research, the AUC results are lower than in others. There is high correlation
between the test size and AUC, and seeing how our sample size is only 2,503
customers compared to 7,068, 60,000 and 295,926 we can consider our results to
be good.

This study has two important theoretical contributions. First, based on the
use of mobile data for credit scoring research, we can see that all the tested
methods with all variables yielded a better result than in a random study.
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Secondly, we empirically demonstrate that the best method for credit scoring
based on mobile data is the random forests classification method with AUC 0.62.

Our research on mobile data scoring will make it possible for other organi-
zations in the financial sector to use mobile data for their credit scoring. While
prior three researches on this subject showed that mobile data is only useful
with big datasets, we maintain that it can yield positive results even with a
small dataset. Thus, this knowledge can now be used in small or medium-sized
companies as well.

5 Conclusions

For the past three decades, financial risk forecasting has been one of the main
areas of growth in statistics and probability modelling. People often think of
the term ‘financial risk’ in relation with portfolio management when it comes
to pricing of options among other financial instruments. The main challenge for
consumer loan firms over the past years has been reaching the huge sector of
unbanked customers. There are more than 2 billion people in world who do not
have a bank account [17] and the number of mobile phone users has reached 6
billion worldwide [18]. Few conceptual works have been posited with a research
subject that brings together credit scoring and mobile data.

This paper is based on a synthesis of earlier academic research with new
experiments and argues that mobile phone usage data can give positive results
for credit scoring even with a small dataset. Our findings also reveal that the
best model in terms of mobile data usage for credit scoring is the decision tree
method.

If finance companies want to have more accurate data on those customers
who are more likely to pay back their loans, they need to find alternative data
sources such as mobile phone data. This will a give huge advantage to finance
companies in third world countries where most people do not have any bank
history – the only data they have is their mobile phone data.

We hope this study opens up further discussion and advances theory to gen-
erate a more accurate understanding of how we can use mobile data to make
predictions and added value. This paper could spark discussion not only for
financial sector companies but also in the field of insurance or fraud prevention,
where mobile data can help make predictions.

There are many ways in which future studies could elaborate on this subject.
One way is to look at algorithms in more depth and try to come up with more
accurate models. Making predictions on mobile data can be used in other sectors
as well, not only in finance. It is very probable that if we can predict customers’
payment behaviour based on mobile data, we could also predict their insurance
or fraud risk. There are multiple research possibilities in the field of alternative
data sources such as mobile data that could add value for businesses. In the
modern world we have many technical solutions at our disposal that create and
gather data every day.
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Abstract. In this paper we try to systematize the information about the available
corpora for emotion classification in text for languages other than English with the
goal to find what approaches could be used for low-resource languages with close
to no existing works in the field. We analyze the corresponding volume, emo-
tion classification schema, language of each corresponding corpus and methods
employed for data preparation and annotation automation. We’ve systematized
twenty-four papers representing the corpora and found that corpora were mostly
for the most spoken world languages: Hindi, Chinese, Turkish, Arabic, Japanese
etc. A typical corpus contained several thousand of manually-annotated entries,
collected from a social network, annotated by three annotators each and was pro-
cessed by a few machine learning methods, such as linear SVM and Naïve Bayes
and (more recent ones) a couple of neural networks methods, such as CNN.

Keywords: Review · Emotion classification · Emotion annotation ·Machine
learning · Text corpus

1 Introduction

In recent times we have witnessed the advent of modern technologies: dramatically
increasing storage and processing capacities, high-resolution equipment generatingmas-
sive amounts of data, such as imaging technologies used in medicine, sequencers used
in biology and so forth. Similarly, the forthcoming ofWeb 2.0 gave rise to the generation
of an unprecedented amount of text. Such volumes presented a problem, as those could
not be possibly processed by humans. Thus, as machine learning techniques have come
into play, they were immediately employed for text analysis. And of all machine learn-
ing methods, neural networks are currently looking especially fitting the task. However,
there is one peculiarity to machine learning methods that hampers their advance: unfor-
tunately, they require relatively big training data corpus in order to produce a viable
model. Creation of such corpora is an arduous task, especially if it should be done from
scratch.

Above, we have mentioned the analysis of text, however, the text can be analyzed for
a dozen of different purposes. For example, it can be semantic annotation, named entity
recognition, sentiment analysis and so forth. Andwhile some of those are relatively well-
studied, other are still underrepresented, despite the keen interest towards them. With
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recent development of all kinds of chat bots, virtual assistants and similar intelligent
agents, the analysis of emotions in text has seen ever-increasing interest, both because the
feedback from customers and users can prove valuable and because people prefer dealing
with agents that express emotions. Although, while there is a considerable number of
works involving sentiment analysis, there are much less works on emotion analysis. And
logically, the corpora annotated for emotion classification, are very rare, both because
the emotion analysis in text is underdeveloped and because creating such corpus requires
considerable amount of resources from a researcher. We would like to note that there
are considerably more works on emotion recognition in speech, even in relatively low-
resource languages such as Russian (an example is provided in [1]).

The situation is even worse when we look at the languages other than English, which
has several emotion-annotated corpora available [2]. From the point of view of emotion
analysis, virtually all languages are either low-resource or extremely low-resource. In this
paper, we are gathering and analyzing the available corpora in non-English languages as
a part of preparation for engaging in emotion recognition project in Latvian and Russian,
to investigate the approaches taken, tools and models and methods used by researchers
for low-resource languages belonging to different language groups before taking up a
toilsome task of building such corpus and to provide the possibility to any other who
would be willing to involve into a similar task to consult this paper for references and
compare the employed approaches.

2 Related Works and Background

2.1 Modelling Emotions

In order to classify emotions in text, one must find the way to represent the emotions
in a psychologically justified way. However, there is no emotion representation con-
cepts univocally agreed by specialists, and there coexist several different models. One
of the most popular between those is Ekman’s six basic emotions: happiness, anger,
sadness, fear, disgust and surprise [3], which addresses emotions as a discrete set, and
the variations of this model. These variants sometimes include neutral value denoting
the absence of any pronounced emotions added to the list and Plutchik’s wheel of emo-
tions that views emotions as four [4] pairs of opposing emotions: happiness–sadness,
anger–fear, trust–disgust, anticipation–surprise.

However, occasionally, a more unorthodox approach is adopted: for example, unique
model used in compiling YACIS dataset consisting of ten discrete emotions, more fitting
for Japanese language, as claimed by authors [5]. Another example includes Yahoo’s 8
emotions model [6] intended for Chinese readers’ emotion classification and employed
for creation of Ren-CECps1.0 dataset [7]. Yet another model, discriminating between
five discrete emotions was used by authors without a reference to any particular author
[8]. Section 3.2 reviews the discrete emotion models and relations between those in
detail.

Completely different approach is employed by PADemotional statemodel [9], which
represents emotions as continuous values on axes of valence, arousal and dominance,
where valence marks how pleasant an emotion may be, arousal denotes the intensity of
emotion and dominance represents the level of control and dominance.
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2.2 Information Collection

As the machine learning has gained popularity among researchers, the need for datasets
that could be used for training models, is naturally growing. People are actively looking
for such datasets and as a result, the articles like “20 Best German Language Datasets
for Machine Learning” [26] are plentiful. However, there are specifics that make those
unusable in the case examined in this paper. First, as we havementioned above, theworks
that focus on emotion detection in text are low-numbered per se, and the majority of this
feware inEnglish. Second, naturally, belonging to a language-detecting domain, emotion
detection datasets tend to be organized by language. To the best of our knowledge, there
are currently no available reviews that would try to systematize non-English corpora for
emotion classification task from text. There is also no straightforward way to exclude
results for English, as most authors either reference works done for English texts or
compare results for their language of choice and for English, or both.

So, in order to find the relevant works for this research, we have incorporated
the following strategy: we would look for works dedicated to emotion-annotated cor-
pora/datasets, including language names into search terms. After finding relevant works,
we would examine their related works section in order to find other possible candidates
for including into the list. As to the set of languageswe used in our search,we have looked
for twenty most spoken languages as well as European national languages. Besides, we
have perused the general search results without including any specific language, to make
sure we haven’t overlooked any major works. The results are summarized in the next
section.

3 Corpora

3.1 Datasets Size and Source

Not surprisingly, the corpora we have discovered, are mostly representing the most-
spoken languages of the world: Chinese, Arabic, Hindi etc. Many authors have referred
to the scarceness of resources in those languages and the absence of emotion-annotated
corpora as a motivation for creating the corpus. Thus, they had to work from scratch and
manually annotate the training set to be able to train their model. As a result, the sizes of
these manually annotated datasets are limited by the availability of human resources. For
example, Gohil et al. [10] mentions that the dataset was annotated by three annotators,
while Lapitan et al. [11] and Araque et al. [12] employed crowdsourcing approach: the
former used CrowdFlower platform for annotation, while the latter has collected the data
from the portal that already had emotions annotated by the visitors. Yet another approach
is to use machine learning methods to annotate the dataset, one of the most impressive
examples of which can be seen in [5] with 5-billion word corpus.

As to the source of emotion-charged utterances, it is no surprise that most of the
authors have turned to socialmedia that have expanded immensely during the last decade.
Twitter and Facebook are the most popular choices (see [33] and [28], respectively, for
example), while various blog platforms are also a valid option (and example can be
seen in [16]). A few works turn to completely different domain, namely, literature, and
analyze fairy tales, probably, because being intended for children, they provide richer
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emotional content, like [24]. Some works use texts, written specifically for the purpose
of model training, such as [32]. Figure 1 illustrates the distribution of different data
sources.

30% 

17% 
10% 

20% 

13% 

7% 3% 

Twi�er
Blogs, such as Amarblog, Ameblo, Weibo, qq etc.
Facebook
Literature, most o�en fairy tales
News
Specially wri�en

Fig. 1. The relative ratio of different data sources

3.2 Emotions Classification Models

For classification of emotions, Ekman’s 6 emotions (anger, disgust, fear, happiness,
sadness, surprise) model was the most popular, being used in about half of works.
However, a number of variations to this model was introduced by several authors:

• Disgust was removed from the list, so the final variant included only anger, fear,
happiness, sadness and surprise [12, 27];

• Neutral emotion was added [24, 25];
• Fondness was added [16];
• Embarrasment and pride for achievement were additionally selected from Ekman’s
extended set of emotions [38].

Plutchik’s 8-emotions model (happiness, sadness, anger, fear, trust, disgust, anticipation
and surprise)was employed in twoworks: [10] and [11]. It can be considered an extension
of Ekman’s model with anticipation and trust added. Several other authors used their
own sets: Kumar et al. [8] used “popular emotion categories”, namely anger, happiness,
suspense, sad, and neutral. Minato et al. [30] used the following “basic emotions”:
happiness, hate, love, sorrow, anxiety, surprise, anger, and respect1. Ptaszynski et al.
used “a classification of emotions that reflects the Japanese culture”: happiness, anger,

1 The authors cite Tanaka et al. 2004 (in Japanese) [13] as a source for their schema.
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sorrow (sadness, gloom), fear, shame (shyness), fondness, dislike, excitement, relief, and
surprise. Boynukalin et al. [23] used happiness, sadness, fear and anger for classification.

We can see that virtually all authors used one or the other discrete set of emotions,
mostly revolving around Ekman’s model, with happiness, sadness, and anger appearing
in all presented models, which allows us to speculate that independently of culture these
three are the most basic emotions. The only authors who don’t use discrete emotion
models is Cakmak et al. [23], who used PAD emotional state model in addition to the
variation of Ekman’s.

3.3 Information Summary

The information regarding the emotion classification model, size and language of the
dataset is summarized in the Tables 1 and 2. The difference between the corpora listed
in those table is that while the ones provided in Table 1 are built by the authors for
the purposes of making those available for further research, the sources listed in Table 2
were created in order to train a model or testing the performance of a tool, even though at
least in one case, the authors have declared an intention to share it (however, we weren’t
able to locate it) [24]. Those possibly can be obtained by contacting the authors.

Table 1 uses the following abbreviations for machine learning and statistical data
processingmethods: Hereinafter: LR –Logistic Regression, RF –RandomForests, CNN
– Convolutional Neural Networks, LSTMN – Long Short-Term Memory networks, DT
–Decision Tree, (M/C)NB – (Multinomial/Complement) Naïve Bayes,ME –Maximum
Entropy, AA - annotations agreement, NP – Naïve Possibilistic.

Table 1. Emotion models used in corpora.

Dataset Language Emotion model Corpus size Font size and
style

BHAAV Hindi Authors’ own
5-emotion model

20 304 sent. linear SVM
LR, RF, CNN
Bi-LSTM

Minato’s dialog
corpus

Japanese Non-standard
8-emotion model

1 200 sent. NB, DT, NP,
ME

YACIS Japanese Nakamura
10-emotion model
[14]

5 billion words CAO [41],
ML-Ask [42]

Danielewicz-Betz
twitter corpus

Japanese Ekman + pride and
embarrassment

813 English,
5335 Japanese
tweets

–

(continued)
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Table 1. (continued)

Dataset Language Emotion model Corpus size Font size and
style

SemEval-2018
Task 1 [36]

Arabic, Spanish,
English

Ekman,
VAD model

10 983 Arabic,
7 094 Spanish
tweets

SVM/SVR,
LSTM,
Bi-LSTM,
CNN LR, RF

ACTSEA [17] Tamil, Sinhala Ekman 1 800 Tamil,
1 200 Sinhala

AA

Ren-CECps1.0 Chinese Yahoo’s 8-emotion
model

12 742 sent. AA

Yao’s microblog
corpus

Chinese Ekman + fondness 45 431 sent. AA

Lee’s
code-switching
corpus [29]

Chinese, English Turner 5 motion
model [15] (Ekman
– disgust)

4 195 posts ME classifiers

IAEC [28] Arabic Ekman 1 365 Fb posts J48, ZeroR,
NB, MNB,
SMO

TREMO [32] Turkish Ekman 27 350 entries CNB, RF, DT
C4.5 and SVM

TURTED [33] Turkish Ekman 205 278 tweets ANN, CNN,
LSTM, SVM,
NB, RF, DT,
kNN

UIT-VSMEC [20] Vietnamese Ekman 6 927 sent. RF, SVM,
CNN and
LSTM

Vietnamese dialog
act [21]

Vietnamese Ekman 23 803 words AA

Das’ Bengali blog
corpus

Bengali Ekman 12 149
sentences

CRF, SVM

EMOTERA [11] Filipino, English Plutchik 647 Filipino,
499 English
tweets

AA

3.4 Description of Corpora

Tables 1 and 2 concisely systematize the most important technical characteristics of the
corpora. The most corpora are in the most spoken world languages, and, mostly, the
more popular the language, the more corpora are available. Figure 2 gives the overview
of the number of datasets for each language, included in this review.

Here we provide a more detailed description of each dataset.
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Table 2. Emotion models used in corpora of unknown availability.

Dataset Language Emotion model Corpus size ML methods

Jain’s blog corpus
[18]

Punjabi Ekman Not indicated ME, SVM

Wang’s
multi-source
dataset [40]

Chinese Ekman 1 135 news,
1223 tales, 100
blog posts

ME, SVM

Rahman’s social
media dataset [19]

Bangla Ekman 6 314 Fb
comments

NB, kNN, DT,
kMC and RBF
SVM

Araque’s news
dataset [12]

Italian, English Ekman
– disgust

53 226 English
documents, 12
437 Italian

LR, DT, RF, MLP

Gohil’s tweet
dataset

Gujarati, Hindi,
English

Plutchik 1822 Gujarati
tweets, 5833
Hindi, 5000
English

Supervised
Learning, LR,
MNB, SVC

Burget’s
newspaper
headlines [25]

Czech Ekman +
neutral

Approx. 1000
headlines

LR, kNN, DT,
Bayes Net, LRA,
various SVM

Scorzewski’s book
dialog corpus [37]

Polish Plutchik 598 entries Various LSTM
con-figurations

Cakmak’s fairy
tales [24]

Turkish Ekman +
neutral,
PAD model

83 120
sentences

AA

Boynukalin’s
translated ISEAR
and Turkish fairy
tales [23]

Turkish happiness,
sadness, fear
and anger

4 265 entries,
25 tales

CNB, NB, and
SVM

Martinazzo’s short
text dataset [38]

Portuguese Ekman 1002 short
texts

Singular Value
De-composition

Harikrishna’s
stories dataset [35]

Hindi Happiness,
sadness, anger
and neutral

780 sentences NB, kNN and
SVM

BHAAV [8]. A corpus in Hindi language, consisting of approximately twenty thousand
sentences from 230 short stories, covering different genres, such as Patriotic or Mystery.
Those sentences were annotatedmanually, by at least three annotators each. Authors also
provide the result of application of different leaning methods, namely SVMwith a linear
kernel, Logistic Regression, Random Forests, shallow Convolutional Neural Network
with a single input channel, and Bidirectional Long Short-Term Memory networks, to
this dataset.
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Fig. 2. Number of datasets by language.

Minato’s dialog corpus [30]. A Japanese corpus of 1200 manually entered bilingual
(Japanese and English) sentences from [31], automatically tagged for emotion words
and idioms, as well as for emotion modifiers (plus, minus, neutral and negative), and
statistical analysis was performed on the dataset.

YACIS [5]. A five-billion-word corpus consisting of blog posts, automatically acquired
from Ameblo blog platform with the help of web crawler and automatically annotated
with ML-Ask, a keyword-based system for affect annotation in Japanese, detecting
emotive expressions and annotating those with high precision, but with low recall.

Danielewicz-Betz Twitter Corpus [39]. A Japanese and English corpora of tweets,
collected from TREC‘2011 dataset (for the reason of supposed lesser degradation in
comparison with recent ones) and manually annotated by three annotators.

ACTSEA [15]. A Tamil and Sinhala corpus, obtained by collecting emotional tweets
from year 2018, selected by the keywords for main emotions. It was annotated manually
as classified correctly, misclassified, objective and not applicable. The final version
contains 1962 tweets annotated for emotion and classified or misclassified.

Ren-CECps1.0 [7]. A large-scale Chinese corpus, sourced from sina, sciencenet blog,
baidu, qzone, qq, and other blog platforms and consisting of 1487 posts and 35096
sentences. The corpus is manually annotated for emotions at document, paragraph and
sentence levels. Annotations agreement analysis is provided.

Yao’s Microblog Corpus [16]. A Chinese corpus, consisting of 14000 micro-blogs
(45431 sentences) sourced from sina blog platform annotated for primary (all) and
secondary (some) emotions. The corpus was used as the standard resource in the
NLP&CC2013 Chinese micro-blog emotion analysis evaluation.

Lee’s Code-Switching Corpus [29]. A Chinese-English code-switching corpus, con-
sisting of 4195 posts from Weibo blog platform, manually annotated with the help of
annotation tool. Multiple Classifier System, consisting of Maximum Entropy classifiers
for Chinese and English texts separately and together was tried on this corpus.



104 V. Leonova

ArSEL [27]. An Arabic corpus, consisting of 32196 lemmas sourced from ArSenL and
annotated with authors-developed version of DepecheMood expanded with the help of
English WordNet (dubbed EmoWordNet) and evaluated using SemEval 2007 Affective
Task dataset translated into Arabic using Google Translate.

IAEC [28]. An Arabic corpus, consisting of 1365 posts collected from Facebook by
searching for the posts declaring the relevant emotional state. The posts were indepen-
dently annotated by three annotators with the pairwise comparison. WEKA classifiers
J48, ZeroR, Naïve Bayes, Multinomial Naïve Bayes Text and SMO were applied to the
resulting dataset.

SemEval-2018 Task 1 [36]. A English, Arabic and Spanish dataset, consisting of Twit-
ter posts, randomly selected by querying the relevant language keywords and annotated
for four emotions with the help of crowdsourcing platform Figure Eight (previously
CrowdFlower). As the name suggests, was used as a dataset for SemEval 2018.

TREMO [32]. A Turkish dataset created by asking 5000 volunteers to write their mem-
ories and life experiences for each of six Ekman’s emotions. 27350 entrieswere collected
from 4709 participants then validated manually by annotation of each entry for emotions
by three different annotators. The dataset was automatically annotated by Complement
NaïveBayes, RandomForest, Decision TreeC4.5 and SVM, and the results are provided.

TURTED [33]. A Turkish dataset obtained by collecting posts from Twitter using
Tweepy application for five days in 2019 right after the local government election. It
was automatically annotated using TEL, a Turkish lexicon-based annotation tool. ANN,
CNN, and LSTM were applied, and the results were compared to SVM, Naïve Bayes,
Random Forest, Decision Tree and k-Nearest Neighbor. The performance was validated
by applying the same methods to human-annotated TREMO.

UIT-VSMEC [20]. AVietnamese corpus sourced from Facebookwith the help of Face-
book API. The obtained 6927 entries were annotated by three annotators each with the
help of specially developed annotation guideline.RandomForest, SVM,CNNandLSTM
are used on this corpus for classification with results provided.

Vietnamese Dialog Act Corpus [22]. A Vietnamese corpus, consisting of 28 tran-
scripts of Vietnamese conversations obtained by an automatic speech recognition in
IARPABabel program andmanually annotated for emotions within functional segments
by two annotators.

Das’s Blog Corpus [18]. A Bengali corpus, consisting of 12 149 sentences acquired
from Amarblog blog platform manually annotated with the help of illustrated samples
from annotated sentences in a way of instruction. Conditional Random Field and SVM
methods were applied to the small subsets and the result were described.

EMOTERA [11]. A Filipino and English corpus sourced from Twitter for the three
days in 2012 and consisting of 647 Filipino and 499 English tweets with the help of
crowdsourcing assisted by CrowdFlower platform with at least three annotators each.
Hashtag Emotions Lexicon was tried for classification.
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Jain’s Blog Corpus [19]. A Punjabi corpus, sourced from Punjabi Tribute Online,
ParchanveWordpress and Daily Punjab Times, was annotated for emotions and a hybrid
approach, combining SVM and Maximum Entropy classifiers was used for the dataset.

Wang’s multi-source Dataset [40]. A Chinese corpus, obtained by collection of news
and blog posts and manually annotating those by two annotators each, translation of
already annotated Alm’s Dataset and separating anger and disgust emotions. SVM and
Maximum Entropy approaches were tested on the dataset.

Rahman’s Social Media Dataset [20]. A Bangla dataset, consisting of 6314 Facebook
comments from three different groups, manually annotated for emotions. Naïve Bayes,
k-Nearest Neighbors, Decision Tree, k-Means Clustering and SVM with a Non-Linear
RBF-Kernel were applied to the dataset for emotion classification with results described.

Araque’s Bilingual Dataset [12]. A bilingual, Italian and English, dataset obtained
from corriere.it and rappler.com, respectively. The annotations are provided by the article
readers with the help of built-in emotional reaction functionality. This dataset was used
for creating DepecheMood++ – an expanded version of English-only DepecheMood
[34].

Gohil’s Tweet Dataset [10]. AGujarati, Hindi andEnglish dataset, collected from twit-
ter using Twitter search API for the India’s general election 2019 and consisting of 1557
(Gujarati), 1822 (Hindi) and 5000 (English) tweets. The tweets weremanually annotated
by three annotators. SupervisedLearning, LR,MultinomialNaiveBayes andLinear SVC
approaches were used for classification with the results provided.

Burget’s Czech Newspaper Headlines [25]. A Czech dataset, consisting of approxi-
mately 1000 randomly chosen news headlines, manually annotated for emotions by eight
annotators each. Logistic Regression, k-Nearest Neighbors, Decision Tree, Bayes Net,
Linear Regression Analysis and SVM with different kernels were tested on the dataset.

Scorzewski’s Book Dialog Corpus [37].APolish dataset, consistingof 598utterances,
sourced from dialogs, selected from Kubis’ corpus and manually annotated by at least
four annotators. Different configurations of neural networks were tried for emotion
classification with results reported.

Cakmak’s Fairy Tale Corpus [24]. A Turkish corpus incorporating 83120 sentences
from 31 fairy tales, manually annotated by 31 annotators. For automated classification,
word roots were extracted with Zemberek library and the Turkish lexicon was created
by translating 171 words from EMO20Q into Turkish, adding 26 synonyms and survey-
ing approximately 40 people for appraising the words on the list. Correlation between
emotions calculated by word roots and between one of the whole sentences was studied.

Boynukalin’s Translated ISEAR Dataset and Turkish Fairy Tale Dataset [23]. A
Turkish dataset created by paraphrasing of ISEAR texts by 33 people (4265 items) and
collecting 25 fairy tales. The collectionwas thenmanually annotated for emotions on sen-
tence and paragraph level by three annotators and the agreement analysis was performed.
Complement Naïve Bayes, Naïve Bayes and SVM were tried for classification.
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Martinazzo Short Text Dataset [38]. A Brazilian Portuguese dataset obtained by col-
lecting 1002 news articles from www.globo.com and manually annotated by three anno-
tators each. Algorithm based on Latent Semantic Analysis was tried for the emotion
classification.

Harikrishna’s Story Corpus [35]. A Hindi dataset consisting of 730 sentences col-
lected from short stories. Naïve Bayes, k-nearest neighbor and (SVM) approaches were
tested.

4 Conclusions and Future Work

In this paper, we have provided an overview of available non-English emotion-annotated
corpora. The languages represented in the list were mostly the languages with high
number of speakers, such as Chinese or Filipino. With virtually no exceptions all have
adopted discrete emotion models, the most popular among them being Ekman’s. The
advent of social media can be seen from the preferred sources of the corpora: in most
cases the data was taken from Twitter or Facebook independently of the language or a
blog platform preferred by the native speakers of the language. Due to the need ofmanual
annotation,with a fewexceptions, the corpus size revolved around a few thousand entries.
The greater part of the authors tried one or the other machine learning or deep learning
algorithm, the most popular choices being SVM and Naïve Bayes with ANN and CNN
gaining popularity in more recent works. SVM typically outperformed other machine
learning methods while Neural Networks outperformedML. In works where the number
of annotators was specified, the most popular number was three, to exclude the draw
situation while allowing for difference in opinions.

We expect that in the future this work can be used by us and other researchers as
a reference for state-of-the art datasets in low-resource languages and approaches the
authors have taken to overcome this difficulty.
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Abstract. Accurate road surface markings and road edges detection is a
crucial task for operating self-driving cars and for advanced driver assis-
tance systems deployment (e.g. lane detection) in general. This research
proposes an original neural network based method that combines struc-
tural components of autoencoders, residual neural networks and densely
connected neural networks. The resulting neural network is able to con-
currently detect and segment accurate road edges and road surface mark-
ings from RGB images of road surfaces.

Keywords: Road surface markings · Road edge · Neural networks ·
Segmentation · Machine learning · Autoencoder

1 Introduction

Road surface markings (RSMs) and road edges (REs) are among the most impor-
tant elements for guiding autonomous vehicles (AVs). High-Definition maps with
accurate RSM information are very useful for many applications such as navi-
gation, prediction of upcoming road situations and road maintenance [23]. RSM
and RE detection is also vital in the context of pavement distress detection to
ensure that RSMs are not confused with pavement defects and to eliminate the
areas where the cracks, potholes and other defects cannot possibly be found [17].

The detection of stationary objects of interest related to roadways is usu-
ally addressed by using video streams or still images acquired by digital cam-
eras mounted on a vehicle. For example, Reach-U Ltd.—Estonian company
specializing in geographic information systems, location based solutions and
cartography—has developed a fast-speed mobile mapping system employing six
high-resolution cameras for recording images of roads. The resulting orthoframes
assembled from recorded panoramic images are available to Estonian Road
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Administration via a web application called EyeVi [16] and are used as the
source data in present study.

RSM extraction methods are often based on intensity thresholds that are
subject to data quality, including lighting, shadows and RSM wear. RE detec-
tion is generally considered even more difficult than lane mark detection due
to lack of clear boundary between road and RE because of variations in road
and roadside materials and colors [9]. Due to recent advances in deep learning,
semantic segmentation of RSMs and REs is increasingly implemented within the
deep learning framework [21].

The present study combines both RSM and RE detection by a hierarchical
convolutional neural network to enhance the method’s predictive ability. On
narrow rural roads without RSMs, RE detection alone can provide sufficient
information for navigation but REs might escape the field of view of cameras on
wider highways and REs cannot provide sufficient information for lane selection.
Simultaneous detection of REs and RSMs can also improve the accuracy of these
tasks, e.g. RSMs suggested by the network outside the road can be eliminated
either implicitly within the network or explicitly during the post-processing.

2 Related Work

In recent years, several studies have tackled tasks of RSM and RE detection for
a variety of reasons. For example, [3,19] employ RSMs for car localization, [1]
applies RSMs to detect REs, [2,4,6,26] classify RSMs whereas [7,9,12,20,21,27]
focus on pixel level segmentation to detect the exact shapes and locations of
RSMs.

These works have used different input data. For example, [12,22,24] use 3D
data collected by LiDAR, [15,25] use 3D spacial data generated from images
captured by stereo camera, [11] uses radar for detecting metal guardrails and
[9,21,26] use 2D still images captured by a camera. Radars have an advantage
over cameras as they can be deployed regardless of lighting conditions. How-
ever, metal guardrails are rarely found on smaller rural roads. LiDARs can also
operate under unfavorable lighting conditions that can cause over- or under-lit
road surface, however, high quality LiDARs are expensive. Both 2D cameras and
3D (stereo) cameras are adversely affected by shadows, over- and under-lit road
surface and while 3D cameras can provide additional information, this infor-
mation requires more processing power. Consequently, 2D cameras are still the
most suitable equipment for capturing data for RSMs and RE detection provided
that the detection method is “smart” enough to cope with even the most adverse
lighting condition such as hard shadows, over- and under-lit surface of the road,
etc. Thus the RSM and RE detection methods must address these issues.

Possible RSMs and RE detection methods and techniques include, for exam-
ple, filtering [10] and (NN) based detection [26]. While filtering was the method
of choice in older research, the NN based methods have started to dominate
recent research. Even though the NN based methods have gained popularity, the
way NNs are implemented for RSM and RE detection has evolved significantly
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over the years. Earlier approaches used classifier networks. The segmentation
of images was achieved by applying a sliding window classifier over the whole
input image. To improve quality of the predictions, fully convolutional (AEs)
that can produce a segmented output image directly, have replaced the sliding
window method. However, since the ‘encoding’ part of the AE is subject to data
loss, the AEs have been phased out by residual networks (e.g., [5,8]) with direct
forward connections between layers of encoder and decoder for higher quality
image segmentation.

3 Methodology

3.1 Neural Network Design

The proposed architecture consists of three connected neural networks of identi-
cal structure (Fig. 1) that combines the architectures of symmetrical AE (with
dimension reducing encoder and expanding decoder), (ResNet) [5] and DenseNet
[8] having shortcut connections between encoder and decoder layers by feature
map concatenation.
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Fig. 1. Illustration of sub-neural network design using 2 blocks with 3 convolutional
filters

This NN can be further divided into sub-blocks (hereafter blocks) that all
have a similar structure. In essence, a block consists of a set of convolutional
layers followed by a size transformation layer (either max pooling for encoder
or upsampling for decoder). As the NN is symmetric, encoder and decoder have
equal number of blocks. Thus a NN with “two blocks” would be a NN that
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has two encoding and two decoding blocks. Each of these blocks has an equal
number of convolutional layers with 3 × 3 kernel. After each decoding block,
there is a concatenation layer in order to fuse the upsampled feature map with
the corresponding convolutional layer’s feature map from the encoder part of
the network.

The overall design of the sub-NN is as follows:

1. Input layer (RGB image)
2. n× encoding block
3. n× decoding block + concatenation layer
4. flattening convolutional layer
5. Output layer (gray scale image).

All the convolutional layers (except the last one) use LeakyReLU (α = 0.1)
as activation function. It is observed that a large gradient flowing through a
more common ReLU neuron can cause the weights to update in such a way that
the neuron will never activate on any datapoint again. Once a ReLU ends up in
this state, it is unlikely to recover. LeakyReLU returns a small value when its
input is less than zero and gives it a chance to recover [13]. The convolutional
layers’ padding is ‘same’, i.e., the height and width of input and output feature
maps are the same for each convolutional layer within a block.

The U-Net architecture proposed in [18] utilizes a similar idea, however, the
order of layers is different in the decoder part of their NN:

– upsample → concatenate → convolution (U-Net)

– convolution → upsample → concatenate (Proposed)

The number of computations required by a convolutional layer increases as
the size of inputs (feature maps from the previous layer) increases. The size of
layer’s inputs is given by Eq. 1, where width and height are width and height of
the feature map from the previous layer and depth is the number of convolutional
filters in the previous (convolutional) layer.

V = width × height × depth (1)

Because U-Net performs upsampling and concatenation before convolutional
layer, the input size (hence the required computational power) is more than four
times bigger (Eq. 2) than with the proposed NN. Upsampling with kernel size
(2 × 2) doubles both height and width and concatenation further increases depth
by adding depthenc layers from an encoder block to the feature map.

VUNet = widthUNet × heightUNet × depthUNet

= (2 × width) × (2 × height) × (depth + depthenc)
(2)

Since RSMs and REs have different characteristics, these two tasks are per-
formed using two different NNs. Both NNs have a RGB input of size (224 × 224
× 13) and a single (224 × 13) output, i.e., a gray scale mask (Fig. 1). One pixel
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corresponds roughly to 3.37 mm, thus the width and height of the input segment
are about 75.42 cm.

The resulting outputs from RE and RSMs detection are concatenated with
the original input image and fed to a third NN (REFNET) to refine the final
results (Fig. 2). Hence, the final structure of the whole NN combines three NNs:
two parallel NNs (RENN and RSMNN) and a REFNET. REFNET has the same
general design as the RENN and RSMNN but the number of blocks and number
of convolutional filters per block differ (Table 1). It must be noted that adding
REFNET incurs relatively small overhead because it has considerably smaller
number of trainable parameters compered to RENN and RSMNN even though
REFNET has higher block count. Table 1 describes the chosen architecture that
had the best performance.

Table 1. Neural network parameters

Value RENN RSMNN REFNET

Trainable parameters 148489 208201 66058

Block count 3 4 5

Conv layers per block 6 2 2

Number of filters (8,16,32) (8,16,32,64) (8,8,16,16,32)

Both RENN and RSMNN are pre-trained for 20 epochs. Several combinations
of blocks and layers were tested and best performing RENN and RSMNN were
chosen. Next, all three NNs – RENN, RSMNN and REFNET – are trained for
additional 60 epochs. The NNs were trained using Adadelta optimizer with initial
learning rate of 1.0 and binary crossentropy as loss function. Automatic learning
rate reduction was applied if validation loss did not improve in 15 epochs. Each
reduction halved the current learning rate.

3.2 Evaluation Methodology

There are several metrics for evaluating segmentation quality. The most common
of those is accuracy (Eq. 3) that calculates the percent of pixels in the image
that are classified correctly

Acc =
TP + TN

TP + FP + TN + FN
, (3)

where TP = True Positives (pixels correctly predicted to belong to the given
class), TN = True Negatives (pixels correctly predicted not to belong to the
given class), FP = False Positives (pixels falsely predicted to belong to the given
class), and FN = False Negatives (pixels falsely predicted not to belong to the
given class). In cases where there is a class imbalance in the evaluation data,
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Fig. 2. Overall structure of the final neural network

e.g. TN � TP, FP, FN (which is often the case in practice), accuracy is biased
toward an overoptimistic estimate.

For class-imbalanced problems, precision (Eq. 4) and recall (Eq. 5) (showing
how many of predicted positives were actually true positives and how many of
true positives were predicted as positives, respectively)

Pr =
TP

TP + FP
, (4)

Rc =
TP

TP + FN
, (5)

or balanced accuracy that is an average of recall (also known a sensitivity or
True Positive Rate) and specificity (also known as True Negative Rate) (Eq. 6)

Accbal =
TPR + TNR

2
=

(
TP

TP + FN
+

TN

TN + FP

)
÷ 2, (6)

give a better estimate
In addition, Jaccard similarity coefficient or Intersection over Union (IoU)

(Eq. 7) can be used

IoU =
|X ⋂

Y |
|X ⋃

Y | =
TP

TP + FP + FN
. (7)

IoU is the area of overlap between the predicted segmentation (X) and the
ground truth (Y ) divided by the area of union between the predicted segmenta-
tion and the ground truth.
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For binary or multi-class segmentation problems, the mean IoU is calculated
by taking the IoU of each class and averaging them.

mIoU = n−1
n∑

i=1

IoUi (8)

The same applies for the other metrics (Eq. 6, Eq. 4, Eq. 5).

4 Experimental Results

4.1 Setup of the Experiments

The proposed methods are evaluated on a dataset that contains a collection of
314 orthoframe images of Estonian roads that each have a size of 4096 × 4096
pixels.

The images in the dataset are manually annotated to generate ground truth
masks for both RSMs and RE. The annotation is performed by using Computer
Vision Annotation Tool (CVAT) (Fig. 3). These vector graphics annotations are
then converted into image masks with separate masks for RSM and RE.

Fig. 3. Image annotation. The annotated RSMs are outlined by red color and the area
outside the road masked out by the annotation mask is painted green for illustration.
(Color figure online)
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As a preliminary step before training and testing the proposed NN, auto-
matic image pre-processing (i.e. white balancing) is applied to each individual
input image by using gray world assumption with saturation threshold of (0.95).
The goal of image pre-processing is to mitigate color variance (e.g. due to color
difference of sun light).

Next, 249 of 314 pre-processed images are used to build the training/validation
dataset of image segments. This training/validation dataset contains 36497 image
segments and each segment has a size of 224 × 224 pixels (Fig. 3). It must be
noted that not all segments of a pre-processed image are included in the train-
ing/validation dataset. Since large part of the 4096 × 4096 pixel image is masked
out (depicted byblack color inFig. 3), only segmentswith 20%ormore non-masked
pixels are considered. These segments are then divided into two groups: 1) those
that include annotations and 2) those that do not include annotations. A segment
is considered to be annotated if and only if at least 5% of its pixels contain anno-
tations. In order to prevent significant class imbalance in training data, the two
groups (i.e., segments with and without annotations) have to be of equal size. The
segments in the two groups do not overlap.

Built-in image pre-processing methods of TensorFlow/Keras library are ran-
domly applied on each 224 × 224 × 3 segment before training in order to perform
data augmentation. These image pre-processing methods include horizontal flip,
vertical flip, width shift (±5%), height shift (±5%) and rotation (<90◦).

Input:

Output:

Fig. 4. Augmentation of input data

Rotation and/or shifting without zooming in can lead to situations where
part of the modified segment does not include the pixels from the original seg-
ment. Therefore, these pre-processing methods are performed using ‘nearest’ fill
method (Fig. 4).
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4.2 Image Post-processing and Testing Results

Testing is performed on 65 images which were not included in training or valida-
tion data sets. The images are turned into 224 × 224 × 3 RGB image segments
similarly to the process described in Sect. 4.1. The main difference is that after
pre-processing (i.e., white balance), the testable segments are generated from all
segments that are not 100% black. These testable segments are then passed to
the NNs and resulting output of the NNs is re-combined such that input seg-
ments that were 100% black are also fully black in the combined 4096 × 4096
output image. This process is repeated on each test image three times. Each
time a different amount of padding is used. These three outputs are cropped
to original size and averaged to assure that final generated masks/images are
smooth.

Before the final evaluation, the re-combined outputs undergo image post-
processing. First, thresholding using Otsu’s method [14] is applied on both RE
and RSM images to produce binary images (Fig. 5). Next, holes are filled in the
RE image. Then RE contours are detected and small objects are filtered out
based on their area. Next, the refined RE image is used as a mask to rule out
false positive RSMs. Finally, RSM contours are detected and small objects are
filtered out based on the object’s area (Fig. 6)

Fig. 5. Road surface markings and road edges masks before applying Otsu’s method
(left and middle, respectively) and the combined result after post-processing (right).

The number of pixels, classified as true positives (TP), true negatives (TN),
false positives (FP) and false negatives (FN) are determined over all test images
(Table 2). Based on the resulting figures, recall (Rc), precision (Pr), balanced accu-
racy (ACCbal) and IoU are calculated and given in Table 3. The figures in Table 3
imply that RE detection has somewhat better quality than RSMs detection. This
is, however, deceptive, because of the smaller overall size of RSMs (TP + FN in
Table 2), minor detection imperfections result in a greater degradation of perfor-
mance indices.
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In contrast to performance measures over all test images in Table 3, Table 4
provides performance analysis on orthoframe basis. First, performance measures
were calculated for each image separately. Next, statistical measures such as
average, minimum, maximum value and standard deviation (σ) were calculated.
These additional characteristics show that RE detection accuracy is in fact less
consistent and more sensitive to hard shadows in particular as Fig. 7 demon-
strates. Standard deviation (σ) for RSM detection is lower in all categories com-
pared to RE detection.

Fig. 6. Near-perfect detection of road surface markings (outlined by blue color) and
road edges (pale red). (Color figure online)

Fig. 7. Detection of road surface markings (outlined by blue color) and road edges
(pale red) in presence of hard shadows. (Color figure online)
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Table 2. Pixel classification after post-processing

Type TP TN FP FN

Edges 159647475 915666344 8170998 7034223

Markings 7501060 1081635670 581563 800747

Table 3. Detection performance indices after post-processing

Type Rc Pr Accbal IoU

Edges 0.96 0.95 0.97 0.88

Markings 0.90 0.93 0.95 0.84

Table 4. Detailed measures of per image results

Value Edges Markings

Rc Pr TNR Accbal Rc Pr TNR Accbal

Avg 0.92 0.95 0.99 0.96 0.90 0.93 1.00 0.95

σ 0.18 0.08 0.02 0.09 0.06 0.06 0.00 0.03

Min 0.13 0.42 0.88 0.57 0.64 0.71 1.00 0.82

Max 1.00 0.99 1.00 1.00 0.98 1.00 1.00 0.99

This was expected because RE detection is considered to be harder problem
to solve. The detection of RENN did not improve when NN size (block and/or
convolutional layer count) were increased. However, adding contextual informa-
tion (RSMNN) increased the proposed method’s predictive ability for both RE
and RSM detection when the outputs of RENN and RSMNN were combined in
REFNET.

5 Conclusion

In this study, we proposed a convolutional neural network-powered method for
concurrent road edge (RE) and road surface markings (RSMs) detection from
orthoframes even under severely adverse conditions such as bad lighting condi-
tions (shadows, over-lit road surface, etc) and RSM wear. The measures of IoU
(88% and 84%, respectively) indicate that the network performs well in most
conditions, however, hard shadows, cast either by trees or buildings alongside
the road, present a problem, particularly for RE detection.

In future works, we intend to research how to improve the predictive ability
of the method by using increased contextual awareness either by incorporating
data about the neighboring image segments or by using the whole orthoframe
image as input.
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1. Álvarez, J.M., López, A.M., Gevers, T., Lumbreras, F.: Combining priors, appear-
ance, and context for road detection. IEEE Trans. Intell. Transp. Syst. 15(3),
1168–1178 (2014). https://doi.org/10.1109/TITS.2013.2295427

2. De Paula, M.B., Jung, C.R.: Automatic detection and classification of road lane
markings using onboard vehicular cameras. IEEE Trans. Intell. Transp. Syst. 16(6),
3160–3169 (2015). https://doi.org/10.1109/TITS.2015.2438714

3. Deng, L., Yang, M., Hu, B., Li, T., Li, H., Wang, C.: Semantic segmentation-based
lane-level localization using around view monitoring system. IEEE Sens. J. 19(21),
10077–10086 (2019). https://doi.org/10.1109/JSEN.2019.2929135

4. Gupta, A., Choudhary, A.: A framework for camera-based real-time lane and road
surface marking detection and recognition. IEEE Trans. Intell. Veh. 3(4), 476–485
(2018). https://doi.org/10.1109/tiv.2018.2873902

5. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 770–778 (2015)

6. Hoang, T.M., Nam, S.H., Park, K.R.: Enhanced detection and recognition of road
markings based on adaptive region of interest and deep learning. IEEE Access 7,
109817–109832 (2019). https://doi.org/10.1109/access.2019.2933598

7. Hu, J., Yang, M., Xu, H., He, Y., Wang, C.: Mapping and localization using seman-
tic road marking with centimeter-level accuracy in indoor parking lots. In: 2019
IEEE Intelligent Transportation Systems Conference, ITSC 2019, pp. 4068–4073.
Institute of Electrical and Electronics Engineers Inc. (October 2019). https://doi.
org/10.1109/ITSC.2019.8917529

8. Huang, G., Liu, Z., Weinberger, K.Q.: Densely connected convolutional networks.
In: 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 2261–2269 (2016)

9. Jiang, W., Wu, Y., Guan, L., Zhao, J.: DFNet: semantic segmentation on
panoramic images with dynamic loss weights and residual fusion block. In: Pro-
ceedings - IEEE International Conference on Robotics and Automation, vol. 2019,
pp. 5887–5892. Institute of Electrical and Electronics Engineers Inc. (May 2019).
https://doi.org/10.1109/ICRA.2019.8794476

10. Kim, Z.W.: Robust lane detection and tracking in challenging scenarios (2008).
https://doi.org/10.1109/TITS.2007.908582

11. Lin, J., Chien, S., Chen, Y., Chen, C.C., Sherony, R.: 24 GHz and 77 GHz radar
characteristics of metal guardrail for the development of metal guardrail surrogate
for road departure mitigation system testing. In: 2019 IEEE Intelligent Trans-
portation Systems Conference, ITSC 2019, pp. 3340–3346. Institute of Electri-
cal and Electronics Engineers Inc. (October 2019). https://doi.org/10.1109/ITSC.
2019.8916960

12. Ma, L., Li, Y., Li, J., Zhong, Z., Chapman, M.A.: Generation of horizontally curved
driving lines in HD maps using mobile laser scanning point clouds. IEEE J. Sel.
Top. Appl. Earth Obs. Remote Sens. 12(5), 1572–1586 (2019). https://doi.org/10.
1109/JSTARS.2019.2904514

13. Maas, A.L., Hannun, A.Y., Ng, A.Y.: Rectifier nonlinearities improve neural net-
work acoustic models. In: ICML Workshop on Deep Learning for Audio, Speech
and Language Processing (2013)

14. Otsu, N.: A threshold selection method from gray-level histograms. IEEE Trans.
Syst. Man Cybern. 9(1), 62–66 (1979). https://doi.org/10.1109/TSMC.1979.
4310076

https://doi.org/10.1109/TITS.2013.2295427
https://doi.org/10.1109/TITS.2015.2438714
https://doi.org/10.1109/JSEN.2019.2929135
https://doi.org/10.1109/tiv.2018.2873902
https://doi.org/10.1109/access.2019.2933598
https://doi.org/10.1109/ITSC.2019.8917529
https://doi.org/10.1109/ITSC.2019.8917529
https://doi.org/10.1109/ICRA.2019.8794476
https://doi.org/10.1109/TITS.2007.908582
https://doi.org/10.1109/ITSC.2019.8916960
https://doi.org/10.1109/ITSC.2019.8916960
https://doi.org/10.1109/JSTARS.2019.2904514
https://doi.org/10.1109/JSTARS.2019.2904514
https://doi.org/10.1109/TSMC.1979.4310076
https://doi.org/10.1109/TSMC.1979.4310076


Simultaneous Road Edge and Road Surface Markings Detection 121

15. Ozgunalp, U., Fan, R., Ai, X., Dahnoun, N.: Multiple lane detection algorithm
based on novel dense vanishing point estimation. IEEE Trans. Intell. Transp. Syst.
18(3), 621–632 (2017). https://doi.org/10.1109/TITS.2016.2586187

16. Reach-U Ltd.: Eyevi – mobile mapping based visual intelligence. https://www.
reach-u.com/eyevi.html. Accessed 12 Feb 2020
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Abstract. We propose several types of advertising sign photo descrip-
tors that are useful for images classification. We also collected a dataset
of commercial building facade photographs grouped by a type of provided
services in order to perform comparison between different classification
methods. Finally we performed comparison between methods based on
the proposed descriptor usage and combined advertising sign classifier
and obtained better performance using our system.

Keywords: Image descriptor · Image classification · Signboard
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1 Introduction

Currently, a number of computer vision problems related to the field of applied
marketing are urgent [10]. Among all problems, one can distinguish the problem
of recognizing the type of the services provided from a photograph of an adver-
tising poster [6]. That problem arises when analyzing a business segment using
images of the studied area. It also should be noted the presence of circumstances
that significantly complicate this issue. For example, advertising plates often
contain non-standard fonts and are also painted in a wide range of colors and
contain various elements of the underlay. It is also impossible not to note the fact
of the influence of external shooting conditions on the resulting images, which
also affects the complexity of the problem. It is noteworthy that we can classify a
photograph of a building facade by the type of provided service basing on several
aspects presented in the image. Firstly, we can be guided by the text presented
at the signboard. In addition to the textual component, we can be guided by the
visual design of the advertising signboard. Finally we can pay attention to the
environment presented on the image and the visual component of the whole pic-
ture. In order to simultaneously cover all aspects of the image that are significant
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for classification, it is possible to use a combined classifier [6]. Despite the fact
that at the present time many methods have proven their effectiveness in solving
problems of classifying general images [2,3,8], it should be noted that pictures
in the datasets for classifying heterogeneous images [1,4] are very different from
photographs of facades of buildings with advertising posters. Such visual fea-
tures of posters as the lack of convex elements and a similar rectangular shape
greatly complicate the classification of posters using classic image classification
methods [6]. It also should be noted a weak visual difference between groups of
advertising posters belonging to different types of business. In addition to the
visual component, it is possible to use text information located on the poster
using text recognition engines [7,9,11]. However signboards text recognition is
often hampered by factors such as variable angles, fonts, styles of signage and
lighting (Fig. 1). Since text-based classification also does not provide appropri-
ate classification quality, there is a need to assess the presence of additional
context on the facade of the building and its visual characteristics. Thus, the
idea of constructing a combined classifier for classifying photographs of facades of
commercial buildings with advertising signboards [6]. Unfortunately even model
described in [6] does not demonstrate very high efficiency in a difficult context
of the problem.

In order to achieve better performance in classifying advertising signboards
photographs by the type of provided services, we propose a special type of image
descriptors which we use as a part of a combined scheme, proposed in [6]. Our
method demonstrates better efficiency than models that use only visual informa-
tion or only recognized text during photo processing and also better than com-
bined methods that uses visual features and explicit text information retrieval [6].

2 Problem Statement

In this article we present a study of the use of special types of descriptors as
a part of a combined classifier scheme for advertising signboard photographs
classifying by the type of provided services. The problem can be formulated as
follows.

An input image containing a commercial building facade with a signboard Q
should be assigned to one of the classes C = Ci, where i ∈ [0, N ].

We also use the following restrictions. Input images are captured in vari-
ous conditions by different cameras with various intrinsic parameters, hence: a)
may contain such visual defects as sun glare, noise, including those that greatly
impede optical text recognition and visual features of input image; b) angle,
framing, lighting and colour balance are unknown and can vary significantly
from snapshot to snapshot; c) position of a signboard in frame can also vary
greatly.
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Fig. 1. Considered dataset illustration: a) photograph of a hotel; b) photograph of a
store facade; c) image of a restaurant signboard; d) photograph of a signboard that
does not belong to categories listed above.)

3 Proposed Method

We use similar combined classifier scheme, as described in [6]. The proposed
architecture contains several modules: a visual features extraction module, text
detection one, and the special image descriptor module (Fig. 2). It is remarkable
that the proposed modular architecture does not require any special preprocess-
ing stage since we use fairly stable and noise resistant approaches for significant
information retrieval and we also make a decision based on an analysis of a wide
range of features. We use CNN-based module for visual features extraction, since
CNN-based image features extractors are effective in solving problems of general
images classifying [2,3,8]. Unfortunately general images classifiers that are based
only on CNN extracted features demonstrate poor results in advertising posters
photographs classification [6]. In order to increase the performance of our classi-
fier we introduce another special image descriptor that is obtained from original
photo regions that contains text. Then we add some postprocessing to prepare
general visual features and our special descriptor for concatenation. Then we
project the result of the concatenation onto a space of dimension 4 (according
to the number of classes). After that we apply SoftMax function to the obtained
vector and interpret result values as the probabilities of target classes.

Fig. 2. General architectural diagram of the proposed combined classifier.
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3.1 CNN-Based Feature Extractors

According to [6], we use MobileNet [2] for a whole image features extraction.
Thus our visual features extractor is a sequence of convolutional, fully connected
layers and residual connections [5]. We use that descriptor to retrieve significant
information from background.

We also use CNN-based EAST [11] architecture for text detection on an input
image. Advantages of using this method are its speed and resistance to an angle
varying.

3.2 Special Image Descriptors

We present special types of descriptors for images containing textual information.
The procedure for calculating proposed descriptors is parallelized naturally and
does not require significant computing resources.

Our descriptors are based on the idea of obtaining the maximal information
from the mutual arrangement of regions with the maximum brightness variation.
We also intend to retrieve information from different locations simultaneously.
Guided by the above considerations we construct image descriptors as traces
of a certain number of agents moving from given initial positions on the image
according to predefined strategies. We propose two strategies types that per-
formed better on our datasets.

Image descriptor type A implies the special strategy for agent movement.
At each step agent select movement type according to the following rule:

mv
i+1 = arg max

m∈Mp

(|Ri
1 − Ri

2| + cp ∗ 1{p}(m)),

(Ri
1, R

i
2) =

{
(Ri

up, R
i
down), if |Ri

up − Ri
down| > |Ri

left − Ri
right|

(Ri
left, R

i
right), otherwise,

Ri
up = I[xi − s/2 : xi + s/2; yi − s : yi],

Ri
down = I[xi − s/2 : xi + s/2; yi : yi + s],

Ri
left = I[xi − s : xi; yi − s/2 : yi + s/2],

Ri
right = I[xi : xi + s; yi − s/2 : yi + s/2],

where mv
i stands for a movement direction, i stands for a step number, I denotes

an input image, and (x, y) denotes position of a pixel on the input image, p stands
for priority movement direction, Mp is a subset of {up, down, left, right} that
denotes allowed movements according to priority direction p, cp denotes bonus
for movement along the priority direction and s stands for a step size in pixels.

The trace of each agent with predefined movement direction can be formalized
as follows:

T p(x0, y0) = (m1(x0, y0), ...,mN (x0, y0)),
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where T p(x0, y0) - trace of an agent with priority movement direction p and
initial position (x0, y0), mi(x0, y0) stands for chosen agents movement at step i
with predefined initial position and priority direction and N denotes the length
of each trajectory (if an edge of the image achieved before making N steps then
trace is padded with a special value). Thus trajectories of that descriptor type
tends to be placed along contours of an input image (Fig. 3).

Fig. 3. Type A descriptors trace illustration: a,b) horizontal oriented trajectories; c,d)
vertical oriented trajectories

All of trajectories are grouped by priority directions and initial positions:

Tup = (Tup(x0,H), ..., Tup(xA,H)),

T down = (T down(x0, 0), ..., T down(xA, 0)),

T left = (T left(W, y0), ..., T left(W, yB)),

T right = (T right(0, y0), ..., T right(0, yB)),

where A and B stands for horizontal-oriented and vertical-oriented agents num-
ber, W denotes an input image width and H denotes image height. Finally we
merge groups of trajectories for each direction into the complete image descriptor
that can be described as follows:

T = (Tup, T down, T left, T right).
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From the above description, it is easy to construct a procedure that calculates
the proposed descriptor for the number of steps that linearly depend on the
number of pixels of an input image. It should also be noted that the algorithm
for calculating our descriptor is parallelized with a small effort.

Image descriptor type B differs from type A only with movement direction
rule:

mv
i+1 = arg max

m∈Mp

(|Ri
1 − Ri

2| + α ∗ cp ∗ 1{p}(m)),

where equals 1 if movement direction was changed at least once and 0 otherwise.
That modification allows agent to avoid priority direction influence if significant
element was found during agents movement (Fig. 4).

Fig. 4. Type B descriptors trace illustration: a,b) horizontal oriented trajectories; c,d)
vertical oriented trajectories

4 Experiments

4.1 Datasets

We investigated performance of the proposed model and its variations using
two datasets. The first dataset was presented in [6]. It contains snapshots from
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Google Street View application captured mostly in U.S. The dataset contains
only 357 images roughly split into the classes.

The second one is Signboard Classification Dataset (SCD). It was collected
by ourselves from publicly available sources, namely from Flickr. This dataset
contains photos from different authors who made their work available for research
purposes. The number of images in the dataset is 1000. The class distribution
is uniform in this dataset. We release the collected dataset and make it publicly
available1.

All of the images from datasets were obtained under different capture condi-
tions and camera positions and grouped into 4 classes according to the type of
services provided (hotels, shops, restaurants, and “other”).

4.2 Performance Comparison

We used F1 as a quality metric in all experiments. For multi-class classification
estimation F1 scores for individual classes are averaged. The results of compar-
ative performance investigation are given in Table 1.

Table 1. Performance investigation results.

Model Dataset

Malykh and Samarin, 2019 [6] SCD

Malykh and Samarin, 2019 [6] 0.24 0.47

ours with descriptor type A 0.38 0.59

ours with descriptor type B 0.35 0.63

5 Conclusion

We propose special image descriptors that are useful for to classification images
containing text. We also present a new open SCD dataset for advertising sign-
board classification by the type of provided services. The effectiveness of pro-
posed descriptors usage is demonstrated on several datasets. It should be noted
that performance of methods that use our descriptors significantly overcomes
combined classifier baseline. Our solution demonstrated new state of the art
result (0.38 in averaged F1 score against 0.24 of previous best model over our
dataset and 0.63 in averaged F1 score against 0.47 over dataset from the original
paper). According to obtained results, the further research could be focused on
the study of new descriptors building new descriptors in order to better perfor-
mance achievement.

1 https://github.com/madrugado/signboard-classification-dataset.

https://github.com/madrugado/signboard-classification-dataset
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Abstract. While a lot of work exists on text or keyword extraction
from videos, not a lot can be found on the exact problem of extracting
continuous text from scrolling tickers. In this work a novel Tesseract OCR
based pipeline is proposed for location and continuous text extraction
from scrolling tickers in videos. The solution worked faster than real
time, and achieved a character accuracy of 97.3% on 45min of manually
transcribed 360p videos of popular Latvian news shows.

Keywords: Tesseract OCR · OCR · Video text extraction · Text
localization · Ticker text

1 Introduction

A ticker is a display of text commonly found at the lower third of the screen
in news networks (examples in Fig. 3), which can contain weather reports, stock
quotes, news headlines or other short pieces of text. Traditionally most tickers
display text moving from right to left (opposite in right-to-left writing systems).

While work capable of reading static tickers exists [1,2,4], and even work
capable of extracting keywords from scrolling tickers exists [4], at the time of
writing, a ready-made solution for the problem of extracting the entire continu-
ous text from a scrolling ticker was not found. This paper describes a solution to
this problem built in collaboration with the largest Latvian news agency LETA,
where the pipeline will be tested in production. A pipeline is proposed for find-
ing the ticker text on screen, preprocessing images of the ticker text for better
recognition by the Tesseract OCR engine [15], and combining the OCR readings
into a continuous piece of text.

Attention was mostly paid to Latvian news shows, however with minor mod-
ifications the pipeline would likely work for any language written horizontally
for which Tesseract OCR has been trained.

c© Springer Nature Switzerland AG 2020
T. Robal et al. (Eds.): DB&IS 2020, CCIS 1243, pp. 130–143, 2020.
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2 Related Work

Work has been done in the area of static news video text extraction [1,2,4]. And
work has even been done capable of keyword extraction from scrolling tickers [4].
However, there doesn’t seem to be any work on extraction of the full continuous
text from a scrolling ticker, which is the problem the pipeline described in this
paper attempts to solve.

Most solutions to image or text extraction problems can be divided into
five sub-steps: detection, localization, tracking, preprocessing, and recognition
(OCR reading) [7]. So the pipeline described in this paper was designed similarly.
Except for that the pipeline assumes the input video contains a ticker, which
doesn’t change its position throughout the video. So it is only concerned with
the steps localization, preprocessing and recognition. In addition to that, due
to the full text of a scrolling ticker never being completely visible on screen at
any point in time, extra steps are taken after recognition, to construct a single
continuous piece of text from OCR readings of multiple ticker images.

Although a lot of research is available on localizing text in videos [10], to
locate the scrolling ticker text in a video, a novel simple method is proposed,
which is designed specifically for scrolling ticker text localization, which uses an
idea from [9].

Also the work proposes a method for constructing a single continuous piece
of text from Tesseract OCR readings for individual ticker text images, which the
authors believe to be novel.

3 Methodology

In this section each of the steps of the pipeline are described in detail. An
overview of all the steps is shown in Fig. 1.

Fig. 1. Pipeline with arrows showing how information flows between steps.
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Fig. 2. Visualization of steps of ticker text localization for a section of the video con-
taining a ticker. (a) Heat map of average change in brightness. (b) Initial window calcu-
lated in section “Guess Initial Text Position”. (c) Window after line-by-line expansion
in section “Refine Guess”. (d) Window after expanding 1/3 to include possible diacrit-
ics and descenders in section “Expand Window for Diacritics”.

3.1 Ticker Text Localization

In the ticker text localization steps the window where ticker text appears is
found. It is assumed that there is exactly one ticker in the video, which doesn’t
change its position, and is visible throughout most of the video. An example of
the intermediate results of the localization steps are shown in Fig. 2.

Guess Initial Text Position. The brightness of text differs a lot from the
brightness of its background, because otherwise it would be hard to read. And,
because the text printed on the ticker is constantly moving left, on average the
brightness of pixels on the ticker changes a lot more than for other pixels of the
video. This assumption is used in the ticker text location steps.

First the average change in brightness of each pixel of the video is estimated
by reading a couple hundred pairs of consecutive frames from the video, calcu-
lating how the brightness of each pixel changes within each pair of frames, and
then averaging over all pairs. Then, to get an initial guess for where ticker text
can appear, the detector finds the smallest window containing all pixels whose
average change in brightness passes a dynamic threshold Th1 calculated as:

Th1 = 0.9 · MaxChange (1)
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where MaxChange is the maximum average change in brightness for a pixel in
the sample.

This gives a window where ticker text frequently passes through and is usually
smaller and contained within the actual window where ticker text appears.

Refine Guess. The initial guess is then expanded one line at a time, if the
average change in brightness of a line directly adjacent to the window pass a
threshold Th2 = 0.5 · Th1.

The idea for line-wise expansion of the window is borrowed from [9] section
IV.D.1.

A lower threshold Th3 = 0.15 ·Th1 is used for expansion upward, to include
ascenders (e.g. letters h, k, A, l) which are usually much rarer than text between
the baseline and mean line of the font (height spanned by x, e, c, o, a, etc.).

After this, the window height roughly corresponds to the region and height
of a capital letter. This height value is later used when resizing ticker images in
preprocessing.

Expand Window for Diacritics. The window is then expanded 1/3 vertically
to each side to include possible diacritics (e.g. Ņ, Š, ļ) and descenders (e.g. g, y,
j, p).

3.2 Preprocessing

Preprocessing is known to improve Tesseract OCR’s output compared to just
giving it raw images [6]. So first the pipeline crops the images to only the ticker
text window calculated in the previous section. Then the images are resized so
the font has a capital letter height of about 32 pixels.

Get Ticker Images. Images of the ticker are taken every 12 frames, which
usually produces a lot of overlap in the text between consecutive images taken.
This makes continuous text construction easier later on. The ticker images are
then cropped to the ticker text window.

Resize Ticker Images. Tesseract OCR 4.0’s LSTM line recognizer engine
works best when the capital letter size is about 30–50 pixels in height [11,16]. The
ticker images are resized so the font is about 32 pixels in height. The interpolation
method used when resizing is cubic interpolation.

3.3 OCR Reading

The OCR engine that was used for text recognition was the Tesseract OCR
engine 4.0 with LSTM [15], because at the time of writing it was one of the most
popular open source OCR engines, and shows comparable results to proprietary
solutions [14].
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The preprocessed ticker images from the previous section are run through
Tesseract to get positions, text and confidence values of words for each ticker
image. (From this point on the word “word” will be used to refer to a single
word on a scrolling ticker as a human would interpret it, and the information
that Tesseract OCR returns from reading a word from a ticker image will be
referred to as a “word reading”.)

The confidence values are later used for removing word readings that are the
result of non-text symbols (Examples shown in Fig. 3) incorrectly interpreted by
Tesseract as text. This is done in section “Remove Garbage Word Readings”.

Fig. 3. Examples of scrolling tickers containing non-text symbols. (a) Ticker containing
the icon of the social media platform WhatsApp. (b) Ticker containing the TV3 logo.

3.4 Continuous Text Construction

After each ticker image has been read by Tesseract OCR, the resulting word
readings are combined into one continuous piece of text. This process is divided
into five parts:

– Remove word readings that might be clipping with the edges of the ticker
text window. (section “Remove Edge Word Readings”)

– Estimate leftward speed of text. (section “Estimate Text Speed”)
– Use speed estimate to calculate the approximate position of each word reading

on text strip, if the ticker is imagined to have an actual long strip of text
scrolling through it. (section “Calculate Text Strip Positions”)

– Remove word readings that come from non-text symbols being falsely inter-
preted as text by the Tesseract OCR engine. (section “Remove Garbage Word
Readings”)

– Pick words so that their calculated text strip positions don’t overlap. (section
“Discard Overlapping Word Readings”)

Remove Edge Word Readings. When a word isn’t fully visible in the ticker
text window (either because it hasn’t yet fully scrolled in, or has started to scroll
out (e.g. the word “DIENESTA” on left side of ticker in Fig. 3a)), Tesseract will
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only read the part that it sees. These “partial” word readings can interfere with
later steps in text construction, so any word readings that start or end within a
word height of the left or right edge of the ticker text window, are discarded.

Estimate Text Speed. The text in the ticker moves leftward at constant
speed. Tesseract OCR can return approximate positions of words in whole pixels.
So if Tesseract reads the same text for a word at about the same position in
consecutive ticker images, a rough estimate for the speed of the text can be
calculated, by dividing the difference in position by the difference in frames.

Averaging these estimates for a couple hundred word readings gives a good
approximation of the speed.

Calculate Text Strip Positions. Every word is read multiple times by the
Tesseract OCR engine. To later understand which word readings correspond to
the same word, it is imagined that a continuous text strip is actually scrolling
through the ticker. Estimates for word reading positions on the text strip are
then calculated. This is done by simply adding, how much we expect the text
strip to have moved, to the position of the word reading reported by Tesseract.
The speed approximation from section “Estimate Text Speed” is used as the
speed of the text strip.

Even if the speed approximation is off by a bit, since a word only appears on
screen for no more than a couple hundred frames, the difference in calculated text
strip positions for the same word should be small compared to the word’s size.
Yet the difference in calculated text strip positions for different words should be
similar to the difference between them on the actual text strip, at least for words
close on the actual text strip. Which is mostly good enough for the methods used
in later text construction steps.

Remove Garbage Word Readings. Occasionally symbols, that are not text,
appear on the ticker. (Examples shown in Fig. 3).

In these situations Tesseract OCR may attempt to read them and usually
return word readings whose text consists of random punctuation, or sometimes
numbers or letters. These word readings make the result text worse if left in.

In order to lessen this problem, a method was worked out to remove word
readings that are likely to be the result of Tesseract trying to read something
that’s not text.

Tesseract OCR supports returning confidence values. From the confidence
values one can calculate the average character confidence:

charconf = len
√

conf (2)

Where len is the length of the word reading in characters and conf is the Tesser-
act confidence value. The average character confidence of word readings that are
the result of reading non-text symbols tends to be lower than the average for
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readings of legitimate text. However occasionally Tesseract returns high confi-
dence values for individual non-text readings by chance.

To counteract this, the word readings corresponding to the same word/non-
text symbol are clustered based on their left and right edge positions on the long
text and character length. Two word readings are put in the same cluster, if their
edge positions differ by less than the text height and their character length is
equal. Then if the average character confidence of the cluster is less than 0.85,
the cluster is discarded, otherwise the word reading with the highest Tesseract
confidence value in the cluster is left in the text and the others are discarded.

Discard Overlapping Word Readings. Occasionally, because of small spaces
between words, Tesseract OCR can misread two words as one (e.g. PAR TRIM
→ PARTRIM), or two letters can be interpreted as one or vice versa (e.g. LI ↔
U). This can create situations where, even after the clustering from last step,
there are still word readings that overlap, and it is not clear which word reading
to leave in the text and which to discard.

The method proposed for solving this problem, is to go through all the clus-
tered words left to right based on their left edge. If the new clustered word
doesn’t overlap with the previous one, just add it. If it does, then pick the one
that comes from the biggest cluster by count, and throw the other one out.

After the process has been finished simply concatenate the clustered words
through spaces to get the final continuous text.

3.5 Limitations

The ticker text localization steps only work properly when exactly one ticker
is present in the video, and is visible throughout most of the video. The OCR
reading step also assumes the ticker is visible throughout the video. If the ticker
is not present that can lead to garbage text insertions. It is also assumed the
ticker has a solid or, at least, only partially translucent background.

It might also be possible that the ticker localization steps might fail, if a
pixel from the background video is included in the initial text position guess.
For instance, this might happen if the text is very spare, or it’s contrast to the
background is small, and the video contains moving high contrast footage (e.g.
a panning checked tile pattern).

The pipeline only works for horizontally written scripts, with well defined
word boundaries and spaces seperating them, for which Tesseract OCR has been
trained.

The pipeline doesn’t work in situations where the speed of scrolling of the
scrolling ticker changes with time. Using it in such cases can lead to word deletion
or duplication in the result text.
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4 Dataset and Evaluation

4.1 Dataset

Ground truth data was gathered by manually transcribing scrolling ticker con-
tents from 45 min of video. Data was gathered from popular Latvian news shows,
more specifically LNT Ziņas (4 min), LNT 900 ′′ (16 min), TV3 Ziņas (10 min)
and Panorāma (15 min).

All videos had a vertical resolution of 360 pixels, and horizontal resolutions
varying from 450 to 640 pixels. The frame-rates of the videos were between 24
and 30 fps. Most videos were downloaded from YouTube. Each video contained
exactly one scrolling ticker, which persisted throughout most of the video, and
in total 6 different styles of scrolling tickers could be seen in the dataset. The
ticker capital letter heights varied from 8 pixels to 14 pixels. The average font
capital letter height for the videos was about 10.9 pixels. In total the data
contained 24367 characters and 3089 words.

4.2 Evaluation

The main metric used for evaluation was character accuracy, which is used for
OCR evaluation [3,13]. Character accuracy (CAcc) is an edit distance related
metric calculated by the formula:

CAcc = 1 − EditDist
N

(3)

where N is the number of characters in the ground truth text, and EditDist
is the Levenshtein edit distance [8], which calculates the minimum number of
character edits (insertions, substitutions, deletions) to match the output of the
pipeline to the ground truth. While calculating edit distance upper and lower
case letters were considered different, and white spaces and punctuation were
considered characters.

For analysis of results, the numbers of necessary insertions, substitutions and
deletions are also displayed in experiment tables.

5 Experiments

The pipeline was hand tuned to good settings. Experiments were done to show
that the pipeline works worse if a single parameter is changed, or a part of the
system is disabled. All possible configurations weren’t tested because that would
take an enormous amount of computational resources.

5.1 Frame Step Experiment

An experiment was done to see how the results of the pipeline changed depending
on how often ticker images are taken from the source video in section “Get Ticker
Images”. Results are shown in Table 1.
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The number of substitutions somewhat decreases with the decrease in frame
step likely because it reduces the chance that by accident the word reading with
the highest Tesseract confidence will be an incorrectly read word.

The results don’t improve much beyond decreasing the step to one image
every 12 frames, so that was the default value chosen for the pipeline.

Table 1. Results of the pipeline depending on the step in frame number for taking a
ticker image in section “Get Ticker Images”.

Frame step Character accuracy Insertions Substitutions Deletions

6 97.6% 109 179 287

8 97.7% 106 160 288

12 97.4% 122 173 336

16 97.5% 100 167 341

24 97.1% 108 208 391

36 96.5% 108 186 562

5.2 Font Resizing Experiments

New Font Height Experiment. An experiment was done to see how the
results of the pipeline changed depending on the capital letter height the ticker
images were resized to have in section “Resize Ticker Images”. Results are shown
in Table 2 and Fig. 4.

The results are quite noisy. From Fig. 4 it looks like resizing the images
to have a capital letter height between 30 and 50 pixels on average improves
the character accuracy by about 0.3% (approximately 97.6%) compared to not
resizing at all (approximately 97.3%).

Fig. 4. Left - graph showing how character accuracy changes depending on capital
letter height of text after resizing. Right - number of errors depending capital letter
height of text after resizing.
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Table 2. Results of the pipeline depending on capital letter height after resizing ticker
images in section “Resize Ticker Images”.

New height Character accuracy Insertions Substitutions Deletions

No Resizing 97.3% 78 148 440

16 97.3% 119 167 381

17 97.2% 104 165 405

18 97.5% 88 172 356

19 97.5% 102 161 347

20 97.5% 73 156 375

21 97.6% 109 167 298

22 97.6% 107 162 322

23 97.8% 105 158 285

24 97.6% 110 162 310

25 97.4% 100 185 346

26 97.2% 123 184 383

27 97.7% 111 174 274

28 97.8% 93 168 274

29 97.7% 109 167 273

30 97.6% 108 171 315

31 97.7% 96 183 289

32 97.4% 122 173 336

33 97.7% 118 174 262

34 97.7% 134 165 271

35 97.6% 123 176 295

36 97.7% 121 175 258

37 97.5% 116 168 321

38 97.7% 90 160 301

39 97.4% 140 182 318

40 97.6% 121 185 283

41 97.4% 137 175 310

42 97.6% 110 183 285

43 97.6% 128 174 280

44 97.6% 126 177 285

45 97.4% 143 192 292

46 97.7% 142 173 255

47 97.3% 132 200 328

48 97.6% 128 157 309

49 97.6% 125 197 257

50 97.6% 128 176 283

52 97.6% 138 188 257

54 97.6% 131 191 256

56 97.6% 111 200 262

58 97.5% 119 193 307

60 97.6% 119 182 274

64 97.5% 137 208 253

68 97.5% 126 193 300

72 97.5% 119 220 271

76 97.7% 108 193 269

80 97.4% 132 186 307

84 97.5% 95 220 288

88 97.5% 117 196 285

92 97.3% 178 232 245

96 97.7% 95 211 264
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From Fig. 4 it looks like there is a small increase in character substitution
errors with larger font sizes, which was also observed in [11]. For smaller font
sizes word deletions seem to tend to go up. This might be because of words
getting small Tesseract confidence values, and getting removed as garbage.

The experiment results are too noisy to tell which height brings the best
results, so the value chosen for the capital letter height after resizing is 32 pixels,
which seemed to give the good results in [11].

Interpolation Method Experiment. An experiment was done to see how the
results of the pipeline changed depending on the interpolation method used for
resizing the ticker images in section “Resize Ticker Images”. Methods compared
were—nearest neighbour, linear and cubic interpolation. Results are shown in
Table 3.

Table 3. Results of the pipeline depending on the interpolation method used for ticker
image resizing, when resizing to a capital letter height of 32 pixels, in section “Resize
Ticker Images”.

Method Character accuracy Insertions Substitutions Deletions

Nearest neighbour 97.3% 114 206 341

Linear 97.3% 127 179 355

Cubic 97.4% 122 173 336

There wasn’t a large difference in character accuracy between interpolation
methods. It was decided to stick with cubic interpolation as is proposed in [5].

5.3 Garbage Word Reading Removal Experiment

An experiment was done to see how the results of the pipeline changed depending
on the average character confidence cutoffs for removing a word reading cluster
in section “Remove Garbage Word Readings”. Results are shown in Table 4.

Allowing word readings with lower average character confidence increases
the amount of character insertions. Mostly because Tesseract OCR’s attempts
to read non-text symbols are not discarded. The amount of substitutions also
increases, because, for low quality videos, Tesseract sometimes struggles to read
long words correctly, instead splitting them into shorter incorrect word readings.
They are then sometimes chosen over the correct readings in step “Discard over-
lapping word readings”, which chooses based on cluster size. The spaces between
these shorter readings are then sometimes interpreted as substitution errors.

However the amount of deletions of legitimate word readings decreases.
Requiring higher average character confidence leads to less insertions and

substitutions, but increases the amount of deletions of legitimate text.
The cutoff that lead to the best character accuracy was 0.85.
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Table 4. Results of the pipeline depending on the average character confidence cutoff
for discarding a word reading cluster in section “Remove Garbage Word Readings”.

Min confidence Character accuracy Insertions Substitutions Deletions

No garbage removal 93.3% 1131 339 160

0.7 96.8% 348 209 225

0.75 97.2% 259 199 236

0.8 97.4% 176 192 271

0.85 97.4% 122 173 336

0.9 96.9% 88 165 513

0.95 93.1% 45 120 1528

5.4 Overlapping Word Reading Choice Experiment

An experiment was done to see how the results of the pipeline changed depending
on the method of choosing between word readings when they significantly overlap
in section “Discard Overlapping Word Readings”. The methods compared were:

– Choosing the one with highest average character confidence.
– Choosing the one with largest Tesseract confidence value.
– Choosing the one that comes from the largest cluster.
– Picking at random, as a baseline.

Results are shown in Table 5.

Table 5. Results of the pipeline depending on method for choosing between overlapping
word readings in section “Discard Overlapping Word Readings”.

Method Character accuracy Insertions Substitutions Deletions

Character confidence 93.8% 132 210 1173

Confidence 93.7% 124 239 1161

Merges 97.4% 122 173 336

Random 93.7% 149 228 1164

The only method that gave better results than random, was choosing the
word reading that came from the largest cluster by word reading count. All
other methods caused much more character deletions, but for different reasons:

– When using average character confidence, if two words are accidentally inter-
preted by Tesseract as correspond to one (e.g. PAR TRIM → PARTRIM),
and if the first word (PAR in example) on average gets a lower average charac-
ter confidence than the second one (TRIM), then the combined word reading
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(PARTRIM) will have a higher average character confidence than word read-
ings of the first word (PAR), because the second word (TRIM) raises the
average character confidence. So, since the algorithm moves left to right, the
combined word reading (PARTRIM) will be prioritized over the word readings
of the first word (PAR). And after that, because of higher average character
confidence, word readings of the second word (TRIM) will be prioritized over
the combined word reading (PARTRIM). Overall this results in the deletion
of the first word (PAR) from the result text.

– When using Tesseract confidence, problems arise when Tesseract accidentally
reads only part of a word(e.g. Lielbritānija → nija). Shorter word readings
tend to have a higher word confidence value than long word readings, So these
shorter partial readings are prioritized over the longer correct word readings,
which leads to character deletions.

– When picking at random, similarly as with average character confidence, a
lot of word deletions happen because of two words getting read as one, and
causing word deletions from the result text.

6 Conclusion and Future Work

The pipeline achieved 97.3% character accuracy on the dataset. The solution
worked faster than real time on a regular computer, processing the 45 min of
video in about 13 min on an Intel Pentium Gold G5400 CPU.

About a sixth of the errors were character insertions, mostly because of non-
text symbols being read as text and not being removed in the garbage removal
step. About a third of the errors were character substitutions, which mostly
happened because Tesseract confuses one character for another because of low
resolution and video compression. About half of the errors were character dele-
tions. About half of the deletions happened because the word readings had small
Tesseract confidence values so got removed as garbage.

There was a problem for videos from the channels LNT 900 ′′ and LNT Ziņas
where occasionally the video froze and then skipped a couple tens of frames,
this usually caused word deletions or some word duplication in the results text,
because words were interpreted as having multiple positions on the text strip.
Tickers of LNT also occasionally featured text, with inverted colors for back-
ground and text color, intermittently with regular text. Tesseract sometimes
handled this incorrectly.

Other than that, less aggressive compression and a bigger font height in the
original video seemed to lead to a better character accuracy.

The error rate could likely be halved if logos and other non-text symbols
could be detected and removed perfectly, or if the garbage word removal method
could perfectly tell which words are legitimate. So this is definitely a side where
future work could focus on. Most character substitution errors are quite easy to
resolve for a human reading the pipeline’s output. So adding a dictionary check
or contextual information analysis might reduce the error rate by about a third,
which future work could also focus on.
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Other useful functionality to add might be automatic detection of appearance
or disappearance of tickers, or the ability to handle multiple tickers.

The code of the pipeline is available in a public Github repository [12].
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Abstract. The paper is devoted to providing automated solutions to
an actual problem of misclassification of goods in cross-border trade.
In this paper, we introduce a hybrid approach to Harmonized System
(HS) code assessment that combines the knowledge derived from textual
descriptions of products, assigned to them HS codes and taxonomy of HS
codes nomenclature. We use machine learning for providing HS code’s
predictions and recommendations on the basis of a model learned from
the textual descriptions of the products. In order to perform an assess-
ment of misclassification of goods we present a novel combined similarity
measure based on cosine similarity of texts and semantic similarity of HS
codes based on HS code taxonomy (ontology). The method is evaluated
on the real open source data set of Bill of Lading Summary 2017 [1] using
Gensim Python library [4].

Keywords: Machine learning · Doc2Vec · Harmonized system
taxonomy · Cosine similarity of text · Semantic similarity

1 Introduction

In order to make the calculation and collection of the customs duties and import
taxes, correct and speed up the customs clearance process the World Customs
Organization (WCO) created the Harmonized Commodity Description and Cod-
ing System already in 1988 [18]. It is a system for identifying commodities in
trade based on a six digits code. The HS is used by 179 countries covering about
98% of world trade for the assessment of customs duties and the collection of
statistical data [5]. The HS nomenclature classifies products into 21 sections, 96
chapters, headings and subheadings giving possibility totally to classify about
8547 items [10].

For example, the correct HS code for the product described as “laptop com-
puter” is 847130. In the HS code nomenclature it has the explanation as follows:
“Portable automatic data processing machines, weighing not more than 10 kg,
consisting of at least a central processing unit, a keyboard and a display” [7].
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Customs agents use the product’s origin and value together with the HS code
to derive the tariff to be assessed. However, the correct classification of HS codes
remains a challenging task [10]. Misclassification of products can have several
reasons as listed in [8]. First, the HS nomenclature and the rules governing the
classification process are very complex. Second, there is a terminological and
the semantic gap between product descriptions in the HS nomenclature and
goods descriptions in trade (i.e. commercial terms). This leads to the problem
that simple text search that is currently used by many HS code databases and
lookup systems cannot help traders to locate the relevant HS codes because of
the difference and semantic disambiguation between the structured descriptions
of the HS nomenclature and the text descriptions used during the trade process.

Misclassification is common and incorrect HS codes create a huge additional
cost for retailers and e-marketplaces. In addition, misclassification of goods leads
to duty underpayments. In 2017, the European Court of Auditors has reported
that widely applied forms of evasion of customs duty payment are undervalua-
tion, misclassification by shifting to a product classification with a lower duty
rate and the wrong description of the origin of imported goods [3]. For example,
the potential losses of customs duties were calculated to be close to 2 billion
euro for the period 2013–2016 due to undervaluation of imports of textiles and
footwear from China into the UK [3].

In order to cope with growing fraud, automated solutions for a product classi-
fication as well as an assessment of the correctness of HS codes for fraud detection
become extremely important.

For solving the problem of misclassification of products many researchers
propose automated systems for the classification of HS codes, considering
this as a multiclass classification problem and using several machine learning
approaches [2,10,17] or provide expert systems like 3CE HS code verification
system [6] or automated neural network based tools for product categorization
and mapping to HS codes [14].

In contrast, we aim in this paper at an automated assessment of the correct-
ness of HS codes that are already classified and received from e-marketplaces
or retailers to customs or logistic companies. In addition to assessment, we also
provide some recommendations for corrections of HS codes in the cases of low
assessment scores.

The main contribution of the paper is a new method for automated assess-
ment of misclassification of HS codes based on machine learning (Doc2Vec [9])
and the combination of textual and semantic similarity measures. Provided com-
bined similarity measure shows how good the textual description of the given
HS code matches with the HS code’s position in the HS code taxonomy (clas-
sification). The major advantage of our approach compared to pure text based
learning approaches is that we may derive additional knowledge from HS code
structure (taxonomy) in order to complement short textual descriptions of goods
that alone provide insufficient knowledge for automated HS code correctness
assessment for fraud detection.
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The method is evaluated on the real open source data set of Bill of Lading
Summary 2017 [1] that after filtering contains approximately 1.2 million rows
with product descriptions and their corresponding HS codes. Gensim Python
library [4] is used for the implementation of the method.

The paper is structured as follows. In Sect. 2 a review of related approaches
is presented. Section 3 is devoted to an overview of our method and its compo-
nents. In Sect. 4, we provide an evaluation of our method and descriptions of
experiments. Section 5 concludes the paper.

2 Related Works

Most of the related work is devoted to automated commodity classification from
the seller’s perspective by using different machine learning approaches [2,10,17].
Our work has a perspective on fraud detection as a part of risk management
systems.

Fusing textual descriptions of goods and visual data about products in order
to automatically classify and recommend HS codes is another approach found
in the literature [10,17]. Li and Li propose text–image dual convolutional neural
network model for automated customs classification. The experiments of this
work have been conducted on a limited manually tagged dataset of 10000 records
including data only for four classes showing that fusion model works better than
non-fusion model.

Another work [17] that combines topic maps and visual feature extraction
and matching is evaluated on 4494 records. However, their result for combined
recommendations of HS codes has an accuracy rate of about 78%.

In contrast to the works above, we do not use visual information but the
structure of HS code taxonomy (ontology) as complementary knowledge to pure
text.

In [20], a HS code recommendation approach to a product is presented. Their
system is based on three types of ontologies: the HS code ontology, the product
classification ontology and domain ontology. This is only related work where the
HS code ontology is used. However, their HS code ontology is different from
our HS code ontology in two aspects: we do not use any textual descriptions
of ontology concepts as they are already available in the HS code nomenclature
and in addition, we capture also sections in our HS code ontology.

To the best of our knowledge, no research has been published that covers all
HS code chapters, as we do. Existing works focus on some chapters and/or 2 to
4 first digits of HS code for classification.

3 The Method Architecture

3.1 Preliminaries: HS Code Definition and Classification Taxonomy

HS code is a 6-digit standardized international numerical code to represent and
identify the goods for worldwide trade. HS code digits are divided to three pairs,
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where the pairs of digits are referred to as Chapter, Heading and Subheading
respectively. The HS code nomenclature can be represented as an ontology that
includes only taxonomic (is-a) relationships and can be seen as a directed acyclic
graph (DAG) (it is a tree as one HS code cannot belong to many headings at
the same time) as shown in Fig. 1. In addition to the classes mentioned above,
we add also classes that denote sections to our HS code taxonomy (ontology).
This is because of using this ontology for the calculation of semantic similarity
of HS codes (see Sect. 3.4). More hierarchy levels give more fine grained values
for semantic similarity measures.

Fig. 1. An excerpt of HS code taxonomy.

The HS code classification is the process of finding the most specific descrip-
tion in the HS code taxonomy for the goods to be classified. For example, accord-
ing to the taxonomy shown in Fig. 1, a product described as “laptop computer”
is classified to have the HS code 847130 (i.e. belongs to the subheading 847130).

3.2 An Overview of the Method

As input to our method, we require that for each HS code to be assessed the
corresponding product description (in trade) is made available. These data come
from external systems or sources. The hypothesis for machine learning for pre-
diction of HS codes is defined as follows:

Hypothesis I: Similar textual descriptions of products are related to similar HS
codes.

For testing this hypothesis we use Doc2Vec [9] model that is based on
Word2Vec [11,12] modeled according to the distributional hypothesis that words
occurring in similar context tend to have similar meanings. We use Doc2Vec for
the calculation of textual (cosine) similarities of documents (e.g. product descrip-
tions) and predicting as well as recommending HS codes. However, application
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of Doc2Vec model has shown us that not always similar descriptions are related
to the same or similar HS code meaning that the first hypothesis does not always
hold (see Sect. 4). One reason is that texts of product descriptions are too short.

Therefore, in order to understand how good is the matching between the
given HS code and the text of the description of the corresponding product we
set up the second hypothesis as follows:

Hypothesis II: Predicted HS codes and an original HS code are close to each
other in HS code taxonomy.

In order to test this hypothesis, we propose in addition to text similarity of
descriptions to calculate the semantic similarity of HS code and use combined
similarity measure for the overall assessment of HS code correctness. For that, we
separate the HS code of the product for calculation its semantic similarity with
respect to predicted HS code values and the HS code taxonomy. On the basis
of cosine similarity of descriptions and semantic similarity, we propose a new
similarity measure called combined similarity measure. This, in turn, is used for
the calculation of HS code assessment scores. A general scheme of our method is
provided in Fig. 2 and the explanation of its components in the following sections.

Fig. 2. Basic scheme of the method of HS code correctness assessment.



Automated Assessment of Misclassification of Goods for Fraud Detection 149

3.3 Textual Similarity of Descriptions of Goods and Prediction
of HS Codes

Descriptions of goods are short texts. The calculation of textual similarity of
descriptions of goods and prediction of the corresponding HS code values are
based on the usages of Doc2Vec model by Le and Mikolov [9] that enables to
create a numeric representation of a document. In our case a document is a
description of some product (commodity).

The Doc2Vec extends the idea of Word2Vec [11,12] that is used to generate
representation vectors from words. A word vector is a representation of text in a
form of numerical vector. Word2Vec model embeds words in a lower-dimensional
vector space using a neural network. The result is a set of words and vectors
where vectors close together in vector space have similar meanings based on
context, and vectors distant to each other have differing meanings. The textual
similarity of words is measured as cosine similarity that measures cosine of the
angle between two word vectors or document vectors (i.e. orientation).

There are two versions of Word2Vec model as follows: skip-grams (SG) and
continuous-bag-of-words (CBOW) [11,12]. In 2014 Le and Mikolov introduced
the Doc2Vec algorithm [9], which usually outperforms Word2Vec models. There
are two approaches of Doc2Vec: Paragraph Vector – Distributed Memory (PV-
DM) and Paragraph Vector – Distributed Bag of Words (PV-DBOW). PV-DM
is analogous to CBOW and PV-DBOW is analogous to SG version of Word2Vec
model.

We use Doc2Vec PV-DBOW variant implemented in Gensim Python
library [4] for testing of our hypothesis, calculating text similarities and pre-
dicting HS codes. PV-DBOW is more suitable for short texts and therefore
applicable in our case.

3.4 Semantic Similarity of HS Codes

HS codes are arranged into taxonomy as we have seen above (see Fig. 1). This
calls for applying a semantic distance method that is based on the structural
knowledge in ontology (taxonomy). There are several measures developed for
measuring semantic similarity of concepts in ontology. A good overview is pro-
vided in [13,15] on various approaches of calculating semantic similarity.

In this paper, we apply a method suggested by Wu and Palmer [19] that takes
into account the relative depth in the taxonomy of the concepts. Accordingly,
equally distant pairs of concepts belonging to an upper level of taxonomy should
be considered less similar than those belonging to a lower level. Originally, Wu
and Palmer used their method in the domain of machine translation but nowa-
days, their method is widely used in many cases, where taxonomy depth needs
to be taken account. Their similarity computation is based on the edge counting
method. Semantic similarity measure between ontology concepts C1 and C2 is
based on the distance (D1 and D2 accordingly) which separates nodes C1 and C2

from the root node R and the distance (D) which separates the closest common
ancestor (the least common subsumer) of C1 and C2 from the root node R. The



150 M. Spichakova and H.-M. Haav

similarity measure of Wu and Palmer is calculated by the following formula as
in [15] that is equivalent to the original formula by Wu and Palmer:

WPSim =
2 ·D

D1 + D2
(1)

A disadvantage of this measure is that all the semantic links have the same
weight. On the other hand, according to [15] the measure is easy to calculate and
remains as expressive, as the other methods. Therefore, we base our combined
similarity measure on this. However, there are other options, for example, to take
into count a number of children of a particular parent node. We may consider
this in the future work.

According to the HS code taxonomy in Fig. 1 we may pre-calculate WPSim
values for each of the mismatching taxonomy levels of the given HS code and
predicted ones as the taxonomy has the tree structure with fixed number of levels
of 0 to 4.

For example, if C1 is code 847130 and C2 is code 850440, then

WPSim(C1, C2) =
2 · 1
4 + 4

= 0.25 (2)

This means that in this case section numbers on level one match but chapter
numbers on level 2 mismatch. Higher is semantic similarity value closer are
the given HS codes in the HS code taxonomy. All possible WPSim values are
provided in Sect. 3.6 in Table 1.

3.5 Proposed Combined Similarity Measure

We developed an original hybrid approach to similarity measure calculation for
assessment of misclassification of HS codes that combines the knowledge derived
from the textual description and the taxonomy of HS codes. Cosine similar-
ity (CosSim) of phrases (e.g. textual descriptions of goods) is calculated using
Doc2Vec model as described above. Wu and Palmer semantic similarity measure
(WPSim) is calculated on the basis of HS codes assigned to the products and HS
code classification taxonomy. The combined similarity (CombSim) is calculated
according to the following formula:

CombSim = CosSim ·WPSim (3)

Semantic similarity takes into account the HS code taxonomy (classification)
while text similarity is calculated as cosine similarity of sentences describing a
product. High CombSim values indicate that the given HS code matches better
with the given product description than those that have lower CombSim values.
This also means that CosSim values can be high but CombSim values for the
same product maybe not as WPSim values of HS codes can be low.
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3.6 HS Code Assessment Score

As a result of previous steps, we get for each predicted HS code its cosine simi-
larity related to the given product description (CosSim), its semantic similarity
related to the given HS code according to HS code taxonomy (WPSim) and its
combined similarity (CombSim). In order to produce HS code assessment scores
we proceed as follows:

1. Sort a list of predicted HS codes in descending order of values of CombSim
and return WPSim of the HS code which CombSim is the best.

2. Convert returned WPSim to the score as shown in Table 1. These scores can
be easily interpreted also by humans.

3. Return the score as HS code assessment score (HSScore).

This scoring process assumes that non-existing HS codes (according to the HS
code nomenclature) are detected before this procedure and removed from the
input to this process.

Table 1. Interpretation of HS code assessment scores.

WPSim HSScore Interpretation

0 0 Incorrect HS code; mismatching section

0.25 1 Incorrect HS code; matching section but mismatching chapter

0.5 2 Incorrect HS code; matching section and chapter but
mismatching heading

0.75 3 Incorrect HS code; matching section, chapter and heading but
mismatching subheading

1 4 Possibly correct HS code

4 Method Evaluation and Experimental Results

4.1 Data Sources and Data Preprocessing

As a data source we used Bill of Lading Summary 2017 (Bol2017) data set [1]
published under CC BY-NC 4.0, which allows non-commercial use. The data
set contains Bills of lading header information for incoming shipments regulated
by U.S. Customs and Border Protection’s Automated Manifest System [1]. The
schema of the data set includes more than 20 different fields from what we are
interested in the following two fields: Item Description and Harmonized Tariff
Code. The latter is the code located in the Harmonized Tariff Schedule of the
United States Annotated that describes the tariff number or Harmonized Tariff
Schedule B that represents the commodity export [1]. The data set contains
the HTS code (Harmonized Tariff Schedule), which is used in the US. However,
we are interested in the HS code, which is used by the WCO. HS code can be
constructed as first 6 digits (out of 8–10 digits) of HTS code.
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For data pre-processing, the Bol2017 data set was downloaded from the public
data set collection [1] at 25.10.19.

After that first steps of pre-processing were performed as follows:

1. Filtering out only those records, where HTS is not null and selecting required
fields: Item Description, HTS.

2. Removing any non-alphabetic characters from an item description and remov-
ing all records, where an item description is empty.

3. Removing all records, where HS code is not numerical or less than 6 characters
long or HS code chapter is out of bound.

4. Removing all records, such that the texts are the same, but HS codes are
different, leaving only one such pair.

As a result of data pre-processing, we received approximately 1.2 million rows
containing HS codes and descriptions of items. We used this data set for machine
learning tasks.

4.2 Training Doc2Vec Model

Data Preparation for Training. We used Gensim library [4] and Python
programming language in order to implement our method. For training the
Doc2Vec model we performed some data preparation steps and transformed
texts to tagged documents as follows:

1. Transforming text to set of words, removing all the following words from the
set W = “hs”, “hscode”, “hts”, “htscode”, “tel”, “code”, “pcs”, “kg” and
common words (stop words), such as articles, “for”, “and”, etc. The exact
list can be found in [16] and all words with length 2 or less.

2. Tagging documents with a unique tag (for differentiating them). We use as a
tag the index number of the document in the data set.

3. Adding non-unique tags to documents according to the Gensim library [4].
In our case, the HS code, which comes together with the product description,
will be considered as the second tag.

The result of data preparation is a collection of tagged documents in the follow-
ing form: (words = [‘‘adapter’’, ‘‘laptop’’, ‘‘battery’’, ‘‘mouse’’,
‘‘docks’’], tags = [‘‘1035312’’, ‘‘847180’’]). As we see from the
example above, the unique tag for the document is 1035312 and non-unique
tag is the HS code 847180.

For testing our models, we use train–test method that requires two data sets.
We split a collection of tagged documents with proportion 90/10, where 90% of
documents go as a training set and 10% as a testing set.

Model Initialization. The initial learning rate – alpha is chosen to be 0.025
for Doc2Vec PV-DBOW implementation employed by us. We do not allow the
learning rate to drop as training progresses (so, minimal alpha is the same). We
take into vocabulary all words: so, we do not ignore words with a total frequency
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lower than some value. For training we use PV-DBOW as training algorithm and
the number of iterations (epochs) over the corpus is 10.

Doc2Vec is an unsupervised machine learning algorithm. Therefore, if only
texts are used, then it is hard to estimate the correctness of the model. However,
the manual inspection of the results is applicable.

4.3 Using Doc2Vec Model

Calculating Text Similarities of Descriptions of Goods. The Doc2Vec
model allows to find the most similar documents to the original text. Suppose
we choose an original text as “laptop computer” and try to find the texts that
are similar to the original one. First of all, we need to pre-process the original
text and transform it to the vector using pre-trained Doc2Vec model. Secondly,
we can find the closest texts, by measuring cosine vector similarities between
the original text vector and texts in the vocabulary. As a result, we have cosine
similarities between the given original text and the most similar documents. For
example, in Table 2 (columns one and three) top 8 most similar documents to
the original text “laptop computer” are provided. This result makes it possible
to do some manual inspection in order to see the meaningfulness of provided
similarities.

HS Code Prediction. We can apply the previously described text similarity
approach for HS code prediction. As was mentioned in Sect. 4.2 we have a set
of tagged documents and one of the tags is a HS code. We try to find the
most similar documents to the original text document, for example, “laptop
computer”, but now we also take into account tags. Results including top 8
most similar documents to the text “laptop computer” together with predicted
HS codes (i.e. tags) are shown in Table 2. We see from the table that high text
similarity is not always related to the same values or similar values of predicted
HS codes (our first hypothesis does not always hold).

Table 2. Eight most similar documents to the original text document “laptop com-
puter” and their tags.

CosSim Predicted HS code Textual description

0.886 847150 Desktop laptop

0.886 847130 Laptop

0.882 847130 Laptop desktop

0.88 691390 Laptop sleevewacthband

0.879 420212 Laptop bag laptop bag laptop

0.873 847130 Laptop

0.871 847330 Laptop stand

0.864 420222 Laptop bag
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4.4 HS Code Recommendation Based on Text Similarity

Recommending Several HS Codes. We can use the results of the most
similar text search to recommend HS codes. Depending on how many similar
texts we return we can recommend different number of HS codes. For example,
if we take the similar tagged texts from the previous example, we can recommend
to original text, which is “laptop computer”, the following codes: 847150, 847130,
691390, 420212, 847330, and 420222. In this experiment we returned 8 similar
texts, but as a result, we have only 6 different codes because of repetitions.

It is important to estimate the quality of HS code recommendations. Table 3
presents experimental results of one of the possible ways to evaluate recom-
mendations. First of all, we choose the number of returned similar texts Ntexts.
Secondly, for every document in a sample set (samples of size S = 5000 and
S = 10000) we find a vector representation for that document, return the
required number of similar texts and infer the HS codes with respect to tags.
Thirdly, we check if the correct HS code (which comes with test set document)
is in the set of recommended codes. Let’s denote the percentage of occurrences
of the true value HS code in predicted codes as OS , where S is a sample size.
Table 3 shows the results. For example, if we return only 8 similar documents,
for the sample with size 5000, in the 80% of the cases the true value HS code
will be in the set of predicted codes, for the entire test set, this value is 79.6%.

Table 3. Evaluation of HS code recommendations.

Ntexts O5000 O10000

7 79.5% 79.1%

8 80.2% 79.8%

10 81.6% 81.0%

20 85.3% 84.6%

50 88.9% 88.2%

100 90.9% 90.5%

200 92.8% 92.4%

500 94.8% 94.7%

1000 96.3% 96.0%

Recommending the Unique HS Code. Recommending only one HS code is
a more complex task. We need two main components as follows: a list of similar
texts with predicted HS codes returned by Doc2Vec model and the algorithm
(method) for choosing only one of HS codes out of the set.

The first, the most obvious option for the algorithm is to use the mode func-
tion that returns the most frequently used value that will be the recommended
code. However, if we have multimode the algorithm will return only one of them.
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For mode function, weight of each occurrence is one. In contrast, we may evalu-
ate each occurrence with some weight function. Therefore, we use weighted mode
function, where the weights are cosine similarities of documents. This approach
can help to minimize the number of multimode cases and also takes into account
distances between texts.

For example, according to Table 2, the most frequent value of HS code is
847130. Using weighted mode function its weighted modal value is 2.641 (using
mode function its frequency is 3). Table 4 shows the results of the experiment
for the test samples with sizes 5000 and 35000. The same experiment fulfilled on
the entire test set with Ntexts = 8 gives accuracy 0.613 and F-score 0.609.

Table 4. Recommending the unique HS-code: accuracy and F-Score values.

Ntexts Accuracy
S = 5000

F-Score
S = 5000

Accuracy
S = 35000

F-Score
S = 35000

7 0.619 0.672 0.612 0.617

8 0.622 0.675 0.613 0.618

9 0.614 0.667 0.608 0.613

100 0.501 0.565 0.500 0.509

As our experiments on smaller sample sets have shown (see Tables 3 and 4)
that adding more returned texts does not improve the results and the optimal
value is 8 similar documents to be returned for HS code correctness assessment.
This optimal value is taken into account in finding semantic similarity and com-
bined similarity as well as in computing HS code assessment score. According
to that, these calculations (see below) are based on top 8 similar documents
returned by Doc2Vec model.

4.5 Computing Semantic and Combined Similarity

According to the HS code taxonomy in Fig. 1 and cosine similarities of texts,
combined similarities for some original HS codes compared to predicted HS codes
are calculated and results are provided in Table 5. For example, let C1 be the
original HS code 847130 and C2 the predicted HS code 847150 in the HS code
taxonomy (see Fig. 1). The calculation of their semantic similarity is performed
according to the WPSim formula (Eq. 1) as follows:

WPSim(C1, C2) =
2 · 3
4 + 4

= 0.75 (4)

The corresponding combined similarity is as follows:

CombSim(C1, C2) = 0.886 · 0.75 = 0.665 (5)
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Cosine similarities have been presented in Table 2. In Table 5 we use the average
value of cosine similarities in the case if more than one similar HS codes are
predicted. We see that combined similarity compensates shortage of using only
cosine similarity of textual descriptions to decide about the correctness of the
corresponding HS code as it takes into account the HS code structure i.e. its
position in HS code taxonomy. For example, in the case of original HS code
420212 for what the WPSim = 1, combined similarity measure assigns the
highest score however the other predicted HS codes, except code 420222, with a
higher level of cosine similarity of the text gets the value of zero as they belong
to other sections then chapter 42 belongs to. The HS code 420222 is the next
candidate for the suitable HS code.

4.6 Computing HS Code Assessment Score

Computing HS codes assessment scores is performed using the method described
in Sect. 3.6. For example, according to this method (see also data provided in
Tables 1 and 5) the assessment score for the original HS code 847130 is 4 (the
highest score), for code 420212 it is 4, and for code 850440 it is 1.

Table 5. Similarity measures.

C1 C2 Textual descriptions for C2 CosSim WPSim CombSim

847130 847150 desktop laptop 0.886 0.75 0.665

847130 laptop/laptop desktop 0.88 1 0.880

691390 laptop sleevewacthband 0.88 0 0

420212 laptop bag 0.879 0 0

847330 laptop stand 0.871 0.5 0.436

420222 laptop bag 0.864 0 0

420212 847150 desktop laptop 0.886 0 0

847130 laptop/laptop desktop 0.88 0 0

691390 laptop sleevewacthband 0.88 0 0

420212 laptop bag 0.879 1 0.879

847330 laptop stand 0.871 0 0

420222 laptop bag 0.864 0.75 0.648

850440 847150 desktop laptop 0.886 0.25 0.222

847130 laptop/laptop desktop 0.88 0.25 0,220

691390 laptop sleevewacthband 0.88 0 0

420212 laptop bag 0.879 0 0

847330 laptop stand 0.871 0.25 0.218

420222 laptop bag 0.864 0 0
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5 Conclusion

In order to solve an actual misclassification problem of goods automated systems
need to be built and employed. In this paper, we have proposed a novel method
for automated assessment of misclassification of goods for customs fraud detec-
tion based on the Doc2Vec model for predicting HS codes on the basis of text
similarity of product descriptions. The original feature of the method is that for
performing assessment we introduce a novel combined similarity measure based
on cosine similarity of texts and semantic similarity of HS codes based on the
HS code taxonomy. The method uses the structure of the HS code taxonomy as
complementary knowledge to pure textual descriptions of products. This com-
pensates insufficient knowledge obtained from short texts and makes assessment
rates of HS codes more correct comparing to pure text based approaches.

The comparison with other similar methods with respect to performance
needs to be separately investigated as entirely similar methods do not exist by
now. Other methods do not perform machine learning on all chapters of the HS
code nomenclature and therefore are partial solutions.
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Abstract. The goal of our research and experiments is to find the definitions
and values of key performance indicators (KPIs) in unstructured text. The direct
access to opinions of customers served as a motivating factor for us to choose
Twitter data for our experiments. For our case study, we have chosen the restaurant
business domain. As in the other business domains, KPIs often serve as a solution
for identification of current problems. Therefore, it is essential to learn which
criteria are important to restaurant guests. The mission of our Proof-of-Concept
KPI discovery tool presented in this paper is to facilitate the explorative analysis
taking Twitter user posts as a data source. After processing tweets with Stanford
CoreNLP toolkit, aggregated values are computed and presented as visual graphs.
We see our tool as an instrument for data discovery applicable, for example, to
define new qualitative and quantitative KPIs based on the values found in the
graph. The graph represents a complete view of aggregated data that corresponds
to the search results according to the user-defined keywords, and gives easy access
to detailed data (tweets) that, in its turn, leads to better understanding of the post
context and its emotional coloring.

Keywords: Key Performance Indicators · Unstructured data · Twitter · Case
study

1 Introduction

Twitter [1] is a well-known microblogging platform founded in 2006 that has not lost its
popularity until now. According to the recent statistics, the number of tweets per day in
2019 [2] has reached over 500 million daily posts making it a rich source of information
on any kind of topics. The distinguishing trait of tweets is their length that for a long time
could not exceed 140 characters but was extended to 240 tree years ago. For research
community, Twitter is a valuable source of unstructured data (i.e. the data without a
predefined data model and/or not fitting into relational tables). Unstructured data, due
to its nature, requires more complex approaches and methods to handle free-form text,
dates, and numbers (e.g. text mining, Natural Language Processing – NLP) as opposed
to the structured data sources.

Authors [3] state: “Since social media posts are often non-anonymous and directly
linked to a person, firm, or brand, the content produced on social media platforms can be
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interpreted as an indicator of people’s attitude towards a product or service or an event”.
In fact, we share this point of view as the direct access to opinions of customers served
as a motivating factor for us to choose Twitter as a data source for our experiments.
The goal of our research and experiments is to find the definitions and values of key
performance indicators (KPIs) in unstructured text. We present the tool that supports
our experiments as well as examples that illustrate our ideas and findings.

For our case study, we have chosen the restaurant business domain. Running a restau-
rant business is a very challenging activity, which needs constant attention. It is highly
important to identify the right targets that should be monitored periodically to stay on
the market, beat the competitors, and maintain or improve the quality of the service
provided to the customers. As in the other business domains, KPIs are often a solution
for identification of current problems. Therefore, it becomes essential to learn which
criteria are important to restaurant guests.

When companies take a decision to define and apply the appropriate performance
measures, they should continue doing it systematically using some of the known frame-
works. According to [4], companies may use wrong measures or misunderstand defini-
tions including those of the KPIs and other main concepts for measuring and evaluating
performance. Many of the published research papers clarify and systematize the termi-
nology used in this field [5, 6]. We have based our experiments on the KPI features
defined in these studies.

The rest of the paper is organized as follows. Section 2 describes concepts of the
performance measurement. Section 3 introduces the KPIs in the restaurant domain.
Section 4 discusses the related work. Section 5 explains in detail and illustrates with
running examples the tool for KPI discovery from Twitter data. Section 6 presents the
conclusions and future work.

2 Performance Measurement Concepts

2.1 Main Concepts

Before starting a discussion about performance measurement and selection of the appro-
priatemeasurement indicators, let’s define themain concepts.We’d like to recall different
definitions of success factors and performance measures presented in [4]. Success fac-
tors (SF) are aspects of organizational performance characterizing companies’ success
in a given industry. Performance measures are used to measure the performance in an
organization. Performance measures are classified as result indicators (RI) or perfor-
mance indicators (PI). The name “Key” in combination with all of these indicator types
refers to the most important ones of these lists, e.g. Critical success factors (CSFs) are
the most important ones of the SF list.

In this paper, we will employ the concept of Key Performance Indicators (KPIs) and
will not distinguish between SF, PI, and RI. As stated in [4], we will use the following
interpretation of the KPIs: “KPIs tell you what to do to increase performance dramati-
cally”. KPIs focus on the most critical aspects of performance for the current and future
success of the organization.
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2.2 Main Features of the KPIs

Having an intension to extract KPI expressions and their evaluations from unstructured
text, we continued the further investigation of different theoretical aspects of KPIs to
understand better the feasibility of our approach and to explore the features of KPIs,
which could have been helpful to fulfil our idea.

The research process was mainly based on two studies: our earlier work, in which we
examined the KPI properties to formalize data warehouse information requirements [5]
aswell as on the taxonomypresented in the review article [6].Wepaid particular attention
to those KPI features in both studies that directly or indirectly could help us identify
KPIs in the text. In [6] KPI properties are observed from five different perspectives. For
our study dedicated to discovery of KPIs, we selected some useful features mainly from
two of the five perspectives. Let’s have a closer look at the selected KPI properties.

The 1st perspective clarifies what is measured by a KPI by identifying features as
Performance measurement perspectives and Scope. The most well-known measurement
framework is Balanced Scorecards [7]. It has four measurement perspectives: Financial,
Customer, Internal Process, and Learning and Growth. We are interested mostly in
Customer perspective. The Scope aspect of KPIs can vary a lot. In our study, the Scope
aspect is “restaurant business”.

The 2nd perspective clarifies the features considered in the specification of KPIs,
and among others also the Calculation features. Calculation features are important for
correct acquisition of KPI values. For example, Hardness depends on the KPI nature,
e.g. objective KPIs are directly measurable, but subjective KPIs are not. Calculation
rule defines a formula, but Value type specifies the data type of KPI values and the
unit of measure. Filter expresses the conditions for KPI calculations, e.g. time period.
Frequency means the period of calculations. Target relates the KPI with a target value.
Source of a KPI links it with data necessary to compute a KPI.

In our previous work [5], we analyzed KPI features based mainly on [4, 8]. Some
of these features correspond to the perspectives defined in [6], while others describe
additional KPI properties such as Time, Activities, and Reporting aspect.

3 KPIs for Restaurant Evaluation

In this section, we discuss the KPIs in the restaurant domain and synthesize the potential
KPIs, the values of which can be found in Twitter data. As suggested in [9], the most
important KPIs in restaurant domain can be grouped into 6 macro-categories:

• Revenue (measured in local currency, e.g. revenue per table),
• Occupancy (expressed in percentage or as a number, e.g. cancelled reservations),
• Customer feedback (expressed in percentage, e.g. positive feedback from guests),
• Service (expressed in percentage or as a number, e.g. unavailability of menu items),
• Quality compliance (expressed in percentage, e.g. product quality uniformity),
• Cost management (expressed in percentage, e.g. food loss, beverage loss).

The study [10] is an explorative analysis dedicated to examination of the criteria
that not only attract customers and helps them make a choice in favor of a particular
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restaurant, but also retain existing customers. The dataset for the analysis of restaurant
selection criteria, which was collected in terms of the BIGresearch’s CIA (Consumer
Intentions and Actions) survey, includes opinions gathered from 8,127 customers from
different socio-economic groups.

Table 1. Restaurant selection criteria and KPI examples

Criteria KPI example from customer
feedback

Type Hardness TW

Advertising Number of clicks on the restaurant
advertisement

QT Hard No

Source of information of the
restaurant advertisement

QL Soft No

Cleanliness The level of cleanliness of the
table/floor/bathroom

QL Soft Yes

Frequency of cleaning sessions QT Hard No

Fast service Speed of service in minutes during
restaurant peak activity hours

QT Hard Yes

Waiting time in minutes before
being seated

QT Hard Yes

Table Turnover Rate: (Number of
guests served in a restaurant)/(Total
number of tables)

QT Hard No

Time per Table Turn: (Time when
the table cashes out)—(Time when
an order is first inputted)

QT Hard No

Healthy menu option Availability of the
gluten-free/vegetarian menu

QL Soft Yes

The number of menu items for each
category

QT Hard Yes

Kids friendly Availability of kid dining
chair/playground zone/kid menu

QL Soft Yes

Location Distance in meters/km from the
public transport hubs/city center

QT Hard Yes

Menu selection Number of items in the menu QT Hard Yes

Availability of the
gluten-free/vegetarian menu

QL Soft Yes

Open late Availability of taking late
lunch/dinner

QL Soft Yes

Portion size The level of customer satisfaction
by the portion size of each meal

QL Soft Yes

(continued)
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Table 1. (continued)

Criteria KPI example from customer
feedback

Type Hardness TW

Competitor meal prices Prices of the same menu items are
equal or lower to those of the
competitor restaurants

QT Hard Yes

Quality of food The level of freshness/intensity of
food taste

QL Soft Yes

Value menu The frequency of orders of the least
expensive menu items

QT Hard No

Trustworthy establishment Average review score of the
restaurant (e.g. on TripAdvisor)

QT Hard Yes

Friendly service The level of customer satisfaction
by restaurant staff

QL Soft Yes

The number of customer
claims/complaints expressed by
customers

QT Hard Yes

Reservations taken Availability of making a reservation
in advance

QL Soft Yes

Number of reservations made on
Fridays/Saturdays/Sundays

QT Hard No

Number of cancelled
reservations/reserved tables

QT Hard No

Special offer/discounts Availability of special
offers/discounts during working
days/weekends

QL Soft Yes

Number of meals ordered qualified
as a special offer/discount

QT Hard No

We would like to concentrate our attention on the findings of this study regarding
the motivation of restaurant customers to dine in a particular restaurant most often. The
answers included such criteria as “advertising”, “cleanliness”, “fast service”, “healthy
menu option”, “kid friendly”, “location”, “menu selection”, “open late”, “portion size”,
“price”, “quality of food”, “value menu”, and “trustworthy establishment”, “friendly
service”, “friendly wait staff”, “reservations taken”, “special offer/discounts” [10].

Our case study is focused around gathering and processing data that come straight
from the potential or actual restaurant customers. We have expanded the restaurant
selection criteria mentioned in [10] into qualitative and quantitative KPIs represented
in Table 1. The column “Type” indicates the KPI nature – quantitative (QT) if it can be
expressed and a number, and qualitative (QL) in case if it cannot. The column “Hard-
ness” is an already mentioned KPI feature from [6] that indicates if the KPI is directly
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measurable (Hard) or not (Soft). The column “TW” indicates the potential derivability
of the KPI values from Twitter posts of the restaurant customers (Yes/No).

As demonstrated in Table 1, not all KPIs can be calculated from user feedback.
For instance, some quantitative indicators (e.g. Number of reservations made on Fri-
days/Saturdays/Sundays) are internal statistical data available to restaurantmanagement,
but not traceable by restaurant customers.

4 Related Work

We can classify the papers related to our study in two groups. The first group contains
works on customer review analysis in the area of tourism and restaurant business. A
wide range of text analysis methods is applied to discover practical findings for business
including customer opinions that can be interpreted as indicators for business evaluation;
however, these studies do not directly mention the notion of KPI. We summarize some
of the recent typical research studies from the first group below.

In [11] TripAdvisor serves as a data source containing data on restaurant guest
reviews. Authors apply text mining techniques for review processing. After data pre-
processing with text tokenization, stemming, and Part-of-Speech (POS) tagging meth-
ods, the popularity of each noun is measured. Authors performed: 1) an exploratory data
analysis to compare the popularity of restaurant cuisine between different user groups,
and 2) an analysis to discover dish or meal preferences, restaurant feature preferences
(e.g. service quality), and sentiments (employing SentiStrength).

The authors [12] present a tool for opinion mining and sentiment analysis, which
supports review analysis from TripAdvisor focusing on the restaurant sector. It per-
forms many textual data processing steps including text parsing, review tokenization in
sentences, etc. Authors consider user ratings as a source for text evaluation (i.e. pos-
itive/negative). Sentiment analysis is performed using word lexicons, emoticons from
reviews and emoticon corpus. Therefore, the final evaluation combines the sentiment
analysis based on review text and direct feedback from people.

The second group of related studies covers the extraction or calculation of KPIs from
textual data in different business fields.

The study [13] presents a tool for automatic extraction of KPIs from financial reports
that are publicly available. The tool allows monitoring of companies’ websites and
downloading of the financial reports. After processing the report text, convolutional
neural networks are used to determine the KPIs and collect their values into a database
for further graphical representation. Comparing this approach with the extraction of
meaningful information from social networks, this research exploits the structure of
reports and it is worth to notice that financial reports by definition contain KPIs and their
values. Nevertheless, these KPIs cover only one perspective of the KPI analysis.

The study on Cultural Heritage (CH) [3] proposes a synergy between a data-driven
approach integrated with an ontology. First, the semantic analysis of textual data from
Twitter posts published from four Italian cities and marked with a hashtag #cultural-
heritage was performed. Then, terms and concepts from tweets were linked to some of
the pre-defined CH-related categories (e.g. art, sculptor, museum), and distributions of
CH-related terms calculated. Finally, the authors [3] took advantage of the tweet loca-
tion and timestamp to establish the correlation between particular cultural events, their
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duration period, and the level of cultural sensitivity of tweets from the nearby areas.
The main goal was to help BI services measure the responsiveness of social network
users to a specific subject such as cultural heritage represented with geographical and
temporal dimensions by means of defining some useful metrics (i.e. KPIs). Given the
settings similar to those of our study (i.e. Twitter as a data source, NLP methods for
text analysis), the key difference is that in [3] KPIs were defined beforehand, while we
present a tool to leverage the process of KPI discovery.

While there is a vast variety of tools and approaches for analyzing social media,
only some of them take advantage of NLP methods. For instance, studies collected in
[14] provide an overview of existing NLP application opportunities for social media
analysis, though the evaluation of experimentation results is missing. In [15] techniques
for analyzing Twitter data with NLP tools are discussed, results of their application are
compared, but it is not explained how this data could be used for analytical purposes to
improve a company’s performance. In [16] medical industry-specific tools (e.g. cTakes,
MetaMap) are employed to analyze medical records. However, it remains unclear how
these tools would perform in other industries.

5 The Tool for KPI Discovery from Twitter Data

In this section, we explain in detail and illustrate with running examples the working
principles of the tool developed in terms of this study for discovery of potential restaurant
KPIs derivable from customer feedback in Twitter.

5.1 Natural Language Processing (NLP) with Stanford CoreNLP Toolkit

Stanford CoreNLP Toolkit [17] provides most of the common core natural language pro-
cessing (NLP) steps from tokenization to coreference resolution. The toolkit is developed
in Java, it’s easy to use and to integrate even in PHP projects. Stanford CoreNLP Toolkit
supports text processing in various natural languages. The default language is English,
whichwe are using in this study.We implemented StanfordCoreNLPToolking by calling
.jar files from PHP.

We exploited the Enhanced English Universal Dependencies parser [18] in our study.
Stanford dependencies provide a representation of grammatical relations between words
in a sentence [19]. For example, for a sentence “Waited 30 min no service”, Stanford
CoreNLP online tool [20] would produce dependencies as depicted in Fig. 1. We can
note that the output of the Stanford CoreNLP Toolkit [14] is twofold: 1) the POS type for
each word of the sentence, e.g. type “NNS” for the word “minutes”, and 2) dependencies
between words, e.g. the word “minutes” is related to the word “waited” with relationship
type “dobj”.

The POS tagging and their types are described in [21]. POS types in Fig. 1 mean
NNS – Noun (plural), VBD – Verb (past tense), NN – Noun (singular or mass), DT
– Determiner, CD – Cardinal number. In [22], word dependency types are presented in
detail. The dependencies in Fig. 1 mean: nummod – a numeric modifier of a noun, i.e.
any number phrase that serves to modify the meaning of the noun with a quantity, dobj
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Fig. 1. Enhanced++ Dependencies example.

– the direct object of a VBD, e.g. the noun phrase which is the (accusative) object of the
verb, and neg – the negation modifier, e.g. the relation between a negation word and the
word that it modifies.

5.2 Technological Aspects of the KPI Discovery Tool

Our Proof-of-Concept tool for KPI discovery has been developed using web technolo-
gies. In this case, it has been a personal preference of the main tool developer, because of
the high level of expertise and professional experience in these technologies. Currently,
the functionality of the tool is developed using PHP 7.3.1 programming language and
CodeIgniter 3.1.11 MVC framework. The data are stored in MariaDB 10.1.37. Client-
side functionality is developed with jQuery v3.4.1, CSS, HTML, Bootstrap library
v4.3.1. The graph is implemented with the D3.js v5.15.0 library and the example of
“Language Network” [23]. Natural language text processing is performed with Stanford
CoreNLP (stanford-parser-3.9.2).

5.3 Architectural Solution of the KPI Discovery Tool

We have chosen Twitter – one of the richest sources of real user feedbacks – as an open-
access data source for our study. All principal components and data transformations in
KPI discovery tool are depicted in Fig. 2.

Twi�er
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Keywords ('sushi', 
'food', 'restaurant') 
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Tweets

POS &
Rela�ons

Aggregated
Values

Stanford
CoreNLP

Common Graph Calcula�onMy Graph
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Values Keywords

Processing

Processing

Detail List

Analyst
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Fig. 2. Main components of the KPI discovery tool.
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The Twitter data were fetched using an online stream [24] loading the data that con-
tained such keywords as “restaurant”, “food”, or “sushi” (see “Twitter” and “Stream”),
because the informational scope of the study is related to catering and restaurant business.
The data fromTwitter data streamwas fed into the database tableswithout pre-processing
resulting in 129046 tweets published from December 19, 2019 to January 14, 2020. We
saved the following tweet data: tweet_id (tweet surrogate key in Twitter), user_id (user
surrogate key in Twitter), text (tweet text), created_at (tweet creation timestamp), and
name (name of the user who tweeted).

The next step was text processing with Stanford CoreNLP library (see “Stanford
NLP”), where POS relations were being determined. After applying NLP techniques,
we obtained 2 127 989 words. Each word in the tweet was assigned: its type [21],
other words it was associated to, and the relationship type between these words. We
have chosen to calculate aggregated values from raw relationship data to significantly
improve performance and complexity of the graph generation.We calculated aggregated
values (see “Calculation”) for:

• The total number of occurrences of the word in various tweets and its type, e.g. “waiter
NN 269”;

• The number of occurrences of: 1) the word and its type, 2) the associated word and
its type, and 3) relation of the two words (e.g. “waiter NN” and “bringing VBG 45
ACT” means that the total number of occurrences of the word “waiter” with type NN,
the word “bringing” with type VBG, and relationship with type ACT is 45).

The KPI discovery tool user can take advantage of the aggregated values to build a
graph. First, the user has to choose certain keywords based on the information of interest.
For example, one may be interested in what people think about “spaghetti”. The tool
shows that there is a relationship in tweets between the word “spaghetti” of type NNS
and the word “real” JJ. Nodes of the graph represent the words in user tweets and their
POS types, while edges of the graph reflect the relationships between these words. The
user can explore a word in detail, i.e. see all tweets containing that particular word with
the corresponding POS type. The user can access the detailed view by clicking on one of
the nodes. For example, one of the original tweets containing this relationship is: “Give
me the real spaghetti please cause I eat that dog food over there”.

Figure 3a demonstrates tweets that include the word “long”. The user can add or
remove this word from “My graph” (Fig. 2) by clicking on the “Add to graph” button
or by clicking on the “Remove from graph” button respectively. “My graph” is visually
the same as the “Common graph”, but it displays only the user-selected elements, for
instance, to observe the relationships in a particular element subset. A user can perform
the same operations (i.e. add to/remove from “My Graph” and view details, see Fig. 3b)
with the word relationships. For example, if the words “wait” and “hour” were added to
“My Graph” already containing the word “long”, the resulting graph would consist of 3
elements, where the nodes “wait” and “hour” would have been connected.

Unprocessed tweets are stored in the tweets table of the tool’s database, while their
relationships are stored in relations table after Standford CoreNLP processing. The
entity_clc table stores the number of word occurrences and their POS types. The rel_clc
table stores the number of word relationships and their types. The exclusions table stores
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Fig. 3. Details of the tweet containing (a) the word “long”, (b) the relation between the words
“wait” and “hour”.

words that are not included in the graph. The users table stores the registered users of
the tool, whereas the c_rel and c_entity tables store the user-selected words and their
relationships displayed in “My graph”.

5.4 Case-Study Examples: Quantitative and Qualitative KPIs

In this section, we will consider two different KPI examples (KPI1 and KPI2).

KPI1: Quantitative/Hard KPI “Waiting time for a meal to be served should be less
than N minutes”. Though the KPI to evaluate such criteria as Fast service [10] can be
precisely defined, it is not clear to the restaurant management, which KPI values would
be optimal. Serving food quickly during peak hours could require a major investment
such as hiring additional staff, who would have a lower workload during the rest of their
working hours, or obtaining new equipment. The tool offers the ability to explore Twitter
user feedback that could provide meaningful KPI values. Let us have a look at how one
can discover values of the KPI1.

First, the user of the tool should choose to create a new graph by filling in the form in
Fig. 4 (bottom-left) and stating the number of elements to display in the graph to adjust
visibility (“Element count in graph”). The “Keyword” parameter is the most important
one, because the graph will be generated based on its value. Theoretically, a graph may
be composed of the unlimited number of keywords. In our example, the words in the
graph are associated with the word “minutes”. Since the dataset consists only of pre-
filtered data on restaurant, food, and sushi, there is no need to add more keywords. The
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Fig. 4. Parameters for graph generation (bottom-left) and a resulting graph example (center) based
on the keyword “minutes”.

“Normalization” parameter served to improve visibility by regulating the maximum size
of graph nodes. The “Show” parameter value indicates the type of the graph where to
search for the keywords – “My graph” (user-defined) or “Common graph” (generic).The
result of clicking “Generate” is the graph shown in Fig. 4 (center). In the graph, we can
see that the keyword “minutes” is related to a set of other words in tweets. In this case,
we are interested in numeric values, because the goal is to set a quantitative KPI value
as, for instance, the relationship between “minutes” with type “NNS” (noun, plural) and
the word “26” with type “CD” (cardinal number).

Fig. 5. Details of the tweet containing the relation between the words “minutes” and “26”.

When a user clicks on a relationship, the detailed list (see its fragment in Fig. 5)
allows observing all the associated elements and reading the original tweets where the
selected words are used. The number “26” refers to the time expressed in minutes that
a restaurant guest has spent waiting for a meal. The customer is not satisfied with this
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fact. An analyst could conclude that waiting time longer than 26 min can cause negative
emotions and the restaurant must pay more attention to the speed of service.

We collected several customer impressions in Table 2. As expected, the feedbackwas
negative, when the waiting time was longer than 30 min, while customers gave positive
feedback if the meal was served within 4 or 5 min. Thus, the analyst may deduce a
potentially satisfying KPI value and set the KPI1 to “Waiting time for a meal to be
served should be less than 25 min”.

Table 2. Examples of details containing the keyword “minutes”

Related attr. value Tweet

30 30 min for a sandwich At a FAST FOOD RESTAURANT

30 Wings to go took 30 min for 2 orders of wings and a kids quesadilla just
took forget our sides. It takes a lot for me to get irritated with a food
establishment but I’m annoyed to say the least

30 Waited 30 min for food I’ve lost full…

36 It’s been 36 min and I finally got my https://t.co/vnWU2ilDM7 PHONE
IS ON 15 PERCENT.@PopeyesChicken thanks and no thanks?

35 @PopeyesChicken been waiting 35 min for my food. So much for fast
food. Disappointing

45 RT @BostonJerry: There’s no fast food item that’s worth 45 min waiting
in line

4 RT @DailyGuineaLips: It has been a whole 4 min since my face has been
greeted with food… TOO LONG. Pic sent by @LeonardREW

5 Gluten-Free Vegan No-Cook Raw Cranberry Sauce…made with only 6
clean, real food ingredients and is ready in 5 min!

KPI2:Qualitative/SoftKPI “The level of customer satisfaction by restaurant staff”.
The KPI2 is an example of evaluation of the Friendly staff [10] criteria, which in this
case is expressed by a qualitative (non-numeric) value.

To learn the potential characteristics of the restaurant staff, we can explore user
feedback by creating a new graph setting the “Keyword” parameter equal to “staff”.
All other parameters are set in the same way as in the previous KPI example – see the
form in Fig. 4. In the resulting graph in Fig. 6, we can observe that the words associated
to “staff” are such as “great”, “friendly”, “poor”, “rude”, etc. We can inspect each of
these relationships in the same way as demonstrated in the KPI1 example (see Fig. 5)
by clicking on the edge of the graph (see some tweet details gathered in Table 3).

An analyst can conclude that Twitter users often discuss restaurant staff, which
means that they pay close attention to the attitude of the staff towards guests. Restaurant
staff characteristics discovered in tweets can indicate the low level of customer satis-
faction when classified as “poor” or “rude”, and high level – when classified as “great”,
“friendly”, or “helpful”. Hence, the analyst may set the KPI2 to “The level of customer

https://t.co/vnWU2ilDM7
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Fig. 6. A graph example based on the keyword “staff”.

Table 3. Examples of details containing the keyword “staff ”

Related attr. value Tweet

friendly Great little spot, friendly staff with delicious food and decent coffee, bit
out of the way, but worth it

friendly Great Food!!! Large portions Friendly staff

great RT @johnbrewer168: @KitchenClonc @bigmoosecoffee for me, great
staff, coffee and food always

great Great party, great food, great people, great Chef, great staff, great Addo.
Looking forward for a wonderful year of new experiences at Addo

poor The food was really good, but the poor staff is way over worked. Those
awesome waitresses need at least one more on deck

rude @busabaeathai Westfield horrible food, extremely rude staff “Laura”, use
to be an amazing place to eat not anymore sadly.. shocked at the quality
of food being served

friendly helpful Jackson’s have amazing food served by really helpful and friendly staff

satisfaction by restaurant staff should be high”, which would imply that the restaurant
staff should act friendly and be kind to the guests.
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6 Conclusions and Future Work

The mission of our Proof-of-Concept KPI discovery tool presented in this paper is to
facilitate the explorative analysis taking Twitter user posts as a data source. We see it
as an instrument for data discovery applicable, for instance, to define new qualitative
and quantitative KPIs based the values found in the graph as demonstrated in our case
study. The graph represents a complete view of aggregated data that corresponds to the
search results according to the user-defined keywords, and gives easy access to detailed
data (tweets) that, in its turn, leads to better understanding of the post context and its
emotional coloring. The most relevant elements of the graph can be stored in a separate
graph that an analyst can consult later.

We would like to work on improving multiple aspects of the KPI discovery tool. One
of themost significant improvements should be its integrationwithBig data technologies,
which would allow processing significantly larger data volumes and applying more
powerful algorithms for graph generation. Currently, we store only a few attributes from
Twitter, since the tool is a prototype. However, we have noticed that it could be useful
to collect other attributes too, for instance, geolocation data, which could provide new
analysis perspectives such as searching andprocessing tweets froma certain country, city,
or district. Itmight also be useful to implement tweet sentimental analysis to keep track of
how many positive or negative tweets are associated with a particular word. We assume
that it is possible to generate business intelligence requirements in an (semi-)automated
way using the processed data.
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Abstract. SQL is a very resilient and widely used software language. In case of
building a SQL database, one has to design schemas of the database so that the
database management system (DBMS) can enforce these. The result of designing
a database schema is a technical artifact, which may have technical debt. The debt
makes it more difficult to understand, maintain, extend, and reuse the artifact.
Smells are the signs of technical debt. Many database design smells manifest
the same problems as code smells. It could also be that a database schema makes
incorrect statements about the domain of the database or lacks necessary elements,
i.e., is incomplete. Thus, database schemas can have numerous problems and
finding these is a prerequisite of improving the schemas. The paper introduces
a catalog of open-source SQL queries that have been designed for finding the
occurrences of design problems in PostgreSQL databases (https://github.com/erk
i77/database-design-queries).Most of the queries help us to detect the occurrences
of database design smells. The queries are for a specific although popular DBMS.
However, most of the problems that occurrences these help us to find can appear
in any SQL database, regardless of the used DBMS.

Keywords: SQL · Database design · Technical debt · Design smell · Automated
quality assessment

1 Introduction

A good database design and following standards/practices are important prerequisites
of well-maintainable SQL database-driven software [1]. Like in case of any artificial
artifacts, database designs can have problems with different scope and level of severity.
The presence of these could be an explicit choice of developers or unintentional by-
product of hurrying or lack of knowledge. Some of the problems will be fixed right
away but others would linger in the database for a long time. The latter problems will
constitute technical debt and like any debt, it usually has to be paid back with interest.
In case of database design, paying interest means more difficulties in understanding,
learning, using, extending, and maintaining the database and software that uses it. Many
of these problems can be characterized as smells – quality-impacting issues, which may
indicate deeper problems and that are caused by poor solutions to recurring problems or
violations of best practices [2]. Developers need tools to quickly detect the problems.
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This is, for instance, a conclusion of a survey that investigated developers’ opinion about
code smells [3]. Tool support is a prerequisite of fixing the problems early. In case of
smells the fixing process is called refactoring and it helps us to reduce the level of
technical debt in the database.

In this paper, we present a set of PostgreSQL system catalog-based queries for getting
an overview of the state of the database design or finding the occurrences of specific
problems in it. All the queries have been published and the code is open-source.

Section 2 introduces some related work. Section 3 presents an example that illus-
trates a number of SQL database design problems. Section 4 introduces the catalog
through its metadata and statistical values that describe the current state of the catalog.
Section 5 explains the creation method of the queries as well as points to the strengths
and weaknesses of our approach. Finally, we conclude and point to further work.

2 Related Works

There is an extensive body of knowledge about technical debt and smells in software
systems in general [2, 4]. However, the corresponding research about a subdomain of
software – databases – is not so extensive. For instance, Sharma and Spinellis [2] give a
literature-based summary of research about software smells (445 primary studies) but in
the context of database smells refer only to the book of Karwin [5]. Fernandes et al. [6]
compare 29 tools for detecting bad smells in software but none of these is about detecting
database design smells. At the same time, real databases have design problems as it is
reported, for instance, in [7]. For example, Blaha [7] claims, based on the refactoring
of a set of real-world databases, that about 75% of developers enforced primary keys
(meaning 25% did not) and about 80% of databases were consistent in the use of data
types (meaning 20% were not). Blaha [7] writes that only 10% of the investigated
databases declared foreign keys. His findings are supported by Weber et al. [8], who
propose using the lack of declared foreign key constraints as a basis to measure the level
of technical debt in SQL databases. In the case study they consider OSCAR Electronic
MedicalRecord systemandnotice the relative absence of foreign key constraints.Ambler
[9] presents a catalog of database refactorings, i.e., actions. There can be more than one
reason to carry out any such action. For instance, the reason to drop a column check
constraint can be that it does not correspond to the rules of the database domain, it
duplicates another constraint that is associated with the table (possibly though the SQL
domain of the column), the constraint has multiple tasks and should be decomposed into
smaller constraints according to the single-responsibility principle, or the constraint’s
Boolean expression has either a mistake or can be simplified.

We have written before about searching the occurrences of SQL database design
problems by using queries based on the database system catalog [10, 11]. In [10], we
presented 14 queries to search the occurrences of eleven database design antipatterns
(presented in [5]) from PostgreSQL databases. In [11], we listed some additional ques-
tions about SQL database design that could be answered based on the database system
catalog. The set of queries offered together with this paper allows us to get answers to
all the questions and to many more. Thus, the current paper presents the results of the
continuation of the research. Khumnin and Senivongse [12] present themost similar app-
roach to ours. They implement SQL queries for detecting in MS SQL Server databases
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the occurrences of five database design antipatterns from [5]. They use improved heuris-
tics compared to the queries in [10]. Sharma et al. [13] present a catalog of 13 SQL
database design smells. They searched the occurrences of nine of theses smells from
a large number of databases (both open-source and industrial projects) and created an
open-source code analysis tool to automate the process.

Delplanque et al. [14] present a prototype tool (DbCritics) for analyzing SQL data
definition statements (the result of dumping the schemadefinition) to find the occurrences
of eleven design problems. Similarly to our work DbCritics supports PostgreSQL and it
uses a design representation that has already been accepted by the DBMS, thus ensuring
certain degree of syntactic quality. The result of dump presents the same information
that is accessible by querying the system catalog.

Vial [15] writes about a refactoring project of a MS SQL Server database that used
a custom stored procedure to check database schema against guidelines and standards.
The author stresses the importance of automation in the refactoring process and using
the information that is stored in the database system catalog.

Factor [16] presents a catalog of 150 SQL code smells of MS SQL Server databases.
Similarly to our work some of the smells are specific to a particular DBMS but most are
relevant in case of any SQL database, regardless of the used DBMS.

Program SonarQube [17] can be used to analyze the source code of programs in case
of many programming languages, including some languages for writing user-defined
routines in databases. Using queries to analyze database design is a variant of static code
analysis where one reads information about the code after the DBMS has accepted it.
Some of our queries about user-defined routines search similar things as SonarQube (for
instance, find PL/pgSQL functions that do not have RETURN clause or functions that
commit or rollback transactions). The queries take advantage that the source of routines
is stored in the system catalog. The queries use regular expressions.

Another example of using queries to find information about a database is sp_Blitz® –
Free SQL Server Health Check Script [18]. Our queries search mostly information about
the design of database conceptual and external schemas whereas the sp_Blitz® queries
search information about the internal schemaand the status of theDBMS.Similarly, some
modern DBMSs have built-in advisors that are able to suggest and even autonomously
perform database schema changes, usually in the internal schema. These tools certainly
must have access to information that is in the database system catalog.

3 An Example

We constructed the example to demonstrate a set of problems that SQL database designs
can have. The problems include bad (not descriptive enough, inconsistent) naming,
inconsistencies (naming, implementation of constraints, generating surrogate key val-
ues), duplication or lack of constraints as well as inadequate data types, field sizes, and
compensating actions. There is a query for each of these problems (and many more
queries for many more problems) in the proposed set of queries. Firstly, we present the
database design in terms of SQL data definition statements. Next, we list the problems
in the proposed database. Information about the required changes and improved code is
at the project homepage (https://github.com/erki77/database-design-queries).

https://github.com/erki77/database-design-queries
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CREATE TABLE Person_state_type ( 
person_state_type_code INTEGER PRIMARY KEY,  
name VARCHAR(50), 
CONSTRAINT chk_person_state_type_name 
CHECK(trim(name)<>''), 
CONSTRAINT chk_code CHECK(person_state_type_code>0)); 
 
CREATE TABLE Public_person_data (id INTEGER GENERATED 
ALWAYS AS IDENTITY, 
first_name VARCHAR(50) NOT NULL, 
last_name VARCHAR(50) NOT NULL, 
persons_state_type_code SMALLINT NOT NULL, 
registration_time TIMESTAMP WITH TIME ZONE NOT NULL, 
CONSTRAINT pk_person PRIMARY KEY (id), 
CONSTRAINT "FK_person person_state_type" FOREIGN KEY 
(persons_state_type_code) 
REFERENCES Person_state_type (person_state_type_code) ON 
DELETE CASCADE, 
CONSTRAINT chk_person_data_last_name 
CHECK(trim(last_name) IS NOT NULL), 
CONSTRAINT chk_person_data_last_name2 CHECK(last_name 
!~'[[:digit:]]'), 
CONSTRAINT chk_code CHECK(persons_state_type_code>0)); 
 
CREATE TABLE Comment (person_id INTEGER NOT NULL, 
comment_text TEXT NOT NULL, 
comment_registration_time TIMESTAMP DEFAULT 
CURRENT_TIMESTAMP, 
check_date TIMESTAMP, 
active BOOLEAN, 
comment_id SERIAL PRIMARY KEY, 
CONSTRAINT comment_check 
CHECK(comment_text!~'^[[:space:]]*$' AND 
check_date>=CURRENT_TIMESTAMP)); 

• Some names have gratuitous context [4]. Table name Public_person_data starts
with the schema name (default PostgreSQL user schema). Column names com-
ment_registration_time and comment_text of table Comment start with the table
name. Moreover, the style of using table names in column names is not consistent
across tables.

• Table namesComment andPublic_person_data are too generic. In case of the former,
it is unclear what is the subject of comments (are these about persons?). In case of the
latter, the word data is a noise because all tables contain data.

• Column name id is too generic. SQL antipattern One Size Fits All warns against
using the name [5]. Moreover, another surrogate key column – comment_id – uses a
different naming style. Thus, there is also a naming inconsistency.
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• If a cultural tradition of database users is to present surname before given name, then
the column names first_name and last_name will cause confusion.

• Column name person_id does not reveal the role of persons in terms of comments.
• Column active contains Boolean data but does not follow a naming convention to have
prefix is_ or has_.

• The one letter difference of the primary/foreign key column names (per-
son_state_type_code vs. persons_state_type_code) makes writing join queries more
difficult and error prone and prevents the use of USING syntax for the join operation.

• Constraint name chk_code is too generic and does not sufficiently explain themeaning
and/or context of the constraint.

• Two tables have a directly attached check constraint with the same name (chk_code).
• Names of some table constraints (for instance, chk_code) do not contain the name of
the table. It contributes towards having duplicate constraint names in a schema.

• Constrain name “FK_person person_state_type” is a delimited identifier. Thus, it is
case sensitive, complicating schema maintenance and evolvement. Other identifiers
are case insensitive regular identifiers. Hence, there is also a naming inconsistency.

• Constraint name chk_person_data_last_name2 contains a sequence number instead
of explaining more precisely the meaning of the constraint.

• Most of the constraint names are user-defined whereas the primary key constraints of
tables Comment and Person_state_type would have system-generated names.

• The primary key column comment_id is not the first in table Comment.
• Table Comment does not have the foreign key constraint to enforce the relationship
between tables Comment and Public_person_data.

• Textual non-foreign key column first_name does not have a check constraint to prevent
the empty string or strings that consist of only whitespace characters.

• Columns with a timestamp type (check_date, registration_time,
comment_registration_time) do not have a check constraint to prevent illogical values
that are far back in time (for instance, 1200-12-22) or in the distant future (for instance,
4000-12-22). Such values belong to the type but are inappropriate to use in case of the
domain.

• In table Comment there is no check constraint that connects columns check_date and
comment_registration_time. In practice, temporal columns in a table correspond to
events and quite often, there is a particular order of events in the domain.

• The check ensuring that last names cannot contain numerical digits is too restrictive.
• The check constraint of table Comment has multiple tasks (responsibilities).
• Duplication of parent table check constraint on the foreign key column (column per-
sons_state_type_code of table Public_person_data).

• Check constraint (check_date >= CURRENT_TIMESTAMP) invokes a non-
deterministic function in a manner that data that conforms to the constraint at the
registration time does not necessarily conform to it later.

• Check constraint (trim(last_name) IS NOT NULL) implements incorrectly the
rule that last name cannot be the empty string or a string that consists of only spaces.
PostgreSQL does not automatically replace the empty string with NULL.

• In case of columns name and last_name the intent is to prevent strings that consist
of only spaces, not strings that consist of only whitespace like in case of column
comment_text. The inconsistency could be intentional or a mistake.
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• Column comment_registration_time has a default value but the column is optional,
raising the question as to whether the column should have NOT NULL constraint.

• Column active of Comment is optional. It leads to the use of three-valued logic.
• In table Person_state_type all the non-primary key columns are optional raising the
question as to whether the columns should have NOT NULL constraint.

• Columns for registering personal names (first_name, last_name) do not take into
account the possibility of long names (longer than 50 characters) and the existence of
mononymous persons, i.e., persons who have a single name.

• Column persons_state_type_code of table Person_data does not have a default value.
The value should be the code of the first state that a person gets according to the state
machine model of entity type Person.

• Boolean column active of table Comment does not have a default value.
• In table Comment the registration time column has a default value whereas in table
Public_person_data it does not (lack of a default value; inconsistency).

• The default value and type of column comment_registration_time are inconsistent. It
leads to the question as to whether the registration of time zone is needed or not.

• Tables Public_person_data and Comment use an internal and an external sequence
generator, respectively, to generate surrogate key values (inconsistency).

• In one table, column person_state_type_code has type SMALLINT and in another
type INTEGER (inconsistency). Thus, certain state codes that one could register in
table Person_state_type cannot be used in table Public_person_data.

• In table Public_person_data registration time value must contain time zone whereas
in table Comment it cannot (inconsistency).

• Column name check_date is not consistent with the datatype, leading to the question
as to what should be the precision of data (date or timestamp) in this column.

• Comments have a simplistic state machine (active/inactive). The task to register the
current state is implemented differently in case of different tables (inconsistency).

• The foreign key constraint that refers toPerson_state_type does not haveONUPDATE
CASCADE compensating action although the classifier codes could change over time.
Moreover, having ON DELETE CASCADE there is reckless.

• The default FILLFACTOR parameter value of base tables has not been changed.
• Foreign key columns are not indexed.

4 Introduction of the Catalog

The catalog is available through https://github.com/erki77/database-design-queries The
catalog is too large for publishing it within a paper. The numeric values describe the
state of the catalog at the time of the paper submission and are subject to change due to
continuous changes in it. The catalog homepage has a link to the latest statistics.

In total, there are 535 queries (SELECT statements) in the catalog. Each query
belongs to zero or more categories, which classify the queries and each category con-
tains zero or more queries. There are 47 categories with at least one query. The most
popular categories (topics) are (number of queries is in the brackets) naming (107), user-
defined routines (106), validity and completeness (105), comfortability of database evo-
lution (86), and CHECK constraints (75). Most of the categories (for instance, naming,

https://github.com/erki77/database-design-queries
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user-defined routines, and CHECK constraints) are artifact characteristics-based clas-
sifiers [2]. Categories like comfortability of database evolution, comfortability of data
management, and duplication of implementation elements are effect-based classifiers
[2].

Each query is classified either as a problem detection query (72% of the queries), a
software measure query (7%), or a general query (21%). Problem detection queries are
meant for directly finding problems in the database design. Each row that such query
returns refers to a possible occurrence of a problem in the database. An example of
such query is to find base tables that have neither a unique constraint nor the primary
key. Software measure queries produce numeric information about database schemas.
An example of such query is to find the referential degree of each base table. Some of
the queries calculate software measures that are proposed in [19] but there are more
queries. General queries find information about certain aspects of the database and
report it together with the contextual information. For instance, an overview of all table
check constraints returns for each constraint its schema name, table name, table type
(base or foreign), column name, constraint name, constraint expression, and whether
the constraint is associated to the table directly or through a domain. The results of
the software measure and general queries do not necessarily point to the presence of
design problems but nevertheless examining these can help inspectors to find problem
occurrences. The occurrences of all the design problems in Sect. 3 can be found from
query results. There is a problem detection query for most of these problems.

Some of the queries search problems from the database structure or from the prop-
erties of behavioral elements (constraints, triggers, and routines) whereas others check
SQL data manipulation statements in database routines or subqueries of derived tables
and try to find problems from there. The latter is similar to the static code analysis of
application source code that tries to identify problematic SQL statements. The difference
is that the queries analyze database access code that is inside the database.

According to the classification of [2] the method of detecting the occurrences of
database design problems by using the problem detection and general queries belongs
to the class of rules/heuristic-based smell detection whereas using the results of the
software measure queries belongs to the class of metrics-based smell detection.

All the problem detection queries have a classification (based on the opinion of the
author) as to whether the reliability of the query results is low (12% of the queries),
medium (49%), or high (39%). The higher the reliability, the less false positive (correct
design is reported as problematic) and false negative (problematic design is considered
to be correct and data about it is not returned) results the query produces.

Each query belongs to zero or more collections (tests) and each collection contains
zero or more queries. The collections are used to group together queries that may be
executed together for one purpose. One collection contains problem detection queries,
which results, according to the assessment of the author, point to the problems in the
evaluated database with high probability. In the context of teaching databases, the author
suggests students to regularly execute the queries. Because of the relatively high relia-
bility of the results, students can inspect the results and use these in their design process
even without the help of the lecturer. Another collection contains less reliable problem
detection queries as well as software measure and general queries. The results of the
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queries potentially point to the design problems. However, a human expert has to inter-
pret the results and make decisions. In the teaching context, this set of queries is the best
suited to execute when the lecturer and students can together look the results.

Some of the queries need user-defined functions. In some cases, this is an aggregate
function to calculate the median. In other cases, the functions search certain values from
base tables that contain user data. All these queries are accompanied with statements for
creating and dropping the functions.

To support changing the database, some of the problem detection queries are accom-
panied with the queries that generate statements for making the changes in the database
structure or behavior. The queries get identifiers of database objects from the database
system catalog and use the system-defined format function to produce correctly format-
ted SQL statements. Due to the possibility of false-positive results, the designer must
make sure that the changes are actually needed. There could be multiple ways to fix
a problem. For instance, there could be a duplication of implementation elements in a
database. The fixing queries could return statements for dropping all these elements but
the database designer has to decide which elements to keep and which elements to drop.

The database system catalog can also have design problems.We have found possible
occurrences of six antipatterns in PostgreSQL 9.2 system catalog [11]. We assume that
the querieswill bemostly used to check the user-defined part of the database. Information
about the catalog would reduce the comprehensibility of the results. Thus, the queries
eliminate results about the system catalog, objects belonging to PostgreSQL extensions,
and user-defined functions that the queries themselves need.

5 Discussion

A semiotic quality framework of conceptual modelling [20] defines three quality aspects
– syntactic, semantic, and pragmatic. Only a few queries (13) detect syntactic mistakes
because in most part the DBMS has already checked the syntax. Examples of mistakes
include incorrect regular expressions that the systemchecks at runtime instead of creation
time. Another example is using ‘NULL’ (a textual value) instead of NULL. There are
more queries (105) about semantic quality problems. The framework describes two
semantic quality goals – validity and completeness. Validity means in this context that
the statements that the database design states about the database domain are correct and
relevant. Completeness means that the database design incorporates all the correct and
relevant statements about the domain. Many of these queries give information about
declared constraints (including data types of columns) or point to potentially missing,
incorrect, or redundant constraints. Most of the proposed queries are about the pragmatic
quality aspect and help us to find out how comprehensible the database design is. All
such queries are about detecting design smells, which are the signs of technical debt.
The debt means that there are things in the database design that make its understanding,
learning, maintenance, and extension more difficult.

5.1 The Method of Creating and Improving the Queries

The development process was action design research [21]. As a lecturer of university
database courses the author has to quickly and thoroughly give feedback to and assess
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many database design projects. The author created additional queries to the initial set
of queries [10, 11] based on different sources that described good and bad practices of
software design in general [2, 4] and database design in particular [13, 14, 16, 17, 19].

For instance, our queries implement almost all the rules of DbCritics [14] either
exactly or with some variation or extensions. For example, in case of DbCritics rule 6
(stubs) we have a query to find user-defined routines that invoke certain system-defined
functions without providing any arguments just like [14] suggests. Moreover, we have
queries to find enumeration types with zero or one value, user-defined routines with
no action, user-defined routines that only return a value or NULL, check constraints
that do not refer to any column, user-defined routines with no parameters, and tables
with no columns. All these database objects may be intended to be stubs (placeholders).
The results of the first four queries point with high probability to the occurrences of
design problems. In case of the latter two queries the probability of a real problem is
lower. For instance, in PostgresSQL, one can create base tables with no columns and use
these to record truth-values (see TABLE_DEE and TABLE_DUM [22]). Thus, results
of the queries need human review. We do not implement rule 8 from DbCritics (unused
functions) because we assume that user-defined non-trigger routines are invoked by
applications and our queries do not analyze application code. On the other hand, we
have queries for finding other unused database objects – schemas, domains, enumerated
types, sequence generators, named parameters of routines, trigger functions, foreign data
wrappers, and foreign servers. There are also queries for finding disabled triggers and
rules. In case of rule 10 (View using only one table) we improved the heuristics and
search derived tables (both views and materialized views) that present data from one
base table without adding columns, renaming columns, changing the order of columns,
removing columns, and restricting rows. Similarly, all the smells in [13] have one or
more corresponding queries in our catalog.

Our view of design smells is similar with [4, 16] in the sense that the smells are not
limited with “severe” (that is a subjective concept) design issues but include also, for
instance, naming issues. Thus our catalog is much bigger than for instance in [13, 14].

As a part of the query development process, one has to find out as to what checks
the DBMS performs at the time of modifying the database schemas. For instance, in
PostgreSQL, one cannot create trigger functions with parameters and thus there is no
need for a query to find trigger functions that have one or more parameters.

The author checked the queries right away based on the project databases of students.
Starting from the end of 2014, the author has checked more than 350 different databases
with the queries, in most cases repeatedly. The variability of the quality of the checked
designs was very useful in evaluating the queries and finding necessary changes to
minimize the number of false positive and false negative results. Using many different
databases was also useful for determining the best order of columns and rows and
additionally needed contextual information in the query results.All this facilitates finding
the occurrences of a problem by using an inspection and deciding as to whether the result
of a problem detection query refers to a real problem occurrence. The designs of student
databases gave many ideas of new queries, which were immediately implemented and
tested based on the databases.
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5.2 Strengths

The main advantage of the queries is that these make possible to quickly check database
design and receive instant feedback. This is important in any context, not only learning
to design. For instance, execution of a set of more than 300 queries (without generating
fixing statements), which results quite probably point to the problems, and generating
the report of results takes about 30 s based on a database of approximately 200 tables.
Developers could use the queries while working to try to avoid the problems in the first
place instead of fixing these later. In case of legacy systems, one can use the queries to
get an overview of the technical debt level in the database and identify concrete problem
occurrences that should be fixed by refactoring. The bigger number of database objects
there is, the bigger advantage it offers. Another advantage of using the queries is that due
to the big number of possible problems (see Sect. 3 as an example) it is easy to forget
checking something. Automated tests never fail in terms of that.

The author regularly uses the queries in the teaching process and has made the
execution of query collections (see Sect. 4) available to all the students who participate
in a database course. For instance, during the 2018/2019 fall semester 141 different
students executed the collections based on159different databasesmore than six thousand
times that resulted with almost 1.5 million executions of individual queries. The median
number of collection executions among students who initiated at least one execution
was 22. A group of lecturers (let alone one lecturer) cannot give so much feedback over
the same period. Although the author has not formally investigated how the use of the
queries influences the results of students, he claims, based on the first-hand experience,
that the quality of database designs that students present for the grading has significantly
improved since the introduction of queries to the learning process.

The query execution software has simple core functionality. The queries are regis-
tered in a database with metadata that facilitates searching the queries and understand-
ing their results. The software gets information that is needed to connect the checked
database and query collection identifier as an input. It has to read the queries from the
collection, execute these against the checked database, and present the results. The user
could choose the amount of reported metadata, whether to present the queries that do not
return any rows, and whether to let the system generate fixing SQL statements. Another
possible set of functionalities is about logging the query executions, execution speeds,
and the number or even details of detected problem occurrences.

The use of student databases during the query development process (see Sect. 5.1)
was a strength because in the learning context students can naturally make mistakes and
thus their designed databases offer a good condensed source of possible problems that
could also appear in the databases designed by more experienced people.

For the users of other DBMSs than PostgreSQL the catalog is relevant because it
is essentially a catalog of design problems that can appear in any SQL database and
thus the checks could be implemented in their respective systems. Problem detection
queries codify the problems. It is similar to test-based development where tests constitute
specification of the functionality that the tested system must have. Only a small number
of queries are about features that are specific to PostgreSQL (for instance, exclude
constraints). However, only about 25% of all the queries are completely based on the
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standardized information_schema views.Moreover, someDBMSs do not implement the
information_schema. Thus, the code is mostly not directly usable in other DBMSs.

Yamashita andMoonen [3] found that a large portion (32%) of surveyed professional
developers did not know about code smells. Thus, teaching students about smells and
technical debt is certainly relevant. Doing it in different contexts (application design,
database design, modeling [23]) would enforce their understanding that many problems
(for instance, inconsistency and unnecessary duplication) are universal and can appear
in different types of technical artifacts. Having a tool that allows learners to quickly find
possible occurrences of smells is very helpful in this regard. Yamashita and Moonen [3]
also found that those developerswho are interested in code smellswant to have possibility
to check the code in real time as well as customizable and domain-specific detection of
smells. The proposed queries implement domain-specific detection of smells. Additional
customization can be achieved by putting together query collections with a specific task
or changing the order of queries in collections. Our experience with students shows
that the queries can be used in real time to check the database design after changes
have been made in it. According to the survey [3] the developers were most concerned
about duplicate code and in lesser extent about the size and complexity of the code. We
have queries that deal with the problems. For instance, the category of duplication of
implementation elements currently contains 37 queries.

Some of our queries have associated queries that generate SQL statements that help
us to fix the problem. At the same time the tools [13, 14] do not fix the found problems.

Eessaar and Käosaar [23] concluded that many code smells are variants of generic
problems that can also appear in system analysis models. The current work showed that
many of the generic problems (for instance, inconsistency, duplication, unused elements,
bad names, and not separating concerns) can also appear in the database design.

5.3 Weaknesses

A weakness of using system-catalog based queries about database design is that one
cannot get feedback about the database design while modeling the database.

The queries have been designed for and have been tested against the latest version
of the DBMS and some of these do not work in some earlier system versions.

The query creation process was influenced by the same forces (lack of time, con-
tinuous appearance of new requirements, etc.) that influence any software development
task. The desire to quickly get a working version lead to the technical debt in the queries
regardless that the queries were created only by one person. The author continuously
improves the queries. However, it is an elusive goal to get completely debt-free. Trying
the best not to have too much debt in the first place is an important strategy to have the
debt under control. Examples of technical debt in the queries are the following.

• Inconsistent use of uppercase and lowercase. Not writing keywords in uppercase.
• Inconsistencies of using newlines and writing logical operator at the beginning or end
of a line in case of search conditions.

• The use of short and often meaningless aliases in the queries.
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• Inconsistencies of solving the same sub-problems in different queries. For instance,
in different queries the same sub-problem may be solved by querying informa-
tion_schema views or by directly querying the system catalog base tables.

• Inconsistent naming of columns in the results of different queries.
• Inconsistent output of the context in case of queries about related problems.

PostgreSQL allows multiple check and foreign key constraints with the same name
in the same schema. Thus, queries based on the information_schema views about a
constraint based on its name could return rows about multiple constraints. Therefore, in
many (but currently not all) queries about constraints we use system catalog base tables
instead. Queries about constraints based on the information_schema views have a risk to
return false positive results if the names of constraints are not unique. To see the extent
of the problem there is a query for finding repeating constraint names.

5.4 On Fixing the Identified Problem Occurrences

Whether or not to make changes in the database depends on the severity of the problem.
A small number of queries (currently 8) are about problems that prevent the correct
use of the database and thus are categorized as fatal. An example of such problem is to
have on the same set of columns multiple foreign key constraints that point to different
tables. Other examples include syntax errors, for instance in regular expressions, that
the system detects at runtime not at the compile (creation) time. One should fix such
problems immediately. In case of most of the problems their severity estimate depends
on the context. If someone executes the queries based on a database, then one should also
think through what would be the importance of each problem by taking into account the
particular context. For instance, in the teaching context from where this set of queries
originates there is a grading model that assigns different number of minus points to
different problems. The grading model depends on the objectives of the course.

In addition to changing database schemas, one may have to change the artifacts that
depend on the database (applications, tests) as well as models of the database.

Fixing a problem could solve other problems. For instance, dropping a constraint
could fix a problem of inconsistent naming of constraints. On the other hand, solving one
problem could lead to new problems or to finding previously undetected problems. For
instance, one could declare a previouslymissing foreign key constraintwith an unsuitable
compensating action. After declaring the constraint the queries are also able to find that
the foreign key column has an unsuitable data type or a duplicated check constraint. The
queries did not find it before due to the lack of declared constraint. Renaming a database
object may require renaming other database objects or their components depending on
the used database naming conventions. For instance, renaming a base table may lead to
renaming of constraints and indexes of the table and foreign key constraints that refer to
the table. To summarize, it is important to be able to execute the checks continuously.
It is a variant of regression testing. The queries get most of the information about the
meaning of data from the names of database objects and declared constraints. Improving
these aspects may gradually reveal bigger structural problems in the database. Small
incremental changes in the database design will lead over time to the improvement of
the general quality of the database design.
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6 Conclusion

The paper is about the automation of finding occurrences of database design problems
in PostgreSQL database schemas by querying database system catalog. At the time
of submitting the paper, the published catalog contained 535 queries. The queries are
written in SQL and use base tables and views of the PostgreSQL system catalog. The
full catalog is available through https://github.com/erki77/database-design-queries

Some of the queries give an overviewof a specific database aspect to facilitatemanual
search of problem occurrences whereas others produce results that directly point towards
possible problem occurrences. Still, a human inspector has to review the results because
false positive results are possible, although their probability varies between different
queries. The problem detection queries codify possible database design problems. Many
database design problems have the same underlying problems as code smells (duplica-
tion, having multiple responsibilities, bad naming, etc.). The queries can be used to get
a quick overview of the level of technical debt in a database, find potentially missing or
incorrect constraints, find concrete places in a database that need refactoring, and eval-
uate the result of changing database schemas. The queries have been originally created
to support learning but we are convinced in wider usefulness of these.

Future work includes identifying additional design problems, writing queries based
on these, refactoring the existing queries, and using the queries to evaluate larger
databases. A line of work is to translate the queries for some other DBMS. Because
NoSQL DBMSs increasingly make it possible to specify explicit schema-on-write in
databases it is relevant to research the potential design problems in these schemas.
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Abstract. The development of a data-driven fuzzy inference system (FIS)
involves the automatic generation ofmembership functions and fuzzy if-then rules
and choosing a particular defuzzification approach. The literature presents differ-
ent techniques for automatic FIS development and highlights different challenges
and issues of its automatic development because of its complexity. However, those
complexity issues are not investigated sufficiently in a comprehensive way. There-
fore, in this paper, we present a systematic literature review (SLR) of journal
and conference papers on the topic of FIS complexity issues. We review 1 340
papers published between 1991 and 2019, systematize and classify them into cat-
egories according to the complexity issues. The results show that FIS complexity
issues are classified as follows: computational complexity, fuzzy rules complex-
ity, membership functions complexity, input data complexity, complexity of fuzzy
rules interpretability, knowledge inferencing complexity and representation com-
plexity, accuracy and interpretability complexity. The results of this study can help
researchers and practitioners become familiar with existing FIS complexity issues,
the extent of a particular complexity issue and to decide for future development.

Keywords: Membership function · FIS · Issue · Limitation · Complexity

1 Introduction

Development of a data-driven fuzzy inference system (FIS) involves automatic genera-
tion of membership functions (MFs), which reflect what is known about linguistic vari-
ables in application domains, and fuzzy if-then rules, used for inferencing or assessment,
and choosing a particular defuzzification approach to determine the output variables in
interpretable and understandable way for the end-user.

The literature presents different techniques for automatic FIS development [1–3], and
highlights different challenges and issues, because of its complexity, like the rule base
(RB) complexity [4], data complexity [5], a number of linguistic terms [1, 6]. However,
those complexity issues are not investigated sufficiently in a comprehensive way. In the
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analyzed papers, authors have focused on a particular one or two issues separately, like
computational complexity [2, 7], MF complexity [8, 9], fuzzy rules complexity [10, 11],
etc. This lack of understanding of a general situation hampers progress in the field since
academics are offering limited approach [12].

The question arises – What are the complexity issues in FIS? In order to answer
the question raised, a systematic literature review (SLR) is presented in this paper. SLR
has two purposes and contributions. It is used to determine, first, the possible set of
complexity issues, and, second, the extent of a particular complexity issue in FIS area.
The rest of this paper is structured as follows. Section 2 introduces complexity in the
context of FIS and explains the use of this concept in this paper. Section 3 presents the
review methodology. Section 4 shows the obtained results of SLR. Section 5 discusses
the obtained results and concludes the paper.

2 Background and Related Work

FIS consists of four main components [1, 13, 14] (Fig. 1). Data Collection and Pre-
Processing is responsible for crisp or linguistic stream collecting from one or multiple
sources and its cleaning, organization and integration [15] for future data exploitation
in the Fuzzification Mechanism. Fuzzification Mechanism transforms the data stream
into MFs using fuzzy set theory. Fuzzy Inference uses MFs and applies a particular
fuzzy reasoning mechanism to obtain a fuzzy output. Knowledge base is responsible for
the definition and management of fuzzy rules, used by the Fuzzy Inference component
for inferencing. Output Processing performs approximation, defuzzification and type
reduction to convert the results of inferencing into output data (i.e., crisp or linguistic
values), which should be understandable to a Stakeholder or a System.

FIS

Fig. 1. The reference schema of a data-driven Fuzzy Inference System (FIS).

The distinctive feature of FIS is that it is data-driven, i.e., MFs and fuzzy rules
are generated from synthetic or real data streams automatically, but not defined by an
expert. In FIS knowledge is represented through two levels [1]. First, in the semantic level
knowledge is expressed as fuzzy sets andMFs. Second, in the syntactic level knowledge
is represented in a form of fuzzy rules. This understanding of FIS and its complexity are
used in this paper.

The concept of complexity in FIS can be viewed from different perspectives as
the primary analysis shows. In [4], the rule base (RB) complexity is measured as the
total number of conditions in the antecedents of the rules. Authors of [16] understand
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complexity as interpretability of RB, and interpretability of fuzzy partitions as integrity
of the database (DB). A data complexity is measured in terms of the average number of
patterns per variable (i.e., data density) for pattern recognition in [5].

A data-driven Fuzzy Inference System suffers from exponential complexity, which
is manifested through a number of linguistic terms (number of subspaces on the uni-
verse of discourse of input variables) and a number of input variables [1]. Complexity
is also measured by counting the number of operations [6] or number of elements in
RB including the number of MFs, rules, premises, linguistic terms, etc. [1]. Selecting
a small number of linguistic terms and the right linguistic terms is essential for bet-
ter interpretability. Total number of parameters of the fuzzy RB is also a measure of
interpretability. A system with less number of parameters is more interpretable and less
complex [17]. In [1, 18], authors suggest reducing the exponential complexity of FIS
be reducing the number of fuzzy (linguistic) terms or the number of fuzzy (linguistic)
variables or both. According to [19], the model interpretability is measured in terms of
complexity: “Complexity is affected by the number of features used for generating the
model: the lower the number of features, the lower the complexity”.

Summing up, based on system thinking, the definition of system complexity depends
on the complexity of its components and a complexity of combination of those com-
ponents as a whole. Therefore, in the next section we describe main components of a
data-driven fuzzy inference system (FIS).

3 Review Methodology

The review methodology was developed and executed according to the guidelines and
hints provided by [20, 21]. The structure of the methodology is adapted from [22] and
presented in Table 1 as a review protocol [23].

Table 1. Review protocol.

Question Formulation

Question Focus: Membership function, development, generation, construction, issue, limit,
complex, fuzzy inference system

Question (Q): “What are the complexity issues in FIS?”

Keywords and Synonyms: membership function, develop*, generat*, construct*, issue*,
limit*, complex*

Effect: Description of different FIS development complexity issues; visualisation of statistics
by diagrams, view integration

Field/Scope/Confines: Publications regarding MF and FIS issues

Application: Computer Science (CS), Information Systems (IS), Software Engineering (SE)

Sources Selection

(continued)
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Table 1. (continued)

Question Formulation

Search string: (fuzzy) AND (“membership function*”) AND (“develop*” OR “generat*” OR
“construct*”) AND (“issue*” OR “limit*” OR “complex*”)

Studies Language: English

Sources list: Web of Science (WoS), https://apps.webofknowledge.com/ (see below)

Studies Selection

Studies Inclusion Criteria (IC):
IC1: Universally accepted relevant fundamental works on MF development, MF generation,
MF construction, FIS and issues, limitations or complexity.
IC2: Papers must be available to download.
Studies Exclusion Criteria (EC):
EC1: Exclude papers, which contain relevant keywords, but MF and FIS issues, limitations or
complexity are not the main topic of the paper.
EC2: Exclude relevant sources that repeat ideas described in earlier works.
EC3: Exclude papers, whose length is less than 8 pages, since such short papers can present
only a general idea, but not describe overall approach.
EC4: If there are several papers of the same authors with the similar abstract, i.e., one paper is
an extension of another, the less extended (i.e., containing less pages) paper is excluded.

Studies Type Definition: Journal publications (research papers) and proceeding papers.

Procedures for Papers Selection (PPS):
PPS-1. Run the search strings at the selected source� A primary set of papers is obtained.
PPS-2. Extract the title, abstract and keywords of papers for the primary set.
PPS-3. Evaluate a primary set of papers (the title, abstract and keywords) according to IC and
EC� A secondary set of paper is obtained.

Selection execution: See Table 2.

Information Extraction

Information Inclusion and Exclusion Criteria Definition: The extracted information from
papers must contain definition or analysis of the MF and FIS issues

Synthesis of findings: The information extracted from the papers was tabulated and plotted to
present basic information about the research process

Table 2. Number of papers (Articles (A) or Proceedings Papers (PP)) for each PPS.

Years PPS-1 PPS-3

A PP All A PP All

1991–2019 864 476 1 340 78 23 101

In Fig. 2, the trend of the research on the topic is illustrated. The number of papers
on fuzzy theory application to solve different complex domain problems has raised. This
increase of papers can be attributed to technological development. However, the issues

https://apps.webofknowledge.com/
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Fig. 2. Number of papers after PPS-1 and PPS-3.

related to the usage of fuzzy theory are analyzed insufficiently. Issues related to the usage
of fuzzy theory are analyzed more in A comparing to PP (Table 2).

Sources Evaluation: The Web of Science (WoS) database was chosen for the analysis,
since it covers a wider range of refined and not duplicating researches. WoS and Scopus
databases are not overlapping only 12,2% of documents in Engineering and Computer
Science [114]. WoS has an Impact Factor (IF), which is calculated to assess the quality
of publications and the level of scientific research in close fields of knowledge. More-
over, WoS presents an easy mechanism to export the search results in different formats,
supported by various reference management software, like Mendeley1, EndNote2, etc.,
and bibliometric tools, like VOSviewer3, CiteSpace4, etc.

Threats toValidity:For the analysis, paperswere chosen based on the searching strategy
in Table 1. Validity of the results was performed applying the following measures.
Reading the abstract and the title of the papers introduces a threat, because the abstract
and the title allows excluding not relevant from the first glance papers [12]. Moreover,
both authors of this paper have assessed the obtained results (primary and secondary
sets of papers) independently and combined the results. Finally, to minimize the threat
associated with inaccurate extraction of data, only papers describing complexity issues
were selected.

4 Results

The main results of our SLR are presented in Table 3. It consists of eleven columns, nine
of which present the complexity issues found. They are as the following: References (R);
Year of publication (Year); computational complexity (CC) (1) (i.e., the huge number of
calculations in all FIS components); complexity of fuzzy rules (CFR) (2) (i.e., extraction,
modification and optimization of fuzzy rules); complexity of MF (CMF) (3) (i.e., MF
development, optimization, simplification); data complexity (DC) (4) (i.e., related to big

1 https://www.mendeley.com/?interaction_required=true.
2 https://endnote.com/.
3 https://www.vosviewer.com/.
4 http://cluster.cis.drexel.edu/~ cchen/citespace/.

https://www.mendeley.com/%3finteraction_required%3dtrue
https://endnote.com/
https://www.vosviewer.com/
http://cluster.cis.drexel.edu/%7e%e2%80%89cchen/citespace/
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data issues); complexity of fuzzy rules interpretability (CFRI) (5); complexity of infer-
encing (CI) (6); complexity of knowledge representation (CKR) (7) (i.e., development
of MF and RB issues); accuracy (ACC) (8) (i.e., the ability to approximate the output
of the system accurately); interpretability (I) (9) (i.e., ability to describe the behavior
of the system in an interpretable way). Temporal distribution of nine complexity issues
found in the papers included in the review, are given in Fig. 3. The size of the bubbles
indicates the number of papers analyzing each complexity issue.

Table 3. The secondary set of papers (1 – analyzed in the paper, 0 – not analyzed).

R Year (1) (2) (3) (4) (5) (6) (7) (8) (9)

[2, 3, 25] 2019 1 0 0 0 0 0 0 0 0

[8] 0 0 1 0 0 0 0 0 0

[24] 1 1 0 0 0 0 0 0 0

[26] 0 1 1 0 0 0 1 1 0

[27] 2018 0 0 1 0 0 0 0 0 0

[28, 29] 0 1 1 0 0 0 0 0 0

[30] 1 1 0 0 0 0 0 1 0

[7] 1 0 0 0 0 0 0 0 0

[1] 2017 0 1 1 0 0 0 0 0 1

[19, 31] 0 0 0 1 0 0 0 0 0

[32] 0 1 1 1 0 0 1 0 0

[33, 35, 36] 2016 1 0 0 0 0 0 0 0 0

[10, 34] 0 1 0 0 0 0 0 0 0

[37] 0 0 1 0 0 0 0 0 0

[9, 40] 2015 0 0 1 0 0 0 0 0 0

[38] 0 1 0 0 0 0 0 0 0

[39] 1 0 0 0 0 0 0 0 0

[41] 2014 0 0 1 0 0 0 0 0 0

[11] 0 1 0 0 0 0 0 0 0

[42] 0 1 1 0 0 0 1 0 0

[43] 0 1 0 0 1 0 0 0 0

[44] 0 0 0 1 0 0 0 0 0

[45] 1 0 0 0 0 0 0 0 0

[46] 2013 1 0 0 0 0 0 0 0 0

[48] 0 1 0 0 0 0 0 0 1

[49] 0 1 1 0 0 0 0 0 0

(continued)
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Table 3. (continued)

R Year (1) (2) (3) (4) (5) (6) (7) (8) (9)

[50] 0 0 1 0 0 0 0 0 0

[51–53] 0 1 0 0 0 0 0 0 0

[54] 2012 1 0 0 0 0 0 1 0 0

[47] 1 1 0 0 0 0 0 0 0

[55] 0 0 0 1 0 0 0 0 0

[56] 1 0 0 0 0 0 0 0 0

[57] 0 1 0 0 0 0 0 0 0

[16] 2011 0 0 1 0 0 0 0 0 1

[58] 0 1 1 0 0 0 0 0 0

[59] 0 0 1 0 0 0 0 0 0

[60] 0 0 0 1 0 0 0 0 0

[61] 2010 0 0 1 0 0 0 1 0 0

[4, 62, 64] 0 1 1 0 0 0 0 0 0

[63] 0 1 0 0 0 0 0 0 0

[65] 0 0 1 0 0 0 0 0 0

[66] 2009 0 1 0 0 0 0 0 0 0

[67–69] 1 0 0 0 0 0 0 0 0

[70] 2008 0 1 0 0 0 1 0 0 0

[71] 1 0 0 0 0 0 0 0 0

[72] 0 1 0 0 0 0 0 0 0

[73] 2007 1 0 0 0 0 0 0 0 0

[74] 0 1 0 0 0 0 0 1 1

[75] 0 1 0 0 0 0 0 0 0

[76] 0 1 0 0 0 0 0 1 0

[77] 1 0 0 0 0 0 0 1 0

[78, 80–82] 2006 0 1 0 0 0 0 0 0 0

[79] 0 1 0 0 0 1 0 0 0

[83, 84] 2005 0 1 0 0 0 0 0 0 0

[85] 1 1 0 0 0 0 0 0 0

[86, 87] 2004 0 1 0 0 0 0 0 0 0

[88, 90] 2003 1 0 0 0 0 0 0 0 0

[89] 0 0 0 0 0 0 1 0 0

(continued)
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Table 3. (continued)

R Year (1) (2) (3) (4) (5) (6) (7) (8) (9)

[91] 2002 0 1 0 0 0 0 0 0 0

[92, 95] 2001 0 1 0 0 0 0 1 0 0

[93] 1 1 0 0 0 0 1 0 0

[94] 0 1 0 0 1 0 0 0 0

[96] 0 0 0 0 0 0 1 0 0

[97] 0 0 0 0 0 0 0 1 0

[98] 2000 1 0 0 0 0 0 0 0 0

[99] 0 1 0 0 0 0 1 0 0

[100] 0 1 0 0 0 0 0 0 0

[101] 1 1 0 0 0 0 1 0 0

[102] 1999 0 1 0 1 0 0 0 0 0

[103] 1998 0 1 0 0 0 0 0 0 0

[104] 1997 1 0 0 0 0 0 0 0 0

[105] 1 1 0 0 0 0 0 0 0

[106] 1996 1 0 0 0 0 0 0 0 0

[107, 108] 0 1 0 0 0 0 0 0 0

[109, 111] 1995 0 0 0 0 0 0 1 0 0

[110] 0 0 1 0 0 0 0 0 0

[112] 0 1 0 0 0 0 0 0 0

[113] 1993 0 1 0 0 0 0 0 0 0

Fig. 3. Found complexity issues according to years.
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5 Discussion and Conclusions

Finally,we can summarise the obtained results and answer to the research question “What
are the complexity issues in FIS?”. Based on Table 3, nine main issues are extracted from
the analysed papers. Figure 3 shows that the computational complexity (CC) (1) and
complexity of fuzzy rules (CFR) (2) remained relevant throughout the analysed years
(1991–2019). The complexity of MF (CMF) (3) issue becomes relevant since 2010.
Such relevance of the issue can be explained by the growth of technologies that generate
increasing amounts of data. Therefore, the need to develop MFs from large data strings
that requires high computational power is raised. The data complexity (DC) (4) issue
becomes relevant since 2011. Its relevance can be explained by the emergence of big data
and unstructured data and their usage in FIS. The issues related to complexity of fuzzy
rules interpretability (CFRI) (5), complexity of inferencing (CI) (6), accuracy (ACC) (8)
and interpretability (I) (9) are weakly expressed directly because they are analysed in
tandem with other issues.

The correlation analysis of complexity issues shows that in 67,33% (68 papers of
101) of papers authors consider only one particular complexity issue. In 24,75% (25)
– two complexity issues, in 5,94% (6) – three complexity issues, and in 1,98% (2) – four
complexity issues are analysed in tandem. Summing up, it shows that FIS complexity
issue is characterized by complexity issues related to its components and a complexity of
combination of those components as awhole (see Sect. 2). Therefore, the FIS complexity
issue should be analysed as an ensemble of components complexity issues. In the future
research, we are going to do the following: 1) to extend our SLR to several sources; 2)
to offer a decision tree of complexity issue solutions existing in the literature now.
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Abstract. Anewmethod based onDomain Specific Language (DSL) approach to
Deep Learning (DL) lifecycle data management tool support is presented: a very
simple DL lifecycle data management tool, which however is usable in practice (it
will be called Core tool) and a very advanced extension mechanism which in fact
converts the Core tool into domain specific tool (DSL tool) building framework
for DL lifecycle data management tasks. The extension mechanism will be based
on the metamodel specialization approach to DSL modeling tools introduced by
authors. The main idea of metamodel specialization is that we, at first, define the
Universal Metamodel (UMM) for a domain and then for each use case define a
Specialized Metamodel. But for use in our new domain the specialization concept
will be extended: we add a functional specialization where invoking an additional
custom program at appropriate points of Core tool is supported.

Keywords: DSL · DL ·Metamodel specialization · DL lifecycle data
management

1 Introduction

The Deep Learning (DL) process (i.e., training of neural networks) for specific domains
is long and complicated. It usually consists of a large number of DL program runs,
during which training parameters, training data sets and even the DL program itself are
modified. All this actualizes the issue of effective training lifecycle data management. At
this moment there already are several systems supporting this process. A more detailed
view on them will be given in the next section. Here we only note that for different
DL tasks requirements for support may vary greatly. Due to this aspect the existing
DL lifecycle data management systems either cover a small part of these requirements
or become excessively complicated in order to cover as large as possible part of the
requirements. This situation becomes very similar to the one in the system modeling
area. There the Universal Modeling Language (UML) was developed and naturally this
language was very complicated. Typically for any real tasks a very small subset of these
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many possibilities was applicable, while at the same time something was missing for
tasks in the given domain. Besides that, in real application domains there is a desire to
obtain software implementation from the chosen language automatically. As a result, the
idea of Domain Specific Languages (DSL) and tools developed rapidly. Required was
not a single universal tool, but a DSL tool building framework. By using such a platform
an expert of the given problem domain could relatively easily build the required tool
himself. This is the area where the authors of this paper have also given their investment
[1–4].

A natural question appears, whether theDSL approach could not be applied to theDL
lifecycle datamanagement area aswell? In otherwords,whether instead of a complicated
universal tool, a DSL tool building framework could be built, by means of which a DL
domain expert himself could relatively easily build a tool for his domain and training
methodology. We note that for the DL lifecycle data management area the situation is
more complicated since e.g. here we have to provide easy simultaneous collaboration
for several human actors (see Sect. 5).

The goal of this paper is to deeper investigate the DSL approach for the DL lifecycle
data management area and offer one possible solution for this problem:

1. Very simple DL lifecycle data management tool, which however is usable in practice
(in what follows it will be called Core tool);

2. Advanced extension mechanism for this Core tool which in fact converts the Core
tool into a DSL tool building framework for DL lifecycle data management tasks.

The proposed extensionmechanism to a great degree will be based on themetamodel
specialization approach for DSL modeling tools introduced by authors [1–4]. The main
idea of metamodel specialization is that we at first define the Universal Metamodel
(UMM) for a domain and then for each use case in this domain define a Specialized
Metamodel (SMM). SMM contains a set of subclasses of UMM classes, as many as we
need. The subclasses are defined according to UML rules, but with some restrictions.
Class attributes may be assigned with new fixed values, but new attributes may not
be added. Similarly, for associations the role names may be redefined (subset) and
multiplicities may be changed (shrunk). In our new domain we also allow attribute
names and types to be redefined. We illustrate all this on a very simple example from
a workflow domain. This example is taken from our paper [4], but slightly extended to
also show our new specialization features. Figure 1 shows the UMM for this workflow.

Fig. 1. UMM for simple workflow.

Figure 2 shows a specialization of this UMM for business trip workflow in an enter-
prise in a standard UML notation. Similarly to [4], in order to make diagrams more
compact and readable, we use here a custom notation for specialization (only slightly
extended with respect to [4]). This notation uses the super-object (class, attribute or asso-
ciation) name in braces to reference it in the sub-object. See this notation for business
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trip in Fig. 3. In the general case not all UMM classes may be specialized. In order to
define which UMM classes may be specialized, we show their class names in italic (in
our example these classes are Process and Action).

Fig. 2. Workflow specialization in standard UML notation.

Fig. 3. Custom notation for Business Trip specialization.

Now the main new idea in this paper. In comparison with the paper [4] the spe-
cialization concept itself will be extended. In [4] it was assumed that the semantics of
specialized classes are directly determined by their attribute values or a default attribute
values set. We will call such specialization a simple specialization. But in this paper, we
need a broader specialization concept where the semantics are determined by some addi-
tional information as well. Such specialization will be called functional specialization.
In our domain we will use true custom extension of the Core tool functionality specially
adapted for the given DL use case by means of invoking an additional custom program
at appropriate points of the Core tool functioning. The functional specialization defines
how such custom programs can be found. Both simple and functional specialization will
be used in this paper.

2 Related Work

Some related works were already mentioned in the previous section. In this section we
will present works which directly refer to DL lifecycle data management.

Machine learning (ML) has a complex lifecycle consisting of many phases and steps,
from the preparation of the training and test data via model development and model
training, to testing and deployment. Although theML libraries themselves (Scikit-Learn,
Tensorflow, PyTorch, Keras, etc.) have alreadymatured in the last few years, the pipeline
around them and the corresponding tool landscape is still in development and is very
fragmented. Each of the tools covers one or several aspects of model development, and
for a complete pipeline you may need to select a set of several tools which work together
in a pipeline.

There are tools in the landscape which orchestrate MLworkflows in the cloud [5–7].
Other tools like [8] extend the workflow orchestration with data warehouse integration,
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state transfer and meta-training. However, they do not provide any means for monitoring
the training and propose to use Jupyter notebooks for this purpose.

Some tools like DVC [9] focus on version and dependency management for the data
artefacts and models, but they do not track the experiments themselves.

One of the most important phases in ML is model development and training. Some
tools (e.g. AutoKeras [10]) try to automate this phase providing means for automatic
exploration of hyperparameter space and selection of the best parameter values for the
given problem and training data as well as with selecting the best architecture for the
model, making the ML available for non-ML experts. In some cases these tools abstract
the developer from directly running the ML experiments.

However, these techniques are not mature enough yet, and in many cases, developers
still have to run the ML experiments manually. This involves iterative running of experi-
ments in search for the best model architecture and for the best hyperparameters. Natural
requirements here are the ability to track, compare and reproduce the experiments. Good
tool support is essential for development productivity.

Typically, these tools [11–17] provide a set of library functions which can be used
to augment the training program with a tracking functionality. When such augmented
program is run, the tracking information is recorded in some sort of a database, either
locally or on a remote server. The tracking part of these tools has a natural counterpart,
a tool for visualization and comparison of the experiment results.

Some of the tools concentrate on the tracking functionality, and their support for
visualization of ML experiments is limited [11, 12], or they provide a command line
interface for experiment comparison [18]. Other tools [17] rely on complementary tools
(e.g. [19]) for experiment visualization.

However, most tools have been built with support for visualization and comparison
of experiment metrics, usually as a dashboard containing tables and sometimes charts.

There are cloud-based solutions [13, 14]which havemany dashboard options built in,
but they are commercially closed projects, and their users are limited to the visualization
options provided by the platform and cannot extend the tool with their own.

Some projects like [15, 16] which are the closest to our approach do support both
experiment tracking and visualization dashboards and are open source, but you have to
dive into the programming if the prebuilt visualizations are not sufficient.

The most important feature missing in all these tools is an easily usable extension
possibility for adapting to a specificDL task domain, e.g. tasks required for news agencies
as in this paper. Open source tools like [15] can be extended, but such an extension
besides direct development of the required software requires deep understanding of the
existing software and, especially, the data structures used in it. Therefore, our proposed
extension mechanism described in Sect. 5 can be used also by domain experts (not only
DL experts).

3 DL Lifecycle Data Management Framework: General Structure

The general structure of our DL Lifecycle Data Management Framework (LDM
framework) is presented in Fig. 4. The LDM framework consists of two components:
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Fig. 4. General structure of LDM framework.

1. Core platform, which includes:

a. Core tool which works on Data Server.
b. Core library which is placed on Workstation.

2. Core extension mechanism which in fact ensures the development of the DSL tool
for the given DL lifecycle data management.

The Core tool and extension mechanisms will be presented in a greater detail in
the next sections. Here we note only that the Core extension mechanism refers only to
Core data which is stored on Data server and does not affect the interaction mechanism
between Workstation and Data server. In other words, the Core library for Workstation
is universal, i.e. it does not depend on Core extension (the usage of role_name ensures
the universality of this library). The only information the DL Python programmer should
know about this library is that the following functions can be called:

login(user_id, psw): a trial to authorize the user with user_ID using the password psw, in 
case of success returns the token_id 

startRun(project_name): start new run in the project project_name 
log(msg,role_name): store on DS the message msg and the corresponding role_name in the 

current run 
uploadFile(file_name, role_name): upload the file file_name and the corresponding 

role_name in the current run 
finishRun(): finish the current run 

From a higher abstraction level we can say that by means of these functions
Workstation sends the following messages (shown in Fig. 5) to Data server.

Fig. 5. Class diagram of messages.
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“//” before the attribute name means that the value of this attribute is inserted by the
Core library. “/” before the attribute name means that the value of this attribute is not
sent from Workstation but generated by Core platform upon message reception.

4 Core Tool for Data Server

We start with the presentation of the Logical Data Model for this platform in the form
of a class diagram (see Fig. 6). In what follows we will call this model the Core Logical
MM. In this MM (and in next MMs as well) the slash symbol before the attribute name
will mark those attributes whose values are set by the Core platform itself. The values of
other attributes come from the messages sent by the Workstation (or are directly entered
via the relevant web page, e.g. the project Name for a new Project).

Fig. 6. The Core Logical MM.

Now about the semantics of this MM. Class and attribute names already explain the
semantics to a great degree. We only note that instances of the Run class (together with
classes LoggedMessage andUploadedFile) mean the information sent to the Data server
from Workstation during the training run.

Here we assume that the neural network training process consists of many runs. In
addition, the network itself may be modified between two consecutive runs. In order to
clarify this situation, Fig. 7 presents an instance of this MM which corresponds to two
training runs. Figure 8 shows the same instance in the form of web pages, which should
be built by our offered Core platform.

Here we have to add a couple of words on entering the Training and Testing Data:
the page Project Details contains the Upload button which is used for this goal. This data
is meant to always be entered as zip files and will be stored in the repository visible in
Fig. 10 in the folder TrainTestData. The unzipped folders are meant to be stored in the
same repository and will have the same names as the corresponding zip file. In the case
where Training and/or Testing data required for the given project are already stored in
the folder (i.e. they were entered before) the Upload button should not be used and in the
corresponding Training and/or Testing field the corresponding file name should simply
be entered.

In the conclusion of this section we note that the information already presented is
more or less adequate for a simple Workstation user to start using the Core platform
seriously: to extend their DL program in Python with Core library function calls for
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Fig. 7. Instance of Core Logical MM representing two runs.

Fig. 8. Instance shown as web pages.

sending data to Data Server as well as for downloading files from Data Server to their
Workstation, e.g. Code or Checkpoint from an earlier Run. Such file download is planned
to be done via the web page (see Fig. 8) using the traditional web browser facilities –
open the web page on their Workstation and download the reachable from this page files
via the Save As option.
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The next section will explain the Core platform extension facilities which open
significant new possibilities for the user in comparison with the bare Core platform.

Let us remind that the time-consuming DL process occurs on Workstation and on
Data Server only training results are stored and this occurs relatively infrequently.

5 Core Platform Extension Mechanism: Basic Ideas

For the extension mechanism explanation, a deeper opening of Core platform internals
is required. Now these internals will be briefly presented.

Physical representation of data corresponding to the previously mentioned Core
Logical MM (Fig. 6) is done via two complementary facilities:

a. The Logical MM and its instances are stored inMongo DB according to the structure
shown in Fig. 9 (ProjectID and RunID are generated automatically),

db.createCollection(“project”)
db.project.insertOne({projectId:597384, projectNo:1, 

projectName:”name1”, … })
db.project.insertOne({projectId:634547, projectNo:2, 

projectName:”name2”, … })
db.createCollection(“run”)
db.run.insertOne({runId:378257, projectId:597384, 

runNo:1, … })
db.run.insertOne({runId:868349, projectId:597384, 

runNo:2, … })
db.createCollection(“loggedMessages”)
db.loggedMessages.insertOne({runId:378257, 
roleName:”rt”, msg:”test”})
db.loggedMessages.insertOne({runId: 378257, 

roleName: “el”, msg:”1/0.4”})
db.createCollection(“uploadedFilesPoint”)
db.uploadedFilesPoint.insertOne({runId: 378257, 

roleName:”code”, fileName:”…” …})  … … …
db.createCollection(“trainingDataPoint”)
db.trainingDataPoint.insertOne({projectId:597384, 

filename:”Train1.zip”, fileType:”zip”, fileLocation: 
”ROOT\TrainTestData”}) … … …

Fig. 9. Mongo DB presentation of the given instance. Fig. 10. Repository structure

b. The files themselves (including the Core platform software) are stored in the Data
server file system according to the repository shown in Fig. 10.

Nowsomecomments on this structure. LogPlatform is the root folder of this structure.
In this folder the Core platform software is stored. For instance, the full address of this
folder could be C:\Programs\LogPlatform. This address will be denoted by ROOT.As a
result the full name of folder Proj1 would be ROOT\Projects\Proj1.

The opening of Core platform internals mentioned above is sufficient for our offered
extension mechanism. We start the definition of this mechanism by extending the Core
Logical MM with new classes called extension classes (their names are shown in italic
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font). The extendedMM is shown in Fig. 11, further onwewill call it theUniversalMeta-
model (UMM). As Fig. 11 shows, there are two kinds of extension classes corresponding
to two kinds of extensions supported by our LDM framework:

a. Sense classes:LiteralWithGeneralSense,LiteralWithSlashPairSense,FileWithSense-
Pointer

b. Custom tab classes: CustomProjectTab and CustomRunTab

Fig. 11. Universal metamodel (extended Core Logical MM).

The LDM framework we offer is based on the idea that by means of specialization of
the mentioned extension classes we will define concrete DL lifecycle data management
tools (called DL DSL tools) which provide new additional possibilities in comparison
with the Core platform.

Now let us explain this idea in a greater detail. For sense classes we will apply simple
specialization, its result is illustrated in Fig. 12.

However, the main heavyweight DL DSL tool building facility is the specialization
of custom tab classes. For these classeswewill apply the functional specialization. These
classes have an attribute progrName, which after specialization must point to an inde-
pendent executable program, also called an Extension program. This program should
be inserted in the repository, shown in Fig. 10. This means that simultaneously with
defining a specialized tab class we have to build the corresponding extension program.
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Fig. 12. One concrete specialization of the UMM.

Namely due to this reason we need the above described opening of the internals of the
Core platform. We note that our UMM also includes the File system MM. Its special-
ization will be used to describe more precisely the source data for extension program
building. We also have to add two more details on extension programs:

a. Any extension program has just one parameter. Its value in the corresponding exten-
sion call will be the corresponding projectID value (in the case of Custom Project
Tab) or the corresponding runID value (in the case of Custom Run Tab).

b. Any extension program call will open a new web page presenting the result of this
program execution (e.g. Loss graph).

Before proceeding we want to stress the following aspect: our DL DSL framework
is related to the following 4 human actors:

1. Framework developer
2. DSL tool configurator/developer
3. DSL tool user, i.e. DL programmer at a Workstation
4. End user, e.g. LETA data expert

TheDSL tool developer is the actorwho performs the correspondingUMMclass spe-
cialization and, if required, develops the corresponding extension programs and places
these programs in executable form on Data Server in the repository shown in Fig. 10.
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Beforehand however the tool developer has to perform one more job – together with the
DSL tool users fix the list of permitted role names and the semantics of these roles for
messages to be sent from a Workstation to the Data server. Together with the role list
it is also necessary to agree on the structure of messages corresponding to these roles,
including the files to be uploaded. The agreement on the file structure should be sufficient
for developing the corresponding extension programs. Such an agreement for a DSLwill
be called a DSL memorandum. Let us stress once more that such a memorandum stands
outside of the formalism used by us (the above-mentioned file structure MM only helps
in writing such a memorandum). In fact, there is a need for such a memorandum for the
development of any DSL tool, e.g. to explain in natural language the semantics of used
DSL symbols (but it is not referred to so formally). In our case the agreement covers a
wider area and therefore we use such a term.

Now let us go to the explanation of Fig. 12 presenting one concrete specialization
of the UMM. In a sense it will be the memorandum for the DSL tool defined by this
specialization. First, let us stress that our extension mechanism (via the extension class
specialization) refers only to additional features ofDataServer (DS)whichpermit to view
in a more understandable way the information sent by Workstation to Data Server (in
comparisonwith thebareCoreplatform).The custom tabs permit to view this information
in a completely new format, e.g. in the form of various graphs. For this explanation we
assume that from a Workstation to Data Server the same messages have been sent as in
the example mentioned in Sect. 4 (see the Fig. 7). According to the Fig. 7 the following
message roles are used: acc, rt, lp for ordinary messages; and code, chp, silver for files.
The semantics of these roles to a great degree is explained by sufficiently expressive
names of specialized classes used in the example: Accuracy, RunType, LossPairs, Code,
Checkpoint and SilverCaptions. Some words are needed for the class LossPairs and
its parent class LiteralWithSlashPairsSense: the attribute msg of this class is used to
code message pairs (first, second) separated by the slash character. For example, if
msg=”25/0.95”, then first = 25 and second = 0.95. At defining the class LossPairs, the
first is renamed to epochNo and second to loss (such a redefinition is permitted at class
specialization).

The results of this specialization are illustrated in Fig. 13 where the Run Details
web page is presented. The first difference from Fig. 8 where the corresponding web
page is also visible is such that the messages sent to DS are grouped according to the
specialized classes and thus have become more understandable (in addition also the
possibilities related to LiteralWithSlashPairSense).

Now let us discuss the Custom tabs. Figure 12 shows two Custom tabs: LossGr and
GoldSilver, they both are specializations of CustomRunTab. As already mentioned, the
feature there is the extension program: in the case of LossGr it is a program with the
name tab2.py, but in the case of GoldSilver it is a program with name tab1.py.

Now let us explain what these programs are doing. The program tab2.py for the
given Run instance (when invoked with the parameter value equal to the runID of this
instance) generates a web page with a Loss graph from the LossPairs instances related
to the given Run instance. In this graph epochNO is mapped on the x-axis, but lossValue
on the y-axis. The program tab1.py performs a slightly more complicated action. This
program (invoked with runID value of a Run instance) finds the corresponding RunType
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Fig. 13. The result of specialization as a web page.

instance and if its msg attribute value is equal to “test”, generates a web page which for
the corresponding TestingData contains the table visualized in Fig. 14. For this purpose
this program first uses the folder TestingData visible in Fig. 12. This folder in turn
contains the Images folder and the GoldCaptions file. Secondly, this program finds the
SilverCaptions file corresponding to this Run instance.

IMAGE GOLD SILVER
three men 
fishing

a man is 
riding a boat

Riga city 
skyline

a city filled 
with lots of 
buildings

cars 
standing in 
traffic

a car is 
parked on a 
street

Fig. 14. Results of the GoldSilver extension program execution.

Had our example more Custom tabs, they should be explained as well and our
Memorandum would be longer. Now on the topic where these Custom tabs are visible
in the Data Server website and how to invoke them. Let us look at Fig. 13. There we see
that Custom Run tabs are visible in the Run Details web page, but Custom Project tabs
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in the Project Details web page. By clicking on these tabs, the following Core platform
action occurs: the corresponding ID value is found (in the case of Run it is runID, in the
case of Project it is projectID). Then the extension program corresponding to this tab is
invoked with the selected ID value as the input parameter. As it was mentioned above,
program execution result is to show the corresponding web page.

Finally, how the Core platform knows which tabs must be shown in the given web
page and what values must be passed as parameters. For this purpose a special con-
figuration tab named Configuration is in the Project Details page. By clicking on the
Configuration tab, the page visible in Fig. 15 is opened. By executing the actions visible
in this page (i.e. by filling in the corresponding tables) we pass to the Core platform all
the required information – both for sense class specialization and custom tab definition.

Fig. 15. Tables in the web page opened via Configuration tab.

Now briefly about the Core platform implementation. The implementation of the
“bare” Core platform is quite straightforward: the Core Logical MM is stored in the
Mongo DB (see Fig. 9), but the corresponding files are stored in the file system accord-
ing to Fig. 10. Then follows a resource demanding, but quite simple from the logical
point of view programming of the used web pages. Certain comments are required on the
Extended Core platform implementation, which ensures the described Extension mech-
anism. In order to make the use of the Extension mechanism simpler, we will use not the
code generation method (as it is typically done for building traditional DSL tools), but an
interpretation method. Namely the information entered via the Configuration tool (the
tables visible in Fig. 15) is directly stored in the Mongo DB and further, when a request
for a web view appears, this view is generated from the “bare” Core information and
modified in the interpretation mode according to the entered configuration information.
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6 Conclusions

The paper provides both new theoretical and practical results for the DL lifecycle data
management area. Themain theoretical result is a significant extension of themetamodel
specialization approach for DSL development. But the practical aspects are related to
the ERDF project 1.1.1.1/18/A/045, where an easily usable system for DL lifecycle
data management framework covering all phases of DL must be developed. A special
orientation there is towards tasks for news agencies, including the Latvian News Agency
LETA (it is a partner in the project). That is namely why the task of image captioning is
chosen as a specialization example in the paper. We also have to note that a preliminary
version of such system is already developed (available at https://github.com/IMCS-DL4
media/LDM), this version served as a source for details of the Core tool in the paper.

Acknowledgements. The research was supported by ERDF project 1.1.1.1/18/A/045 at Institute
of Mathematics and Computer Science, University of Latvia.
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Abstract. Creation of a consistent 3D model of a city requires accurate data.
Usually, accuracy assurance problems of data are solved by time consuming and
expensive process of collecting and aligning with ground control points (GCP).
Therefore, alternative methods become important. Using existing Geographic
Information Systems (GIS) databases may decrease the time and cost of creat-
ing a reference dataset by reducing the number of GCPs required for producing
high quality 3D data or GIS databases can serve as reference data. For this pur-
pose, new spatial data analysis methods are needed to assure that GIS databases
are of high-quality. In this paper, we propose a novel methodology and its sam-
ple development for comparative spatial analysis of digitized point cloud and the
corresponding GIS database in order to statistically assess opportunities to align
Mobile Mapping Systems (MMS) data with existing GIS databases or to improve
involved datasets. The method is evaluated using LiDAR data provided by Esto-
nian company Reach-U Ltd. and GIS database layers from different Estonian open
and closed databases.

Keywords: Spatial data analysis · Clustering · LiDAR point cloud · MMS · GIS

1 Introduction

Nowadays, many cities all over the world (e.g., NewYork, London, Singapore, Helsinki,
and Tallinn) create 3D models of their environments in order to provide data for various
applications in the fields of mapping, urban planning, tourism, security, emergency and
disaster analysis as well as commerce. Data for 3D models can be acquired from GIS
databases (e.g., NYC [1]), using Light Detection and Ranging (LiDAR) data from scan-
ners mounted on cars driving in cities (e.g., Google Street View) or on airborne drones.
Data collected by LiDAR scanner systems are point clouds that are large collections of
data points defined by a given coordinates system. In a 3D coordinates system, a point
cloud may define the shape of different spatial features like curbstones, poles, buildings,
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trees, etc. Geographic LiDAR point cloud data are most commonly available in LiDAR
Aerial Survey (LAS) or ASCII formats.

Most of the applications require that the 3D model must be detailed, up-to-date,
and globally consistent. In order to create a consistent 3D model, 3D data accuracy
assurance becomes extremely important. To improve the accuracy of Mobile Mapping
Systems (MMS) (or airborne drone) point cloud data, ground control points (GCP) with
known coordinates are commonly used. These points form a reference dataset with
respect to which the other datasets are relatively evaluated. However, collecting GCPs
is a time-consuming and expensive process. The collection of GCPs can be reduced
or skipped by using existing GIS databases as a reference dataset. To use existing GIS
databases, the quality/accuracy of the data must be evaluated to confirm that data are
suitable for this task.

The main contribution of this paper is the methodology and its sample development
for comparative spatial analysis of digitized point cloud and the corresponding GIS
database in order to assess the quality of data of the GIS database or LiDAR point cloud.

Themain research question answeredby themethod is how to identify points (or other
geometries) from digitized (LiDAR) point cloud and the corresponding GIS databases
that can be matched indicating that they denote the same real-world spatial feature. In
addition, the goal is not only to find matching spatial features but also to identify other
types of correspondences among features from both datasets as well as to detect missing
features in GIS database or in LiDAR dataset within the given area.

The proposedmethoduses positional data of spatial features andDBSCANclustering
[2] extended with categorization and analysis of clusters in order to find different types
of correspondences of features in both datasets. The choice of DBSCAN algorithm is
justified by the goal of the method to find also missing features in addition to matching
ones. This makes K-nearest neighbours analysis not suitable.

The novelty of our method lies in combining clustering, database technology, and
statistical analysis for comparative spatial analysis of features of any geometry. In this
paper, we consider only geometries of point and line as the paper is devoted to LiDAR
data collected usingMMS that does not allow getting point cloud data covering the entire
shape of buildings having the geometry of polygon.

In order to automate the workflow of the method, the corresponding sample is devel-
oped on the basis of PostgreSQL database system using PostGIS spatial extension. The
method has been evaluated using LiDAR data provided by Estonian company Reach-U
and GIS database layers from different Estonian GIS databases. In this paper, the case
study based on the Tallinn Spatial Database (TAR)1 is presented.

The rest of the paper is organized as follows. In Sect. 2, related work is reviewed.
Section 3 gives an overall picture of the proposed method. Section 4 is devoted to data
pre-processing and Sect. 5 provides a detailed presentation of clustering, categorization
of clusters and analysis of resulting clusters. In Sect. 6 we present statistical metrics.
Section 7 is devoted to the evaluation of the method by the case study related to the
TalTech test area in Tallinn. Section 8 concludes the work.

1 https://www.tallinn.ee/est/geoportaal/Andmed.

https://www.tallinn.ee/est/geoportaal/Andmed
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2 Related Work

In general, our work is related to the works in the field of spatial feature matching that
is a part of more general research on spatial data conflation involving the matching and
merging of counterpart features in multiple datasets [3]. The goal of the spatial data
conflation is to merge the geometry and attribute data of matched features in order to get
more accurate dataset. Our approach in this paper has different goals and wider scope
as we analyse besides matching also other relationships between features.

Most tightly related work to our approach is provided by Helbich et al. [4], where
a comparative spatial analysis is performed as the statistical analysis of the positional
accuracy of different data sources including OpenStreetMap2 (OSM) and survey data
fromGIS databases. Their study considered only roads (streets), basically road junctions.
The deviation of the junction point coordinates from the corresponding points in the
defined reference dataset was used as a measure of positional accuracy. As a method of
analysis, their research uses bi-dimensional regression models as descriptive statistics
to determine the correspondence between datasets and the G*-statistic to explore spatial
heterogeneity in the positional errors. Our method principally differs from their method.
First, our method is general and not dependent on the geometry of spatial features to be
studied e.g. points. Second, we combine clustering, database technology and statistical
analysis.

GIS databases can be used to validate LiDAR data as shown by Webster [5], where
the GIS database was used as a source for independent validation data for determining
the accuracy of the different LiDAR data acquisition systems and the occurrence of a
systematic range bias for one of the LiDAR methods proposed.

Haklay [6] provides OSM data quality analysis that is based on a comparison of
voluntarily collected OSM data with Ordnance Survey (OS) datasets in order to assess
how good is OSM data. The method used for OSM data accuracy assessment evaluated
positional and attribute accuracy, completeness, and consistencyof data.As for positional
accuracy, the study concentrated to the calculation of overlap of motorway features
(multiline objects) between the two datasets in several areas of London and England.

In [7] amethod for quantitative assessments of spatial accuracy and completeness for
features with line geometry is proposed. The paper also evaluates several other spatial
accuracy assessment methods for lines including buffer overlay statistics (BOS)method.
This method of assessment of positional accuracy is related to our work as we applied
the same method for evaluating positional accuracy of multiline features like curbstones
in a GIS database and in the corresponding LiDAR dataset.

3 An Overview of the Proposed Method

The main goal of the method of comparative spatial analysis is to find a set of matching
spatial features of the given geometry from a digitized sample area of (LiDAR) point
cloud and the corresponding area from the GIS database. The method seeks for database
features that have exactly one LiDAR feature within a distance given by distance thresh-
old value. These features can be matched according to the hypothesis of the research.

2 http://www.openstreetmap.org.

http://www.openstreetmap.org
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In addition to finding matching spatial features, the method identifies other types of
correspondences among features from both datasets as well as detects missing features
in GIS database or in LiDAR dataset within the given area. In Fig. 1, overall workflow
of the method is presented.

Fig. 1. Overall workflow of the method

We see that the method of comparative spatial analysis is based on manual digiti-
zation of (LiDAR) point cloud, extraction of spatial features from GIS databases and
application of DBSCAN clustering algorithm [2]. An original feature of the method is
a categorization of clusters calculated by DBSCAN clustering and providing statistical
analysis of clusters and matching features. In Fig. 1, the following steps of the method
are presented: data input, data pre-processing, clustering and analysis of resulting clus-
ters, and statistical analysis. Clustering and analysis of resulting clusters are automated.
All other steps have a semi-automated process.



A Method of Comparative Spatial Analysis of a Digitized (LiDAR) 223

4 Data Sampling, Input and Pre-processing

Two types of data are considered as input to the method: GIS databases and point cloud
data that are collected using MMS or airborne drones. In experiments presented in this
paper, we have used TAR as an open GIS database.

By now, the method was applied only onMMSLiDAR point cloud data. LiDAR data
collection was performed by Reach-U Ltd. who has developed its own (portable) MMS
that is based on Velodyne VLP-16 LiDAR and SBG Systems Ellipse-D dual antenna
GNSS/INS system [8]. Themain limitation ofMMS is that it can collect data only within
the areas that are connected with some road network.

We have set some principles of selection of sample data (area) from GIS database
layers as follows. The area must be covered with LiDAR data and LiDAR’s range of
detection has to be taken into account. We use a buffer of 20 m from both sides of the
road for point objects and 5 m for line objects. A road is chosen randomly from the area
of interest in a city or from a set of roads that have around them big enough number of
interesting spatial features to be included in the study. For line objects (e.g., curbstones)
we used a sample of 6300 m that included 130 curbstones. We did not use polygon
objects as MMS does not capture entire buildings.

Observed spatial features in the GIS database are usually given in shapefile format
(SHP) or have to be converted to SHP file format that is a digital vector storage format
for storing geometric location and associated attribute information. In the corresponding
point cloud, observed spatial features located within the chosen sample area are digitized
manually on the basis of the given area and number of features in this area according
to the GIS database. The SHP file of digitized spatial data contains values of x and y
coordinates of features.

In the data pre-processing step, data of the corresponding layers of the GIS database,
LiDAR data and a sample area are loaded to a PostgreSQL/PostGIS database. In case
of point objects, ST_Within function is used to ensure that the points are within the
given sample area. In case of line objects, only parts of the line within the area are used,
which means, that lines intersecting with the border of the area have to be split at the
point(s) of the intersection. Since one multiline can intersect with the border of the area
multiple times, if as the result of the split the multiline has parts within the area that are
not connected anymore, we handle its parts as separate lines. Once the sample data only
contains data within the sample area for both GIS and LiDAR layers, we use PostgreSQL
to merge both layers into one. In this step, we keep the original identifiers of features
in different columns of the table of the merged layer so that their origin could easily be
determined later. Pre-processed data from both layers are also saved as SHP files.

5 Clustering and Analysis of Resulting Clusters

In order to obtain a set of matching objects from both datasets (our main goal), we first
apply density-based spatial clustering of applications with noise (DBSCAN) algorithm
to the features of merged layer and then additionally analyse different types of resulting
clusters using PostgreSQL/PostGIS queries. DBSCAN algorithm was firstly published
in [2] and later revisited by its authors [9] and by others [10]. DBSCAN algorithm
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has many implementations and modifications [11, 12]; however, in our method, we use
PostGIS 2.5.3 implementation of the algorithm in the form of ST_ClusterDBSCAN
function.3

5.1 Clustering with DBSCAN

DBSCAN algorithm [9] usesminimum density estimation (minPts) that defines a thresh-
old for the number of neighbours within the radius epsilon (EPS) that is a local radius
for expanding clusters. In our case, the distance metric for EPS is Euclidean distance.
Objects with more than minPts neighbours within this radius (including the query point)
are considered to be a core point. All neighbours within the EPS radius of a core point
are considered to be a part of the same cluster as the core point. If any of these points is
again a core point, the neighbours of these points are transitively included. Points which
are not density reachable from any core point are considered outliers and do not belong
to any cluster.

According to our method, features of the merged layer (LiDAR and GIS database
layers) are clustered by a PostGIS query using the ST_ClusterDBSCAN function that
is a 2D implementation of the DBSCAN algorithm. The ST_ClusterDBSCAN function
has three parameters: input geometry, density (i.e., minPts value) and maximum dis-
tance between clustered points EPS. The function returns cluster number for each input
geometry according to the given minPts and EPS parameters.

It should be noticed that we do not apply DBSCAN in a traditional way, where it
is used on one GIS database layer that collects spatial data about certain features. Our
spatial data come from different sources (LiDAR and GIS database) representing data
about the same spatial features. We preserve the identification numbers for both layers at
different columns on the merged layer. When these layers are merged we get one layer to
run the algorithm but still know to what data source a clustered point belongs to. We are
also interested in very tense clusterswithminPts= 2 in order to be able to detectmatching
points or correspondences among points from different sources forming the same cluster.
Therefore, the value of the density parameter is set to 2 for ST_ClusterDBSCAN.

It is not so easy to set radius parameter EPS. As also mentioned by the authors
of the DBSCAN algorithm, in general, some heuristics for choosing appropriate EPS
parameter value is needed [9] or some automated EPS estimation should be developed
[12].

In principle, DBSCAN is designed so that EPS value should be as small as possible
[6]. In GIS applications and in particular, in the application domain of our method, the
value of EPS depends on domain knowledge. For example, a domain expert may decide
that objects within 100 cm are considered as neighbours (or matching) and EPS value
is chosen accordingly.

However, in our method, we propose to vary EPS parameter value in order to provide
domain experts with different insights into collected data.We use the calculation of some
basic statistical metrics (see Sect. 6.1, Fig. 3) after clustering with different EPS radius
values in order to give a domain expert data for making the decision of suitable EPS
radius values. The flexibility of choosing the EPS value is important as features from

3 PostGIS 2.5.3dev Manual, https://postgis.net/docs/manual-dev/ST_ClusterDBSCAN.html.

https://postgis.net/docs/manual-dev/ST_ClusterDBSCAN.html
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different datasets are not considered matching if they are farther apart than a given value
of the radius EPS.

5.2 Categorization of Resulting Clusters and Basic Statistical Metrics

Clustering alone does not give an answer to research questions of our methodology.
We need to analyse the content of the resulting clusters in order to decide what objects
can be matched, what cannot and what are reasons for mismatch. For that purpose, we
categorize clusters to different types using the corresponding database queries.

Clustering results contain several types of clusters and outlier features (i.e. objects
that do not belong to any cluster) as depicted in Fig. 2. There can be many clusters
of the same type. For each type of clusters, the corresponding basic statistical metrics
are developed and applied. The number of clusters of different types depends on the
particular input to the method e.g., datasets to be processed and analysed.

Fig. 2. The taxonomy of groups of features after DBSCAN clustering

The Cluster of Type 1. It contains exactly one digitized (LiDAR) point cloud feature
and one GIS database feature (i.e. relationship 1:1) indicating that features that are
included to this cluster are matching. For this cluster, a number of matching features is
calculated. It is equal to the number of clusters of type 1 (due to minPTS = 2).

The Cluster of Type 2. This cluster contains one GIS database feature and more than
one digitized LiDAR features (i.e. relationship 1:n). Numbers of LiDAR features and
database features in these clusters are calculated. The number of database features in
these clusters is denoted by DT2 that is equal to the number of such clusters denoted by
n. The number of LiDAR features is denoted by LT2 and is calculated according to the
following formula:

LT2 =
∑n

i=1
Li, (1)

where Li denotes the number of LiDAR features in the cluster i.
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The Cluster of Type 3. It contains one digitized LiDAR point and more than one GIS
database features (i.e. relationship n:1). Numbers of LiDAR features and database fea-
tures in these clusters are calculated. The number of LiDAR features denoted by LT3
is equal to the number of such clusters denoted by m (i.e. LT3 = m). The number of
database features is calculated according to the following formula:

DT3 =
∑m

j=1
Dj, (2)

where Dj is the number of database features in the cluster j.

The Cluster of Type 4. It contains more than one GIS database features and more than
one digitized LiDAR features (i.e. relationship n:m). The number of these clusters is
denoted by p. The number of LiDAR features in these clusters denoted by LT4 is
calculated by the following formula:

LT4 =
∑p

i=1
Li, (3)

where Li is the number of LiDAR features in the cluster i.

The number of database features denoted as DT4 is calculated as follows:

DT4 =
∑p

i=1
Di, (4)

where Di is the number of database features in the cluster i.

The Cluster of Type 5. This cluster contains only digitized LiDAR features. The num-
ber of such clusters is denoted by r. The number of LiDAR features in these clusters is
denoted by LT5 and is calculated as follows:

LT5 =
∑r

i=1
Li, (5)

where Li is the number of LiDAR features in the cluster i.

The Cluster of Type 6. It contains only GIS database features. The number of such
clusters is denoted by s. The number of database features in these clusters is denoted by
DT6 and is calculated as follows:

DT6 =
∑s

j=1
Dj, (6)

where Dj is the number of database features in the cluster j.

Lidar and GIS Database Outliers. In addition to clusters of types 1–6, we analyse
outlier (or noise) features. These are GIS database features and digitized LiDAR features
that are not included in any cluster.

Numbers of outlier LiDAR features and GIS database features are calculated and
denoted correspondingly by Lo and Do. For the calculation of these basic statistics, the
corresponding database queries were developed and applied.
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6 Analysis of Categorization Results of Clusters

6.1 Relative Distribution Metrics

In addition to basic statistical metrics given above, relative distribution metrics are cal-
culated using database queries and Excel. The following relative distribution metrics are
calculated:

• Percentage of matching features out of the number of the given GIS database features
in the sample area.

• Percentage of features in clusters of type 2–4 out of the number of corresponding
features in the GIS database and in LiDAR dataset.

• Percentage of GIS database features that are not recognized in LiDAR data (i.e. DT5
+ Do) out of the number of the given GIS database features.

• Percentage of LiDAR dataset features that are not within the given EPS radius value
of any GIS database point (i.e. LT5 + Lo) out of the number of digitized LiDAR
dataset features.

After automated calculations based on the formulas above, the following chart (see
Fig. 3) is presented to a domain expert to decide suitable EPS radius values.

Fig. 3. Percentage of GIS database features out of all GIS database features in the test area that
had exactly one feature from LiDAR dataset within different EPS radius values

According to the chart in Fig. 3, wemay see that the ratio ofmatching poles is starting
to become high within a distance of 100 cm. For 140, 160, 180 cm distance this ratio is
high too. However, domain experts are interested in smaller distances (better accuracy).
For curbstones the EPS radius value of 40 cm is optimal.
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6.2 Assessment of Distance of Matching Features

For matching point objects (clusters of type 1), Euclidean distances of corresponding
objects are calculated using a database query.On the basis of the results of the query, some
descriptive and distribution statistics are calculated over the distances of corresponding
objects from the GIS database and LiDAR data within the chosen EPS radius value.
The following descriptive statistical metrics are calculated on the basis of distance of
corresponding point objects (e.g., poles, trees) for the cluster of matching points: count,
MAX, MIN, 1. quartile, 2. quartile, 3. quartile as well as the difference between 3 and
1 quartile.

For matching multi-line or line objects we need another method for analysis of
distance of matching objects. Using just minimum distance function ST_distance for
calculation of the distance of matching lines and distribution statistics do not give much
information about positional accuracy of lines as the minimum distance of lines can be
zero meaning that lines intersect.

There are several methods available to conduct an assessment of deviation of line
objects based on the notion of epsilon band that defines a fixed zone of uncertainty
around the measured line, within which the considered line exists with some probability
[6, 7, 13]. One of the methods based on epsilon band concept is buffer overlay statistics
(BOS) method [7] that we use in this paper to find approximations for the epsilon band
for LiDAR dataset relative to GIS database.

In the sample implementation of the method, different statistical metrics are calcu-
lated and the corresponding query results are imported to MS Excel, where all needed
charts are created.

7 Results of Experiments

We have performed experiments in many areas of Tallinn on the basis of different
databases. In this paper, we analyse only experiments performed in TalTech test area.
We consider features like poles and curbstones as they are represented using two differ-
ent geometries; points and (multi)lines. Our method is applicable to features having the
geometry of polygon too. However, we did not conduct any studies on this as MMS is
not capable to produce LiDAR data covering the entire shape of buildings.

7.1 The Test Area and Set-up of Experiments

The considered TalTech test area covers parts of Akadeemia tee, Tehnopol and Tallinn
University of Technology insidewhich the poles and curbstoneswere digitized byReach-
U team. The buffer size around roads was 20 m from edges of roads for poles and 5 m
for curbstones because MMS can capture low features better if they are near to roads.

As a result of the digitization process performed by Reach-U, totally 132 poles were
digitized in the given test area that contains 139 poles in t02_71_post layer in TAR
(Tallinn Basemap: Tallinn Urban Planning Department July 2019). Some poles present
in the database were not digitized.
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The test area contained 102 curbstones in the GIS database. As a result of the digiti-
zation process performed by Reach-U, totally 106 edge lines with curbstones that were
located in the given test area were digitized. It is more than the number of curbstones
in TAR in this area. This indicates that digitizers have split long curbstones into smaller
lines or the corresponding part of the line was not visible for MMS.

7.2 Categories of Clusters and Their Distribution

Some of the statistical results concerning the percentage of corresponding objects have
been provided already in Fig. 3 together with EPS radius value estimation. In Fig. 4,
we provide some basic statistical metrics about the results of clustering features from
LiDAR and TAR datasets into the groups (cluster types) defined above (see Sect. 5.2 and
6). A number of poles and curbstones falling into different types of clusters are shown.
We used for poles clustering EPS radius value of 100 cm and for curbstones, EPS radius
value of 40 cm was chosen. Although numbers of considered poles and curbstones were
different we may see that poles clustering created only the cluster of matching objects
and LiDAR and database outliers. In contrast, curbstones belong to all clusters except
types of 5 and 6.

In Fig. 4, we see that quite many curbstones belong to the cluster of type 2 that
contains one feature of database and more than one from LiDAR dataset or vice versa.
The first case indicates that curbstones of TAR were digitized in LiDAR dataset as
consisting of many separate lines.

Fig. 4. Distribution of features in different types of clusters (the number of curbstones and poles)

Relative distribution of poles was as follows:

• Ratio of GIS database poles that matched LiDAR poles was 70% in GIS database.
• Poles of GIS database noise constituted 30% of GIS database poles.
• LiDAR noise constituted 27% from LiDAR dataset poles.

Relative distribution of curbstones is provided in Fig. 5.
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Fig. 5. Relative distribution of curbstones in clusters for the EPS radius value of 40 cm

We may see from Fig. 5 that ratio of matching curbstones is smaller (62%) than
matching poles (70%) provided above.

7.3 Statistics for Matching Features

For matching point objects we calculate frequency distribution and relative frequency
distribution of distances between objects locations given in the GIS database and in
LiDAR point cloud within the chosen maximum distance. For example, calculation of
frequency distribution of distances between street poles locations given in the TAR
database and in LiDAR point cloud for distances within 100 cm is shown in Fig. 6.

Fig. 6. Frequency distribution of poles within distance up to 100 cm

For matching line objects we use BOS method [7] as mentioned above.
For each intersection, A ∩ B and difference values A\B and B\A we calculated the

percentage from the union A ∪ B with the corresponding buffer radius.
A represents a set of all buffers with the corresponding buffer radius around the

matching lines in the GIS database and B represents all buffers with the corresponding
buffer radius around the matching lines in LiDAR dataset. If the lines are very similar,
the area of the intersection will dominate, but as the lines become more different, the
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area of the other two will increase as a function of the size of the displacements. The
area of intersection compared to the total area that is inside A or B could, therefore, be
used as a measure for the line dataset accuracy [7].

The corresponding values are shown in Fig. 7. The graph shows two crossing points.
The buffer radius for these crossing points will give an indication of the relative spatial
accuracy of the two lines. The chart in Fig. 7 indicates that curbstones in TalTech area
are quite accurate as the curves of the accuracy cross at buffer radius of 12 cm (LiDAR)
and 13 cm (TAR database).

Fig. 7. Data of accuracy analysis of curbstone lines in GIS database and LiDAR dataset

8 Conclusion

In this paper, a novel methodology of comparative spatial analysis of digitized point
cloud and the corresponding GIS database was provided. The proposed method makes it
possible to statistically assess opportunities to alignMMSLiDAR data with existingGIS
databases or to improve involved datasets. The method finds matching spatial features
within the given maximum distance between clustered points and identifies other types
of correspondences among features from both datasets aswell as detectsmissing features
in GIS database or in LiDAR dataset within the given area.

Themethod uses positional data of spatial features andDBSCANclustering extended
with categorization and analysis of clusters in order to find correspondences and other
relationships between features in both datasets. A sample implementation of the method
is basedon thePostgreSQLdatabase systemusingPostGIS spatial extension.Themethod
is evaluated on the basis of different case studies in Tallinn.
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Abstract. Data sources (DSs) being integrated in a data warehouse fre-
quently change their structures. As a consequence, in many cases, an
already deployed ETL process stops its execution, generating errors. Since
the number of deployed ETL processes may reach dozens of thousands and
structural changes in DSs are frequent, being able to (semi-)automatically
repair an ETL process after DS changes, would decrease ETL maintenance
costs. In our approach, we developed the E-ETL framework, for ETL pro-
cess repairs. In E-ETL, an ETL process is semi-automatically or automat-
ically (depending on a case) repaired, so that it works with the changed
DS. E-ETL supports two different repair methods: (1) user defined rules,
(2) and Case-Based Reasoning (CBR). Having experimented with CBR,
we learned that large cases do not frequently fit a given DS change, even
though they include elements that could be applied to repair a given ETL
process, and vice-versa - more complex DS changes cannot be handled by
small cases. To solve this problem, in this paper, we contribute algorithms
for decomposing detected structural changes in DSs. The purpose of the
decomposition is to divide a set of detected structural DSs changes into
smaller sets, to increase the probability of finding a suitable case by the
CBR method.

Keywords: Data source evolution · ETL process repair · Case-based
reasoning

1 Introduction

A data warehouse (DW) architecture is used for the integration of heterogeneous,
distributed, and autonomous data storage systems, further called data sources
(DSs), deployed in a company. In the DW architecture, DSs are integrated by the
so-called Extract-Transform-Load (ETL) layer. It is responsible for extracting
data from DSs, transforming and cleaning data, removing missing, inconsistent,
and redundant values, integrating data, and loading them into a DW. An ETL
layer, is implemented as a workflow of tasks managed by an ETL engine. An
ETL workflow will interchangeably be called an ETL process. A task in an ETL
workflow will interchangeably called an activity.
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An inherent feature of DSs is their evolution in time w.r.t. their structures
(schemas) [18]. As reported in [9,14,15], in practice, DSs change their struc-
tures frequently. As a consequence of DSs changes, in many cases, an already
deployed ETL process stops its execution with errors. Such a process will fur-
ther be called non-functioning. As a consequence, a non-functioning ETL process
must be redesigned and redeployed to work on a modified DS. We call this activ-
ity an ETL process repair.

In practice, in large companies the number of different ETL workflows reaches
dozens of thousands. Thus, a manual repair of ETL workflows is complex, time-
consuming, and prone-to-fail. Since structural changes in DSs are frequent, being
able to use a technique of an automatic or semi-automatic repair of an ETL
workflow after such changes would decrease ETL maintenance costs. However,
handling and incorporating structural changes to the ETL layer received so far
little attention from the research community, cf., Sect. 5. None of the commercial
or open-source ETL tools existing on the market [6] supports this functionality
either.

In our research, we have designed and developed an ETL framework, called E-
ETL that is able to repair workflows (semi-)automatically [16,17], based on Case-
Based Reasoning (CBR) (cf. Sect. 2 for an overview). Having experimented with
E-ETL, we figured out that while applying the state-of-the art CBR method,
it was difficult to find a case, say Ci, that would be applicable to a given ETL
repair problem, say Pi. First, often Ci included multiple elements inapplicable
to repair Pi. Second, Pi was only partially covered by Ci. In this context, we
posed a research question whether it will be possible to decompose a large
repair problem into smaller ones, so that existing cases can cover the smaller
problems.

In this paper we contribute three algorithms: Single Case, Full Search, and
Greedy, for the decomposition of a large repair problem into smaller ones, cf.
Sect. 4. The contributed algorithms find a set of cases that handle all detected
data source changes. The Single Case algorithm finds one case the most suitable
to solve a given problem. The Full Search algorithm finds an optimal set of
cases that are the most similar to a given repair problem. A drawback of this
algorithm is its low search performance. For this reason, we developed the Greedy
algorithm that is much faster but it finds a sub-optimal set of cases. This way,
we extend not only the ETL repair method but also improve the CBR method.

2 Case-Based Reasoning for ETL Repair

Case-Based Reasoning solves a new problem, say Pi, by adapting and applying
to Pi solutions previously applied to problems that were similar to Pi [1]. CBR is
inspired by human reasoning and the fact that people commonly solve problems
by remembering how they solved similar problems in the past. In the context of
the CBR on an ETL process repair, we define two notions, namely: a problem,
solution, and case, as follows.
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Definition 1. Problem and Solution. Let us assume data source DSi from which
ETL process Ei ingests data. problem Pi is a sequence of modifications applied
to DSi that make Ei non-functioning. A solution to Pi is a recipe explaining
how to repair Ei. In the CBR method, in order to find the solution, a similar
case should be found and adapted to solve Pi.

Definition 2. Case. A case is a pair: (1) a sequence of changes in DSs and
(2) a sequence of modifications of a non-functioning ETL process that adjust the
process to the new state, so that it works without errors on the modified DSs.
Cases helping to solve a new problem can be found in two dimensions of an ETL
project: (1) fragments of the ETL process and (2) time. The first dimension
means that a case represents either same change in the same DS or a similar
change in different part of the ETL process that uses a similar DS. The time
dimension allows to look for cases in the whole evolution history of the ETL
process. Therefore, if there was a change in the past and now a different part
of the same ETL process changes in the same way, then the previously repaired
change can be a case for the ETL process repair algorithm.

Example 1. Let us assume an ETL process that loads data from a few instances
of a customer-relationship-management system. Every instance can use a differ-
ent version of the system, hence each instance (treated as a DS) is similar to
the other instances but, not necessarily the same. For each instance, there can
be a dedicated ETL sub-process. Let us assume some updates of the structures
of the DSs that result in repairs of the relevant ETL sub-processes. Changes in
one DS and a manual repair of the associated ETL sub-process may be used as
a case for a repair algorithm to fix other ETL sub-processes associated with the
updated DSs.

Example 2. Let us assume that in a DS three physical tables are partitions of the
same logical table, i.e.: (1) individual customers, (2) corporate customers, and (3)
institutional customers. Each of these tables may include some specific columns,
which are important only for one type of a customer but, all of them have also
a common set of columns. If there is a change in DSs that modifies the common
set of columns (e.g., adding a rating to all three types of customers), then the
change of one of these tables and the repair of the ETL process associated with
this table can be used as a case for a repair algorithm to fix other ETL parts
associated with the other two tables.

Structural changes in DSs may be handled in multiple ways. Required mod-
ifications of a non-functioning ETL process may vary on many elements i.e.,
the design of the ETL process, the domain of the processed data, the quality of
data. Even the same problem in the same process may need different solution
due to new circumstances i.e., new company guidelines, new functionality avail-
able in an ETL tool. Therefore, we cannot guarantee that the solution delivered
by means of the CBR method is always correct. Nevertheless, we can propose
to the user a solution, which was applicable in the past, and let the user decide
if it is correct. In companies where dozens of thousands of ETL processes are
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maintained in parallel, the probability that there are several similar processes
using similar DSs may be reasonably high. Therefore, the more ETL processes
exists, the more feasible is the CBR method for the ETL repair.

3 E-ETL Framework

E-ETL allows to detect structural changes in DSs and handle the changes in
the ETL layer. Changes are detected either by means of event-condition-action
mechanism (triggers) or by comparing two consecutive DS metadata snapshots.
The detection of a DS schema change causes a repair of the ETL process that
interacts with the changed DS. The repair of the ETL process is guided by a few
customizable repair algorithms.

One of the key features of the E-ETL framework is that it stores the whole
history of all changes in the ETL process. This history is the source for building
the Library of Repair Cases (LRC). After every modification of the ETL process,
a new case is added to the LRC. Thus, whenever a DS change is detected, the
procedure of evolving the ETL process repairs it by using one of the supported
repair methods. As the result of this repair, new cases are generated and stored
in the LRC. The repair methods are based on the User Defined Rules, and the
CBR method.

The E-ETL framework is not supposed to be a fully functional ETL designing
tool but an external extension to commercial ETL tools available on the market.
Therefore, the proposed framework was developed as a module external to an
ETL engine. Communication between E-ETL and an ETL engine is realized
by means of an API provided by the ETL engine. When the user introduces
manually some modifications in an ETL process using a proprietary ETL tool,
then E-ETL ingests the new definition of the ETL process and compares it with
the previous version stored in E-ETL. The result of this comparison is a set of
all modifications made manually by the user. Those modifications together with
detected DS changes are considered as repair cases.

3.1 Case Detection Algorithm

Within the E-ETL framework we provide the Case Detection Algorithm (CDA)
[17] that detects and builds cases for the ETL repair algorithm, based on CBR.
The CDA requires as an input: (1) a set of all detected DSs that have been
changed and (2) an ETL process with all modifications of the ETL process
activities that handle the detected changes of a modified DS.

Every modification, say Mi of an ETL process activity, say Ai consists of a set
of changes ACi. Every change ACn

i was applied in order to adjust the activity Ai

to some detected changes of a modified DS. An example of change ACn
i may be

renaming a column that is processed by activity Ai. Modification Mi may consist
of multiple changes, e.g., renaming multiple columns. There is a one-to-one rela-
tionship between Ai and Mi.
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The CDA algorithm consists of two main steps.

– Step 1: initiate a new case for each DS that was modified. Every newly ini-
tiated case consist of: (1) a set of DS changes that change a single DS (e.g.,
single table in database), and (2) a set of modifications that concern ETL
activities processing data that originate from the changed DS.

– Step 2: merge all cases that have at least one common modification. A final
merged case consists of a set of DS changes that modigy multiple DSs and a
set of modifications that is a union of modifications from the merged cases.

The CDA may detect multiple cases and return a set of them, every returned
case consists of different set of DS changes, i.e., changes of different data sources
and different data structures.

3.2 Choosing the Right Case

One of the key points in CBR is to choose the most appropriate case for solving
a new problem. In an ETL environment, a new problem includes changes in DSs.
Therefore, to solve a problem it is crucial to find such a case whose set of DS
changes is similar to the problem. Moreover, the set of modifications in the case
must be applicable to the ETL process where the problem is meant to be solved.

The similarity of sets of DS changes is based on the assumption that types
of DS changes have to be the same (e.g., changing a domain of an attribute,
renaming an attribute, removing or adding an attribute) but the changes may
apply to non-identical DS elements. For example, if a new DS change is an
addition of attribute Contact to table EnterpriseClients, then a similar change
can be an addition of attribute ContactPerson to table InstitutionClients. Both
changes represent attribute addition, but the names of the attributes and the
names of the tables are different. Therefore, a procedure that compares changes
not only has to consider element names but also their types and sub-elements
(notice that if an element is an ETL task, then its sub-elements are attributes;
an ETL activity attribute does not have sub-elements).

Measuring Similarity of Cases. As mentioned before, repair case Ci is similar
to a new problem Pi if: (1) the set of DS changes is similar to Pi and (2)
modification in Ci can be applied to Pi in order to repair a non-functioning ETL
process. It is possible that more than one case is similar to Pi. Therefore, it is
necessary to be able to assess how similar is a given repair case Ci to Pi. The
more similar Ci to Pi is, the more probable is the application of Ci to solve
Pi, i.e., to repair a non-functioning ETL process. Therefore, the case that is the
most similar to a new problem should be chosen.

In order to assess the similarity of Ci to Pi, we proposed a measure called
Factor of Similarity and Applicability (FSA) [17]. FSA takes into account: (1)
features of modified data sources (column names, column types, column type
lengths, table names), (2) attributes (a set of input columns, a set of output
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columns, parameters) of a non-functioning ETL process activities, (3) a number
of case usages, and (4) a scope of a case.

Informally, a scope of a case reflects how strongly a given case is related to
an ETL process that has to be repaired. We distinguished two types of a scope,
namely: (1) a process scope and (2) a global scope. A process scope is assigned to
cases that originate from the same ETL process as Pi. In other words, cases with
process scope were detected in the same ETL process that has to be repaired. A
global scope is assigned to cases that do not originate from previous repairs of
Pi. Notice that cases from the global scope can also be used for repairs of Pi.

The more common features of: (1) a modified data source and (2) attributes
of activities, between a non-functioning ETL process and a case, the higher FSA
is. Cases form the process scope have higher values of FSA, whereas cases form
the global scope have lower values of FSA. If there are two cases with the same
value of FSA, the case that has been already used more times is probably the
more appropriate one. For this reason, the next component used to compute a
value of FSA is the number of usages of the case that were previously accepted
and verified by the user. The higher the value of FSA, the more appropriate is
the case for solving a given problem.

In order to calculate a value of FSA, common features of DSs and common
elements in an ETL process have to be obtained. To this end, a case has to be
mapped into a new problem. DS changes defined in the case have to be mapped
into DS changes defined in a new problem. Analogically, activities modified by
the set of case modifications have to be mapped into new problem activities.

Searching Algorithm. In E-ETL, finding the best case in the Library of Repair
Cases is executed by the Best Case Searching Algorithm (BCSA). In an unsu-
pervised execution of E-ETL, a case with the highest value of FSA is chosen as
the best one and is used for a repair. In a supervised execution, E-ETL presents
to the user n best cases, out of which one is finally selected by the user.

Finding a suitable case for a new problem requires a calculation of FSA for
every case in LRC. To this end, a case has to be mapped into a new prob-
lem in order to calculate the similarity and applicability. Defining the similarity
of sets of DS changes requires the comparison of every DS change in one set
of DS changes with every DS change in another set of DS changes, in order
to map equivalent DS changes. Analogically, defining the applicability requires
mapping between modifications sets. These two operations cause that every iter-
ation might be computationally expensive. For this reason, it is crucial to limit
the set of potential cases in LRC for a new problem.

4 Decomposing ETL Repair Problem

BCSA finds one single case that has the highest value of FSA for a given prob-
lem. Nevertheless, BCSA does not guarantee that the found case handles all DS
changes in a given problem Pi. Therefore, there is a need for decomposing Pi

into smaller problems, Pm
i , ..., P q

i . The decomposition of Pi allows to solve the
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problem using more than one case. Each case is used for handling a subset of
the detected DS changes. On the one hand, the smaller a subset of DS changes,
the higher is the probability of finding a case that handles all DSCs in a given
subset. On the other hand, the higher number of DS changes in a subset, the
higher is the probability of finding a problem that is similar to a given problem.

Example 3. Let us consider new problem Prob AB consisting of two DS changes,
namely DSC A and DSC B. Let us assume that in LRC there are three cases,
namely Case A, Case B, and Case ABC such that:

– Case A has one DS change called DSC A and one modification called Mod A,
which handle DSC A; Mod A is dependent on DSC A;

– Case B has one DS change - DSC B and one modification - Mod B, which
handles DSC B ; Mod B is dependent on DSC B ;

– Case ABC has three DS changes, namely DSC A, DSC B, and DSC C ;
these three chanes are handled by two modifications, namely Mod AC and
Mod BC ;

– Mod AC is dependent on DSC A and DSC C ;
– Mod BC is dependent on DSC B and DSC C.

The aforementioned dependencies are visualized in Fig. 1.

Fig. 1. Example of a problem decomposition

The most desired case for Prob AB has two DS changes, namely DSC A and
DSC B, but it is not present in the example LRC. Case ABC has DSC A and
DSC B, but Case ABC modifications depend on DSC C, which is not present
in Prob AB. Therefore, Case ABC modifications can not be applied in order to
solve Prob AB.

Let us assume that Prob AB is decomposed into two problems, namely
Prob A and Prob B. Prob A consists of DSC A and Prob B consists of DSC B.
Prob A can be solved using Case A (applying modification Mod A). Prob B
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can be solved using Case B (applying modification Mod B). After decompos-
ing, DS changes of Prob AB are handled by modifications included in Case A
and Case B.

Within the E-ETL framework we have designed three approaches for the
problem decomposition, namely: Single Case, Greedy, and Full Search (cf., the
following sections).

4.1 Single Case Algorithm

In the first approach, a single case is being used during a repair. In order to get
the best case, the BCSA algorithm is executed once. This execution returns a
single case with the highest value of FSA. When a repair in E-ETL is supervised
by the user, BCSA may return n best cases so he/she can choose one of them.
The Single Case algorithm is the fastest, but as mention before, a single case
may not handle all DS changes. Changes that are not handled by the algorithm,
have to be handled manually by the user. The Single Case algorithm is suitable
only for handling problems with very low number of DS changes that can be
solved with a single case.

4.2 Greedy Algorithm

In the second approach, BCSA is executed iteratively, cf. Algorithm 1. In every
iteration, BCSA returns the best case for the current set of DS changes. After
every iteration, the changes that are handled by the found case are removed
from the current set of DS changes. The iterations are executed as long as there
exists at least one DS change. Therefore, the Greedy algorithm handles all DS
changes in a given problem. When a repair in E-ETL is supervised by the user,
BCSA may return n best cases so he/she can choose one of them.

ALGORITHM 1: Greedy

1: n {A maximum number of cases that should be found, and presented to the user}
2: prob ← problem
3: DSCs toSolve ← prob.DSCs
4: solving cases ← [ ]
5: while DSCs toSolve �= ∅ do
6: bestCases ← findBestCases(DSCs toSolve, n){Find n best cases for not

handled DS changes (DSCs)}
7: bestCase ← userChoice(bestCases){The case chosen from bestCases by the

user}
8: DSCs toSolve.Remove(bestCase.DSCs){Remove DSCs that are solved by the

best case from the set of DSCs to solve}
9: solving cases.Add(bestCase){Add the best case to the set of solving cases}

10: end while
11: return solving cases
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Since the Greedy algorithm executes BCSA several times, it is slower than
Single Case. Every subsequent iteration is executed with smaller set of DS
changes, therefore such iterations are faster. In practice, the Greedy algorithm
requires a few iterations. In the worst scenario, it requires n executions of BCSA
in order to solve a given problem Pi that consists of n DS changes. The worst
scenario occurs when every DS change has to be solved with a single case.

Although the Greedy algorithm handles all DS changes in the problem, the
set of cases may be not optimal. For problems with multiple DS changes it is
possible to handle them with many alternative sets of cases. Therefore, there is
a need for comparing which set of cases is more appropriate for solving a given
problem. Comparing sets of cases can be done using FSA. One of the features
of FSA is that it is additive. Thus, it is possible to sum up values of FSAs for
multiple cases in order to calculate the value of FSA for the whole set of cases,
which is defined by Formula 1.

FSA(Case 1 + Case 2) = FSA(Case 1) + FSA(Case 2) (1)

The higher the sum of FSA for a set of cases, the more appropriate is that
set for solving a given problem. The following example clarifies why a particular
set of cases may be not optimal.

Example. Let us consider a new problem that consist of four DS changes: (1)
DSC A, (2) DSC B, (3) DSC C, and (4) DSC D. Let us assume that LRC
includes four cases: Case ABC, Case AB, Case CD, and Case D, such that:

– Case ABC handles DSC A, DSC B and DSC C
– Case AB handles DSC A and DSC B
– Case CD handles DSC C and DSC D
– Case D handles DSC D
– FSA(Case D) < FSA(Case CD) < FSA(Case BC) < FSA(Case ABC) <

FSA(Case ABC + Case D) < FSA(Case AB + Case CD)

In such a scenario, the Greedy algorithm returns two cases: Case ABC (the best
single case) and Case D (the best case that handles the rest of the DS changes).
However, the value of FSA(Case ABC + Case D) is lower than the value of
FSA(Case AB + Case CD). Therefore, the optimal result includes: {Case AB,
Case CD}.

4.3 Full Search Algorithm

This approach finds an optimal set of cases, cf. Algorithm 2. To this end, all
combinations of sets of cases are analyzed. In the first step, all subsets of the set
of DS changes contained in a given problem Pi are generated. Next, for every
generated subset Ai, BCSA is executed. During the full search, BCSA finds only
these cases that solve all DS changes in subset Ai.

The result of BCSA is compared with the result of the best combination of
subsets Am

i of subset Ai. The result (i.e., a single case returned by BCSA or a
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set of cases assigned as solutions of subsets Am
i ) with higher FSA is assigned as a

solution for a given subset Ai. In order to reduce search time, subsets are sorted
by theirs numbers of elements. Therefore, searching for the best combinations of
subsets Am

i can use results assigned to previous subsets. The last subset contains
all DS changes and its assigned solutions of problem Pi.

The Full Search algorithm requires 2n executions of BCSA in order to solve
a given problem Pi that consists of n DS changes. Therefore, the performance
of Full Search is low and therefore, inappropriate for large problems.

ALGORITHM 2: Full Search
1: prob ← problem
2: DSCs toSolve ← prob.DSCs
3: solving cases ← [ ]

{Step 1 - prepare DSCs subsets }
4: DSCs subsets ← generateAllSubsets(DSCs toSolve){Generate all subsets of

the set of DS changes (DSCs). The generated collection of subsets is ordered by a
number of a subset items.}
{Step 2 - calculate FSA for subsets}

5: for all DSCs subset in DSCs subsets do
6: currentSubsetsPairs ← getAllSubsetPairs(DSCs subset){Get all possible

divisions of DSCs subset into two subset}
7: currentBestSubsets ← getPairWithMaxFsa(currentSubsetsPairs){Get a

pair of subsets with the highest sum of FSA}
8: currentMaxFSA ← currentBestSubsets.FSA{Get FSA of the best subsets

pair}
9: currentBestCase ← findBestCase(DSCs subset, currentMaxFSA){Find

the best single case solving all DSCs in DSCs subset}
10: if currentBestCase.FSA > currentMaxFSA then
11: {A case for the given subset is more appropriate than the set of cases for

subsets of the given subset}
12: DSCs subset.solution ← currentBestCase{Assign the best case for a given

subset}
13: else
14: {A case for the given subset is less appropriate than the set of cases for

subsets of the given subset}
15: DSCs subset.solution ← currentBestSubsets{Assign a set of subsets

solutions for the given subset}
16: end if
17: end for

{Step 3 - choose the best subsets}
18: solving cases ← DSCs subsets.lastSubset.solution{The solution of the last

subset in the ordered collection of subsets is the solution of the problem}
19: return solving cases
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4.4 Preliminary Experimental Evaluation

The three aforementioned algorithms were evaluated experimentally on LRC
that included 108000 synthetically generated cases. Figure 2 shows the value
of FSA computed by the Single Case, Greedy, and Full Search algorithm, for
different number of cases. Figure 3 shows computational time of these algorithms
w.r.t. the number of cases. From the charts we clearly observe that: (1) Full
Search returns cases with higher values of FSA at much higher computational
costs, (2) the value of FSA does not increase much for more than about 50000
cases analyzed, and (3) computational time depends linearly on the number of
cases.

Fig. 2. FSA w.r.t. no. cases Fig. 3. Search time w.r.t. no. cases

5 Related Work

Detecting structural changes in DSs and propagating them into the ETL layer,
so far has not received much attention from the research community. One of
the first solution of this problem is Evolvable View Environment (EVE) [12,13].
EVE is an environment that allows to repair at some extent an ETL workflow
that is implemented by means of views. For every view, the user can: (1) specify
which elements of the view may change and (2) determine whether a particular
attribute both, in the select and where clauses, can be omitted, or replaced by
another attribute. Moreover, for every table, which is referred by a given view,
the user can define whether, in the process or repairing the view, this table can
be omitted or replaced by another table.

Recent development in the field of evolving ETL workflows includes a frame-
work called Hecataeus [10,11]. In Hecataeus, all ETL workflows and DSs are
modeled as a graph whose nodes are relations, attributes, queries, conditions,
views, functions, and ETL tasks. Nodes are connected by edges that represent
relationships between different nodes. The graph is annotated with rules that
define the behavior of an ETL workflow in response to a certain DS change
event. In a response to an event, Hecataeus can either propagate the event, i.e.,
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modify the graph according to a predefined policy, prompt the user, or block the
event propagation.

Based on these ideas, another approach, called MAIME was proposed. In
MAIME [5], a graph representing an ETL process has associated an altering
algorithm that uses policies to block, propagate, or manually modify the ETL
process. The policies must be explicitly defined for each graph element and the
user must determine each policy in advance, like in Hecataeus. MAIME can han-
dle only four operations of DS schema changes, i.e., adding, renaming, deleting
of an attribute, and changing its data type. The set of ETL tasks that can be
used in a repaired ETL process is limited to: source, destination, aggregate, split,
data conversion, derived column, lookup, sort, and union all.

In [7,8], the authors proposed a method for the adaptation of Evolving Data-
Intensive Ecosystems (EDIE), built on top of Hecataeus. The key idea of the
method is to maintain alternative variants (old versions) of DSs and ETL pro-
cesses. ETL operations can be annotated with policies that instruct whether
they should be adapted to an evolved DS or should use the old version of the
DS. Since DSs are typically external and independent systems, it is difficult or
impossible to maintain alternative versions of such systems for the purpose of
using them in the ETL layer, which is the strongest limitation of EDIE.

Finally, [2–4] proposed Extended Evolving ETL (E3TL). It models an ETL
process by means of BPMN and then transforms it into a workflow of tasks
expressed in relational algebra. The evolution of the workflow is managed by
predefined rules that guide the repairs of their components. E3TL tacitly assumes
the existence of a repository of cases (exactly as in CBR), from which new repair
rules are mined. However, the construction and maintenance of this repository
has not been discussed.

Table 1 compares the aforementioned approaches with respect to their basic
functionality. In all the approaches discussed in this section, it is the user who
has to define how each element of an ETL process should behave in response to
a DS change. To this end, he/she has define explicit rules for each element or
a group of elements in the ETL process, or apply a set of default rules. Even
if the user decides to apply only the default rules, he/she needs to consider if
there exist exceptions for each element. E3TL also uses CBR but only as a mean
to automatically discover new rules to augment the set of initial rules. Thus,
the main repair mechanism in E3TL are rules. On the contrary, E-ETL mainly
uses CBR to repair processes, whereas the predefined repair rules are used as an
auxiliary mechanism. For this reason, manual effort for E-ETL is lower than for
the alternative approaches.

An ETL processes often contains user defined functions UDFs and complex
activities. Such elements are often treated as black boxes without any infor-
mation about their possible repairs. From what we have understand from the
available papers, EVE, Hecataeus, MAIME, EDIE, E3TL could theoretically
support UDFs and complex activities at a limited extent, but this problem has
not been addressed in these papers (thus marked ‘?’ in Table 1. On the con-



On Case-Based Reasoning for ETL Process Repairs 247

Table 1. The comparison of the E-ETL framework with alternative approaches

Approach Feature EVE Hecataeus MAIME EDIE E3TL E-ETL

Repair by means of rules rules rules rules rules +
CBR

CBR + rules

Manual effort higher higher higher higher medium lower

UDFs and complex tasks ? ? ? ? ? at some extent

Cooper. with ETL tools no no no no no yes

Repair correctness yes yes yes yes yes
(rules)

yes (rules) +
no (CBR)

trary, if cases in LRC contain modifications of UDFs or complex activities, then
E-ETL is able to apply repairs from these cases to an ETL process.

E-ETL was designed from scratch as an independent software module. It
allows to cooperate with external ETL tools that provide API to access ETL
designs. All the other approaches developed stand-alone tools (environments)
that can repair only these ETL processes that were previously designed in these
environments.

The repair correctness of an ETL process means that the process has been
repaired in a proper way and it fulfills user requirements. The competitors can
prove the correctness of a process repair, according to rules defined by the user.
Since, a repair in E-ETL is mainly based on repairs from the past (from LRC ),
we cannot guarantee, that a new problem at hand will be solved in the same way
as a problem from the past. Therefore, it is impossible to prove the correctness
of an ETL process repair done by means of CBR.

6 Summary

The problem of repairing an ETL process after a DS change received so far
little attention from the research community (only 6 solutions proposed). The
solutions are limited to simple DS changes and require defining (for each DS
change) explicit repair rules by the user. Neither the commercial nor open-source
ETL tools offer such a functionality.

Our solution is unlike the ones discussed in Sect. 5, as we propose to use
Case Based Reasoning. To this end, we developed the E-ETL framework that
allows to repair semi-automatically a non-functioning ETL process. However,
having experimented with CBR for the repair algorithms, we figured out that: (1)
cases were often too large for a given repair problem and (2) cases covered only
partially a large problem. In order to solve this issue, in this paper we contribute
three algorithms: Single Case, Full Search, and Greedy, for the decomposition of
a large repair problem into smaller ones. This way, we extend not only our
ETL repair method but also improved the general CBR method.
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While experimentally evaluating E-ETL we experienced a problem of miss-
ing real datasets on data sources, detailed history of their evolution, and
deployed ETL processes (this problem has been faced also by most of the alter-
native approaches). In spite of the fact that there exist a few ETL benchmarks,
they focus on ETL performance, but not on ETL repairs. For this reason, we
can experimentally evaluate our CBR-based ETL repair method using only syn-
thetic data (what we have done in [17]). Currently, we are extending our LRC to
include new synthetic cases, to further evaluate E-ETL, in particular the three
algorithms proposed in this paper.

Next, we will improve the FSA computation algorithm, as in the current
version, FSA takes into account only structural properties of DSs and an ETL
process (e.g. table names, column names, data types). In the next version of
the FSA computation algorithm, we will exploit also the semantics of DSs, DS
changes, cases, and ETL processes, by using metadata and ontologies.
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Abstract. A data source integration layer, commonly called extract-
transform-load (ETL), is one of the core components of information sys-
tems. It is applicable to standard data warehouse (DW) architectures as
well as to data lake (DL) architectures. The ETL layer runs processes
that ingest, transform, integrate, and upload data into a DW or DL.
The ETL layer is not static, since the data sources being integrated by
this layer change their structures. As a consequence, an already deployed
ETL process stops working and needs to be re-designed (repaired). Com-
panies typically have deployed from thousands to hundreds of thousands
of ETL processes. For this reason, a technique and software support for
repairing semi-automatically a failed ETL processes is of vital practical
importance. This problem has been only partially solved by technology
or research, but the solutions still require an immense work of an ETL
administrator. Our solution is based on a case-based-reasoning combined
with repair rules. In this paper, we contribute a method for automatic
discovery of repair rules from a stored history of repair cases.

Keywords: Data source evolution · ETL process repair ·
Case-Based-Reasoning · Rule discovery from cases

1 Introduction

Data source integration is one of the major issues in building an information
system, like a data warehouse (DW) or a data lake (DL). Such systems, typically
are composed of: (1) a data source (DS) layer, (2) an integration layer - commonly
called extract-transform-load (ETL), (3) a repository layer - a DW or DL, and
(4) an analytical layer. The ETL layer is responsible for extracting data from
DSs, transforming data into a common model, cleaning data, removing missing,
inconsistent, and redundant records, integrating data, and loading them into
a DW. This layer, is implemented as a workflow of tasks (a.k.a. a process),
managed by a dedicated software, called an ETL engine.

In practice, the structures of data sources evolve in time frequently, cf. [9,
14,22,23]. For example, the Wikipedia schema has changed on average every
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9–10 days in years 2003–2008. As shown in [20,22], the most frequent changes
in structures of DSs include: (1) creating or dropping a table, (2) creating or
dropping an attribute of a table, and (3) changing the definition of an attribute.

Such structural changes in DSs impact the ETL and other layers of an infor-
mation system. As the first consequence, a previously deployed ETL process
stops its execution with errors and must be re-designed and re-deployed. Follow-
ing [25], further in this paper we will call this activity an ETL process repair.
In practice, such repairs have to be done manually by an ETL designer, as nei-
ther commercial nor open source ETL tools support (semi-)automatic repairs of
such processes. Having in mind that large companies have from thousands to
hundreds of thousands ETL processes deployed in their infrastructures, manual
repairs are very costly.

A workaround to this problem applied by some companies is: (1) a deploy-
ment of generic ELT processes whose inputs include fully described structures
of data to be processed or (2) screening the changes by designing views. How-
ever, these approaches do not solve the problem, as an ETL designer must either
manually provide new (changed) structures to an ETL process or design a new
set of screening views (i.e, repairs are done manually).

Handling and incorporating DS structural changes at the ETL layer have
received so far little attention from the research community. To the best of our
knowledge, only five approaches have been proposed (excluding our approach),
namely: EVE, Hecataeus, Maime, EDIE, and E-ETL, cf. Sect. 2. The first four
approaches propose to manually annotate ETL processes with repair policies,
whereas E-ETL applies case-based-reasoning to find and apply the most similar
case to a given repair problem at hand. Each of them proposes only a partial
solution to this extremely difficult problem.

Previously, we have proposed the Extended Evolving ETL (E3TL) approach
[3]. It models ETL processes by means of BPMN and then transforms them
to workflows of tasks expressed by relational algebra [4] by means of an XML
interchange format [5]. The workflows then are managed by rules and cases that
guide the repairs of their components.

In this paper, we extend the concept and architecture of E3TL and propose to
combine ETL processes repairs based on rule-based reasoning (RBR)
and case-based-reasoning (CBR). In particular, we propose a method for
discovering new repair rules from previous repair cases. This way, pre-
defined rules in E3TL are extended with the discovered rules.

This paper is organized as follows. Section 2 discusses the related research
approaches to handling the evolution and repairs of ETL processes. Section 3
outlines basic concepts of ETL used in this paper. Section 4 discusses the E3TL
workflow reparation framework. In Sect. 5 we contribute the rule discovery mech-
anism which infers rules from cases in the E3TL framework and a preliminary
experimental evaluation of the rule discovery mechanism. Finally, Sect. 6 sum-
marizes and concludes the paper.
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2 Related Work

A complementary work towards handling evolving ETL processes was presented
in [16,18] where the authors presented a method for assessing the design quality
of an ETL process wrt. its vulnerability to DS changes and drew conclusions on
how the vulnerability depends on a design of an ETL process. The approaches
to handling the evolution and repairs of ETL processes can be divided into two
main categories, namely: (1) repairs by means of pre-defined rules (further called
the rule repairs approach) and (2) repairs by means of case-based-reasoning
mechanisms (further called the CBR approach).

The rule repairs approach includes the following contributions: EVE [21],
Hecataeus [15,17], EDIE [12,13], and MAIME [7].

Evolvable View Environment (EVE) contributes the first solution to ETL
repairs. In EVE and ETL process is not typical, since it is implemented by
means of views. For every view, user-defined rules guide its evolution.

In Hecataeus, an ETL process is represented as a graph, where nodes repre-
sent relations, attributes, queries, conditions, views, functions, and DSs, whereas
edges represent relationships between nodes. The graph is annotated with poli-
cies that define how to evolve given parts of the graph in response to data
source changes, i.e., whether to propagate a change, block it, or ask a designer
for a decision. The policies can handle attribute changes (rename, type change,
length change, deletion) and table changes (rename, deletion). The limitations
of Hecataeus are that: (1) the policies must be explicitly defined for each graph
element, (2) a user must determine a policy in advance, before changes to a
DS were applied, (3) ETL tasks are limited to steps expressed by SQL, and (4)
the supported ETL evolution operations do not include column addition, table
addition, table split, and table merge.

EDIE builds on the concept proposed in Hecataeus. The main idea of EDIE is
to maintain alternative variants (old versions) of data sources and ETL processes
to use them when needed. To this end, ETL tasks are annotated with policies
that instruct whether a given ETL process should be adapted to an evolved DS
or should use an old version of the DS. This approach is difficult to be applied
in practice, as DSs typically do not maintain versions.

MAIME builds also on the concept of Hecataeus. A graph representing an
ETL process has associated an altering algorithm that is configurable to block,
propagate, or manually modify an ETL process. The set of changes in MAIME
is limited only to adding, renaming, deleting of a property, and changing its data
type. The set of ETL steps is limited to: source, destination, aggregate, split,
data conversion, derived column, lookup, sort, union all. Moreover, the policies
must be explicitly defined for each graph element and a user must determine a
policy in advance, like in Hecataeus.

To the best of our knowledge, a unique and the only approach to applying
CBR to ETL process repairs was proposed in [24,25]. In this approach, called
E-ETL, in order to repair a given ETL workflow, a base of historical cases is
searched to find a similar case. If the case is found, then it can be tailored to
a given repair problem at hand or applied directly (if possible). To this end,
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the author proposed a metamodel, case base search algorithm, and a similarity
measure to compare cases. However, the disadvantage or E-ETL is that to be
able to repair an ETL process, it needs a large base of adequate cases adequate
for repairing a problem at hand.

3 Preliminaries

3.1 Common ETL Tasks

In this section, we review the extended relational algebra (RA) operators for ETL
processes as discussed in [4]. The left-hand side of Table 1 shows the standard RA
operators which is described in classic database literature like [10]. The extended
RA operators found on the right-hand side of Table 1 have been developed to
suit common ETL tasks. Both the standard and extended RA operators are used
to automatically generate SQL queries to be executed in any relational database.

Table 1. Standard relational algebra operators and extended relational operators

Standard operator Notation

Selection σC(R)
Projection πA1,..,An (R)

Cartesian Product R1 × R2
Union R1 ∪ R2

Intersection R1 ∩ R2
Difference R1 − R2

Join R1 ��C R2
Natural Join R1 ∗ R2

Left Outer Join R1 ��C R2
Right Outer Join R1 �� C R2
Full Outer Join R1 �� C R2

Semijoin R1 �C R2
Division R1 ÷ R2

Extended operator Notation

Aggregate AA1,..,Am|C1=F1(B1),..,Cn=Fn(Bn),D1,..,Dn
(R)

Delete Data R − σC(R)
Derived Column EA1=Expr1,...,An=Exprn

(R)
Input Data IA1,...,An (F )
Insert Data R ∪ S or R ← S

Lookup πA1,...An (R1 ��C R2)
Rename ρA1←B1,...,An←Bn (R) or ρS(R)

Sort τA1...,An (R)
Update Column UA1=Expr1,...,An=Exprn|C(R)

Update Set U(R)A1=Expr1,...,An=Exprn|C(S)

The semantics of the extended operators is as follows.

– Aggregate: Let F be an aggregate function such as Count, Min, Max, Sum, or
Avg. The aggregate operator AA1,...,Am|C1=F1(B1),...,Cn=Fn(Bn)(R) partitions
the tuples of relation R into groups that have the same values of attributes
Ai and for each group it selects attributes Di and computes new values of
attributes Ci by applying aggregate function Fi to the values of attribute
Bi in the group, or the cardinality of the group if Fi(Bi) is Count(∗). If
no grouping attributes are given (i.e., m = 0), the aggregate functions are
applied to the whole relation R. The schema of the resulting relation has the
attributes (A1, . . . , Am, C1, . . . , Cn).

– Delete Data: Denoted as R − σC(R), removes from relation R the tuples
that satisfy the Boolean condition C.

– Derived Column: Given a relation R, the Derived Column operation
EA1=Exp1,..., An=Expn

(R) extends each tuple in relation R with new attributes
Ai obtained by computing the expression Expi.
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– Input Data: Denoted as IA1,...,An
(F ), inputs a set of tuples constructed

from the content of the file F into an ETL workflow. Note that file F could
be replaced a relation from an operational database.

– Insert Data: Given two relations R and S, this operation, denoted as R∪S,
adds to R the tuples from S. When a new relation R is created with the
contents of S, the operation is denoted R ← S. Also if the two relations have
different arity, the attributes of the second relation must be explicitly stated
as, e.g., R ∪ πB1,...,Bn

S.
– Lookup: The lookup operation is denoted as πA1,...An

(R1 ��C R2), projects
attributes (A1, . . . , An) from relations R1 and R2 where the join operation
can be any of the six types in Table 1.

– Rename: This operation is applied over relation names or over attribute
names. For the former, the operation is denoted as ρS(R), where the input
relation R is renamed to S. For attributes, ρA1←B1,...,An←Bn

(R), renames the
attributes Ai in relation R to Bi, respectively.

– Sort: Denoted as τA1...,An
(R), sorts the tuples of a relation R by the attribute

Ai depending on the order of the attributes.
– Update Column: denoted as UA1=Expr1,...,An=Exprn|C(R), replaces the

value of the attribute Ai with the value of Expri for each tuple in relation
R that satisfies the Boolean condition C.

– Update Set: denoted as U(R)A1=Expr1, ...,An=Exprn|C(S), replaces the value
of the attribute Ai with the value of Expri for tuples in relation R that corre-
spond to tuples in relation S and satisfy the Boolean condition C. Unlike the
Update Column operation, the condition of the Update Set operation includes
matching the corresponding tuples of the two relations, R and S.

3.2 Running Example

To explain our ETL process repair method, we describe below an ETL scenario
from the TPC-DI benchmark [19] for loading a Slowly Changing Dimension table
called DimBroker (for details, a reader is referred to the TPC-DI specification
document). We adapted this scenario to simulate DS changes in our approach.

As shown in Table 2, the ETL process that loads DimBroker starts with an
input data task which inputs records from an HR.csv file (a DS file) (Eq. 1). A
select task filters only records with EmployeeJobCode value of 314 (Eq. 2). After
that, a lookup task retrieves the Salary column of the SALARY table by joining
corresponding EmployeeID columns (Eq. 3). The resultant records are aggregated
to obtain the sum of Salary of each employee (Eq. 4). A surrogate key column
with the value of the row number is added the ETL flow (Eq. 5) and finally, an
insert data task inserts the records into DimBroker (Eq. 6). At each stage of the
ETL, intermediate data are stored in temporary tables (Temp1, . . . , Temp5).

4 ETL Workflow Reparation in E3TL

Our approach to ETL workflow reparation upon DS schema changes is based on
the following concepts: (1) Rule-Based-Reasoning, (2) Case-Based-Reasoning,
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Table 2. RA expressions to model the ETL process for DimBroker

Temp1 ← IEmployeeID,ManagerID,FirstName,LastName,EmployeeJobCode,Phone1,Phone2,...(HR.csv) (1)

Temp2 ← σEmployeeJobCode = ’314’(Temp1) (2)

Temp3 ← πEmployeeID,ManagerID,FirstName,...,Salary(Temp2 �� SALARY) (3)

Temp4 ← AEmployeeID|Total Salary=SUM(Salary),EmployeeID,ManagerID,FirstName...(Temp3) (4)

Temp5 ← ESK BrokerID = rownumber()(Temp4) (5)

DimBroker ← DimBroker ∪ (πSK BrokerID, EmployeeID,ManagerID,FirstName,...(Temp5)) (6)

and (3) Automatic Discovery of Rules from cases. Rule-Based-Reasoning (RBR)
is a type of reasoning that uses (if-then-else) rule statements [6]. In Case-Based-
Reasoning (CBR), a given problem (e.g., repair) is solved by applying a solution
that was applied to a similar problem in the past [1]. A problem and its solu-
tion is called a case. Automatic Discovery of Rules (ADR) applies data mining
techniques to discover rules from cases collected and stored as part of CBR. The
three aforementioned concepts have been incorporated into the E3TL framework
that we are developing.

In this section we present a prototype E3TL system, RBR, an CBR, whereas
in Sect. 5 we present ADR.

4.1 E3TL Prototype

The main components of the prototype E3TL system [3], which is currently being
built, are shown in Fig. 1. The ETL Parser parses relational algebra statements,
which are used to implement an ETL process. ETL Manager assesses the impact
of DS changes on each ETL task. For DS changes that can be handled by applying
pre-defined repair rules (stored in Rule Base), the ETL Rewriter component
rewrites the commands in the ETL workflow by applying recommendations from
ETL Manager. ETL Rewriter iterates through the ETL commands and makes
changes to them. It also stores the history of versions of the ETL process being
repaired.

If adequate rules cannot be applied, then ETL Rewriter rewrites the ETL
commands by applying the user’s decision. The Case Base is searched to find
the most suitable case to repair the ETL workflow. If the case is found, it is
displayed to the user and he/she either applies it directly to repair the process
or modify it to adjust to the repair scenario. In any case, the user’s decision and
the DS change are stored together in the Case Base as a new case.

Right after deploying E3TL, only pre-defined rules are available in Rule Base.
The set of rules are constantly discovered from cases, by the Translator. As the
prototype works, the Rule Base is augmented with discovered rules. E3TL sup-
ports two types of rules, namely predefined rules and inferred rules, cf. Sect. 4.2.

Changes to data sources schemas include (cf., [22]): (1) adding, deleting,
renaming a column, (2) merging two columns, (3) splitting a column, (4) chang-
ing a data type of a column, (5) adding, deleting, renaming a table. However, in
this paper, we focus on the deleting, renaming, merging, and splitting of columns.
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ETL ParserETL Workflow ETL 
Manager

ETL 
Rewriter

Rule Base

User Input
No Rules available

Case BaseTranslator

Case

Rule

Fig. 1. Components of the E3TL prototype system

In a step-by-step manner we will extend the functionality of E3TL to handle the
remaining changes.

4.2 RBR: Pre-defined Rules in E3TL

Predefined rules are default and unambiguous rules present in Rule Base at the
start of the ETL workflow reparation. These rules are applied in scenarios where
only one solution is possible to repair the ETL workflow. Note that, predefined
rules in Rule Base must not make any changes to a DW schema. This is because
the ETL workflow might not be the only application that is dependent on the
DW. Other business analysis applications may be dependent on the DW. Hence,
we do not alter the DW schema unless the user allows that in Case Base.

In Table 3, as values of column Parts of Expression we show separate parts
of each of the extended ETL operators (ETL tasks), from Table 1. Six types
of parts are distinguished, namely: Expression, Condition, Group By, Rename,
Selection, and Sort. These parts are the possible places a column can reside in an
ETL task. Since predefined rules must be unambiguous, we explicitly state the
part of an ETL task where a changed DS column exists and appropriate actions
to be taken to repair the ETL process.

Table 3. Parts of an ETL tasks where a column may be used

ETL task Parts of Expression

Aggregate AGroupBy|Expression,Selection(R)

Delete Data R − σCondition(R)

Derived Column EExpression(R)

Input Data ISelection(F )

Insert Data R ∪ πSelectionS

Lookup πSelection(R1 ��Condition R2)

Rename ρRename(R)

Sort τSort(R)

Update Column UExpression|Condition(R)

Update Data U(R)Expression|Condition(S)
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With regards to column changes, we state the part of the ETL task where the
changed column resides in the if part of the rule. In the then part, we describe
the repair action to be taken by the E3TL framework. The set of pre-defined
rules for column changes in the current version of the E3TL framework includes:

1. If a DS column is renamed, then rename that column in all ETL tasks, but
not in a DW table.

2. If a deleted DS column exists only in the Selection part of ETL tasks and it
does not exist in a DW table, then remove this column from the ETL tasks.

3. If a deleted DS column is the only column in a Sort task, then delete the
Sort task.

4. If a deleted DS column is not the only column in a Sort task, then delete
that column from the Sort task.

5. If a deleted DS column is the only column in the Condition part of the Select
task, then change the Select task into the Project task or delete the Select
task.

6. If a deleted DS column is one of the columns in the Group By part but not
in the Expression part of an Aggregate task, then delete that column from
the Aggregate task.

7. If merged DS columns exist only in a Selection part of ETL tasks and they do
not exist in a DW table, then replace them with the newly merged column.

8. If all merged DS column(s) are found in a Sort task, then replace the merged
columns with the new column.

9. If one or all merged DS column(s) is/are the only column(s) in the Condition
parte of the Select task, then replace the merged columns with the new
column.

10. If all merged DS columns exist in a Group By part of an Aggregate task, but
not in an Expression part, then replace them with the new column.

11. If a column is split into two or more columns, and it exists in a Selection
part of ETL tasks and it does not exist in a DW table, then replace it with
the split columns.

12. If a split DS column is the only column in a Sort task, then replace it with
the split columns in any order.

4.3 Case-Based-Reasoning in E3TL

In this section we give an overview of applying CBR to ETL workflow repairs,
in order to provide a basis for discussion on how rules are inferred from CBR
cases in Sect. 5. This discussion is inspired by [25].

In cases where pre-defined rules cannot be applied to repair a given ETL
process, i.e., a repair initiated by a DS change was not described by the existing
rules, then the CBR is used. To this end, the Case Base is searched to find the
most suitable case to repair a given ETL process. If the case is found, it can be
applied to repair the ETL process. The found case can also be manually adjusted
by a user to the repair scenario. In any case, a new case is created and stored in
Case Base.
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To illustrate how the case-based repair works, let us consider a case of column
deletion in our running example. For example, if column EmployeeJobCode is
deleted in file HR.csv, there are several ways an ETL designer might want to
repair an ETL workflow, i.e.:

– to delete EmployeeJobCode from Eqs. 1, 3, 4 and 6, delete the entire Select
task of Eq. 2 and delete EmployeeJobCode from DimBroker; this option may
be applicable if the deleted column is not needed anymore in the DW table;

– to delete EmployeeJobCode from Eqs. 1, 3, 4 and 6 as well as to replace
EmployeeJobCode in Eq. 2 with another column; this option may be applicable
if a user still wants to filter some of the records based on another column of
his/her choice;

– to delete EmployeeJobCode from wherever it appears in the ETL flow and store
a null value in the corresponding EmployeeJobCode column of DimBroker; this
option may be applicable if a user does not want to make any changes to the
DW and wants to keep the deleted DS column in the DW table.

As a summary, Table 4 lists some ETL tasks, DS changes, actions taken by
a user, and parts of an ETL task a column can reside in. Each element of this
table has its identifier and name. For instance, D1 = Delete Column means that
the ID of Delete Column (i.e., a DS change) is D1; A1 = Delete Column means
that the ID of Delete Column (i.e., user action) is A1; P1 = Selection means that
the ID of a column residing in the Selection part of an ETL task is P1; T1 =
Input Data means that the ID of an Input Data task is T1.

Table 4. The description of an example content of Case Base

DS changes Actions taken by user

D1 = Delete Column A1 = Delete Column

D2 = Merge Columns A2 = Replace Column

D3 = Split Column A3 = Rename Column

D4 = Rename Column A4 = Delete Table

D5 = Delete Table A5 = Replace Table

D6 = Rename Table A6 = Delete Task

D7 = Change Data Type A7 = Replace and Create Column in DW

A8 = Delete Column in task and in DW

A9 = Replace with NULL

Part of ETL Task ETL Task

P1 = Selection T1 = Input Data

P2 = Expression T2 = Select

P3 = Group By T3 = Lookup

P4 = Condition T4 = Aggregate

P5 = Match T5 = Derived Column

P6 = Rename T6 = Insert Data
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In E3TL, Case Base is implemented in a relational database. Its simplified
schema is shown in Fig. 2. The Project, Cases, DSC, Task, Action, Part tables
contain all possible data source changes, ETL task, actions taken by a user, and
parts of ETL tasks affected by a data source change. The Project table stores
information about ETL workflow reparation project. A project can include sev-
eral cases. Each case is stored in the Cases table with an identity value (CaseID).
The DSC, Task, Action, and Part tables store the DS changes, ETL tasks, user
action, parts of ETL tasks, respectively.

Action
ActionID

ActionName

Description

Cases
CaseID

DSCID

TaskID

PartID

ActionID

ProjectID

DSC
DSCID

DSCName

Description

Part
PartID

PartName

Description

Project
ProjectID

Name

Description

Version

Task
TaskID

TaskName

Description

Fig. 2. The schema of Case Base

As an example, let us consider three cases from three different modifications
to the ETL workflow discussed above:

Case1: D1, T1P1A1, T2P4A6, T3P1A1, T4PIA1, T5, T6P1A8
Case2: D1, T1P1A2, T2P4A2, T3P1A3, T4PIA1, T5, T6P1A7
Case3: D1, T1P1A1, T2P4A2, T3P1A1, T4PIA1, T5, T6P1A9

In this example, (Case1) represents a column deletion (D1), T1P1A2 means
that: (1) the deleted column is in the Selection part P1 of the Input task T1 and
(2) the user applied a delete column action A1 to that task. T2P4A6 implies
that (1) the deleted column is in the Condition part P4 of the Select task T2 and
(2), the user applied action A6 (i.e., delete task) to that task. T3P1A1, T4PIA1
and T6P1A8 follow the same principle as described above. T5 indicates that the
Derived Column task is present, but an ETL developer does not apply any action
or change to it.

5 RBR: Automatic Rule Discovery in E3TL

As mentioned earlier, after deploying E3TL, only the set of pre-defined rules
is available. These rules are used to repair ETL processes. While E3TL works,
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new cases are constantly created by an ETL developer - as the result of manual
repairs. All these cases are stored in Case Base.

Inferred rules are derived by applying an algorithm to translate cases in
Case Base into new rules. Only if Case Base includes cases, new rules can be
inferred from these cases. It is possible that an inferred rule contradicts with a
pre-defined one. In such a case, the inferred rule takes precedence (this behaviour
is the subject of further investigation).

5.1 Rule Discovery Technique

In order to discover new rules from cases, we use frequent item set mining and
association rule learning [2]. In particular, we use the Apriori algorithm [2] to
discover frequent patterns in Case Base. It is a standard algorithm for finding
frequent patterns in a dataset for association rule. It identifies frequent items
in a database and iteratively extends them to larger itemsets, as long as these
itemsets appear sufficiently often in the database. Further in this paper we use
standard definitions of support and confidence [11]. We applied Apriori as: (1) it
is intuitive and (2) discovered rules are intuitive and easy to understand. Notice
that this is a pilot work and we have chosen a simple to implement algorithm to
quickly test the feasibility of our approach. In the future, we plan to apply more
advanced machine learning techniques for rule discovery.

We discover strong association rules from the discovered frequent patterns
by pruning cases, which have the support and confidence lower than a user-
defined minimum support (min sup) and minimum confidence (min conf) thresh-
olds. Higher values of min sup and min conf imply that some rules may not be
detected, and lower values imply that unfitting rules may be detected.

For all cases in the Case Base, we apply the Apriori algorithm to find frequent
patterns/itemsets. Note that, each case is made up of a list of items. An item
could be a data source change, an ETL task, or a combination of an ETL task,
a part of the ETL task, and an action applied to an ETL task, as discussed in
Sect. 4.3.

The Apriori algorithm comprises of two main processes namely: (1) the can-
didate itemset generation, in which the Case Base is scanned to get the count of
the number of occurrences, called support, of each item separately, and (2) the
large itemset L generation, which is done by pruning items from the candidate
itemset with support values lower than the user-defined min sup value. Next,
a list of all pairs from L is generated. Step 1 is done by scanning newly gen-
erated itemset pairs and obtaining the support count of the occurrence of each
itemset pair in the Case Base. Step 2 is done by pruning the candidate itemset
pairs to obtain large itemset pairs. Steps 1 and 2 are repeated iteratively, each
time increasing the size of the itemsets. The algorithm ends when L becomes
empty. The large itemsets of the iteration before the empty set was obtained are
considered as the frequent itemsets.

After that, we generate association rules from the frequent itemsets obtained
by the Apriori algorithm. For each frequent itemset, we generate all of their
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nonempty subsets. We calculate the confidence of each of the subsets and com-
pare it with a user-defined min conf. We prune subsets with confidence <
min conf. Strong rules are written from subsets with confidence ≥ min conf.

Figure 3 summarizes an extension of the rule discovery part of the E3TL
framework (from Fig. 1). The Apriori algorithm and rule discovery procedure
are run in Translator. The inferred rules are stored in the rule base and are used
to handle similar DS changes in the future.

5.2 Preliminary Experimental Evaluation

Our rule discovery approach was evaluated by preliminary experiments. Their
goal was to discover rules from cases stored in Case Base. First, we mined fre-
quent patterns and second, we found strong rules from these frequent patterns.
In order to discover rules, we used Case Base with 60 cases, generated man-
ually as follows. In the running example (cf., Sect. 3.2, we describe a scenario
where the EmployeeJobCode is deleted. We provide three different ways a user
may handle that situation. So we create Case Base that contains these three
different cases replicated 20 times each. In this scenario the cases are applied at
equal times to show that association rule mining can generate rules from a Case
Base where all cases are equally represented (no case skew exists).

Case Base Translator Rule Base

Predefined 
Rules

Cases
Inferred 
Rules

DS Change + 
Modifica ons

Fig. 3. Rule discovery framework

The patterns were discovered by the Apriori algorithm, implemented in C#,
based on the source code obtained from [8]. The input of the algorithm is the
list of cases in the Case Base and a pre-defined min sup value. Given a min sup
threshold of 60%, the algorithm discovered 19 frequent patterns.

Next, we create rules by combining the subsets of each frequent pattern. The
size of possible subsets of each frequent pattern is 2n − 1 (excluding the empty
set), where n is the number of items in a frequent pattern. The confidence value
of each subset is computed in a standard way. The confidence value of each subset
is compared with the user-defined min conf threshold. A subset with confidence
value greater than min conf became a strong association rule.

Out of the 19 patterns, we discovered 40 rules with confidence of 100%, e.g.,
T4P1A1, T3P1A1, T1P1A1, T5 (support: 66,67%, confidence: 100%). This implies
that in another ETL scenario with tasks T1, T3, T4 and T5, if a column is deleted
from the DS, then the modifications of T4P1A1, T3P1A1, T1P1A1, T5 will be
automatically applied. In the 40 rules the order of their items is important. For
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Table 5. An example rule that items T4P1A1, T3P1A1, T1P1A1, T5

T1P1A1 ⇒ T4P1A1, T3P1A1, T5
T1P1A1, T5 ⇒ T4P1A1, T3P1A1
T3P1A1 ⇒ T4P1A1, T1P1A1, T5
T3P1A1, T5 ⇒ T4P1A1, T1P1A1
T3P1A1, T1P1A1 ⇒ T4P1A1, T5
T3P1A1, T1P1A1, T5 ⇒ T4P1A1
T4P1A1, T1P1A1 ⇒ T3P1A1, T5
T4P1A1, T1P1A1, T5 ⇒ T3P1A1
T4P1A1, T3P1A1 ⇒ T1P1A1, T5
T4P1A1, T3P1A1, T5 ⇒ T1P1A1
T4P1A1, T3P1A1, T1P1A1 ⇒ T5

example, the rule which contains items T4P1A1, T3P1A1, T1P1A1, T5 has 11
different arrangements, as shown in Table 5.

In our implementation, we have not considered sequences of tasks (i.e., with
the order implied), as ETL tasks can be rearranged in different orders to produce
the same results. As a consequence, the presented 11 arrangements are treated
as a single rule, meaning: if a deleted DS column exists in the Selection part P1
of ETL tasks T1, T3, T4 and ETL task T5 is present, then action A1 is applied
to T1, T3 and T4.

6 Summary

In this paper, we presented the E3TL framework for (semi-)automatic repairs
of evolving ETL processes. E3TL is based on the three following concepts: (1)
Rule-Based-Reasoning, (2) Case-Based-Reasoning, and (3) Automatic Discovery
of Rules from cases. In order to discover rules from cases stored in a repository,
we used association rule mining (the Apriori algorithm). A limitation of the rule
discovery approach is that it needs a large repository of repair cases.

This paper presents a preliminary work that opens the following new research
problems: (1) how to integrate the discovered rules with the pre-defined ones in
a consistent way, i.e., without creating duplicate rules or contradictory rules, (2)
how to manage rule subsumptions, (3) how to prioritize rules, and (4) how to
construct efficient and consistent sequences of repair tasks. These problems will
be investigated in the nearest future.
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Abstract. Authors propose an algorithm for analysis of business processes to
detect potentially incorrect results of concurrent processes execution. Our novel
approach is to conclude necessary database isolation level from business pro-
cess description. If traditional languages with loops and arithmetic operations
(two-way counters) are used for business process descriptions, the problem of
detecting incorrect execution of concurrent processes cannot be algorithmically
solved. This paper introduces a simplified business processes description lan-
guage CPL-1, a transaction mechanism and an algorithm that supports detection
of incorrect results during the concurrent execution of business processes. Busi-
ness processes are often run concurrently in real world tasks like billing systems,
ticket distribution, hotel reservations, etc. Currently there are some popular solu-
tions preventing incorrect execution of concurrent business processes by using
built-in transaction mechanisms and/or resource reservations in database manage-
ment systems (DBMS). The proposed solution is an alternative, which can be used
when resource locking or DBMS transaction mechanisms cannot be applied.

Keywords: Concurrent transactions · Symbolic execution · Transaction
execution state

1 Introduction

Many modern data processing systems support very complex business processes; many
information systems are in use with one or more databases. Usually multiple processes
are run concurrently, and without a proper control, concurrent processes may interleave
and corrupt data used by other processes.

These problems are well-known in the DBMS world and they are addressed through
the ACID (Atomicity, Consistency, Isolation, Durability) transactions. The transaction
management algorithms used in different DBMS have proven their practical applicabil-
ity; unfortunately, there are caseswhen they are not applied properly due to programmers’
errors or for objective reasons. When developing software, programmers must specify
the beginning and the end of each transaction, and it may be done incorrectly. If complex
business processes involving multiple organizations, each with its own IS, are run, it is
not possible to create one single transaction for such complex processes.

Our novel approach is to conclude necessary database isolation level from business
process description. This paper describes testing of such complex, concurrent processes.
As we know, full testing of Turing-complete language is not possible; so, authors have
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created the process definition language CPL-1 and an algorithm for testing of proceses
written in CPL-1. The developed algorithm uses symbolic execution of processes and is
suitable for finding cases of incorrect concurrent process execution.

The paper is structured as follows: Sect. 2 is devoted to refining concepts and iden-
tifying problems. Section 3 describes the transaction concurrency execution algorithm,
which identifies the possible execution errors for CPL-1. Section 4 gives an overview of
similar studies by other authors and compares them with the solution proposed in this
paper. Section 5 contains conclusions and future study.

2 Problem Identification

2.1 Concurrent Process Execution

In the realworld,manyprocesses are run concurrently, i.e.multiple instances of processes
are executed simultaneously using different input data and sharing resources (such as
data in a database). A transaction is a set of actions, which are either executed by the end
of the transaction, or are reversed, thereby returning the system to the its initial state it was
before the transaction was started. If the multiple transactions do not share information,
they can be executed correctly in a single computing system at the same time. The
computing system itself (usually the operating system and information system) ensures
that the execution of one transaction does not affect the execution of others, even though
the transactions use the same resources of the computing system - processor, RAM, etc.

By the concurrent execution in a situation where the multiple processes use shared
information resources, we will realize that one process can be terminated after the com-
pletion of some of its transactions, then another process (or its transaction) is executed,
and then the first process is restored from the state it was interrupted. Such an orga-
nization of execution is useful if some process steps are executed autonomously and
on a long-term basis; for example, writing or reading from a database or finding out
additional information outside the process require time that could be used for execution
of other processes. Formally, the concurrent execution will be defined in CPL-1 using
the concept of breakpoints. The breakpoint is a command in the program that, when
reached, can interrupt a process; after a specified time, the process will be restored to
the state of the local variables it was before the break and will be continued to run. It
should be noted that the value of the global information resource may be altered during
the interruption by another process. If multiple concurrent processes access the same
global data, some problems may arise because the global data used by one process may
be modified by another process during the interruption of the first one.

In theDBMSworld, these problems arewell known and are addressed throughACID
transactions. Usually transactions are based on locking algorithms - a transaction locks
the data used in the transaction depending on the level of access required (Read/Write),
another transaction is allowed or denied the access to this data respectively. Locked data
is released at the end of a transaction by COMMIT or ROLLBACK and may be fully
accessed by other transactions. If the simultaneous use of any data in two transactions
can lead to erroneous results, the ACID mechanism ensures that a later transaction must
wait while the locking transaction will finish its work.
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The transaction management algorithms used by the DBMS have proven their prac-
tical applicability; unfortunately, there are situations when they are not provided due to
programmers errors or for objective reasons. When developing software, programmers
must specify the beginning and the end of each transaction, which may be incorrectly
specified due to a programmers’ error.

Worse is the case if some data processing process Pi consists of several transactions
t1, t2 … tn, where each transaction is independent and has its own BEGIN TRANS-
ACTION…COMMIT TRANSACTION block. In this case the ACID transaction prop-
erties are executed in every transaction, but the process Pi contain multiple steps, each
containing one or more transaction calls and not containing common BEGIN TRANS-
ACTION…COMMIT TRANSACTION block. Therefore, the transaction management
algorithms used by DBMS will not help because during the process Pi between calls
of transactions ti and ti + 1, another process Pm may modify the database data used
by process Pi or read and use intermediate results which may lead to incorrect results.
This is possible due to the specificity of the process - the process is so long that it is
unreasonable to keep the shared resource locked during all the process, so there are
breakpoints in the process where the shared resource is unlocked.

Even worse is the complex data processing processes that occur between multiple
systems that are not even able to create a common transaction. For example, at amunicipal
meeting it is decided that addresses of existing buildings will be changed to a new street
name and new address. Along with the creation of the addresses, the people who live
there are assigned to their new addresses. Information about new addresses is sent to the
addresses register, while information about the people’s registered addresses is sent to
the population register. Attempt to change a person’s record in the Population Register
prior to registering his new address in the Address Register will be unsuccessful because
any individual can be registered only in some address existing in the Address Register.

2.2 Correct and Incorrect Execution of Processes

In this article, we look at the concurrent processes Pi, Pj, Pk … Pm and define the exe-
cution correctness according to the DBMS ACID transaction correctness. It is assumed
that the database is in correct state before the processes are executed. Then after a single
transaction will be executed, the database will be in the correct state. If several trans-
actions are executed serially (one after another without parallelism), the result also will
be correct; here and thereafter, we will understand the correct result in relation to the
database. It means that if some process will be executed without concurrent execution
of other processes, the result will be correct. Thus, if several processes will be executed
serially, the result also will be correct.

In serial execution of multiple processes, the different sequence of process execution
is possible, which can lead to different results; it is called as nondeterministic behavior
[1, 2]. We will consider the result of any such serial process to be correct. So we have
an exact criterion for any concurrent process and any input – the correct result can be
only the result of one of the serial execution of processes. If the result of the concurrent
execution of processes does not match any of the serial execution results at this input,
the concurrent execution of these processes are considered incorrect. In addition, it must
be correct for all possible input data.



268 J. Bicevskis and G. Karnitis

2.3 Analysis of Concurrent Execution of Processes

The programmer must foresee and eliminate the possibility of incorrect execution of
processes when he/she creates an information system. Often, to prevent the incorrect
concurrent execution of processes, the concurrent execution of processes is not allowed
at all. This reduces productivity of information processing. Sometimes shared resource
reservation is used. Using a transaction mechanism, the DBMSs do not allow writing in
or reading from a shared resource, if it has already been done by another process that has
not yet validated transaction. Unfortunately, it is not always possible to use the ACID
transaction mechanisms of the database, for example, if the locking shared resources
for whole process time is not business-friendly, or the process uses multiple information
systems that do not provide common transactions.

In this paper, wewill offer another mechanism - the symbolic execution of processes.
Doing so, we will create execution conditions - linear inequality systems to compare
concurrent process execution results with serial process execution conditions; it will
provide information on equivalence of results.

3 Algorithm for Concurrent Processes Execution Analysis

3.1 Process Description Language CPL-1

We will use a simplified hypothetical computational system consisting of:

• processes - programs in the process definition language CPL-1; the process consists
of several successive transactions, the transactions are fully executed, they are not
interrupted during the execution of the transactions and no other process is executed
at that time; local variables can be used in the programs; you can assign a real number
to the variable; the variables can form numeric and logical expressions; numeric
expressions include only addition and subtraction operations, there are operators to
assign values to variables in the programs;

• input data - parameters and global resources (global variables); parameter values
are passed to the transaction by calling it, parameters can contain real numbers; a
global resource is a variable, which is available for multiple transactions that can run
concurrently and whose values can be read and written by multiple transactions;

• execution configurations that specifies which transactions with which parameters can
be executed concurrently and what will be the value of the global resource at the start
of execution;

• executor - a processor that is capable to execute commands specified in processes,
whereby concurrent execution of transactions is possible; execution configuration is
transmited to the executor to complete it.
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The language of the above processes, hereafter referred to as CPL-1, contains the
following commands:

START PROCESS – start process
END PROCESS – finish process
BEGIN TRANSACTION – start transaction
COMMIT TRANSACTION – commit/finish transaction
READ (x,r) – read the value of the global resource r and write it into variable x. 
WRITE (x,r) – write the value of the variable x into global resource r. 

Logical constructions: 

IF L THEN
BLOCK1

ELSE
BLOCK2

ENDIF

If the logical expression L is true, then the BLOCK1 is executed and execution
continues with the command after ENDIF; if not, the BLOCK2 is executed. BLOCK1
and BLOCK2 - one or more commands.

y = EXPR(x1, x2, …, xn)– expression calculation. y, x1, x2, … xn - local
variables. EXPR is a linear expression for which x1, x2, … xn are parameters and y is
the result.

The concurrent execution of one or more processes is a session. The global resource
value r is defined at the beginning of the session. Processes are called by passing param-
eters to them. The process may contain multiple transaction calls. After each transaction
call, an external interruption is possible, which should be followed by the next transaction
call.

Execution result is final value(s) of the global resource(s).
Obviously, there are no loops in CPL-1. Thus, the program contains only finite length

paths and the concurrent execution path of several processes is also finite. The problem
lies in the fact that in order to prevent an incorrect execution of transactions, the results
of serial and concurrent execution must coincide for all parameter values.

3.2 Correctness of Execution of Concurrent Processes in Language CPL-1

In this section, the main result for CPL-1 will be demonstrated through an example.
Authors have created the algorithm which for any 2 processes written in CPL-1:

• finds out whether incorrect concurrent execution of these processes is possible,
• finds all possible scenarios for incorrect concurrent execution of both processes.

The algorithmwill be demonstrated according to the following plan. First, process break-
pointswhere process breaks are possiblewill be defined.Next, using symbolic execution,
we will show an algorithm for constructing a process concurrent execution tree, which
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will contain all possible process concurrent execution scenarios. Comparing the tree
branches of the scenario tree, which corresponds to the serial execution, to the branches
corresponding to the concurrent execution, reveals all possible concurrent execution
inaccurate situations that give an incorrect result.

3.3 An Example of Incorrect Concurrent Process Execution

Let’s look at a simple example of concurrent processes execution. This example will
illustrate the idea of the proposed solution, which will be generalized in the following
sections. Suppose that payments p1 and p2 are debited from the bank account r (resource
r). It is executed by two processes Payment(p1) and Payment(p2), where the Payment
program is as follows:

START PROCESS Payment(p, global(r)) 

BEGIN TRANSACTIONT1
2  READ (x,r)  
COMMIT TRANSACTION T1

BEGIN TRANSACTIONT2
3  IF p<=x THEN
4   WRITE (x-p,r)   
5  ENDIF
COMMIT TRANSACTION T2

END PROCESS

In the following, we will use the abbreviation Payment(p)
Consider the execution of two processes with the parameter values p1= 2 and p2= 5

at the resource value r= 17, denoted by Payment(2) and Payment(5) (full syntax would
be Payment(2, global(r))). The serial execution of processes starting with Payment(2),
during which both transactions T1 and T2 of that Payment process will be executed
serially, followed by Payment(5), during which transactions T1 and T2 of the second
process also will be executed serially, yields r = 10. Also the second serial execution
started by Payment(5) and followed by Payment(2) gives the same result.

A completely different situation arises when both processes are executed concur-
rently. In our example, let’s define one breakpoint - after the first transaction T1 is
executed (after the COMMIT TRANSACTION T1 command is executed). After the T1
execution, both the same process transaction T2 and the second process transaction T1
can be executed. Note that reading from the global r esource r is located in transaction
T1, while writing into the global resource r is the essence of the transaction T2.

Two concurrent execution scenarios:

Payment(2) => T1; Payment(5) => T1; Payment(2) => T2; Payment(5) => T2
Payment(5) => T1; Payment(2) => T1; Payment(5) => T2; Payment(2) => T2
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provide results 12 and 15. Such a result is impossible using the serial execution of
the processes. The result of the execution is thus considered to be incorrect.

In addition, this simple example shows that concurrent execution will provide dif-
ferent results using various payment parameters and we cannot exclude the possibility
of the correct result for some couple of parameters. It means that analyzing concurrent
execution of processes one has to look at a set of all possible parameters and resource
values. This is the condition that most seriously complicates the solution algorithm and
removes the trivial impression on the finite set of options. The essence of the problem - is
it possible to predict the incorrect result of the simultaneous execution of two processes
using only the code of the payment process program?

3.4 Process Concurrency Analysis Algorithm

Let us demonstrate the algorithm using the example already described but with all
possible parameter values and execution scenarious.

Construction of the Tree of Possible Scenarios. Our example scenario tree is given
in Table 1. The tree consists of 16 branches. Each branch represents one scenario of the
proceses execution that is written in one row of the table. For example, in the first row
of the table, the path column depicts the execution scenario for the processes P1 and P2,
which begins with the execution of transaction T1 for process P1, followed by execution
of transaction T2 commands (3,5) for the same process P1. In the next step process P2
transaction T1 commands, followed by process P2 transaction T2 commands (3,5) are
executed. It is easy to make sure that the execution of the processes P1 and P2 is possible
in 16 different scenarios, both serial and concurrent ones.

Conditions of Scenario Execution. For each scenario, we create the path execution
conditions by symbolical executing the corresponding set of commands. For example,
for scenario #2: P1(T1 > T2 (3,4,5)) => P2(T1 > T2 (3,5)):

• after executing transaction T1 of process P1, the symbolic value of variable x is r;
• execution of process P1 transaction T2 commands (3,4,5) is possible if condition
v1 <= r is TRUE, where v1 is symbolic value of process P1 parameter p1;

• after execution transaction T2 commands (3,4,5) of process P1, the symbolic value
of the global resource is r − v1;

• after executing transaction T1 of process P2, the symbolic value of the its variable x
is r − v1;

• execution of process P2 transaction T2 commands (3,5) is possible at condition
v2 > r − v1, where v2 is symbolic value of process P2 parameter p2;

• after the execution of process P2 transaction T2 commands (3,5), the symbolic value
of the resource does not change – it is r − v1 (scenario execution result is r − v1).
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That is, such a path is possible if the system of conditional inequalities (v1 <= r)
& (v2 > r − v1) is satisfied. Since the system of conditions (v1 <= r) & (v2 > r − v1)
has a solution, the scenario under consideration is executable because the parameter and
resource values can be chosen so that the system of inequalities is true. The values of the
resource r and the parameters v1 and v2, which are the system solution, for example r=
17, v1 = 2, v2 = 16, will allow respective scenario to be executed. In our example the
conditions of execution are given in column condition of the Table 1. If the inequality
system has no solution, the path is unexecutable and the branch is excluded from further
analysis. There are no unexecutable scenarios in our example.

Conditions for Incorrect Concurrent Execution. Let’s compare all execution scenar-
ios of the concurrent processes P1 and P2 (scenarios #9 to #16 in this example) with the
serial execution scenarios (scenarios #1 to #8 in this example). Note that the solutions
for the execution conditions for the concurrent scenario #12 (v1 <= r)&(v2 <= r) are
partly the same as the execution conditions for the serial execution scenario #4 and #8,
but the outcome of the scenarios are different. This means that we can choose the values
of v1, v2 and r (e.g., v1= 2, v2= 5, r= 17) so that the result of the concurrent execution
will not be equal to any serial execution result at this configuration. For these values,
serial executions #4 and #8 produces value 10, while concurrent execution #12 produces
value 12, which is incorrect.

This proves the possibility of incorrect concurrent execution of processes. Similar
result show comparison of concurrent scenario #16 and serial scenarious #4 and #8.

The algorithm shown is capable of constructing an executable tree for any two
programs written in the process language CPL-1. Chapter 3.4.1 illustrates determination
whether an incorrect execution of processes can occur; if it does, chapter 3.4.2 shows
development of the process execution scenario, inputs values of parameters and resources
that will lead to incorrect execution of processes.

3.5 Concurrent Process Execution Analysis for Processes with Resource
Reservation

The previous chapter showed an example where the incorrect execution of processes
can occur. In this chapter, let’s look at another example related to resource reservation,
which is a very popular procedure which contains concurrent processes on a daily basis
that would not lead to incorrect results.

In this process, the Payment (p) parameter p contains the amount due; r represents
the amount in the bank account, q represents the reserved amount.
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Table 1. Execution paths of concurrent execution of proceses P1 and P2

# Path Condition Result r

1 P1(T1 > T2(3,5)) => P2(T1 > T2(3,5)) (v1 > r) &
(v2 > r)

r

2 P1(T1 > T2(3,4,5)) => P2(T1 > T2(3,5)) (v1 <= r) &
(v2 > r − v1)

r − v1

3 P1(T1 > T2(3,5)) => P2(T1 > T2(3,4,5)) (v1 > r) &
(v2 <= r)

r − v2

4 P1(T1 > T2(3,4,5)) => P2(T1 > T2(3,4,5)) (v1 <= r) &
(v2 <= r − v1)

r − v1 − v2

5 P2(T1 > T2(3,5)) => P1(T1 > T2(3,5)) (v1 > r) &
(v2 > r)

r

6 P2(T1 > T2(3,4,5)) => P1(T1 > T2(3,5)) (v1 > r − v2) &
(v2 <= r)

r − v2

7 P2(T1 > T2(3,5)) => P1(T1 > T2(3,4,5)) (v1 <= r) &
(v2 > r)

r − v1

8 P2(T1 > T2(3,4,5)) => P1(T1 > T2(3,4,5)) (v1 <= r − v2) &
(v2 <= r)

r − v1 − v2

9 P1(T1) > P2(T1) => P1(T2(3,5)) > P2(T2(3,5)) (v1 > r) &
(v2 > r)

r

10 P1(T1) > P2(T1) => P1(T2(3,4,5)) > P2(T2(3,5)) (v1 <= r) &
(v2 > r)

r − v1

11 P1(T1)> P2(T1)=> P1(T2(3,5))> P2(T2(3, 4,5)) (v1 > r) &
(v2 <= r)

r − v2

12 P1(T1) > P2(T1) => P1(T2(3,4,5)) > P2(T2(3,
4,5))

(v1 <= r) & (v2
<= r)

r − v2

13 P2(T1) > P1(T1) =>P2(T2(3,5)) > P1(T2(3,5)) (v1 > r) &
(v2 > r)

r

14 P2(T1) > P1(T1) =>P2(T2(3,4,5)) > P1(T2(3,5)) (v1 > r) &
(v2 <= r)

r − v2

15 P2(T1) > P1(T1) =>P2(T2(3,5)) > P1(T2(3, 4,5)) (v1 <= r) &
(v2 > r)

r − v1

16 P2(T1) > P1(T1) =>P2(T2(3,4,5)) > P1(T2(3,
4,5))

(v1 <= r) & (v2
<= r)

r − v1
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START PROCESS PaymentWithReservation (p, global(r, q)) 
reserved=FALSE

BEGIN TRANSACTIONT1
1  READ(x,r) 

READ(y,q) 
2 IF p<=x-y THEN
3   WRITE(y+p,q) 

reserved=TRUE
4  ENDIF
COMMIT TRANSACTION T1

BEGIN TRANSACTION T2
5  READ(x,r) 

READ(y,q) 
6 IF reserved=TRUE THEN 
7 WRITE(x-p,r)   

WRITE(y-p,q) 
8  ENDIF
COMMIT TRANSACTION T2

END PROCESS

Table 2 shows all possible process concurrency execution scenarios as in the previous
example - scenarios #1 to #8 represent the serial execution scenarios and scenarios #9
to #16 represent the concurrent execution scenarios.

The column condition shows the scenarios execution conditions and the result col-
umn - the scenarios execution results. It can be seen from the table that serial and
concurrent scenarios (e.g., scenarios #4 and #12) under the same scenario conditions
give the same results in all cases. This proves that the incorrect cocnsurrent execution of
scenarios is not possible for these two processes that are implemented by analyzed pro-
cess. Resource reservation systems are often used by practitioners in payment systems
because correctly implemented resource reservation prevents the incorrect concurrently
execution of processes.

Table 2. Execution paths of concurrent execution of two processes with resource reservation

# Path Condition Result r

1 P1(T1(1,2,4) > T2(5,6,8)) =>

P2(T1(1,2,4) > T2(5,6,8))
(v1 > r − q) & (v2 > r q) r

2 P1(T1(1,2,3,4) > T2(5,6,7,8)) =>

P2(T1(1,2,4) > T2(5,6,8))
(v1 <=r − q) & (v2 > r − q) r − v1

3 P1(T1(1,2,4) > T2(5,6,8)) =>

P2(T1(1,2,3,4) > T2(5,6,7,8))
(v1 > r − q) & (v2 <=r − q) r − v2

(continued)
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Table 2. (continued)

# Path Condition Result r

4 P1(T1(1,2,3,4) > T2(5,6,7,8)) =>

P2(T1(1,2,3,4) > T2(5,6,7,8))
(v1 <= r − q) & (v2 <= r − q − v1) r − v1 − v2

5 P2(T1(1,2,4) > T2(5,6,8)) =>

P1(T1(1,2,4) > T2(5,6,8))
(v1 > r − q) & (v2 > r − q) r

6 P2(T1(1,2,3,4) > T2(5,6,7,8)) =>

P1(T1(1,2,4) > T2(5,6,8))
(v1 > r − v2) & (v2 <= r) r − v2

7 P2(T1(1,2,4) > T2(5,6,8)) =>

P1(T1(1,2,3,4) > T2(5,6,7,8))
(v1 <= r) & (v2 > r) r − v1

8 P2(T1(1,2,3,4) > T2(5,6,7,8)) =>

P1(T1(1,2,3,4) > T2(5,6,7,8))
(v1 <= r − q − v2) & (v2 <= r − q) r − v2 − v1

9 P1(T1(1,2,4)) > P2(T1(1,2,4)) =>

P1(T2(5,6,8)) > P2(T2(5,6,8))
(v1 > r − q) & (v2 > r − q) r

10 P1(T1(1,2,3,4)) > P2(T1(1,2,4)) =>

P1(T2(5,6,7,8)) > P2(T2(5,6,8))
(v1 <= r − q) & (v2 > r − q) r − v1

11 P1(T1(1,2,4)) > P2(T1(1,2,3,4)) =>

P1(T2(5,6,8)) > P2(T2(5,6,7,8))
(v1 > r − q) & (v2 <= r − q) r − v2

12 P1(T1(1,2,3,4)) > P2(T1(1,2,3,4)) =>

P1(T2(5,6,7,8)) > P2(T2(5,6,7,8))
(v1 <= r − q) & (v2 <= r − q − v1) r − v1 − v2

13 P2(T1(1,2,4)) => P1(T1(1,2,4)) =
> P2(T2(5,6,8)) => P1(T2(5,6,8))

(v1 > r − q) & (v2 > r − q) r

14 P2(T1(1,2,4)) => P1(T1(1,2,3,4)) =>

P2(T2(5,6,8)) => P1(T2(5,6,7,8))
(v1 <= r − q) & (v2 > r − q) r − v1

15 P2(T1(1,2,3,4)) => P1(T1(1,2,4)) =>

P2(T2(5,6,7,8)) => P1(T2(5,6,8))
(v1 > r − q) & (v2 <= r − q) r − v2

16 P2(T1(1,2,3,4)) => P1(T1(1,2,3,4)) =
>

P2(T2(5,6,7,8)) => P1(T2(5,6,7,8))

(v2 <= r − q) & (v1 <= r − q − v2) r − v1 − v2

3.6 Result

For each program written in Process Language CPL-1 with given break points, a final
scenarious tree can be constructed. The assertion is obvious because the proposed trans-
action language does not offer the ability to create cycles. The feasibility of verifying
the executability of scenarios is also obvious, since the systems of linear equatations
of scenarious executability are used. The next steps of the algorithm also use the linear
equatation systems. Similar constructions with symbolic execution have been usedmany
times, for example in Intelly Test, CTS theory [3]. Thus, it is shown that the algorithm
described above for any two processes in CPL-1 with the fixed breakpoints finds all
concurrent transaction execution scenarios and parameter value conditions that will lead
to the incorrect transaction execution.
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3.7 Generalisations of CPL-1

It is easy to make sure that by performing concurrently more than two processes, the
development of the proposed algorithm is executable. Thus, it is reasonable to say that
the proposed algorithm is adaptable for arbitrary number of processes to analyse all
concurrent execution scenarios and find parameter value conditions that lead to incorrect
execution of transactions. Of course, the volume of the scenarious tree, depending on the
number of processes and transactions and the complexity of the programs, can increase
rapidly. This assures that the tools for supporting concurrent performance analysis are
needed for practical application of the method.

The proposed process and transaction definition language CPL-1 is very simple
because the program does not allow loops. The CTS (Complete Test systems) theory [4]
has proved that by allowing programs with cycles as well as addition and subtraction
operations to be used in programs, the complete execution tree problem is algorithmi-
cally insolvable. A similar result applies for the language CPL-1 with cycles - there
is no algorithm that finds all scenarios and parameter conditions that lead to incorrect
transaction execution. The proofis reduced to the possibility of simulating the operation
of the Turing machine in by language of transactions. There is a known result - the
stopping problem for Turing machines is not algorithmically solvable. The operation
of the Turing machine can be simulated with a program that allows cycles and at least
two bidirectional counters, called the Turing-complete programming languages. If we
would able to build a definitive scenario tree for that language, then we would be able
to solve the Turing machine stopping problem, which cannot be solved. Therefore, it is
not possible to create such a definitive scenario tree.

4 Current Situation and Studies of Other Authors

The problem has been investigated to create an algorithm for determining whether a
program follows all possible paths, or more precisely, whether a set of tests can be
created to execute each command in the program at least once [3]. A set of commands
that can and cannot be executed has been proven, and an algorithm and a prototype to
do it have been created. If we have a set of information system transactions, we can
create an algorithm that in number of cases can tell, whether these transactions will
work correctly also in a concurrent mode. This cannot be done for any transaction, since
the transactions can contain complex constructions that in principle prevent the creation
of such algorithm. Nevertheless, in practice mostly simple transactions are used that
do not contain complex and long code. Our experience shows that the most computer
programs do not contain complex code; we assume that the most transactions are also
simple enough to test the concurrent operation of multiple transactions automatically.

Although the idea of symbolic execution in software testing emerged years ago, only
recently symbolic execution algorithms are applied in industry tools [5].

There are several surveys whose authors have done a comprehensive compilation
and analysis of different concurrent process testing methods [5, 6]. A widely developed
approach is to operate with different input data, or so-called mutation testing [7] in the
hope that an incorrect test example would be found. Because the different execution
sequences could provide different results, a number of methods recommend testing of
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concurrent processes many times using the same data – to find some sequence in which
system is notworking properly [8]. To improve themethodology, it is proposed to include
random delays, hoping for more different execution order [9, 10], or to try to construct
delays based on execution sequences [11].

There are tools to help build test cases that test certain aspects of the correct-
ness of database transactions. Research is done either by generating different execu-
tion sequences based on the commands accessing shared resources (datatabase data) or
executing logs.

The authors of the study [11] test distributed systems by creating the system model
and implementing random delays between different operations, thereby simulating
communication delays in distributed systems.

The authors of the article [9] study execution of concurrent transactions. Authors
generate the “interesting” execution paths, execute transactions concurrently and analyse
results. The interesting paths are generated using the transaction control flow graph
(TCFG) based on the application source code, viewing only transactions that run on the
same data. For each transaction all the data elements it reads and /or writes are written
down. There is a list for each database cell and memory variable made that shows,
which database cells and memory variables are used to calculate it (the transitive graph
is calculated). The authors have created a SQL query testing tool AGENDA [12]. In
this tool, firstly, the tester selects how the transactions will behave, and then the tool
generates input data, executes the transactions and checks certain aspects of correctness.
Unfortunately, the tool is only able to control a few simple aspects of correctness and
requires the use of a domain-specific tester to participate in the testing process. A lot of
attention is paid to ensuring the external integrity of the database. Tester mustcreate a
pre-condition and a post-condition for each transaction. Based on the source code, the
(TCFG) is created; the authors develop their approach in [12]. The research ideas are
close to our ideas.

Several studies investigate how to generate all concurrently executing trees for spe-
cific test cases. It is up to testers to choose good test cases that will show if the execution
sequences generated are likely to produce incorrect results. The first article investigates
only linear processes; the second article is supplemented by cycles [13, 14]. Other studies
take a similar approach - generates all (or at least large numbers) of possible execution
trees by symbolic execution [15].

Our approach is the best defined in [16] – model-based testing, where test creation
and execution can be automated, using an abstract system model as the input.

5 Conclusions

Authors have offered an algorithm for business process concurrent execution analy-
sis, which can detect incorrect executions of these processes. In general, when tradi-
tional business-oriented modelling and programming languages are used, which include
cycle and arithmetic operations (bidirectional counters), incorrect executions of business
processes cannot be detected. Our study offers:
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• An algorithm that detects the possibility of errorneos concurrent execution of business
processes using the simplified business process description language CPL-1, which
contains a transaction mechanism;

• the proposed algorithm is based on symbolic execution of the program, which enables
to create conditions of process execution scenarios, to execute them and to produce
symbolic values of expected execution results;

• if symbolic values for serial and concurrent execution of processes differ for the same
argument values, then potentially incorrect concurrent execution cases are detected;

• the solution can be used when database transaction mechanisms cannot be used due
to lomg process, or the process uses multiple systems and it is not possible to create a
common transaction, or when locking a shared resource is not possible due to business
process specifics;

• application of the algorithm for two concurrent business processes execution cases
shows: (1) the concurrent execution of payment processes without reservation of a
common resource could lead to incorrect execution of processes; (2) a payment process
with correct reservation of a common resource cannot lead to incorrect concurrent
execution of processes.

The research is continued by analyzing other concurrent execution cases that will allow
developing the proposed algorithm for a wider range of tasks.
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Abstract. This paper promotes the idea of the learning process management
in the e-learning system. A personalized adaptive e-learning system is used in
this research that comprises three developed topic acquisition sequences: teacher,
learner or optimal topic sequences. The learner has the ability to switch between
the aforementioned topic sequences. The system stores data about the course
acquisition process. The analysis of the stored data demonstrated that a bit more
than half of the students used the teacher topic sequence; higher grades in topics
got those students who chose the learner or optimal topic sequence; the grades
of the half of the students who used the optimal and teacher topic sequences
were in the same level. The obtained results were used as the justification for the
improvement of the existing optimal topic sequence development method. As a
result, an algorithm for the recommended learning path development is proposed
in this paper. The topics of the course and links in between are described using
a weighted directed graph. The weight of every edge and vertex of the graph is
calculated based on the parameter values describing the topic. Afterwards, the
recommended learning path is assumed to be the path with the lowest weight that
is found in the weighted oriented graph using a search.

Keywords: Personalized adaptive system · E-Learning · Recommended
learning path

1 Introduction

Nowadays a variety of different information technologies, including personalised adap-
tive e-learning systems [1, 3, 12], are widely used in the education. The main role of
the learning process has been granted to the learner aiding the learner-/student-centered
e-learning [5]. The personalized adaptive e-learning system provides learners with the
opportunity to take control over the own learning process and offers the individually
adjusted content based on the characteristics describing the learner, and his needs [1].
The emphasis of the learner-centered approach is transferred from teaching to learning. In
this approach, the teacher is the “mediator” between the learner and the acquired knowl-
edge. The main task of the learner-centered approach is to help the learner to acquire
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the learning skill [5]. Some of the features of the learner-centered learning approach are
[2, 6]: (a) reliance on the activework of the learner; (b) the emphasis on deep learning and
understanding; (c) higher responsibility and accountability of the learner; (d) increased
sense of autonomy in the learner; (e) participation of the learner in the planning of the
own learning process. The aforementioned features indicate that the learner-centered
learning approach can be successfully realized in the personalized adaptive system. The
use of such a learning approach raises up the question about the management of the
learning process of the learner and the use of the recommended learning path within the
personalised adaptive e-learning system.

In the experiment, a learner model based personalized adaptive e-learning system
(LMPAELS) [12] developed by the authors was used. In the LMPAELS, three course
topic sequences (TS) have been realized: the learner topic sequence (LTS), the teacher
topic sequence (TTS) and optimal topic sequence (OTS) [10]. By default, the system has
a TTS, but the learner is able to change the selected TS several times. The experiment
consisted of two stages. In the first stage of the experiment, data was gathered and
analysed, explaining how the learners used the three TS for the course acquisition that
are realised in the system and the grades of every topic depending on the chosen TS.
The results of this experiment stage demonstrated that, regards the use of TS, firstly, (a)
learners are passive in the choice of topics and in more cases are using the default TS
(i.e. TTS). 64,1% of all students used TTS, 20,3% of students used OTS and 15,6% -
LTS. The analysis of the data obtained in the first stage of the experiment regards the
used TS and grades in topics, the results showed that, (b) in 80% of the cases, higher
topic grades were of those students who used LTS and 20% - OTS; (c) the grades of
the half of the students who used OTS were in the same level as of those using TTS.
The conclusions of the first stage of the experiment promoted the idea of improving
the optimal topic sequence method (OTSM) used in LMPAELS. In the second stage of
the experiment, the topic acquisition influential parameters were obtained and analysed
with a goal to improve the existing OTSM and propose a recommended learning path
(RLP) development algorithm. The chosen parameters characterising topics were grade,
complexity and importance. The topic grade describes the level of the topic acquisition
and it is acquired by testing the learner. The topic complexity characterises the level of
the topic acquisition difficulty. The topic importance describes the location of the topic
in the course.

In the literature review various personalized and/or adaptive systems that are employ-
ing a learning path are analysed. To our knowledge, no previous research has investigated
methods of searching the learning path that are based on the graph theory and are using
the following topic characterizing parameters: topic grade, complexity and importance.
We found a graph to be a promising tool for the search of the RLP on the grounds that a
graph is a mathematical structure consisting of elements with reciprocal relationships or
link [3]. In the graphwe are proposing, vertices represent learning objects/topicswhereas
edges between them are the existing paths between topics. The weights are calculated
both for the vertices and edges of the graph. First of all, the weights of the graph vertices
are calculated based on the values of three object/topic characterizing parameters: topic
grade, complexity (from the learner’s and teacher’s perspective), and importance (from
the learner’s and teacher’s perspective) ratings. Secondly, the weights of the edges are



282 V. Vagale et al.

calculated based on the weights of the adjacent vertices. Finally, the RLP is modelled
based on the weights of the graph vertices and edges. The RLP in this paper represents
the sequence of all the learning elements (topics) that gains the best course acquisition
results.

The key contribution of this work is the developed algorithm for the recommended
learning path development that was used for the “Programming Foundations I” course,
described in this paper. A significant benefit of the method is the provisional “indepen-
dence from the teacher” for the learner, at the same time, offering the path for achieving
good results and not letting the learner in the self-flow.

The paper is organised as follows: Sect. 2 reviews related works. Section 3 describes
the development of the optimal topic sequence method and the personalized adap-
tive system used in the experiment. In Sect. 4, the algorithm for the RLP develop-
ment is explained. Section 5 discusses the evaluation of the experiment results. Finally,
concluding remarks and future work are drawn in Sect. 6.

2 Related Work

Numerous computing techniques such as neural networks, fuzzy systems and genetic
algorithms are used to create learning paths [7]. A learning path (LP) is used not only
in traditional learning systems with a limited number of learners and learning objects
(LOs), but also in systems with a large number of learners, courses and LOs [3, 4].

Heberle et al. [4] is using LP to address the problems of high dropout rate in the
MassiveOpenOnlineCourse (MOOC) system.Considering the learner’s didactic factors
(e.g. age, difficulty level), an individualized ontology is created, with the help of which
the most suitable LOs and LPs are identified. Based on the obtained ontology, a semantic
query is generated, in which the corresponding small open educational resources are
selected.

Aeiad and Meziane [1] describe a personalized adaptive system consisting of three
models: the learner model, the knowledge extraction model, and the content delivery
model. Themodelling of the content of a specific learning subject is done using ontology.
Learners are provided with freely accessible online learning resources. The content is
adapted using a learning style of learner (visual, auditory, reading/writing, kinaesthetic)
and prior knowledge (beginner, intermediate, advanced). Two vectors are used to create
the learning content: the learning concept vector and the vector of the XHTML net-
work elements. Then a program is developed for the learner to learn a specific module.
The program consists of topics, web links, hours needed to learn each topic, exercises
and evaluation. Content adaptation is based on learner feedback - learner responses (5
questions) on satisfaction with the proposed learning process (content offered, learning
experience, etc.) and the quality of the content delivered.

Patel et al. [8] analyses the LPs commonly used by students. The analysis uses
sequence clustering and graph-based process mining on educational data. All student
activities are recorded in the event log. The events are selected that tell about the student’s
interaction with the digital assets and the platform. From the obtained events, Student
ID, Activity ID, and Timestamp are selected. Next, a matrix n × n is created, where n
is the number of activities the student performed. The matrix records how many times
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students performed actions i and j. The resulting matrix was used to construct a directed
graph. Using cluster analysis, the most commonly used LPs were identified in the graph.

Durand et al. [3] describes a learning design recommendation system that uses a
directed graph for a personalized LP search. The vertices of the graph describe the
LOs and the edges indicate the links between these objects. For each vertex, a pair of
competencies is defined - the competencies needed tomaster the specificLO(prerequisite
competencies) and the competencies acquired after the acquisition of the particular LO.
The learning system operates with a large amount of the LOs stored in the distributed
databaseCassandra. The learning path search is based on the competences that the learner
is expected to acquire.

The LP described in [3] is based on prerequisite and acquired competencies. In
our algorithm for development of a recommended learning path (RLP), competen-
cies are implicitly identified through links between topics. Our proposed algorithm for
developing RLP operates on any number of LO descriptive parameters.

3 Background

3.1 Personalized Adaptive E-Learning System

A learner model-based personalised adaptive e-learning systemLMPAELS, that is based
on the open source content management system Moodle, has been used in the research.
Three models are used in the system: a learner model, a content model and an adaptation
model. The learnermodel describes an adult learner and is used for lifelong learning. This
model includes following data categories: personal data, personality data, pedagogical
data, preference data, device data, system experience, current moment’s knowledge, and
history data about learning process. A complete description of the learner model is given
in the article [9].

The content model represents the learning course structure and the variety of the
resources used in the course. A learning course consists of topics, where each topic
consists of LOs (e.g. a specific concept from the topic to be learned). Each LO has four
parts: topic summary, theory, practice, and evaluation. The evaluation part includes the
developed tests based on varying course difficulty level (chosen by the learner). The
learning content of varying resource formats depends on the learning style chosen by
the learner. A complete description of the content model can be found in [9].

TheLMPAELS system is used for adaptation of (i) the course structure, (ii) the course
content, and (iii) the course TS. The course structure in the system adapts depending
on the course type (theoretical or practical). The theoretical courses do not anticipate
exercises; therefore, the structure of the LO excludes the practical part. The content
adaptation occurs based on the learner’s pre-knowledge (yes, no) in the specific course,
as well as learning style (visual, aural, read, kinaesthetic, the combination of visual and
aural) and the chosen course difficulty level (low, middle, high) [12].

Three kinds of TSs have been realised in the system: teacher, learner and optimal
[10]. TS is a selection of topics arranged based on specified feature. TTS is based on the
teacher’s experience. The topics in it are arranged corresponding to their order numbers.
LTS is created by the learner and his choice of studied topics. After the acquisition of
the specific topic, the system offers the next topics based on the teacher’s indicated links
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between topics. If the topicTj can be studied after the topicTi, then there exists a directed
link from topic Ti to topic Tj. OTS is developed using the optimal topic sequencemethod
(see Sect. 3.2). The management of course TS in the system is described in the previous
article [11]. A complete description of the architecture of personalised adaptive system
is given in paper [12].

3.2 Optimal Topic Sequence Method

The optimal topic sequencemethod (OTSM) is based on learners’ achievements (grades)
in the course, topic sequences used by the learner for course acquisition and links between
the topics of the course. The principle of the method is following: in the acquisition of
a specific course, all the TSs used by learners are divided into groups where each group
includes equal TS. Then, the mean course acquisition grade is calculated for each TS
group. The TS with the highest mean grade is assumed to be the optimal topic sequence
of the specific course. In case of multiple TS groups with equal mean grades, the OTS is
searched within these TS based on the highest topic repetition frequency in the specific
TS position and links between topics. When developing OTS, the existence of links
between the last chosen OTS topic and the selected following topic is checked. Next
check searches that the selected topic is not included in the OTS before. The complete
OTS development algorithm is give in the article [10].

In the both experiment stages the learners studied “Programming Foundations I”
course. The course consists of the following ten topics: (1) “C++ program structure. Data
output”, (2) “Data types. Data input”, (3) “Mathematical functions”, (4) “Conditional
constructions”, (5) “User-defined functions”, (6) “Parametric functions”, (7) “Cyclic
constructions”, (8) “One-dimensional numeric arrays”, (9) “Multi-dimensional numeric
arrays”, and (10) “Symbolic arrays”. The numbers in the brackets represent the topic
sequence number and matches the topic sequence offered by the teacher. There are links
defined between the topics that indicate which topics can be studied after finishing the
selected topic. Figure 1 represents links between the topics, where the vertices of the
graph, represented by numbers, are the topics and edges between them indicate the link
using directed arrows. For example, topic “4” can be followed by topics “5” or “7”.

In the both experiment stages, OTS = {1,3,5,7,8,9,10,2,4,6} was used and it acqui-
sition is described more in the paper [10]. In the case of a large number of learners, the
OTSM is working correctly. However, when the number of learners is small, this method
does not help creating a better TS. That was proven by the results of the experiment (see
Subsect. 5.2). The described OTSM is using topic grades and links between topics.
The improved method proposed in this paper suggests including additional parameters
characterising each topic, like, the complexity and importance. The use of several char-
acterising parameters allows to evaluate the location of each topic within the course in
a more objective way.
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Fig. 1. The interconnected course topics graph [10].

4 Improving the Optimal Topic Sequence Method

4.1 Definitions and Assumptions

Adirected graph is used for the deeper examination of the course topics and links between
them. A directed graphG = (V, E) consists of a non-empty finite set V of elements called
vertices and a finite set E of distinct ordered pairs of vertices called directed edges. We
assume that course topics are vertices of the graph and the links between topics are the
edges of the graph. Topics are described by a finite set V = {V1,V2,…,Vk,…,Vn}, where
n is the number of topics in the course and the graph vertex index represents the order
number of the topic in the course. For example, the vertex V1 represents the first topic.
Vertices Vi and Vj are connected using a directed edge where Vj is the head and Vi is the
tail. This directed edge means that after finishing to study topic Vi, it is allowed to study
topic Vj. The links between topic are defined by the developer of the course based on
the acquired knowledge and competencies. Links between topics of the “Programming
Foundations I” course that was used in the experiment are represented in Fig. 1.

For getting a better description of the order of the topic in the course, each topic
gets assigned parameters describing the topic, i.e. each vertex of the graph is described
using a finite set of parameters. In the general case, Vk= {p1,p2,…,pm}, where Vk is the
graph vertex, p1, p2, …, pm are the parameters andm is the number of parameters. Every
vertex is described using the same parameters. The weight of the vertex Vk isWVk and
it is the total sum of the vertex parameter values pv. See Formula 1, where pvi (1 ≤ i ≤
m) is the value of parameter and m is the number of parameters.

WVk = pv1 + pv2 + . . . + pvm (1)

The edge weight WEij between two vertices Vi and Vj is the absolute difference of the
weights of the both vertices (see Formula 2).

WEij = ∣
∣WVj − WVi

∣
∣ (2)

Smaller absolute difference between weights of two vertices indicates the smaller edge
weight between the vertices. The edge weight describes how similar the two vertices
are according to their parameter values. The development of the course recommended
learning path is based on the search of the edge with the lowest weight. The direction
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of the edges between vertices are defined using adjacency vertices matrix. Adjacency
vertices matrix A is created as follows: if there is an edge from node i to node j, then
value “1” is entered in the corresponding row i, column j of the matrix A.

4.2 Algorithm of Recommended Learning Path

Finding a recommended learning path (RLP) is described using an algorithm. The fol-
lowing conditions were considered in the development of the RLP algorithm: (a) the
course should always start with the first topic and (b) the course should include all the
topics included in the course description (document describing the course requirements).
The algorithm is based on 13 steps shown in the activity diagram in Fig. 2. Initially (step
1–3), three arrays are initialised: adjacency vertices matrix A (see Subsect. 4.1), vertices
weight array WV (see Formula 1), and edges weight matrix WE (see Formula 2). Next,
the RLP development begins. The first vertex is recorded at the beginning of the RLP
(step 4).

(7) Search for the smallest 
number in the current row of 
WE, considering orientation of 
the edges (values of matrix A)

(1) Development of 
adjacency matrix A

(2) Development of 
vertices weights array WV

(3) Development of edges 
weights matrix WE

(6) The first number of the 
current row in WE is assumed 
to be the smallest number; its 

position is saved

(4) Add first vertex "1" 
to RLP array

[If RLP does not contain the last vertex]

(13) Output RLP array

[Otherwise]

[If RLP contains the last vertex]

(5) Select the first row 
of the WE (corresponds to 

vertex "1") as a current 
row

(8) Search for the next smallest 
number in the current row of WE

[If RLP does not contain the last vertex]

[Otherwise]
(9) Add the position of the 

smallest number found as the vertex 
in RLP; increment the added vertex 
counter by 1. The smallest number 

position found is selected as the next 
current row in WE

[The vertex found is not a part of RLP]

 [The vertex found is a part of RLP]
(11) Save the smallest number found

[The vertex found is the last one]
(12) Note that the vertex 
added is the last one of 

the graph
[The vertex found is not the last one]

(10) Test whether the vertex 
found has already been added to 

RLP

[Until all vertices have not been added to RLP]

Fig. 2. An activity diagram of the recommended learning path creation.

In the weights matrix WE, the first (current) row that corresponds to the vertex
recorded in the RLP is selected (step 5). The lowest number in the current row is searched
next. The current row assumes the first number as the smallest (step 6). If the RLP has
not yet recorded a vertex with the last sequence number, then the current row is searched
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for the smallest number given the existence of the edge between vertices (i.e. the values
of matrix A) (step 7). If the RLP already has a vertex with the last sequence number, then
the next smallest number is searched in the current row without considering the values
of matrix A (step 8). This is possible because in RLP there is always a written topic with
the number “1”, which means that there will always be a path from the first vertex to a
vertex that is smaller than the last vertex. If the vertex with the last sequence number has
not yet been recorded in the RLP, the position of the lowest number found (the vertex
found) is recorded in the RLP (step 9), otherwise it is checked whether the vertex found
is already in the RLP (step 10). If the found vertex is already written in the RLP, the
smallest number found is saved (step 11) so that in step 8 the next smallest number can
be searched for. If a vertex with the last sequence number was added, this event is saved
(step 12). The algorithm stops working when all vertices of the graph have been added
to the RLP. In step 13, the developed RLP is returned as a result.

4.3 Example of the Recommended Learning Path Search

Using the algorithm described in Subsect. 4.2, the RLP for the “Programming Foun-
dations I” course used in the experiment was searched. The structure of the course is
described in Subsect. 3.2. The links between the topics are shown in Fig. 1. Each topic
is described with the following five parameters:

• p1 – the grade in the topic;
• p2 – the rating of the topic complexity according to the learner;
• p3 – the rating of the topic complexity according to the teacher;
• p4 – the rating of the topic importance according to the learner;
• p5 – the rating of the topic importance according to the teacher.

The acquisition of these parameter values is described in Sect. 5. The arithmetic mean
values of the parameters obtained in the experiment are summarised in Table 2. The
sum of the parameter values describing topics (using Formula 1) were assumed to be the
weights of the graph (see Fig. 1) vertices used in the RLP search. Differences between
the weights of each vertex were calculated (using Formula 2), i.e. edge weights with
values summarized in Table 1, where V1,V2,…,V10 are graph vertices.

Figure 3 shows a directed weighted graph where the numbers on edges represent
the edge weight, or the absolute difference between vertex weights. The vertices of the
graph are represented as numbers that correspond to the course topic sequence numbers.
While the vertex with the last sequence number has not been added to the RLP yet, the
least weighted edges are searched starting from the first vertex, and the vertex number
of the head of the directed edge is added to the RLP. The path from the first topic to the
last (tenth) with the smallest edge weight is shown in Fig. 3 with bold lines. This means
that RLP = {1,2,3,4,7,8,10}. Some vertices were not considered along this path. Since
the RLP contains the vertex with the last number, i.e. “10”, then the next searched vertex
is the vertex that has the smallest weight difference with the vertex “10” (see Table 1).
Such a vertex is vertex “4”. However, this vertex is already added to the RLP.
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Table 1. Weights of the course topic graph edges.

Weight of edges V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

V1 0 4.39 8.23 15.48 12.03 16.56 16.8 15.89 13.26 14.51

V2 4.39 0 3.84 11.09 7.64 12.17 12.41 11.5 8.87 10.12

V3 8.23 3.84 0 7.25 3.8 8.33 8.57 7.66 5.03 6.28

V4 15.48 11.09 7.25 0 3.45 1.08 1.32 0.41 2.22 0.97

V5 12.03 7.64 3.8 3.45 0 4.53 4.77 3.86 1.23 2.48

V6 16.56 12.17 8.33 1.08 4.53 0 0.24 0.67 3.3 2.05

V7 16.8 12.41 8.57 1.32 4.77 0.24 0 0.91 3.54 2.29

V8 15.89 11.5 7.66 0.41 3.86 0.67 0.91 0 2.63 1.38

V9 13.26 8.87 5.03 2.22 1.23 3.3 3.54 2.63 0 1.25

V10 14.51 10.12 6.28 0.97 2.48 2.05 2.29 1.38 1.25 0

Then the vertex with the next smallest weight difference is taken. It is the vertex
“9”. The vertex found is added to the RLP, now RLP = {1,2,3,4,7,8,10,9}. Next, we
search for the vertex with the smallest weight difference with vertex “9”. Such a vertex
is the vertex “5”. Since this vertex is not yet added to the RLP, it is added now, so
RLP = {1,2,3,4,7,8,10,9,5}. Next, we search for the vertex with the smallest weight
difference with the vertex “5”. Such a vertex is the vertex “7”. However, it is already
included in RLP. It is similar to the vertices “4”, “3” and “8”. Then the next vertex taken
is “6”. It has not been added to the RLP yet, so it is added now. As the result, RLP =
{1,2,3,4,7,8,10,9,5,6} and it includes all 10 vertices of the graph.

1
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8
9

10

3
4

7

3.84

8.57

661.08

0.
91

3.86
11.5

Fig. 3. The graph of the course topic acquisition with weights on edges.

5 Experiment and the Results

An experiment was organised in Daugavpils University (Latvia). The experiment
involved first-year students of the professional bachelor study program “Information
Technologies”. During the study process, students were given the opportunity to study a
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practical course “Programming Foundations I” in the learner based personalised adaptive
e-learning system LMPAELS. The course includes ten mandatory topics (see Sect. 3.2)
in accordance with the study program accredited by the university. Each topic of the
course consists of one learning object.

The experiment was organised in two stages. In the first stage of the experiment,
data on the use of topic sequences (teacher, learner and optimal TS), implemented in the
LMPAELS, and the grades of learners in each TS were obtained. In the second stage
of the experiment, data describing the course topics (parameters’ values), such as topic
grade, topic complexity, and topic importance, were obtained.

The first phase of the experiment took place in 2015/2016 and 2016/2017 with 47
students participating. The second phase of the experiment took place in 2019/2020 with
25 students participating. As some students did not complete the course due to personal
reasons, only the data of 17 student learning process remained valid. As a result, the
study used (a) learning process data of 64 students, such as the topic sequences used
in the learning process, the choice of topic sequences, the position of each topic in the
learning path, and grades obtained in each topic and (b) the complexity and importance
rating for topics by 17 students.

The topic grades are on a scale of 1 to 10. Learners were tested after finishing each
topic. A topic is considered passed if the grade in the test is higher than 4 (including). In
the second phase of the experiment, after each topic, the learners rated the complexity
and importance of the topic on a scale from 1 (lowest) to 10 (highest). The teacher also
evaluated the complexity and importance of each topic in order to gain an objective
opinion. Table 2 summarizes the arithmetic mean grades of learners, as well as, the
arithmetic means of the complexity and importance of each topic from the perspective
of the learners, and the teacher. “T” stands for topics, where the index indicates the topic
number.

Table 2. Parameters describing the course topic and their arithmetic mean values.

Parameters
of topic

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Grade 8.11 6.59 6.89 7.05 7.04 6.44 7.23 6.91 7.14 5.98

Complexity
(learner)

2.77 4.59 4.77 5.18 5.05 6.09 5.59 5.91 5.05 6.18

Complexity
(teacher)

1.00 2.00 4.00 6.00 5.00 7.00 8.00 9.00 10.00 7.00

Importance
(learner)

8.82 7.91 8.27 8.95 8.64 8.73 8.68 8.77 8.77 9.05

Importance
(teacher)

1.00 5.00 6.00 10.00 8.00 10.00 9.00 7.00 4.00 8.00

Total 21.7 26.09 29.93 37.18 33.73 38.26 38.5 37.59 34.96 36.21
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5.1 Analysis of the Topic Sequence

During the course acquisition, learners were given the opportunity to use three topic
sequences (TS): teacher (TTS), learner (LTS), and optimal topic sequence (OTS), with
the ability to change them after each topic. The results showed that 41 students, or
64.1%, used the TS offered by the teacher. Only 23 students, or 35.9% of students, took
the opportunity to choose a different TS. Of these, 13 learners (20.3%) used the OTS
and 10 students, (15.6%) created their own learning path (LTS). The results show that
most of the learners are passive in managing their own learning process or rely on the
experience of the teacher in the sequence of topic acquisition and use the system’s default
TS, i.e. TTS.

5.2 Relationship Between Topic Grades and Topic Sequence Choice

Mean grades of each topic were calculated depending on the topic sequence used (see
Fig. 4). The use of the learner topic sequence in the course is justified, as the learners
who used LTS have high grades in the topics (8 highest and 2 middle). Learners using
OTS also earned high grades in topics (2 highest, 3 middle and 5 lowest). Learners using
TTS users have 5 middle and 5 lowest grades in topics. The analysis of results show
that topic grades are better for LTS students rather than OTS students, as expected. That
has led to a decision to improve the OTS development algorithm by including other
parameters characterising the topic (like complexity and importance) additionally to the
learner grades to develop a new recommended learning path.

Fig. 4. Arithmetic mean grades of each topic of the course “Programming Foundations I”
depending on the selected course topic sequence.
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5.3 Relationship Between Topic Grades, Importance and Complexity

Arithmetic mean rating for the complexity and importance were calculated for each
topic. The learner arithmetic mean grades in topics were analysed depending on the
complexity of each topic (see Fig. 5). Learners consider the topics number “4”, “6”, “7”,
“8” and “10” to be the most complex topics (with ratings above mean). In Fig. 5 the
mean value in the figure is represented using a dashed line. The results are very close to
the teacher’s rating of complexity (see Table 2). The differences between the learners’
and the teacher’s complexity ratings for each topic are as follows (the position of each
number corresponds to the topic number): 1.77, 2.59, 0.77, 0.82, 0.05, 0.91, 2.41, 3.09,
4.95, 0.82. The largest difference in rating is for a topic number “9” (the difference is
4.95). The complexity ratings for 5 topics similar (with a difference less than 1).

The first topic is considered simple by the learners and the mean grade of this topic
is the highest compared to the other topics (see Fig. 5). The teacher also rated this topic
the least complex. The lowest grade is for topic number “10”, which students also find
the most difficult. Grades higher than mean are for topics number “4”, “5”, “7” un “9”.
To conclude, learners assess the topic complexity in a similar way as a teacher.

Fig. 5. Relationship between the complexity rating and learner grades in each topic.

Analysing the importance and arithmetic mean grade of each topic (see Fig. 6), it
is concluded that students consider topics “2” and “3” less important than others. Other
topics are considered more important by learners.

The differences between the learners’ and the teacher’s importance rating for each
topic (see Table 2) are as follows (the position of each number corresponds to the
topic number): 7.82, 2.91, 2.27, 1.05, 0.64, 1.27, 0.32, 1.77, 4.77, 1.05. The calculated
differences show that the importance rating of the learners and the teacher are similar
only for two topics. Small differences (less than 1) have topics number “5” and “7”.
The largest difference is for the topic “1” (the difference is 7.82). The topic importance
rating of student and teacher differ much more than their complexity ratings. This can



292 V. Vagale et al.

Fig. 6. Relationship between the importance rating and learner grades in each topic.

be explained by the lack of experience of the learner in the programming field. Out of
the most important topics, the highest grades received topics “1”, “4”, “7”, “8”, and “9”.

The analysis of the relationship between the arithmetic mean rating of complexity
and importance of the topics showed how the learners perceive each topic of the course
(see Fig. 7). Students find topic “1” non-complex and important. Topics number “2”
and “3” are non-complex and non-important. Topics number “5” and “9” have mean
complexity ratings (the mean value is represented by a dashed line in the figure). Topic
number “9” is considered important. The other topics are both important and complex.

Fig. 7. Relationship between the importance and complexity rating for each topic



The Use of the Recommended Learning Path 293

6 Conclusions

The data obtained during the first phase of the experiment showed that, in general,
learners are passive in organising their own learning process. Only 23 students, or 35.9%
of the learners, took advantage of the system’s option to use a topic sequence that is
different from the teacher topic sequence. A small part of students, only 10 students
(15.6%), developed their own course topic sequence based on the links between the
topics. These learners received the highest grades in eight topics. The obtained results
could be explained both by the chosen topic sequence and the attitude of students towards
the learning process. This assumption might be addressed in future studies.

The course used in the experiment was “Programming Foundations I” with OTS =
{1,3,5,7,8,9,10,2,4,6}. This topic sequence was used by 13 students (20.3%). Grades of
students using OTS, in the topics, were lower than grades of students using LTS and
higher than grades of students using TTS.

In this study, an algorithm for the development of a recommended learning path
was developed that considers the characteristics of the topic. Additionally, the num-
ber of these parameters can be arbitrary. Using the developed algorithm for the “Pro-
gramming Foundations I” course, the recommended learning path was created, RLP
= {1,2,3,4,7,8,10,9,5,6}. Parameters such as topic grades, complexity, and importance
ratings were considered when designing the path. Future research will focus on testing
the resulting recommended learning path.
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Abstract. Phishing remains a continual security threat, causing global
losses exceeding 3.5 billion USD in 2019, according to the FBI’s Internet
Crime Complaint Center. The Anti-Phishing Working Group (APWG)
reported as many as 2,172 unique phishing websites detected per day
in 2019. Most of the methods to solve the phishing websites’ detection
problem proposed by the scientific community are based on classical
classification algorithms on phishing datasets with hand-extracted fea-
tures. Although these methods demonstrate high accuracies, unfortu-
nately, they are sensitive to changing environment: phishers can learn
the most relevant URL features and adapt their attacks to overcome
the security check. Therefore, in search of less sensitive methods, deep
neural networks were started to employ, as they do not require man-
ual feature extraction and can directly learn a representation from the
URL’s sequence of characters. The purpose of this research is to propose
a new method for phishing websites’ URL detection based on ensembles
of Recurrent neural networks and other types of deep neural networks.
The results of our approach are presented in this paper and compared
with the performance of other Recurrent neural networks. These results
are additionally compared with the performance of classical classification
algorithms on the same dataset with 48 features extracted. Our method
with no manually extracted feature gives a significant increase in classi-
fication accuracy, compared with single Recurrent neural networks, and
matches the accuracy of classical classification ensembles with manually
extracted features.

Keywords: Phishing · Classification · Ensembles · Recurrent neural
networks

1 Introduction

Phishing is a cybercrime built on social engineering which employs technical
trickery and masking as a trustworthy entity to steal sensitive user data, such
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as passwords, credit card details, digital identity data from unsuspecting users.
Phishers usually lure victims into entering a fraudulent website by impersonating
legitimate URL and sending it to the victim by email or SMS along with a
threatening message, like notice of account termination or illegal transaction
[14]. Phishing attacks are still very successful nowadays, despite many existing
anti-phishing solutions. The Anti-Phishing Working Group (APWG) reported as
many as 2,172 unique phishing websites detected per day in 2019 with a 71.0%
increase during the last six years of monitoring [2]. Global losses from phishing
activities exceeded 3.5 billion USD in 2019, with a 29.6% annual increase and
total global losses of 10.2 billion USD in the last five years, according to the FBI’s
Internet Crime Complaint Center [11]. This success is determined by the fact
that phishers are professional adversaries who: (i) have the financial motivation,
(ii) exploit computer illiteracy of ordinary Internet users [1], and (iii) manage to
learn from their previous experience and improve their future attacks.

The scientific community has put much effort into solving the phishing web-
sites’URLdetectionproblemduring the last decade, seeing the ability to determine
the maliciousness of a website by evaluating its URL as a significant advantage.
The number of victims can be reduced, minimizing operational efforts by avoid-
ing extensive use of more complex methods such as content analysis of a website
[3]. Many proposed methods attempted to solve phishing websites detection as a
supervised machine learning problem on different phishing datasets with prede-
fined features [5,22]. These methods work well on predefined dataset design but
are sensitive to changing environment: phishers can learn the most relevant URL
features these methods employ and adapt their behavior to avoid being detected
[16]. In search of methods resilient to the changing environment, the scientific com-
munity started to explore deep learning techniques with automatic feature detec-
tion to identify complicated behaviors with new patterns of attack. Deep learning
algorithmsdeveloped rapidly in recent years and foundmany applications for prob-
lem solving in different areas. Therefore, the hope of creating a resilient phishing
websites’ URL detection method lies with these algorithms [3,16].

To our best knowledge, no previous research involved methods, employing the
ensembles constructed of RNN and CNN algorithms. The results of the literature
review and the well-known fact that ensembles of classification algorithms usually
produce better results than single algorithms, motivate us to go one step further
and propose a new method, based on the ensembles of RNNs, which would
improve classification accuracy.

In this paper, we present the results of our experiment and answer these
research questions:

1. Do methods, composed of RNN ensembles, show significantly better classifi-
cation results in comparison with single RNN methods?

2. Do methods, composed of RNN ensembles, show significantly better results on
raw URL dataset in comparison with classical classification algorithms on the
same dataset with manually designed features? To answer this question, we
compare achieved results with the results of classical classification algorithms
on the same dataset from the authors’ previous paper [22].
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The rest of the paper is organized as follows: In Sect. 2 we give a review of
related works. In Sect. 3 we describe our research methodology. In Sect. 4 we
report our experiment results. We conclude the paper in Sect. 5.

2 Related Works

The first methods for phishing websites’ URL detection were created more than a
decade ago and included blacklisting techniques and heuristic approaches. There
still are a few initiatives to use a centralized phishing websites’ URLs blacklisting
solutions (e.g., PhishTank1, Google Safe Browsing API 2). Although these meth-
ods were proven unavailing because phishing websites have a very short lifespan
(usually not more than a day) and it takes time to detect, report, confirm, and
publish a malicious URL in a blacklisting database [24].

Later, as an improvement on blacklisting methods, the heuristic methods
were implemented where the signatures of frequent attacks were identified and
blacklisted for the future use of Intrusion Detection Systems, giving these meth-
ods better generalization capabilities and the ability to detect threats in previ-
ously unseen URLs [19]. Although heuristic methods superseded simple black-
listing methods, they could not generalize to all types of new threats [24].

More recent methods for phishing websites’ URL detection were based on
the application of classical supervised machine learning algorithms on phish-
ing datasets with predefined features. Best performing methods are enlisted in
the Table 1. These methods scored above 99.49% and were implemented using
different types of classifiers: neural networks, regression, decision trees, ensem-
bles, and probabilistic. Although these methods work well on predefined dataset
design but they are sensitive to changing environment: phishers can learn the
most relevant URL features these methods employ and adapt their behavior
to avoid being detected [16]. It should be stated that methods enlisted in the
Table 1 measure accuracy and use highly unbalanced datasets, therefore, evaluat-
ing performance by accuracy does not reveal how these methods would perform
on more balanced datasets.

Table 1. Accuracy of classical classification methods with predefined features.

Year Authors Classifier Phishing URLs Legitimate URLs Accuracy

2017 Marchal et al. [15] Gradient Boosting 100,000 1,000 99.90%

2010 Whittaker et al. [26] Logistic Regression 16,967 1,499,109 99.90%

2011 Xiang et al. [27] Bayesian Network 8,118 4,780 99.60%

2018 Cui et al. [7] C4.5 24,520 138,925 99.78%

2013 Zhao et al. [30] Perceptron 990,000 10,000 99.49%

1 https://www.phishtank.com/.
2 https://developers.google.com/safe-browsing/.

https://www.phishtank.com/
https://developers.google.com/safe-browsing/
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Most recent approaches use deep learning techniques, including Recurrent
neural networks like Long Short-Term Memory networks (LSTM) or Gated
Recurrent Unit (GRU). The results of the best methods on balanced datasets are
enlisted in Table 2. Authors of these papers built their work on the premise that
deep learning methods can automatically learn the feature representation from
URL’s character sequence, without using any predefined features. Additionally,
Vazhayil et al. [23] have shown, that adding CNN layers to the LSTM improves
classification accuracy.

Table 2. Deep learning based classification methods accuracy.

Year Authors Classifier Phishing URLs Legitimate URLs Accuracy

2017 Saxe and Berlin [18] CNN 9,533,939 9,533,939 99.30%

2018 Vazhayil et al. [23] CNN-LSTM 58,050 58,050 98.90%

2018 Vazhayil et al. [23] CNN 58,050 58,050 98.70%

2017 Bahnsen et al. [3] LSTM 1,000,000 1,000,000 98.70%

2019 Yang et al. [28] CNN-LSTM 1,021,758 989,021 98.50%

2019 Zhao et al. [29] GRU 240,000 150,000 98.50%

From the literature review, we can ascertain that blacklisting, heuristic, and
classical classification methods on datasets with predefined features are prone
to learn a specific dataset design and are not capable of safeguarding internet
users from “zero-hour” attacks. We can also see the potential of deep learning-
based methods with automatic feature detection to achieve accuracies close to
classical classification methods while having the quality of being resilient to the
changing environment and cope with “zero-hour” attacks. Furthermore, we can
see that the scientific community focuses on RNN and CNN based methods for
the qualities like having internal memory, the ability to find patterns in raw
data, and automatically learning the essential features from the data.

To our best knowledge, no previous research involved methods, employing the
ensembles constructed of RNN and CNN algorithms. The results of the literature
review and the well-known fact that ensembles of classification algorithms usually
produce better results than single algorithms, motivate us to go one step further
and propose a new method, based on the ensembles of RNNs, which would
improve classification accuracy.

3 Research Methodology

In this section, we describe our research methodology. We start by defining algo-
rithms used in the experiment and reasons for the algorithm selections (Subsect.
3.1), later we describe the dataset (Subsect. 3.2), metrics and methods (Subsect.
3.3) used in the experiment. We finish this section by explaining how all previous
sections are composed to set up the experimental design for our research (Sub-
sect. 3.4). The results of our experiment, designed according to this experimental
design, are presented in Sect. 4.
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3.1 Algorithms Used in the Experiments

In this subsection, we present the algorithms we used and explain in detail the
configuration of methods we composed and tested in our experiment.

We have chosen to employ RNN and CNN algorithms for the construction
of our method in order to utilize RNN’s properties of having a memory and
CNN’s properties of recognizing data patterns. Combined properties of these
algorithms allow our method to automatically learn the feature representation
from URL’s character sequence, without using any manually predefined features,
thus increasing our method’s flexibility, as well as resilience to the changing
environment and “zero-hour” attacks.

Figure 1 provides a formal description of the architecture of our RNN-based
methods as well as CNN-RNN hybrid methods [23,28]. Each method consists
of three main parts: (i) input and embedding layers, (ii) different RNN (and in
some methods additional CNN) layers, and (iii) a dense layer for making a final
prediction. We will describe all parts in more detail in the following subsections.

Character Embedding. Instead of extracting URL features manually, we aim
to learn a representation directly from the sequence of URL characters, build-
ing our methods on the premise that RNNs can learn essential features and
sequential dependencies of the data automatically [3,18,28]. First, we encode
each URL character in its ASCII code and set the URL size to 256 characters.
If the URL is shorter than 256 characters, we pad it with zeroes in the front,
and if it is longer, we cut off characters from the beginning of the URL. Later,
character encoded URL vectors are provided as inputs to the embedding layer,
which optimizes character vectors to better reflect their semantic meaning, by
being optimized jointly with the rest of the model during the learning process
[25]. The embedding layer parameters are described in Table 3.

Recurrent Neural Network Layers. In our experiment, we use four different
recurrent neural networks:

– Long Short-Term Memory network (LSTM), which is a well-known implemen-
tation of RNN with a designated memory, widely used by the scientific com-
munity in various fields. LSTM overcomes a well known long-term dependency
problem of RNNs by implementing a specific memory called “cell state”, reg-
ulated by structures called gates [10].

– Long Short-Term Memory network with Peepholes (LSTM-P), which is a
modification of the LSTM by adding so-called “peephole connections”, allow-
ing gate layers to look at the cell state [8].

– Gated Recurrent Units (GRU), which is a noticeable modification of the
LSTM, combining the forget and input gates into a single “update gate”,
resulting in more simpler model [6].
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– Simple RNN cell3 based neural network with no explicit memory implemen-
tation, which is known for not learning “long-term dependencies” very well
due to input noise and vanishing gradient problems [4].

Additionally, we use CNN and RNN hybrids, such as CNN-LSTM and CNN-
GRU methods [23]. These hybrid networks benefit from CNN properties to find
patterns in data, prior to feeding the data to RNN cells, as depicted in Fig. 1. We
add one 1D convolutional layer and one max-pooling layer between the embed-
ding layer and the RNN layer. We use a dropout regularization layer4 before the
last dense layer to prevent overfitting [21].

Additionally, the Näıve-Bayes probabilistic classifier [13] was trained directly
on character encoded strings and used in the ensembles as well.

We use binary cross-entropy loss function, batch size of 200 and dropout rate
of 0.5 for all models in our experiment. Other dissimilar hyper-parameters used
in our models are provided in Table 3.

Table 3. Hyper-parameters of the models.

Method Hyper-parameters

LSTM Embedding output dimension: 32; Embedding regularizer: L2 penalty;
Output size: 32; Optimizer: Adam (learning rate: 0.01, epsilon: 1e-07);
Dropout: 0.5; Penalty: 0.001; Epochs: 40;

LSTM-P Embedding output dimension: 32; Embedding regularizer: L2 penalty;
Output size: 32; Optimizer: Adam (learning rate: 0.01, epsilon: 1e-07);
Dropout: 0.5; Penalty: 0.001; Epochs: 64;

GRU Embedding output dimension: 32; Embedding regularizer: L2 penalty;
Output size: 32; Optimizer: Adam (learning rate: 0.01, epsilon: 1e-06);
Dropout: 0.5; Penalty: 0.001; Epochs: 40; Loss function: binary
cross-entropy;

Simple RNN Embedding output dimension: 32; Embedding regularizer: L2 penalty;
Output size: 32; Optimizer: Adam (learning rate: 0.001, epsilon:
1e-08); Dropout: 0.5; Penalty: 0.001; Epochs: 16;

CNN-LSTM Embedding output dimension: 64; Embedding regularizer: L2 penalty;
Output size: 64; Optimizer: Adam (learning rate: 0.05, epsilon: 1e-06);
Dropout: 0.5; GRU layer dropout: 0.35; Penalty: 0.001; Epochs: 40;
Kernel size: 3; Pooling size: 4; Convolutional layer activation function:
ReLU;

CNN-GRU Embedding output dimension: 64; Embedding regularizer: L2 penalty;
Output size: 64; Optimizer: Adam (learning rate: 0.005, epsilon:
1e-07); Dropout: 0.5; GRU layer dropout: 0.25; Penalty: 0.01; Epochs:
40; Kernel size: 5; Pooling size: 8; Convolutional layer activation
function: ReLU;

3 As described in https://www.tensorflow.org/api docs/python/tf/keras/layers/Simple
RNNCell.

4 https://www.tensorflow.org/api docs/python/tf/keras/layers/Dropout.

https://www.tensorflow.org/api_docs/python/tf/keras/layers/SimpleRNNCell
https://www.tensorflow.org/api_docs/python/tf/keras/layers/SimpleRNNCell
https://www.tensorflow.org/api_docs/python/tf/keras/layers/Dropout
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Prediction is made by the sigmoid function [9] in the last dense layer of the net-
work, giving the real value between 0 and 1, which corresponds to the prediction
probability to our classes (‘0’ for legitimate URL, ‘1’ for phishing URL).
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Fig. 1. Configuration of our methods

Stacking Ensemble is used in our experiment to combine predictions of pre-
viously trained methods into a unified predictor. As described in the Fig. 2, a
new algorithm called “meta classifier” (in our case based on Logistic regression
[12]) learns how to combine the predictions from multiple methods and produce
a final prediction. The meta-classifier is trained based on predicted probabilities
instead of class labels. We used MLxtend 0.17.0 library to build our stacking
ensemble methods5.

3.2 Dataset

In our experiment, we used a dataset from Mendeley Data portal6, published
by Choon Lin Tan (Universiti Malaysia Sarawak) in March 2018. This balanced
dataset contains 5,000 phishing and 5,000 legitimate websites URL samples.
Additionally, a total of 48 features were extracted from these websites by the
authors [5]. We have chosen this dataset for our experiment so that we could com-
pare the performance of the proposed method with the performance of classical
classification algorithms from our previous paper [22], where the same dataset
was used.
5 http://rasbt.github.io/mlxtend/.
6 https://data.mendeley.com/datasets/h3cgnj8hft/1.

http://rasbt.github.io/mlxtend/
https://data.mendeley.com/datasets/h3cgnj8hft/1
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Fig. 2. Configuration of Stacking Ensemble methods

3.3 Measures and Methods

Classification Accuracy in our experiment is the rate of phishing and legit-
imate websites which are identified correctly with respect to all the websites,
defined as follows:

ACCURACY =
TP + TN

TP + FP + TN + FN
, (1)

where

– TP - number of websites, correctly detected as phishing (True Positive),
– TN - number of websites, correctly detected as benign (True Negative),
– FP - number of legitimate websites, incorrectly detected as phishing (False

Positive),
– FN - number of phishing websites, incorrectly detected as legitimate (False

Negative).

We chose classification accuracy as our classification quality quantification
metric because: (i) most other researchers use classification accuracy to define
results of their experiments (see Sect. 2), therefore the comparability of research
results is homogeneous throughout our work; (ii) in our experiment, we used a
dataset with equal class distributions (there is no disparity between the num-
ber of positive and negative labels) therefore we do not have the majority and
minority classes; (iii) we used cross-validation function with stratification option,
which generates test sets that contain the same distribution of classes, or as close
as possible. In these circumstances, classification accuracy is a useful non-bias
measure.
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Welch’s T-Test in our experiment was used to determine whether the means of
classification accuracy results produced by any two classifiers have a statistically
significant difference. We used scipy.stats package for Python to perform a T-
test.

Shapiro–Wilk Test was used to check whether samples came from a normally
distributed population [20]. We used scipy.stats package for Python to perform
a Shapiro–Wilk test.

3.4 Experimental Design

In this subsection, we present the experimental design we employed to perform
the experiment. The objective is to train all the classifiers from Sect. 3.1 on
our chosen dataset from Sect. 3.2 for their best possible classification accuracy
described in Sect. 3.3, and to compare classification results. The experiment was
divided into two parts: (i) training the classifiers, (ii) comparing the classification
results.

We train the classifiers by taking these steps:

1. Configure the classifier in Python’s 3.7.5 environment using Tensorflow-GPU
2.0.0 library7; we use a computer with Nvidia GeForce RTX 2080 Ti graphical
card, Intel Core i7-4770 3.40 GHz processor, and 16 GB of RAM to perform
our experiment.

2. Perform the exhaustive grid search to find the best fitting hyper-parameters,
using the Scikit Learn 0.22.0 library8 [17].

3. Train and test the classifier using a cross-validation function with 10 strati-
fied folds from the Scikit Learn 0.22.0 library. Repeat this step 3 times with
different seed to get 30 classification accuracy measures.

4. Perform a Wilk-Shapiro test, as described in Sect. 3.3, to check if the accuracy
scores are normally distributed. If not, take action to normalize the values
(e.g., repeating the training and testing step).

5. Save the results for further actions.

We compare classification results by taking these steps:

1. Using Welch’s T-test, described in Sect. 3.3, check every possible pair of clas-
sifiers if their mean classification accuracies have statistically significant dif-
ferences.

2. Arrange all classifiers by their mean classification accuracy in descending
order.

3. Evaluate groups of methods that mean classification accuracies have no sta-
tistically significant differences.

4. Plot all results in the box plot.
5. Compare the results with our other experiment with classical classification

algorithms on the same dataset with manually extracted features [22].

For each algorithm, we perform an experiment with all the steps described above.
7 https://www.tensorflow.org.
8 https://scikit-learn.org/.

https://www.tensorflow.org
https://scikit-learn.org/
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4 Experimental Results

In this section, we present the results of our experiment, conducted following
the research design described in Sect. 3.4. We present all RNN-based methods
and five best RNN ensemble-based methods of our experiment in the Fig. 3. In
this box-plot, the yellow dotted lines group the algorithms which mean accu-
racy results (assessed with Welch’s T-test, as described in Sect. 3.3) have no
statistically significant differences with each other.

From this diagram, we can see that:

– the results of ensembles 1, 2, and 3 have no statistically significant difference,
but are significantly better than all other models;

– the results of ensembles 4, 5, and CNN-LSTM have no statistically significant
difference, but are significantly better than GRU, CNN-GRU, LSTM, LSTM-
P, and Simple RNN methods;

– the results of GRU, CNN-GRU, LSTM, and LSTM-P have no statistically sig-
nificant difference but are significantly better than the Simple RNN method.

– Simple RNN method demonstrated the worst result of RNN-based methods.
This result is consistent with the theory, provided in Sect. 3.1, stating that
simple RNN with no specifically implemented memory can not learn “long-
term dependencies” and is inferior in comparison with LSTM or GRU.

Simple
RNN LSTM-P LSTM CNN-GRU GRU CNN-LSTM Ens. 1:

All
models

Ens. 2:
LSTM, 

LSTM-P,
GRU, 

CNN-LSTM,
CNN-GRU

Ens. 3:
LSTM, 
GRU, 

CNN-LSTM,
CNN-GRU

Ens. 4:
CNN-LSTM,
CNN-GRU,

Naïve-
Bayes

Ens. 5:
LSTM, 

LSTM-P, 
GRU

Fig. 3. Classification results
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In table 4, we compare the results of this experiment (in the highlighted font)
with our previous experiment, were we applied classical classification algorithms
on the same dataset with manually extracted features [22].

Table 4. Classification results

Method Accuracy

Gradient Tree Boosting 0.9742

Ensemble 1 (LSTM, LSTM-P, GRU, CNN-LSTM, CNN-GRU, Näıve-Bayes) 0.9730

AdaBoost 0.9728

Ensemble 2 (LSTM, LSTM-P, GRU, CNN-LSTM, CNN-GRU) 0.9725

Ensemble 3 (LSTM, GRU, CNN-LSTM, CNN-GRU) 0.9721

Random Forest 0.9715

Multilayer Perceptron 0.9671

CNN-LSTM 0.9612

Classification and Regression Trees 0.9574

Ensemble 4 (CNN-LSTM, CNN-GRU, Näıve-Bayes) 0.9657

Ensemble 5 (LSTM, LSTM-P, GRU) 0.9634

Support Vector Machine 0.9549

GRU 0.9515

CNN-GRU 0.9503

LSTM 0.9471

LSTM-P 0.9443

Näıve-Bayes 0.9177

SimpleRNN 0.8958

Näıve-Bayes (this experiment) 0.6056

Welch’s T-test has shown that Ensembles 1–3 give the results of the same sig-
nificance as Gradient Tree Boosting and AdaBoost, applied on the same dataset
only with manually selected features. We can see from the results that sin-
gle RNN methods score 1–2% lower accuracies than the best ensemble-based
methods. We also observe that Ensembles 1–3, which scored the best accuracy
results, have a higher number of RNN methods, and this confirms theoretical
results that the higher number of independent classifiers improve ensemble clas-
sification accuracy. We can also see from our results that RNN without memory
(SimpleRNN cell) performs worse of all RNNs. The conclusions of our experi-
ment results are provided in Sect. 5.

5 Conclusions

In this paper, we have proposed a new ensemble-based method for phishing
websites’ URL detection. We have presented the results of our experiment, where
we have compared our method with other different types of methods, based on
RNNs, CNNs, and different hybrid methods, consisting of these algorithms. From
our research, we draw the following conclusions, which are valid on the dataset
we have used:
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1. Our proposed method, employing RNN-based ensembles, outperform single
RNN methods by at least 0.02 difference in classification accuracy, which is
statistically significant.

2. Our proposed method performs as well as Gradient Tree Boosting and
AdaBoost with human extracted features on the same dataset. The accura-
cies between our method, Gradient Tree Boosting, and AdaBoost ensembles
have no statistically significant difference, according to Welch’s T-test.

3. Adding the CNN layer to the method increases classification accuracy by 0.01,
and this difference is statistically significant.

4. For phishing websites’ URL classification problem, RNNs with explicit mem-
ory implementation, like LSTM and GRU, outperform classic RNNs without
memory by 0.06 difference in classification accuracy, which is statistically
significant.

5. RNNs outperform simple probabilistic classifiers like Näıve-Bayes on URL
characters sequence by 0.355 increase of accuracy. Additionally, Näıve-Bayes
performs significantly better on manually extracted features rather than
string character sequences, with a 0.31 difference of classification accuracy.
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Abstract. Phishing attack is a type of social engineering attack and often used as
the initial stage of a larger campaign. It is dangerous as users might inadvertently
reveal to the attackers personal data or sensitive corporate information. Therefore,
inability to recognize and properly react to phishing attacks must be treated as one
of the main security risks in the enterprise. In this paper, we present a methodol-
ogy for evaluating employees’ resistance to phishing attacks. We also analyze the
changes to the situation after the employees participated in information security
training. Experiments with employees of Vilnius Gediminas Technical University
were carried out within a period of one year to gather information on how credu-
lous they are to phishing attacks before and after security training. Results of the
experiment reveal the benefit of security training, however there is still room for
improvement and need to pay attention in the future.

Keywords: Phishing attack · Credulity · Security · Research · Education

1 Introduction

Phishing is a criminal mechanism employing both social engineering and technical
subterfuge to steal consumers’ personal identity data and financial account credentials
[1]. However real life phishing attacks are aiming to get different type of data – both
user personal data as well as enterprise (where the user works or has some connections
to it) sensitive data. To deceive the user, attacker sends an e-mail or/and creates a web
page to gather users provided information. The information varies from personal data
as well as enterprise sensitive data. If the attacker manages to prepare very convincing
e-mail in order to get needed data, or if the user is very credulous, no hacking skills
are needed to get users or enterprise sensitive data. Therefore phishing attacks are the
number one infection vector employed by 71% of organized groups in 2017 according
to Internet Security Threat Report [2].

In order to fight against phishing attacks phishing message filtering mechanisms
can be very beneficent as they prevent the phishing message to reach the victim. To
identify phishing e-mails some solutions exist [3–5]; however, most of them are not able
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to identify all possible phishing methods and techniques as variety of possible phishing
e-mail vary a lot. Therefore combination of different methods have to be used to fight
against phishing attacks. The most effective method to fight against phishing attacks
is security training [6]. Well-trained and conscious person can identify the phishing
attack with minor efforts. However, not all users have enough knowledge and practice to
identify phishing attacks. Therefore it is very important to identify the weak links in the
enterprise (or society) and provide needed training on information security and phishing
identification.

The aim of this paper is to evaluate how efficient are security training in order to
identify phishing attack. We execute the experiment in Vilnius Gediminas Technical
University with all the personnel in it. The personnel is composed of different age,
different position and education persons, therefore we can identify which groups of
the personnel are the most vulnerable to phishing attacks and whom benefits from the
security training.

In Sect. 2 we analyze related works in order to get ideas for the design of our exper-
iment. The proposed methodology for user resistance to phishing attacks is provided
in Sect. 3, while Sect. 4 presents the results of the experiment and analysis of security
training efficiency.

2 Prior and Related Work

2.1 Phishing Attack

Phishing is an alternate of the word “fishing” [7] and it refers to bait used by phishers
who are waiting for the victims to be bitten [8]. The beginning of phishing was in
1987 when a detailed description of phishing was introduced while in 1995 started the
wider application of phishing attacks in the internet [9]. Phishing is a kind of social
engineering attacks, where the attack tries to affect the victim from making rational
choices and make the victim to make emotional choices instead [10]. The manipulation
of victim’s emotions (fear of losing, desire to benefit, etc.) usually is directed to retrieve
persons individual, personal data or enterprise sensitive data [11].

However, phishing attack is not a social engineering attack only. There are different
media, attack vector and technical approaches used in phishing attacks [12]. Social
engineering is adapted to all attack vectors (e-mail, efax, instant messaging, smishing,
social network, vishing, website, wifi); however more technical approaches exist for
specific attack vectors or/and media. In some cases, hacking skills are needed to get user
related data from its computer environment (computer, web browser, etc.). Therefore the
information can be gathered not directly from the person (by taking advantage of his or
her emotions), but by its environment and interaction with tools, used for the phishing
attack.

Some phishing attacks might be specific to target devices. The attack techniques
can be divided into initialization, data collection and system penetration [13]. Existence
of “ready-to-deploy” packages for creating and configuring phishing content that also
provide built-in support for reporting stolen credentials complicated the situation even
more [14]. According to the research of Kurt Thomas et al. results [15], the popularity
of phishing kits is high and do not decrease.
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2.2 Mitigation of Phishing Attacks

Legal [8], technical [18–21], process engineering [16], prevention by detectingmalicious
or spoofed objects [17] and other methods exist as countermeasure to the phishing
attacks. However all authors agree the education is the most important activity at the
moment which can outperform any automated solutions in its efficiency.

As the importance of phishing attack and persons credulity to it, some research exe-
cuted in order to define the properties, influencing a person’s credulity to a phishing
attack. Daniela Oliveira et al. [23] analyzed the age factor for susceptibility to a phish-
ing attack. The results proved younger adults are more suspicious to phishing attack
comparing to older persons. As well multiple studies confirm [24–26] women are more
vulnerable to phishing attacks comparing to men. This is related to the fact women are
more sensitive to their emotional and social needs and realize the ability of the internet
to help fill those needs.

Tzipora Halevi et al. [27] executed research in order to prove some hypotheses, what
influences person vulnerability to a phishing attack. The results revealed:

• Conscientious people are hardworking and have high self-control, therefore an appeal
to efficiency and order overcome the participant’s self-control and raise the likelihood
of responding to a spear-phishing attack.

• Women are more likely to respond to the phishing email.
• Users who are more aware of cyber-risks are more resistant to phishing attacks.
• Users are not able to estimate their likelihood of being phished correctly.

Also, the research revealed the internet usage, as well as computer-mediated com-
munication competence, does not correlate with vulnerability to phishing attacks. These
findings show the usage and understanding of information technologies are not enough
to identify phishing attacks.

Mohamed Alsharnouby et al. [28] confirm users’ general technical proficiency does
not correlatewith improved detection scores.Aswell they tracked person eyemovements
in order to define how much attention they spend on factors, identifying the phishing
attack. The results were disappointing as people spend very little time looking at secu-
rity indicators compared to web site content when making assessments whether it is a
phishing or not. This fact can serve as a prove phishing related training is needed rather
than internet technology understanding.

For solving the problem or phishing-related training different solutions are provided.
Even game-based mobile applications is developed [22] in order to educate persons in
the phishing identification area. As well as attention training and elaboration system [29]
is needed in order to protect against phishing attacks suitably.

2.3 Security and Phishing Attack Awareness Training Solutions

Security awareness training shows positive outcomes in enterprises [30] and different
organizations as well as NIST [31] presents programs for security awareness and train-
ing. However the results of security awareness training can vary a lot as differentmethods
for training organization, different training format exists [32] as well as different groups
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of trainees have their own preferences [33]. For example in research with college stu-
dents’ the hypothesis there is no significant relationship between information security
awareness training and the students’ information security awareness topic were rejected
for half of analyzed security topics [34]. Therefore it is important to adjust the security
awareness training to a specific audience and topic.

In the field of phishing attack awareness training rule-based training can be applied,
when explanation on how to identify phishing attack, how to act in certain cases is
provided. Jansen et al. [35] states this kind of training improves organizational defenses
against phishing attacks; however, regular repetition of rule-based trainingmay not yield
increasing resistance to attacks. Therefore they apply mindfulness theory to develop a
novel training approach that can be performed after individuals are familiar with rule-
based training. This approach involves analysis of real situations, importance of specific
attributes etc.

While mindfulness technique is oriented on more detail explanation, analysis of
consequences etc. Dodge et al. [36] recommends practical exercises. Generated fake
phishing e-mail can be used to identify key components, directing to not legitimate,
phishing attack.However the usage of practical training showpersons inability to identify
the phishing e-mail by all employees and fully prevent the phishing attack.

One of barriers that bigger enterprises face – inability to provide phishing awareness
training to all its users. Therefore embedded, online training can be organized. Caputo
et al. [37] analyzed how efficient such a training is. These authors tracked employees’
reactions to spear phishing emails and immediate training activities, which were sent
just after the clicking on the phishing e-mail link. The embedded awareness training
revealed a group of “non-clickers” while the embedded training provided no significant
difference for the “clickers” group.

The existing phishing attack awareness training techniques and inability to achieve
very significant achievements in resistance to phishing attack presupposes there should
be used a combined, multiple methods in order to reach different groups of enterprise
users.

3 The Methodology for Testing Employees Resistance to Phishing
Attack

In order to test employees’ resistance to phishing attack, the best ways is to execute or
inspect existing phishing attack and analyze users’ reaction to it. However, execution of
real phishing attack is not ethical, while inspection of reaction to real phishing attacks
from outside is hard to execute, as no user action logging can be executed etc.

The ethics of phishing experiments are summarized by D. B. Resnik and P. R. Finn
[38] by stating phishing experiments “… can be conducted ethically if risks are mini-
mized, confidentiality and privacy are protected, potential participants have an opportu-
nity to opt out of the research before it begins, and human subjects are debriefed after
their participation ends.”. While all requirements are clearly defined and logical, some
of them do not align with realistic implementation of phishing attack. For example, the
user must be informed about the upcoming attack, meanwhile, results of K. Parsons
et al. executed experiments [39] reveal the phishing identification rate is very dependent
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on whether the user knows he is participating in phishing detecting experiment or no.
Therefore, the experiment of phishing attack methodology must be carefully judged and
prepared in order to design realistic situation with no ethical issues in the experiment.

We propose a schema of the experiment presented (see Fig. 1) to satisfy all
requirements.

Fig. 1. The experiment flow to identify employees ability to recognize the phishing attack

We solve this contradiction between information on executed phishing experiment
and a need to imitate realistic situation by informing all employees in the intranet system
one week before the experiment. All employees have access to the intranet, where all
main news are published. The news flow in the intranet is constant and after couple of
days, the news about planned security testing is not in the first page, while period of
one week is enough to remember such information. As well employees whom suspect
the received e-mail is a part of phishing experiment can view the news archive to find
information on it.

It is important to prepare the tools for testing too. We have to be able to collect
data on who read the e-mail, who visited the web page and filled required personal or
company data.

As well it is important to prepare the content of phishing e-mail. For testing purposes
the phishing e-mail should not be too obvious and at the same time should have at least
several places, according to what it can be identified as phishing e-mail. We propose to
use such elements to identify phishing e-mail:

1. E–mail senders address is very similar to real one but has some minor differences
(several letters are different, synonym usage, etc.).
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2. The e–mail text has some spelling or style errors. It is usually influences by the fact
the text was automatically translated from other language.

3. Sender’s institution, affiliation is not mentioned in the e–mail text. There is not
enough information to identify the contacts of the sender, his or her institution.

4. Usage of an embedded image. The e-mail included an embedded image which has
to be downloaded in order to view it. Usually, images are attached to the e-mail in
normal situations while the embedded images allow tracking of e-mail reads.

5. E–mail has some external links to other web pages. The domain name of the web
pages is very similar, but slightly different or completely different than the domain
of sending institution.

6. Required data, which is already known to the employer. The form required to enter
such data as name, surname, e-mail, while all this information is known to the
employer.

The phishing e-mail (used for this experiment) is presented in Fig. 2 while by pressing
the link in the e-mail, user is directed to a web page, with web template, identical to
organizations web style (see Fig. 3 image on the left). After filling the form with persona
name, surname and e-mail address, the employee is redirected to the second page (see
Fig. 3 image on the right), where employee can select to renew or leave the account for
deactivation. There was no malicious code in the web pages, while real phishing attack
could involve some additional data gathering techniques.

Fig. 2. E-mail, used for testing of employees resistance to phishing attack
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Fig. 3. View of web pages, used in the phishing attack experiment to collect users data (Color
figure online)

After the phishing e–mail is sent several days all employees activities, related to the
phishing e–mail is logged. The logging should be done in several ways:

1. Logging of e–mail reads. If enterprise is using personalized e–mail viewing system,
it can be improved to log when specific users gets the e–mail, what actions he or
she takes, does he or she opens it, etc. While its complicated to use in practice, the
e–mail embedded image can be used to log e–mail reads – while the user loads the
image, server logs the IP address and additional data, if it was attached to the image
url address (personalized links, to identify specific user).

2. Logging of web page visits. Visiting the external web page shows, the user is
interested and takes some actions. Technically, it is identical as image loading
identification.

3. Logging of personal data reveal. In order to identify employees revealed data all
entered data must be stored. In some cases employees are testing what the e–mail or
web page wants and how it looks. It such cases employees fill fake, incorrect data.
Therefore, in data analysis the collected data is compared with employee database
data, to identify fake data.

4. Logging of phishing activity reporting. As the experiment is executed on enterprise
employees (not individual person) all reports, requests, enquiries to information
technology or other departments in the enterprise must be logged to identify users
ability to recognize or at least doubt the information, provided in phishing e–mail.
In most cases the help desk calls and registered tokens can be used, while personal
discussions among several employees are hardly logged.

The possible states of phishing e-mail related actions logging is presented in Fig. 3.
The cases in the left of the image (in gray background) are not logged because of employ-
ees ignorance to the phishing e mail, used protection mechanisms or because the e mail
messagewasmissed, not received.Meanwhile the cases in the right of the image (in green
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background) are logged as active and conscious phishing attack recognition/suspicious
actions. These cases indicate a good understanding of phishing attack importance to
the enterprise security and active participation in enterprise security assurance and are
welcomed.

Fig. 4. Experiment execution and data gathering elements (Color figure online)

The most vulnerable to phishing attack employees executed actions presented in the
middle of the image (see Fig. 4). The intensity of red background indicated the higher
risk to the enterprise and lower phishing recognition skills.

In order to increase the enterprise security level, all employees are notified on exe-
cuted experiment and its results. As well all employees are invited to take training on
enterprise security and its management principles. Meanwhile the persons whom vis-
ited the external web page and filled the form with correct personal/enterprise data
are contacted personally and involved into individual consultations on phishing attack
recognition.

While phishing attack related trainings are very important its influence to the phishing
attack recognition is not clear. Therefore, experiments to evaluate the security training
efficiency is needed.

4 Security Training Efficiency to Recognize Phishing Attack:
Methodology and Results

In order to evaluate how efficient are security training in Vilnius Gediminas Technical
University in order to increase phishing attack recognition a combination of repetitive
phishing attack experiments, security trainings and employees survey were used.



Impact of Information Security Training on Recognition of Phishing Attacks 319

On 2018 December the first experiment based on proposed methodology for testing
employees resistance to phishing attackwas executed.During this experiment, a phishing
e–mail was sent to request filling personal data into external web page in order to get
Christmas present from the employee. After this experiment all employees were invited
to participate in security training, held by information technology service department in
Vilnius Gediminas technical university.

The information technology service department of Vilnius Gediminas technical uni-
versity every year organizes multiple trainings for university employees. The trainings
are related to information system usage (incident reporting procedures are included in
it) as well as security related topics. Phishing attack related training took 1 h and intro-
duces participated employees with 3 topics: phishing attack definition and examples;
ways to identify phishing attack; ways how the organizer of phishing attack can gather
users data and where it can be used for malicious purposes. The training included the-
ory, rule-based teaching as well as demonstration of different phishing attacks and its
identification activities.

After this training, the number of consultations on phishing attack incidents with
information technology service department increased. The department gets approx-
imately 74 requests to investigate suspicious e–mail every month, while before the
training only 19 request per month were received.

Both increasing number of phishing attacks as well as increasing understanding
to report and investigate phishing attacks in the enterprise can explain the increase
of phishing attack investigation requests. Therefore additional, second phishing attack
experiment was executed in 2019December. During this phishing attack an e–mail about
necessity to confirm accounts non deactivation was sent to all employees. Users were
directed to external web page and asked to fill additional form with personal data in
order to prevent account deactivation in the future. The second experiment revealed the
changes after the first experiment and training.

Additionally with the results of the second experiment an online survey was dis-
tributed to all employees to gather their opinion on executed phishing attack experiments
and training efficiency.

The summary of both phishing attack experiment results are presented in Table 1.
It is nice to see the employees were more active on e–mail reading but the credulity is
lower as smaller portion of employees loaded the image, visited the web page and filled
data. The number of employees who executed all steps as the attacker expected reduced
more than 10 times (from 214 to 21 employees). Meanwhile the reporting of phishing
incidents increased drastically too (from 10 to 205 incident reports). These numbers are
very presentative, however 1% of fully credulous to attacker employees are too much
and needs to be reduced in the future.

The data analysis of fully credulous employees revealed some changes between first
and second experiment – management employees were the weakest link in the first
experiment, while during the second experiment management personnel were resistant
to phishing attack while the teaching staff becomes the most important in order to assure
the enterprise security (16 persons from 21 fully credulous persons were from teaching
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staff). This change can be explained by analyzing security training attendance data –
about 300 employees participated in the training, while 57% of it was frommanagement,
while teaching staff missed the training, because of their occupation with students.

Table 1. Summary of phishing attack experiment results

Year 2018 2019

Count % from all employees Count % from all employees

No of employees/e–mails 1648 100 1618 100

E–mails read 708 43 931 58

Loaded image 405 25 350 22

Visited in the web page 410 25 355 22

Filled personal data 214 13 21 1

Replied to the e-mail 2 1 21 1

Reported as an incident 10 1 205 13

We also divided employees, who filled the web form with personal name, surname
and e-mail address into categories based on the year (younger than 40 years old and
40 or more years old) and gender (female and men). The summary of fully credulous
employees data (numbers) are presented in Table 2.

Table 2. Summary of fully credulous employees data in the second experiment

Classificatory Numbers Percentage

Position type in the organization:
Teaching staff
Management staff

16
5

24%
76%

Gender:
Female
Male

9
12

43%
57%

Age group:
<40 years old
>= 40 years old

5
16

76%
24%

Another difference – the second time elder persons more likely were not able to
recognize phishing attacks, while the first time younger persons were more credulous to
phishing attack. This fact can be explained by different type of phishing content of e–mail
– younger persons know the principles of information technology management and do
not trust urgent requests, however are more attracted to getting benefits and presents. As
well, the ability to learn from the first experiments results might be another reason why
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younger persons are not so credulous to phishing attack in Vilnius Gediminas technical
university too.

After the second phishing attack experiment an e–mail with invitation to participate
in a survey about executed phishing attack imitations and security trainings was sent.
Only 138 employees responded to it. Some persons just ignored the invitation, while
some portion of personnel was suspicious and assumed it is a phishing attack too. The
answer distribution to main questions of the survey is provided in Table 3.

Table 3. Answers to survey questions after the second phishing attack experiment.

Question Answer Answers

What helped to identify phishing e-mail
in the last phishing attack imitation?

Suspicious sender 127

Improper formatting 86

Errors in e-mail text 61

Improper subject of the e-mail 51

Incorrect data (year) 20

Other 31

What actions you took after receive of
the phishing e-mail in the last phishing
attack imitation?

Deleted the e-mail 76

Informed IT service desk on received
improper e-mail

52

Informed your colleague about
improper e-mail

44

Ignored the e-mail 33

Other 10

Are imitated phishing attacks needed in
the future?

Yes 121

No 17

Do you feel you have enough IT security
knowledge?

Yes 69

No 69

Did you participated in security training,
held in your institution this year?

No 86

Yes 52

The survey revealed employees notice the senders address and it was the biggest
factor to ignore it as a phishing e-mail. As well personnel of Vilnius Gediminas Tech-
nical University are suspicious to improper formatting, errors in the e-mail text. Less
than half of employees report about the phishing attack, most often, they just delete the
e-mail. Vilnius Gediminas technical university has a strategy and policy on manage-
ments of information security incidents; however the low number of incident reports
show the security incident reporting policy is not strict enough (there are no penalty
for not reporting), the policy is not communicated enough among all employees of the
organization (not all employees participate in security training or read security related
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information in the intranet) or personnel just ignore the requirement to report any inci-
dent. This situation should be improved and maybe legislative security policy could be
applied to increase the number.

The survey results revealed more than 90% of the personnel believe the imitations
of phishing attack is necessary in the future. Our institution employees threat it as an
education tool, which helps to improve their IT security knowledge as less than half of
personnel were able to participate in arranged IT security trainings in the institution.

Both the repetitive phishing experiments with the employees as well survey results
show the benefit of security training. In future we plan to repeat the security training as
well as experiments in order to trace how effective the security training can be in the
long period.

5 Conclusions

Phishing attacks in most cases are directed to all employees of the enterprise and just in
some cases, very dedicated personal phishing attacks are executed. The mass phishing e-
mail are very effective and just several responses are enough to benefit from it. In Vilnius
Gediminas Technical University the efficiency of phishing attack can be efficient asmore
than 1% of employees are credulous to phishing attack and reveal their personal data.
Therefore it is one of top concerns in order to assure enterprise security. In order to
eliminate this risk additional security trainings will be executed, all new employees will
have to be introduced with enterprise security policy.

In order to reduce the employees’ credulity to phishing attack, a series of security
related training were executed. The security training resulted up to 10 times better results
for employees’ ability to identify phishing attacks and response to it. These results are
not enough to assure enterprise security as 21 person revealed its personal data (which
is up to 1% from all employees). This shows the training is needed to reduce the security
risks, however additional countermeasures have to be applied to get zero employees
credulity to phishing attacks.

Employees survey on executed security training and phishing attack imitation exper-
iments revealed employees understand the purpose of these actions and are willing to
participate in it, however only 50% of the survey respondents were able to participate in
the security training. In order to increase the ability to identify phishing attacks and fol-
low the security policy guidelines, the security training could be mandatory for all users,
or systemic security related newspapers could be issued to maintain the understanding
of security importance for the enterprise.

References

1. Phishing Activity Trends Report—4th Quarter 2018. http://docs.apwg.org/reports/apwg_t
rends_report_q4_2018.pdf. Accessed 12 Nov 2019

2. Internet Security Threat Report, vol. 23. https://www.symantec.com/content/dam/symantec/
docs/reports/istr-23-2018-en.pdf. Accessed 12 Nov 2019

3. Chandrasekaran, M., Narayanan, K., Upadhyaya, S.: Phishing email detection based on
structural properties. In: NYS Cyber Security Conference, vol. 3 (2006)

http://docs.apwg.org/reports/apwg_trends_report_q4_2018.pdf
https://www.symantec.com/content/dam/symantec/docs/reports/istr-23-2018-en.pdf


Impact of Information Security Training on Recognition of Phishing Attacks 323

4. Gansterer, W.N., Pölz, D.: E-mail classification for phishing defense. In: Boughanem, M.,
Berrut, C., Mothe, J., Soule-Dupuy, C. (eds.) ECIR 2009. LNCS, vol. 5478, pp. 449–460.
Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-00958-7_40

5. Mbah, K.F., Lashkari, A.H., Ghorbani, A.A.: A phishing email detection approach using
machine learning techniques. Master’s Thesis, University of New Brunswick, Fredericton
and Saint John, NB, Canada (2017)

6. Stockhardt, S., et al.: Teaching phishing-security: whichway is best? In: Hoepman, J., Katzen-
beisser, S. (eds.) SEC 2016. IAICT, vol. 471, pp. 135–149. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-33630-5_10

7. Oxford Dictionaries. http://www.oxforddictionaries.com/definition/english/phishing.
Accessed14 Nov 2019

8. Mohammad, R.M., Thabtah, F., McCluskey, L.: Tutorial and critical analysis of phishing
websites methods. Comput. Sci. Rev. 17, 1–24 (2015)

9. James, L.: Secure Science Corporation “Phishing Exposed-Uncover secrets from the Dark
side”. Syngress Publishing (2005)

10. Goel, S., Williams, K., Dincelli, E.: Got phished? Internet security and human vulnerability.
J. Assoc. Inf. Syst. 18(1), 22–44 (2017)

11. Kim, D., Kim, J.H.: Understanding persuasive elements in phishing e-mails: a categorical
content and semantic network analysis. Online Inf. Rev. 37(6), 835–850 (2013)

12. Chiew, K.L., Yong, K.S.C., Tan, C.L.: A survey of phishing attacks: their types vectors and
technical approaches. Expert Syst. Appl. 106, 1–20 (2018)

13. Aleroud, A., Zhou, L.: Phishing environments, techniques, and countermeasures: a survey.
Comput. Secur. 68, 160–196 (2017)

14. Cova,M., Kruegel, C., Vigna, G.: There is no free phish: an analysis of” free” and live phishing
kits. Proc. USENIX Workshop Offensive Technol. 8, 1–8 (2008)

15. Thomas, K., et al.: Data breaches, phishing, or malware? Understanding the risks of
stolen credentials. In: Proceedings of the 2017 ACM SIGSAC conference on computer and
communications security, pp. 1421–1434 (2017)

16. Chaudhry, J.A., Chaudhry, S.A., Rittenhouse, R.G.: Phishing attacks and defenses. Int. J.
Secur. Appl. 10(1), 247–256 (2016)

17. Gupta, S., Singhal, A., Kapoor, A.: A literature survey on social engineering attacks: phishing
attack. In: 2016 International Conference on Computing, Communication and Automation
(ICCCA), pp. 537–540. IEEE (2016)

18. Mohammad, R.M., Thabtah, F., McCluskey, L.: Phishing websites features. In: School of
Computing and Engineering. University of Huddersfield (2015)

19. Cui, Q., Jourdan, G.V., Bochmann, G.V., Couturier, R., Onut, I.V.: Tracking phishing attacks
over time. In: Proceedings of the 26th International Conference onWorldWideWeb, pp. 667–
676 (2017)

20. Aonzo, S., Merlo, A., Tavella, G., Fratantonio, Y.: Phishing attacks on modern android.
In: Proceedings of the 2018 ACM SIGSAC Conference on Computer and Communications
Security, pp. 1788–1801 (2018)

21. Abdelhamid, N.: Multi-label rules for phishing classification. Appl. Comput. Inform. 11(1),
29–46 (2015)

22. Arachchilage, N.A.G., Love, S., Beznosov, K.: Phishing threat avoidance behaviour: an
empirical investigation. Comput. Hum. Behav. 60, 185–197 (2016)

23. Oliveira, D., et al.: Dissecting spear phishing emails for older vs young adults: on the interplay
of weapons of influence and life domains in predicting susceptibility to phishing. In: Proceed-
ings of the 2017 CHI Conference on Human Factors in Computing Systems, pp. 6412–6424
(2017)

24. Hambyrger, Y.A., Ben-Artzi, E.: Loneliness and internet use. Comput. Hum. Behav. 19(1),
71–80 (2003)

https://doi.org/10.1007/978-3-642-00958-7_40
https://doi.org/10.1007/978-3-319-33630-5_10
http://www.oxforddictionaries.com/definition/english/phishing


324 J. Rastenis et al.

25. Hamburger, Y.A., Ben-Artzi, E.: The relationship between extraversion and neuroticism and
the different uses of the Internet. Comput. Hum. Behav. 16(4), 441–449 (2000)

26. Sun, J.C.Y., Yu, S.J., Lin, S.S., Tseng, S.S.: The mediating effect of anti-phishing self-
efficacy between college students’ internet self-efficacy and anti-phishing behavior and gender
difference. Comput. Hum. Behav. 59, 249–257 (2016)

27. Halevi, T., Memon, N., Nov, O.: Spear-phishing in the wild: A real-world study of personality,
phishing self-efficacy and vulnerability to spear-phishing attacks. Phishing Self-Efficacy and
Vulnerability to Spear-Phishing Attacks (January 2, 2015) (2015)

28. Alsharnouby, M., Alaca, F., Chiasson, S.: Why phishing still works: User strategies for
combating phishing attacks. Int. J. Hum Comput Stud. 82, 69–82 (2015)

29. Harrison, B., Svetieva, E., Vishwanath, A.: Individual processing of phishing emails: how
attention and elaboration protect against phishing. Online Inf. Rev. 40(2), 265–281 (2016)
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Abstract. Blockchain technology is ready to revolutionise the financial
industry. The financial industry has various security challenges (e.g.,
tampering, repudiation, denial of service, etc). The Corda platform pro-
vides suitable technological infrastructure to build the blockchain-based
application (CorDapp) in the financial industry to overcome these chal-
lenges. In this paper, we take a case of the capital market post-trade
matching and confirmation process to perform security risk manage-
ment. We compare the countermeasures of centralised application and
CorDapp that mitigate the security risks. Furthermore, we explain what
security risks appear within the CorDapp.

Keywords: Blockchain · Corda platform · CorDapp · Capital
markets · Security risks · Security risk management · FinTech
CorDapp.

1 Introduction

The advent of Blockchain technology introduces new concepts to revolutionise
the financial industry. The European Central Bank (ECB) [12] presents the
financial industry interests to use blockchain technology in their infrastructure.
The centralised infrastructure that supports the business processes execution is
challenged by strict regulations and constant security risks [2,3]. The security
risks harm the business processes and valuable assets that could lead to a repu-
tation loss or financial sanctions for the organization. For example, the hackers
used SWIFT credentials to stole $81m from the Bangladesh bank [2,25]. Also,
the financial industry ranks second in data breaches. Hence, the security risks
in capital markets enable manipulative, illegal and abusive trade practices [2].

Blockchain is a distributed ledger technology (DLT) that operates over a
peer-to-peer (P2P) network [28]. It eliminates the third-party intermediation and
automates the transaction process. Blockchain technology is becoming prominent
in the financial industry because of transaction-level integrity. The blockchain-
based Corda platform could be an enabler to protect the financial industry from
various security risks. The goal of this paper is twofold: firstly, we explain how
c© Springer Nature Switzerland AG 2020
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Corda-based application (CorDapp) could mitigate the security risks. Secondly,
we discuss the security risks that appear within the CorDapp after using the
blockchain. Similar to [15,16], we use the security risk management (SRM)
domain model [11,19] to identify the assets and their security criteria (C - Con-
fidentiality, I - Integrity, A - Availability). Furthermore, we utilise the STRIDE
[27] (S - Spoofing, T - Tampering, R - Repudiation, Id - Information disclosure,
D - Denial of service, E - Elevation of privileges) threat model that supports a
systematic analysis to identify, explain and mitigate the potential security risks.
In this paper, we consider the centralised post-trade matching and confirmation
case because of the current challenges in the financial industry [2,3].

The rest of the paper is structured as follows: Sect. 2 presents the centralised
capital market and post-trade activities. Section 3 introduces the CorDapp as a
countermeasure. In Sect. 4, we compare the countermeasures of centralised and
blockchain-based applications. Section 5 provides a discussion about security risk
management in CorDapp. Section 6 concludes the paper.

2 Centralised Capital Market and Post-Trade

In this section, we present the system context of the centralised capital mar-
ket and post-trade. Next, we discuss the security risks in centralised post-trade
matching and confirmation process and the countermeasures considering both
traditional approaches and blockchain-based Corda platform.

2.1 System Context

A capital market is a part of the financial industry and it processes the financial
instruments (e.g., securities, futures, options, and other assets). There are a few
capital market post-trade activities between the counter-parties [30]. Mainly,
the trading system has three modules: front-office, middle-office, and back-office
module. The important action in the middle-office is trade matching and confir-
mation. The business process model (Fig. 1) represents the post-trade matching
and confirmation process between counter-parties (e.g., Bank X is a buyer and
Bank Y is a seller) [24]. The trade matching is executed after receiving the
trade details from the front-office. The financial organization (e.g., Bank X )
performs trade matching with Bank Y. The confirmation process is run when
the trade details are accepted and agreed by each counter-party. In centralised
trading system, trade matching is performed manually, so there are high chances
of security risks. The third-parties (e.g., regulators and clearinghouses) assure
that the trade is valid and all the necessary information is provided [5].

2.2 Security Risks

In this section, we perform a security risks analysis of post-trade matching and
confirmation. Firstly, we illustrate the assets and security risks (see Table 1).
Secondly, we present what are the security risks vulnerabilities and how a cen-
tralised infrastructure mitigates them.
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Fig. 1. Post-trade matching and confirmation in centralised infrastructure (adapted
from [24])
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Table 1. Assets to be secured in post-trade matching and confirmation

Business asset System asset Risk

Import message (I) Sender engine, Import message engine S

Trade data (I) Database, Trade matching, Confirmation process T, R

Trade details (I, A) Database, Sender engine, Matching engine T, D

Processed trades (C, I) Trade details, Transactions, Log files Id, R

Trade matching (I, A) Servers, Import message engine, Matching engine Id, D

Confirmation (A) Servers, Trading system, Sender engine D

Trading (I) Access rights, Remote operations, Trade execution E

Security Risks Vulnerabilities: The architecture (Fig. 2) helps to visualise
the vulnerable assets in post-trade matching and confirmation [16,24]. The vul-
nerabilities depict weaknesses of the system assets. The threat agent exploits the
vulnerabilities and harms the valuable assets. This way he negates the security
criteria. The vulnerabilities are:

V#1: No proper implementation of communication protocols (S) [7,8]
V#2: In-secure transmission of data (S, T) [20,25]
V#3: Inappropriate validation of transmitted data (T) [1,3]
V#4: Poorly implemented access control (S, T, R) [1,20]
V#5: Unprotected logs and ineffective logging controls (R, Id) [1,20]
V#6: No proper mechanism to filter a large number of requests (D) [2,20]
V#7: Weak controls to restrict unauthorised remote operations (E) [1,20]

Security Countermeasures: The architecture (Fig. 3) demonstrates the assets
of post-trade matching and confirmation in three different layers. The presenta-
tion layer provides the user controlled operations. The application layer includes
the post-trade processing and technology details. The data layer consists of
database and action logs. The traditional countermeasures (TC) are defined
to mitigate the vulnerabilities of centralised post-trade infrastructure:

TC#1: Secure implementation of communication protocols (V#1, V#7)
TC#2: Incorporate the cryptography and digital signatures (V#2, V#3)
TC#3: Authorisation and access control (V#4, V#7)
TC#4: Only authorised administrators could access logs (V#5)
TC#5: The system shall not log sensitive information (V#5)
TC#6: Install a firewall and antivirus software (V#6)

Figure 3 illustrates countermeasures that mitigate the security risks’ vulnera-
bilities. For example, the V#1 is mitigated by incorporating TC#1 that relates
to a secure implementation of communication protocols [7]. The use of cryptogra-
phy and digital signatures (TC#2) helps to overcome V#2. The cryptography
schemes (e.g., public-key cryptography) secure the data and communications
between intended parties. Similarly, the V#3 is mitigated by using the TC#2.
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Fig. 2. Security risks vulnerabilities in centralised infrastructure of post-trade

For example, the public-key cryptography-based digital signature RSA validates
the authenticity and integrity of the transaction/message [22]. The V#4 is miti-
gates by authorisation and access control mechanism (TC#3). The access control
mechanism detects and protects against unauthorised access to a system. The
logs help in audit and regulatory compliance but unprotected logs (V#5) could
nullify the security of the system. The implementation of TC#4 could protect
the logs from unauthorised users. Also, one should also carefully monitor the
logs to check if the system is not logging sensitive information (TC#5). The
firewall and antivirus software (TC#6) help to mitigate the V#6 by monitoring
the abnormal traffic requests in the system. The V#7 is attained by TC#1 and
TC#4 that restricts the unauthorised remote operations.

3 CorDapp to Mitigate Security Risks

The Corda platform is an example of a permissioned blockchain where only
authenticated nodes exchange assets [13]. The Corda platform uses i) validity,
and ii) uniqueness [13,17] consensus. The validity consensus ensures the cor-
rectness of input & output states and required signatures in a transaction. The
uniqueness consensus is performed by notaries. It checks if the transaction is not
already consumed (e.g., protection against double-spending [13,17]).

In this section, we present CorDapp as a countermeasure to mitigate vul-
nerabilities and protect the assets (see Sect. 2.2 for vulnerabilities and assets).
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Fig. 3. Security countermeasures in centralised infrastructure of post-trade

The architecture (Fig. 2) is extended to (Fig. 4) by integrating the Corda plat-
form. Similarly, the architecture (Fig. 4) illustrates the assets of post-trade
matching and confirmation in three different layers along with the auxiliary
components (e.g., client, nodes network, etc). The architecture helps to visualise
how the identified vulnerabilities are mitigated and assets are protected by Cor-
Dapp. CorDapp leverages the benefits of blockchain and also introduces several
other techniques to secure it. We considered those Corda-based countermeasures
(CC):

CC#1: Authorised nodes over P2P network (V#1, V#4)
CC#2: Mutually-authenticated TLS connection and PKI (V#1, V#2)
CC#3: A notaries-based consensus model (V#3)
CC#4: Nodes implement an access-control mechanism (V#4, V#7)
CC#5: Actions logs and a traceable immutable distributed ledger (V#5)
CC#6: Deploy a rate-limiting firewall (V#6)
CC#7: Doorman validate and filter malformed requests (V#6)
CC#8: Sandbox to prevent execution of code (V#7)

The countermeasure (CC#1) mitigates the vulnerability (V#1) related to
a lack of proper authentication of the source and destination connection that
could trigger the spoofing attack. The V#2 is mitigated by incorporating the



Managing Security Risks Using CorDapp 331

Fig. 4. CorDapp as a countermeasure in post-trade matching and confirmation

mutually-authenticated TLS connection and PKI (CC#2). CorDapp introduces
a notaries-based consensus model (CC#3) that validates the transmitted data
and overcome the V#3. The CorDapp provides access control (CC#4) by design
that helps to mitigate V#4 and restrict unauthorised access. The V#5 is over-
come by a traceable immutable ledger and keeping the action logs of participant
nodes (CC#5). The CorDapp introduce rate limiting firewall (CC#6) to protect
nodes against the V#6 by restricting the flooded requests. Also, the CorDapp
incorporates the doorman to validate and filter malformed requests (CC#7). The
CorDapp brings the concept of the sandbox (CC#8) to prevent unauthorised
remote operations (V#7) and code executions.

The business process model of CorDapp (Fig. 5) enables blockchain-based
states, contracts, flows, and vault to interact with counter-parties to perform
the assets exchange [24]. The counter-parties (e.g., Bank X & Y) perform the
operations without relying on the manual operations and trusted third-party
intermediation. The Corda platform performs the validation of the transaction
by a notaries-based consensus [13]. The counter-parties receive the validated data
from the distributed Corda ledger over the P2P network. The involved counter-
parties provide necessary details of the transaction by Corda node to CorDapp
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Fig. 5. Post-trade matching and confirmation in CorDapp (adapted from [24])
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that validates and completes the post-trade matching and confirmation. The
process increases efficiency and reduces the risks of manual operations.

4 Comparison

In this section, we compare the countermeasures with regards to identified vul-
nerabilities in post-trade matching and confirmation. Table 2 presents the coun-
termeasures of centralised and CorDapp infrastructure.

Table 2. The comparison of countermeasures

Centralised infrastructure CorDapp infrastructure

V#1 - Secure communication protocols - Secure communication protocols

- Authorised nodes & P2P network

V#2 - Cryptography & Digital signatures - Cryptography & P2P network

V#3 - Transaction validation - Notary-based consensus model

V#4 - Authorisation & Access control - Authorised nodes & Access control

V#5 - Centralised actions logs

- Authorised administrators access

- Decentralised actions logs

- Immutable distributed ledger

V#6 - Traffic monitoring

- Firewall

- Antivirus software

- Rate limiting firewall

- Doorman validate requests

- Doorman filter malformed requests

V#7 - Secure communication protocols

- Authorisation & Access control

- Secure communication protocols

- Sandbox to prevent code execution

In order to mitigate V#1, secure communication protocols (e.g.,
HTTPS/TLS, IPSec, etc.) are applied to ensure the integrity of the secure con-
nection and information exchange between client and server. The communication
protocols provide data origin authentication, also encrypting the transmitted
data to protect against eavesdropping and tampering. The weak implementa-
tion of communication protocols could be broken [7]. In this case, an attacker
could intercept the communication and data transmission channel [7]. CorDapp
overcomes this by considering only the authorised nodes over a P2P network
where nodes behave both as a server and as a client [9]. Also, the CorDapp
incorporates mutually authenticated TLS connection [10] as an extra security
layer to protect the communication between nodes.

The in-secure transmission of data could lead to spoofing and tampering risks
(V#2) [20,25]. The malicious user may intercept the plain-text data transmission
and gain unauthorised access to the system. It would negate the confidentiality
and integrity of sensitive data. In order to mitigate V#2, the centralised infras-
tructure uses cryptography and digital signatures. The CorDapp also incorpo-
rates PKI based cryptography schemes. The Corda platform also plans to intro-
duce Intel SGX integration [10] that would bring the CPU P2P encryption and
allows one to encrypt the entire ledger [14]. Also, a hardware security module
(HSM) could be applied to manage and protect digital keys [10].

To mitigate V#3, the transaction validation mechanism is utilised. The cen-
tralised infrastructure introduces the traditional transaction validation process
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(e.g., RSA signatures, etc.). The Corda platform uses a notaries-based decen-
tralised consensus model to validate a transaction and ensure authenticity and
integrity [10,13]. In centralised approach, the attacker can trigger a Man-in-the-
Middle (MitM) attack and modify the transaction [18]. Similarly, in CorDapp
the attacker can perform MitM to modify the transaction but the notaries-based
consensus model protects and guarantee the integrity of transaction [10].

The vulnerability #4 is mitigated by implementing centralised authorisation
and access control mechanisms in traditional infrastructure. It could be error-
prone or subject to attacks because of centralisation, password theft or weak
implementation of security policies [29]. In contrast, the Corda platform provides
a built-in decentralised access-control mechanism to protect against V#4. Also,
only authorised nodes can join the network that limits this vulnerability.

Multi-user applications are subjects to repudiation because the system allows
a user to perform/deny the malformed actions. The system should ensure that
the user actions are recorded in order to protect against insider security risks. In
order to mitigate V#5, centralised post-trade infrastructure implements separate
features for keeping and securing the action logs. This protects sensitive data
from intentional misuse or harm from the involving parties. The security of logs
in the existing infrastructure is weak, vulnerable and subject to attacks [23]
because the controls remain to a designated authority and centralised storage.
Also, the system logs sensitive information that could leak. In contrast, CorDapp
manages the records in a decentralised immutable ledger. It provides tamper-
proof transparent traceability and auditing. Also, the CorDapp logs each action
of a participant node that replicates over a P2P network with other authorised
participant nodes [10].

The V#6 is mitigated by installing a firewall and antivirus software for
traffic monitoring and controlling of abnormal requests. Similarly, the CorDapp
introduces requests rate-limiting firewall along with a doorman. The doorman
validates and filters malformed requests. In CorDapp the P2P communication is
authenticated as a part of the TLS protocol (CC#1, CC#2); it means that the
attacker could not join the Corda network to launch a DoS attack [10].

To protect against unauthorised remote operations (V#7), the centralised
infrastructure use secure communication protocols (TC#1), authorisation &
access control (TC#3). In comparison, the CorDapp also utilise the secure com-
munication protocols (CC#1) along with the concept of sandbox [10] to prevent
unauthorised remote operations and execution of code.

5 CorDapp Security Risks and Countermeasures

In this section, we perform the security risks analysis to identify what security
risks appear within CorDapp. Again we apply the SRM approach to identify
the assets, security criteria, associated risks (Table 3), and risks vulnerabilities
that are mapped on the architecture (Fig. 6). The architecture helps to visualise
which assets are affected by these vulnerabilities. Later, we perform the risk
treatment by presenting the security countermeasures (Fig. 7).
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5.1 Security Risks and Vulnerabilities

In [15,16], the authors conclude that blockchain technology not only helps to
mitigate the security risks but also introduces other security risks. Likewise, the
CorDapp mitigates various security risks (see Sect. 3), it also introduces other
security risks. For example, the i) endpoint vulnerability (EV) (such as keys
lost, weak passwords, physical access to digital wallets and devices), ii) quantum
computing threat (QCT), iii) privacy violation (PV), iv) de-anonymization (DA),
v) smart contract attack (SCA), vi) denial-of-state attack (DSA).

Table 3. Post-trade CorDapp assets and associated security risks

Business assets System assets Risk

CorDapp services (I, A) Wallets, Keys, Computers/devices, User EV

Transactions (I) Trade details, Cryptography QCT

Customer data (C) Trade details, Counter-parties PV

Counter-parties (C) Transaction data, Trade details, Counter-parties DA

Digital assets (I) Smart contracts, Ledger SCA

Transaction valiadtion (I, C) Non-validating notaries, State reference DSA

The vulnerabilities belong to post-trade matching and confirmation in Cor-
Dapp, called CorDapp vulnerabilities (CV). These vulnerabilities are:

CV#1: Lack of awareness and knowledge (EV) [31]
CV#2: Not using quantum-resistant cryptography schemes (QCT) [31]
CV#3: Sharing full content of transaction with validating notaries (PV) [17]
CV#4: Possible to link individuals data (DA) [21]
CV#5: Lack of exception handling and error-prone smart contracts (SCA)
[26]
CV#6: The malicious actor is able to create a transaction and non-validating
notary consumes a state by considering it a valid transaction (DSA) [17]

5.2 Security Countermeasures

We collected various countermeasures to overcome these vulnerabilities. The
architecture (Fig. 7) illustrates how the countermeasures for CorDapp vulnera-
bilities (CCV) are applied to secure the CorDapp.

CCV#1: The knowledge and awareness to educate system users (CV#1) [31]
CCV#2: Hardware security modules to store and protect keys (CV#1) [10,31]
CCV#3: Implement quantum-resistant cryptography schemes (CV#2) [17,32]
CCV#4: Incorporate the concept of transaction tear-off (CV#3, CV#4) [17]
CCV#5: Smart contracts code analyser to detect errors (CV#5) [4]
CCV#6: Trusted execution environment & zero-knowledge proof (CV#6) [17]
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Fig. 6. Security risks that appear within CorDapp

Fig. 7. Security countermeasures to mitigate CorDapp security risks
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The lack of knowledge and awareness (CV#1) led attackers to steal informa-
tion [6] by social engineering & phishing [2], or accidentally exposing the secure
information [20]. The CCV#1 is related to educate system users about possible
security risks if exposing their protected information. Also, incorporate hardware
security modules (HSM) to generate, protect, and store keys (CCV#2) (Corda
will soon support this [10]). The quantum computing threat [32] is real, how-
ever CorDapp does not provide any mechanism (CV#2) to tackle this threat
in a post-quantum era. The possible way is to implement quantum-resistant
cryptography schemes (CCV#3), for example, lattice-based, multivariate, hash-
based cryptography and similar in order to secure against quantum computing
threats. The author [17] suggested to use transaction tear-off (CCV#4) to pro-
tect against CV#3 and CV#4. The lack of exception handling and error-prone
smart contracts (CV#5) could lead to harm valuable assets (e.g., Ethereum
smart contract reentrancy attack when an adversary stole $60 million Ethers
[4]). The system should include a smart contracts code analyser [4] to detect
errors (CCV#5). In CCV#6, the author [17] suggested to use trusted execution
environments (TEE) and zero-knowledge proof (ZKP) to protect against CV#6.

6 Concluding Remark

In this work, we apply the SRM and STRIDE models to explore security risks
and their countermeasures associated to the CorDapp. The results illustrate the
security risks that are mitigated by the blockchain-based solution – CorDapp,
and the security risks that appear in the CorDapp. This work could support the
developers’ decisions while developing CorDapp applications.

In order to validate the results, the discussions were performed with three
experts (manager, software developer & consultant) [24] in the field of post-trade.
Overall, the experts endorse using CorDapp to overcome the security risks.

As a part of the future work, we would utilise the findings of this research to
build a security risks reference model for blockchain-based applications to evalu-
ate their security. The identified components of CorDapp would be generalised in
a way that would not be dependent on the specific blockchain type or platform.
This model would explain and help to explore the blockchain-based application
assets, security risks, and potential countermeasures.

Acknowledgement. The authors would like to thank Justs Placāns (Riga Technical
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this paper.

References

1. AccentureSecurity: Future Cyber Threats: Extreme But Plausible Threat Scenarios
In Financial Services (2019)

2. Agarwal, S.: Cybersecurity essentials for capital markets firms in the digital age.
http://bit.ly/37rdMTe

http://bit.ly/37rdMTe


338 M. Iqbal and R. Matulevičius
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