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Preface

We are proud to announce this book entitled Advances in Multidisciplinary Medical 
Technologies – Engineering, Modeling, and Findings, which contains selected  
articles from the fourth edition of ICHSMT International Congress on Health 
Sciences and Medical Technologies, Tlemcen, Algeria, December 5–7, 2019. The 
book also contains external chapters from other researchers to enrich the content.

The International Congress on Health Science and Medical Technologies 
becomes a template of multidisciplinary efforts aimed towards impacting the scien-
tific progress in several axes of health sciences and medical technologies. It was  
idealized by Dr. Abdeldjalil Khelassi and counted with the support of Dr. Wolfgang 
Seger. The fourth edition of the congress was held at Tlemcen, Algeria, between 
December 5 and 7, 2019.

The editors acknowledge all those who contributed to the previous congress  
editions and especially the reviewers, organizers, sponsors, and volunteers of this 
fourth one. The reviewing process was realized in two rounds: (1) pre-congress 
round, which was meant to select the presentations and posters of the conferences, 
and (2) post-congress round, through which an amalgam of chapters were chosen 
for publication. All submitted chapters passed by the double-blind reviewing pro-
cess by one to three reputed reviewers.

This book includes 16 chapters by distinct authors organized into two main parts 
as follows:

Medical Technologies for the Betterment of Humankind
Medical Technologies Systems

The editors would like to thank the members of the Technical Committee who 
helped with the reviews and all the staff at Springer Nature.

Tlemcen, Algeria Abdeldjalil Khelassi
Duque de Caxias, Rio de Janeiro, Brazil Vania Vieira Estrela 
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Chapter 1
Empathy and the Quest for Social Ethics: 
Their Relevance to Contemporary 
Healthcare – The European Perspective

Valeria Tananska

1.1  Introduction

The present-day definition of personalized medicine is “the science of individual-
ized anticipation of patients’ medical needs and therapy.” Even though physicians 
are opening up to the use of promising technologies such as nanorobotics, genetics- 
driven medicine, sequencing technology, health informatics, artificial intelligence, 
and computer science, the much anticipated big revolution is yet to come and pave 
the way to a stronger, better human being [4–10].

In a best-case scenario, technology assists physicians with more precise diagno-
sis, while ethical and empathetic healthcare professionals address the emotional, as 
well as the physical needs of their patients.

And nowadays patients are asking for such a personalized care (Fig. 1.1). They 
however view it only in light of more personal attention from and time spent with 
physicians. Most patients do not understand what Internet-integrated technology 
can do for them – access to more advanced software than the one their hospital can 
afford; better qualification of medical personnel via “in time” following of best 
practices instituted by larger, medical university hospitals; faster, more accurate 
analyses of patient’s condition through second opinion given by off-premise spe-
cialists; prevention of disease, based on global comparison with other similar cases; 
lowering the chance of professional mistakes and the synthesis of new medications, 
through the work of an AI; and improved security and longevity of storaged indi-
vidual medical test data.

The currently limited use of technology pinpoints additional areas of actual ben-
efit for personalized healthcare, such as an easier access to computer-standardized 
medical test data from medical machinery vastly differing in its make, technological 
capabilities, and visualization format (Fig. 1.2) [10–12].

V. Tananska (*) 
Medical University-Plovdiv, Plovdiv, Bulgaria
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All we need is open minds and the realization of concrete positive advantage.
Certain groups will undoubtedly oppose these proposals for change based on 

patient privacy concerns, the lack of advanced technical ability with healthcare pro-
viders, or the cost of implementing new technologies.

Yet, every issue has its solution. Evolution ensues from proactive involvement in 
technologies that would secure better medical service, more satisfied patients, and 
the future of our species as a whole.

With rising demands for individualized healthcare, personalized medicine is the 
route to take. It is the author’s opinion that empathy and effective (rather than reptil-
ian) listening to the patient are an integral part of the new way forward. As such, 
they must also be included into healthcare professionals’ curricula, clinical practice, 
and counseling [1–3].

The next section discusses in greater debt the viewpoints of the author.
Finally, a conclusion section closes this manuscript.

1.2  Reflections on Empathy, Social Ethics, and Healthcare

Empathy is a type of one- or two-sided communication of emotion. Its practice 
requires a minimum of two people – an empath willing to relate to the transient 
mental plight of another and an empathee – the original source of such feelings.

Empathy is a product of necessity.

Fig. 1.1 Personalized healthcare [13]

V. Tananska
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It stems from the evolutionary instinct to avoid danger and improve survival odds 
(while maximizing personal character growth) by steering away from self- 
capsulation, moving instead towards sharing resources and knowledge with others.

If history has shown us anything, however, it is that life with others is…well, 
complicated.

People have diverging needs, as well as a relentless desire to overcome and over-
power all other egos. A hierarchical governing system, wars, and crime have been 
the obvious outcome.

To combat human nature and to survive in this world of our own making, we 
need higher guidance – a code of ethical conduct, supported by law and, in case of 
infringement, remediation.

Under the preeminent rule of a deity, God is the source of such guidance, as well 
as the objective adjudicator of its observance. He judges both the unrealized intent 
to do wrong (or advance one-self at the expense of others) and the actual deed to that 
effect. Non-compliance means just, perpetual punishment in the afterlife.

Fig. 1.2 Preventive medicine [14]

1 Empathy and the Quest for Social Ethics: Their Relevance to Contemporary…



6

God is the only one that extends empathy. He does so solely to the deserving, the 
compliant, and the truly repentant. Everyone else must endure hardship  – either 
because they have committed a sin, or because God tests the resolve of their 
character.

As He rarely communicates directly with his flock, God has chosen people quali-
fied to interpret (the clergy) and implement (a ruling class) His word with the many.

But, in some realms in Europe, the interpreters lost their way. They sought to 
disbalance the system and usurp rulers’ place. An additional irritant was the sale of 
indulgences, promising God’s grace in writing off unethical or criminal behavior.

Widespread injustice to the many (committed not by God, but by fellow men) 
created pre-conditions for social upheaval. Fearing power displacement, the rulers 
reacted. With the inside help of like-minded religious reformers, they legislated an 
alternative view of God’s ethics – their own.

Coded under the maxim cuius regio, eius religio (“whose realm, his religion”), 
rulers kept their judicial and executive privileges in the temporal world. Yet, they 
empowered themselves to connect directly to God and interpret His wisdom.

In so doing, rulers showed continuity. The new ethics incorporated God’s teach-
ings but applied them firmly to the needs of the state. Moral values were de- 
generalized and greatly expanded. Now they aimed at resolving frequently occurring 
social issues.

Within each realm, the resulting interpretation was not deemed a heresy, but 
acquired the power of law. Rulers’ gave their subjects the new version of God’s eth-
ics in the vernacular.

The clergy got back to its preordained position of a repository of faith and ethical 
conduct.

Rulers and clergy worked together once more for the greater good of the many.
Desired stability however, was not achieved fast enough. To make matters worse, 

the former drivers of change (the rulers) got corrupted with power. They disregarded 
the ruled and degenerated into breaking their own ethical logic.

History repeated itself, only this time the opposing factions were different.
Lacking leadership qualities to incur change, the ruled joined effort with nobles- 

reformists. In some states, violent acts of divergence occurred (e.g., the French 
revolution). Defecting rulers were reminded of majority power. The many decided 
they would govern themselves.

The ensuing ethical shift sought to prevent further social injustice. Like its pre-
decessor, it did not build from the start. It revised a previous version.

Governance was divided between a legislative, executive, and judicial branches, 
intended to balance each other out. Extreme forms of nepotism and ego-centrism 
were curbed through election to a temporary mid- and low-level governing position. 
The rise of a middle class began.

The Enlightenment (eighteenth century) and the Age of Reason (nineteenth cen-
tury) followed. Both intellectual movements studied the individual in terms of cre-
ational impulse, physical and mental development, and health.

Europe’s rapid industrialization, and several armed conflicts later, highlighted 
the next set of issues. Humanistic ideas had relaxed into hypocritical ranting.

V. Tananska
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Rulers and middle class enjoyed the comfort of their social position, while the 
rest of society struggled. Disease, death, and economic desperation run rampant. No 
longer would occasional acts of “noblesse oblige” (“nobility obligates”) towards the 
poor and the underprivileged suffice, when sustainable care was needed.

The poor took to the streets demanding their social justice.
Even with remedy in sight, society still lacked in equal representation. Economic 

outcasts were followed by women and people of color, who asked to join the elec-
torate. Limited consideration was subsequently given to sexual orientation.

Which brings us to present day social life and its understanding of ethics.
Today, we, Europeans, believe that we have ethically evolved. Our social and 

personal acts are moved by God’s universal empathetic guidance. But we uphold it 
ourselves. We fight for our human rights. We do not expect that someone else will 
do it for us.

We would like to think that in so doing, we have broadened our mental horizons; 
that we have become more self-aware and considerate to each other.

Yet, an ethically driven society engineered in strife is never a done deal, rather a 
work in constant need of adjustment.

Below the surface, tensions persist, especially at the individual level.
The current bone of contention is that socio-political maneuvering around groups 

with common complaints has trampled personal value. Nowhere is it more ostensi-
bly felt than in healthcare provision.

Patients increasingly claim that contemporary medicine has shifted in focus. It 
has abandoned pursuit for the holistic healing of individual people in favor of 
Fordist concerns like economy and efficient hospital stay turnover.

The result is limited bio-chemical testing culminating in treatment of illness 
types and inanimate clinical cases. To top it all, empathy for patient’s experience 
with the disease in a thus devolved healthcare system is totally missing.

The critics are correct, but only partially. Daily overload of responsibilities 
should not detract from empathetic professional treatment. Healthcare staff should 
be committed to patients’ mental as well as physical plight.

Yet, one should not forget that healthcare providers are (on occasion) themselves 
using the system. It would be wrong to point fingers solely at the medical corps, just 
because (in the absence of a concrete box punching bag) it means the front line for 
direct, emotional bashing.

A far more insidious culprit hides elsewhere.
We have been trapped in a whirlpool of continuous time discordance. Social eth-

ics has evolved faster than the ability of the state to accommodate longer life expec-
tancy with a shrinking healthcare- and tax-paying work force.

The latter (aged between 21 and 68, and the ceiling is ever rising) pays for the 
healthcare provision of:

• Themselves
• At least two retired live generations before them
• People with special medical needs
• The unemployed
• The incoming younger generation (at present – too young to socially contribute)

1 Empathy and the Quest for Social Ethics: Their Relevance to Contemporary…
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Ironically, state’s work force has no right to be ill (at least, not for long). Sick 
leave exacerbates monetary losses – once, by using healthcare service and, second, 
time – by not making a full deductible towards it.

Breaching the gap between financial inflow and outflow in healthcare today is 
surely an uphill battle.

To resolve the predicament in times of external peace, policy-makers are faced 
with two choices: to borrow the outstanding amount from a bank (and indebt the 
work force of today and tomorrow) vs. to tap into annual taxation (and effectively 
charge the work force of today twice for the same service).

Unable to decide which option leads to the greater evil, most European states 
favor the third way – of a more ethical, hybrid option.

Yet, social justice has been breached. Some individuals take far more than their 
fair share from state’s healthcare. Complaints are therefore raised of depleting 
resources.

Interestingly enough, not everyone who voices concern belongs to the health-
care- and the tax-paying stratum.

Playing on the empathic nature of others, a group of social dependents have 
engaged in egocentric predatory practice. They demand more and free healthcare 
dividends.

The argument for the “necessary,” indeed “life-saving” handouts is a breach of 
contract with society, biology, and other states. The victims cannot lead productive 
lives due to lack of work opportunities, invalidation, or a repressive regime func-
tioning elsewhere.

Any opposing opinion (or attempt at discussion) is met with immediate rebuttal.
Unfortunately, the rising trend of social extortion, based on the prevailing ethical 

norms in European states, is supplemented with another “bonus.”
Big hospitals are increasingly targeted by patients who, for the lack of a better 

term, “forget” all decorum, ethics, and civility. They jump the waiting line by faking 
stronger pain and a greater physical emergency.

Emotionally blackmailed into effective action, physicians prioritize by bringing 
forward the pushy, while leaving behind the socially compliant patients.

Another injustice is served. The rationale behind contemporary European ethics 
gets tested.

Will we ever reach a stable, universal, empathy-driven co-habitation?
The answer lies ahead. Until then, the social experiment continues.

1.3  Conclusions

This text tackles the concepts of empathy and ethics as they evolved throughout his-
tory and gradually became incorporated into the European healthcare sector. It also 
addresses current stresses on the thus created system.

The discussed issues impact all stakeholders – policy-makers, medical person-
nel, and patients [1, 2]. They can be resolved in two ways: first, through public 

V. Tananska
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discourse and measures without compromise on European guiding ethical princi-
ples of social justice and, second, through technology – to streamline and widen 
data distribution and utilization, as well as improve patient survival outcomes, and 
telemedicine aimed at integrating remotely living patients, cut down on operational 
hospital costs and opportunist patient behavior therein.

Medicine is a profession guided by noble principles, but they must be reconciled 
not only downwards, with individual patient needs, but also upwards – with the 
politico-economic needs of the state, as substantial finances are needed to operate a 
state healthcare system. Since the latter often works at a loss (due to catering for 
unpaid emergency cases, rising prices of used goods and services, and general 
redundancies), it must receive direct contributions from the end beneficiaries 
(patients), pharmaceuticals (providing needed quality medicines in exchange for 
operating rights), and, ultimately, the manager/overseer of the healthcare system – 
the state.
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Chapter 2
Conceptual Model of Professional 
Supervision Study Based on Data Mining: 
A Study in the Regional Council 
of Nutritionists of the 4th Brazilian Region 
(Rio de Janeiro and Espirito Santo States)

Anderson Luiz Ignacio de Lima, Rosane Justino de Sousa Lima, 
and Henrique Rego Monteiro da Hora 

2.1  Introduction

A society provided by information technology is capable of producing a high 
amount of data, whose relevance grows at the same exponential pace [1–3], and it is 
no different in areas related to public health [4–6]. The availability of these large 
volumes of data, coupled with the application of artificial intelligence techniques, 
can solve health problems, hitherto not possible [7–9].

In this context, some studies present the use of mathematical tools for the treat-
ment of data within the health area and report the achievement of satisfactory 
results. Bernstein et al. use statistics to compare the results of the statistical model 
versus clinical evaluation made by specialists for cases of unplanned readmission 
within 30 days after patient discharge and, thus, to estimate the risk, in addition to 
clinical intuition [10]. For the authors, the statistically driven model performed bet-
ter than the clinically oriented model, helping to improve surgical quality and 
reduce costs.

Gibbons et al. [11] and Hautemaniere et al. [12] use mining techniques to moni-
tor professional practice. Gibbons et al. use feedback text mining to assess variation 
in the professional performance of doctors in the United Kingdom [11], and 
Hautemaniere et al. use data mining to identify possible deaths from hospital infec-
tions [12]. Both concluded the applicability of the methods presented, indicating 
that their findings can inform future predictive models of performance and support 
the evaluation to improve the quality of professional practice.
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Some of the purposes of the Regional Council of Nutritionists are to guide, 
supervise, inspect, and discipline the exercise of the profession, seeking the quality 
of services related to food and nutrition (Federal Brazilian Law N 6.583 [13]). In the 
inspection actions, one of the tools used by the inspectors is the technical visit 
scripts that were prepared based on the Resolution for the definition of the areas of 
activity of the nutritionist and their attributions (Resolution CFN N 380 [14]). These 
scripts are available at http://www.crn4.org.br/fiscalizacaoroteiro-de-visita-tecnica.
php to permit the insertion of the data generated from the visits in a proprietary 
platform.

The set of data accumulated over the carried out inspections make up a precious 
material. Descriptive statistics can treat this information, and data mining tech-
niques can expose behavior patterns of companies and supervised professionals. 
The resulting knowledge, if known and exposed, has excellent potential for use in 
the management of inspections and subsidizing future decision-making.

In this scenario, this article aims to generate useful information from the data-
bases available in the information system of the Regional Council of Nutritionists 
of the 4th Region (CRN4), through data mining techniques, to expose behavior pat-
terns of observed variables. This area comprises the states of Rio de Janeiro and 
Espırito Santo.

2.1.1  Data Mining

The vast amount of data available in the companies’ databases hides much knowl-
edge. Data mining transforms raw data into valuable information to assist decision- 
making [15].

According to Berson, Smith, and Thearling [16], data mining explores databases 
through tens of hundreds of different points of view. The difference between data 
mining and statistical techniques is in the use of the data itself for the discovery of 
patterns and not in the verification of hypothetical patterns.

Databases store knowledge that can help improve business, and traditional tech-
niques only allow to verify hypotheses that are, approximately, only 5% of all the 
relationships found by these methods. Data mining can discover other unknown 
relationships: the remaining 95% [15].

Therefore, data mining is a set of techniques that involve mathematical methods, 
algorithms, and heuristics to discover patterns and regularities in large data sets.

A. L. I. Lima et al.
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2.1.2  Methodology

2.1.2.1  Research Classification

For its nature, this research is applied, because it uses techniques consolidated in the 
academy to solve problems and local realities. From its approach, the study is con-
sidered quali-quantitative. It is qualitative regarding data collection and composi-
tion of the variables of interest available in the form of the inspection script. 
Moreover, it is quantitative in the treatment of these variables when they are submit-
ted to data mining algorithms [17].

For its objectives, the research is descriptive, since, from a set of data, it exposes 
the reality present in it without explaining its occurrence. Finally, for its procedures, 
the research is classified as a survey in data collection, bibliographic in its theoreti-
cal foundation, and case study, in the analysis of the object of study [18].

The research strategy was organized and structured in four sequential steps:

 1. Definition and data collection
 2. Data selection, pre-processing, and transformation
 3. Data mining
 4. Analysis and discussion of results

2.1.2.2  Definition and Data Collection

The data needed for the present research had identification restrictions, were made 
available, are the property of the Regional Council of Nutritionists of the 4th 
Brazilian Region (CRN4), and are the last of the inspections carried out by the 
CRN4 inspection team.

The research project was submitted to Plataforma Brasil, receiving the Certificate 
of Presentation for Ethical Appreciation under number 94572518.3.0000.5583, and 
obtained a substantiated opinion from the Research Ethics Committee, approving 
the project regarding ethical aspects. The CRN4 and the author signed the 
Institutional Cooperation Agreement Term sealing the commitment to exchange 
data and information to improve the inspection of professional practice, as well as 
working conditions, to promote policies in favor of the category.

All information and exclusive technical data, considered confidential by CRN4, 
provided under the agreement, were received and kept confidential. The collected 
data underwent treatment and anonymization not to allow the identification of the 
information holder.

The databases comprise the forms of the Technical Visit Routes (RVT) available 
at http://www2.crn4.org.br/pg/fiscalizacao/visitasdefiscalizacao, which are used in 
inspections and registered in the proper system for that purpose.

Technical visits are carried out with the nutritionist professional to guide and 
monitor professional practice.

2 Conceptual Model of Professional Supervision Study Based on Data Mining…
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The Technical Visit Routes are instruments developed to guide the visit of the 
Fiscal Nutritionist, enabling the gathering of information related to the professional 
practice and the support and guidance to the expert. They rely on the legislation of 
the CFN/CRN System that establishes the duties of professionals in the various 
areas of activity and on health legislation, seeking to contemplate the main manda-
tory aspects in a performance compatible with excellent quality standards [19].

This work uses the databases of four Technical Visit Routes, namely:

 – Collective Feeding – Food and Nutrition Unit (FNU)
 – School Feeding (SF)
 – Clinical Nutrition – Hospital and Similar Institutions (HSI)
 – Clinical Nutrition – Long-Term Institution for the Elderly (LTIE)

The records obtained and used are related to the results of the inspections carried 
out during the period from 2014 to 2018, covering the states of Rio de Janeiro and 
Espırito Santo.

2.1.2.3  Data Selection, Pre-processing, and Transformation

The stage of data pre-processing, according to [20], belongs to the Knowledge 
Extraction Process (KDD), where data mining is a critical stage. After data selection 
and before applying the data mining techniques, there is the selection and transfor-
mation stage. In this step, the original attributes of the database are converted and/
or adapted to apply data mining.

In this step, the collected data are prepared for the mining process. They can be 
generalized and aggregated, or even new attributes can be created or deleted to 
understand the problem domain better. A typical procedure is the discretization or 
transformation of data into categories or quantitative ranges, for a better interpreta-
tion of the problem domain [21].

The database made available by CRN4 is presented in an Excel file. It comes in 
an unstructured form, requiring the use of a data dictionary for compatibility, use, 
and understanding of the data. After the application of the data dictionary, the vari-
ables “outcome” and “non-outcome” were identified, the necessary transformations 
were made, and then a comma-separated values (CSV) extension file was generated 
for reading by the analysis software. At the end of this stage, the database started to 
have a new configuration of attributes.

The analyzed RVTs also had a section with mandatory activities by the nutrition-
ist, subdivided into Qualitative and Quantitative Indicators. Each indicator with the 
attributes that compose it with specific domain values for each indicator, namely, 
“Minimum Standard,” “Standard Target,” and “Does not reach minimum standard” 
for the attributes of the Qualitative Indicators and “Yes,” “No,” “Sometimes,” and 
“Not applicable” for the characteristics of the Quantitative Indicators. The attributes 
and domains were transformed, consolidating the attributes that make up the indica-
tors into a single attribute for each indicator. In this way, the new attributes became 
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“Quantitative Indicators” and “Qualitative Indicators,” having as domains “Meets” 
and “Does not meet.”

To define the final outcome, it was considered as “Meets” only the cases in which 
all the original attributes have been met as “Minimum standard,” “Meta-standard,” 
or “Yes,” as the cases where only one attribute has been classified as “Does not 
reach the minimum standard,” “No,” or “Sometimes” indicates that the mandatory 
activities of the nutritionist are not being fulfilled.

Some specific attributes of each RVT were also transformed, which were replaced 
by intervals, taking into account the resolutions in force that deal with the minimum 
numerical parameters of reference for the nutritionist’s performance and the mini-
mum numeric parameters within the scope of the School Feeding Program. For the 
Collective Feeding RVT – Food and Nutrition Unit (FNU), it was used as a domain 
of the attributes related to the number of meals, intervals according to the updated 
version (Resolution CFN N” 600, 2018). In this way, the number of small meals was 
converted into large meals, as directed in the Resolution, and only the large meal 
reference was utilized. The intervals became the same used as parameters of that 
Resolution.

The attributes of the School Feeding RVT, referring to the number of students, 
were also transformed, making them compatible with CFN Resolution No. 465 [22].

The number of beds referring to the RVT Clinical Nutrition  – Hospitals and 
Similar Institutions was also transformed to adapt to the current Resolution 
(Resolution CFN No. 600 [23]). The quantities were considered according to its 
complexity, with the beds of medium complexity with intervals every 30 beds, and 
high complexity, with intervals every 15 beds.

The changes made regarding the RVT Clinical Nutrition – Long-Term Institution 
for the Elderly (LTIE) refer to the number of elderly people served. This quantity 
lists both the number of nutritionists per number of older people served and the 
necessary weekly technical workload, as CFN Resolution No. 600 [23].

2.1.2.4  Methodological Procedures and Analysis Techniques (Data 
Mining)

The algorithms were executed using the data mining tool Waikato Environment for 
Knowledge Analysis (WEKA), details in [24]; this has machine learning algorithms 
that can be used to extract relevant information from a database of data. The tool 
was adopted, according to the following reasons:

 (i) Open-source tool and free of cost
 (ii) Have several versions of algorithms used in data mining
 (iii) Availability of statistical resources to compare the performance of the algo-

rithms and present several resources for data analysis

To assess the knowledge generated with the processing of the study base, data 
mining was performed using supervised learning for classification problems, and 
the classifier algorithm selected was J48 from WEKA, which offers a set of rules 
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that are easy to interpret by humans. The J48 algorithm is one of the most used in 
data mining, according to [25]. It uses machine learning with the divide-to-conquer 
scheme that decomposes a complex problem into simpler subproblems, and recur-
sively the same strategy is applied to each subproblem [26].

As a result of the J48 algorithm application, the classifier outputs a precise model 
as a decision tree. The use of the decision tree serves to enhance and assist in mak-
ing decisions more logically and rationally. The method assists in the decision pro-
cess, as it allows the analysis of complex scenarios, and the graphic model favors 
the exploration of all the possibilities and results of a given decision, guiding in the 
best problem-solving.

The J48 algorithm employs the standard WEKA configurations with a tenfold 
cross validation test configuration to evaluate the model generalizability. Adjustments 
were made to the parameters “confidenceFactor” and “minNumObj,” to have better 
assertiveness in the results.

At the time of mining, for each RVT, two forms of data processing were per-
formed, with the outcome of the attributes of the mandatory activities of the nutri-
tionist, the first referring to the Qualitative Indicators and then the Quantitative 
Indicators. That is, in each processing, the decision trees were generated consider-
ing as an outcome the attributes of the mandatory activities of the nutritionist.

Regarding the period and region studied, this research used the RVTs registered 
between the years 2014 and 2018, in the states of Rio de Janeiro and Espırito Santo. 
Thus, all records that did not meet these criteria were discarded.

2.2  Discussion

In this section, the results obtained after applying the J48 classifier algorithm to the 
studied database are presented. The results were separated into topics with respect 
to their RVTs. The initial analyzes are done separately. In the end, a cross analysis 
between the RVTs is made, as well as a comparison with the works already pub-
lished on the theme.

2.2.1  Collective Feeding – Food and Nutrition Unit (FNU)

In this subsection, the results obtained through data mining, performed on the 
“Collective Feeding FNU” basis between the years 2014 and 2018, in the states of 
Rio de Janeiro and Espırito Santo are presented. The results were obtained after the 
application of the J48 classifier algorithm consolidated on the studied database, 
considering both the Qualitative Indicators Outcome and the Quantitative Indicators 
Outcome.

A. L. I. Lima et al.
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2.2.1.1  Qualitative Indicators

Through the decision tree, it is possible to infer that the use of Standardized 
Operating Procedures (SOP) is a critical item, and its nonuse suggests that the 
establishment will also not comply with the mandatory activities of the nutritionist.

However, considering that the use of SOP occurs as a technical-administrative 
resource, attention is now focused on the use of technical reports/nonconformities, 
which, if unused, suggests that it will not comply with the mandatory activities of 
the nutritionist.

The number of sources of technical updates was also shown to be an essential 
factor in raising awareness, indicating that greater coverage in the information chan-
nels suggests a higher rate of compliance with mandatory activities (Fig. 2.1).

2.2.1.2  Quantitative Indicators

For the decision tree generated from the Quantitative Indicators, the indication is 
that if there is no supervision of the periodic control of rest-intake, then the monitor-
ing and guidance of the nutrition trainees become the relevant factor, in which the 
cases where this monitoring occurs suggest that the mandatory activities of the 
nutritionist are being fulfilled. In contrast, with the supervision of the periodic con-
trol of rest-intake, the use of technical reports/nonconformities becomes the driver, 
where their nonuse indicates the nonfulfillment of mandatory activities.

The indicator of periodic control of rest-intake is presented as a complementary 
activity of the nutritionist at FNU in Resolution CFN No. 380 [14]; however, with 

Fig. 2.1 Decision tree – FNU – qualitative indicators outcome
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the update to Resolution No. 600 [23], this activity became mandatory. The result 
presented in the decision tree of the periodic control of rest-ingestion as root node 
of the tree corroborates and reinforces the importance of this activity, as also identi-
fied by the CFN itself, which is now considered a mandatory activity in the new 
version of the Resolution that defines the areas of activity of the nutritionist and 
their duties and indicates minimum numerical parameters of reference, by area of 
activity, for the effectiveness of the services provided to society (Fig. 2.2).

2.2.2  School Feeding

In this section, the results obtained through data mining, performed on the “School 
Feeding” basis, are presented.

2.2.2.1  Qualitative Indicators

The tree demonstrates that the use of specific computer programs helps in fulfilling 
the mandatory activities of the nutritionist, as it facilitates and streamlines the daily 
routine of the nutritionist.

For cases where specific programs are not used, the execution of the annual plan 
within the scope of the National School Feeding Program (PNAE) [27] becomes 
decisive, where only when executed does it present possibilities of fulfilling manda-
tory activities (Fig. 2.3).

Fig. 2.2 Decision tree – FNU – quantitative indicators outcome
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2.2.2.2  Quantitative Indicators

The execution of the annual plan strongly influences the Quantitative Indicators 
within the scope of the PNAE since the decision tree generated, the situations where 
the execution of the plan was not carried out, showed tendencies in not meeting the 
outcome of the mandatory activities [27]. On the other hand, in case of implement-
ing the plan, the item that becomes important is the participation in the process of 
technical evaluation of the suppliers of foodstuffs and utensils, where if there is no 
participation, it suggests that the requirement is not met (Fig. 2.4).

Fig. 2.3 Decision tree – school feeding – qualitative indicators outcome

Fig. 2.4 Decision tree – school feeding – quantitative indicators outcome
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2.2.3  Clinical Nutrition – Hospital and Similar Institutions

In this section, the results obtained through data mining presented based on “Clinical 
Nutrition – Hospital and Similar Institutions” are presented.

2.2.3.1  Qualitative Indicators

The use of equipment for anthropometric assessment proved to be necessary for the 
conclusion of the qualitative outcome, because, when not used, they indicate that 
the mandatory activities of the nutritionist are also not being met. However, if 
anthropometric assessment equipment is being used, the fact that there is a technical 
supervisor indicates a higher incidence of compliance with mandatory activities. 
This fact can be explained by the presence of a superior accompanying the activities 
of the other nutritionists. If there is no technical supervisor, carrying out studies and 
research in your area of activity becomes of significant influence, suggesting that, 
when this fact is true, it also tends to meet the mandatory activities of the nutritionist 
(Fig. 2.5).

For the Quantitative Indicators, the most relevant item is the professional’s spe-
cialization. However, if the hospital/clinic is philanthropic, the suggested indication 
is that the mandatory activities are not being carried out. On the other hand, for situ-
ations with professionals without specialization, the time of drawing up became 
significant, with the evening period being the most favorable to verify the fulfill-
ment of the mandatory activities of the nutritionist (Fig. 2.6).

Fig. 2.5 Decision tree – hospitals and similar institutions – qualitative indicators outcome
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2.2.4  Clinical Nutrition – Long-Term Institution 
for the Elderly (LTIE)

This section presents the results obtained through data mining, carried out based on 
“Clinical Nutrition – Long-Term Institution for the Elderly.”

2.2.4.1  Qualitative Indicators

The decision tree seen in Fig. 2.7 indicated as the most critical attribute of the pre-
scription of foods for special purposes, suggesting that the nonprescription or incon-
sistency in the prescription causes the nonfulfillment of the mandatory activities of 
the nutritionist. Sequentially, the next attribute to observe is related to qualitative 
assessment with customers, suggesting that the execution of satisfaction surveys 
reflects the fulfillment of mandatory activities.

Fig. 2.6 Decision tree – hospitals and similar institutions – quantitative indicators outcome

Fig. 2.7 Decision tree – LTIE – qualitative indicators outcome
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The prescription of food for particular purposes in the senile age group is a valu-
able item. This happens due to the natural and progressive decrease in muscle mass 
present in that age group, known as sarcopenia, indicating that the fulfillment of 
mandatory activities will provide information that will provide the identification 
and screening nutritional risk.

A study by Landi et al. indicates the high prevalence of sarcopenia among resi-
dents of Long-Term Care Institutions for the Elderly, identifying the nutritional risk 
and the decrease in muscle mass in these older people [28]. It reports the importance 
of dietary supplementation in this age group for the correction and prevention of 
sarcopenia. The study by Landi et al. confirmed the importance highlighted by the 
decision tree [28]. They indicate the prescription of food for special purposes as an 
attribute of greater relevance. This finding was also reported by Patronillo et  al. 
[29]. Protein supplementation should be considered in elderly people at nutritional 
risk (or with sarcopenia already established), who do not reach the daily protein 
intake necessary to meet metabolic needs through dietary changes and without med-
ical contraindications.

2.2.4.2  Quantitative Indicators

The quantitative outcome of Clinical Nutrition at LTIE has as its main attribute the 
qualitative assessment with clients, where the simple fact of carrying out a satisfac-
tion survey with clients becomes an indicator of compliance with the mandatory 
activities of the nutritionist. However, failure to carry out the evaluation highlights 
the importance of using or not uniforms by employees, where nonuse suggests that 
mandatory activities are also unfulfilled. In the case of the use of uniforms, the next 
attribute to become relevant to the quantitative outcome is the existence of lavato-
ries and aseptic products for handlers, emphasizing that the fulfillment of this attri-
bute indicates a higher probability of fulfilling the mandatory activities of the 
nutritionist (Fig. 2.8).

2.2.5  Comparison between RVTs

Figure 2.9 shows the temporal distribution of the amount of RVT between the years 
2014 and 2018, in the states of Rio de Janeiro and Espırito Santo.

The distribution of the number of RVTs over time is more concentrated between 
the years 2016 and 2017, wherein in 2016 there was a significant increase in the 
number of RVTs, growing a little more in 2017, but retreating again in 2018, but still 
at a level higher than the years 2014 and 2015.

The graph also shows a considerable difference in the number of RVTs related to 
Collective Food – FNU concerning the others, being higher than double the sum of 
the other three.

A. L. I. Lima et al.
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Figure 2.10 shows the specifics of each RVT considering the attributes 
“Quantitative Indicator,” abbreviated in the Table (Fig. 2.10) as “Quant. Ind.,” and 
“Qualitative Indicator” abbreviated in the Table as “Qual. Ind..”

Through the results presented in Fig. 2.10, it can be observed that the precision 
for the classification “Does not meet” was superior to the accuracy for the classifica-
tion “Meets” in all attributes of all RVTs. This is a decisive factor for the application 
and usability of the proposed decision-making model. This happens because these 
are tax actions and precision becomes more relevant for the definition of 

Fig. 2.8 Decision tree – LTIE – quantitative indicators outcome

Fig. 2.9 Number of RVTs per year
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 noncompliance, particularly the classification “Does not meet” to the detriment 
accuracy to define compliance, in this case, the “Meets” classification.

This work presented a way of predicting the fulfillment of mandatory activities, 
using data from previous inspections, which are observations verified at the place 
visited through the Technical Visit Guide and carried out by a trained professional 
for inspection, thus helping and serving as a guide for future inspections.

Literature lack studies that use formal inspection data mining to verify the pro-
fessional practice. What was found are works that use mining with the evaluation of 
comments in the open text, made by peer professionals as Gibbons et al. [11], or the 
database resulting from professional practice as presented by Hautemaniere et al. 
[12], which uses a mortality database from a university hospital, to verify profes-
sional conduct.

Other authors use statistics to compare the results of a statistical model versus 
clinical evaluation by specialists, as Bernstein et al. [30], in his work, which uses 
data from patients to make comparisons. Layzell [31] contextualizes the inadequate 
prescription of medications in postoperative patients, to identify, through an audit 
carried out during 5 weeks in a recovery ward, the delays suffered by patients for 
pain relief in the postoperative period and the reasons.

These works show undirected assessments and some even punctual, where there 
is no script or standard for verification or continuity, and may present biased or 
superficial results. In the past, none of them has sought to provide subsidies to offi-
cial inspection bodies.

The work that comes closest to this goal is the study by [32] that uses online 
reviews from US restaurant consumers and introduces the vision of building a com-
bined real-time inspection system with routine inspections by the public health 
department to prevent users from suffering foodborne illnesses. The authors explore 
analyses with sets of keywords that denote foodborne illnesses and use supervised 
learning techniques to classify the data to predict whether an assessment indicates 
foodborne diseases. In particular, they detect assessments that predict foodborne 
diseases, selected resources, and classification methods.

In view of the lack of specific studies involving data mining techniques and 
inspection of professional practice, this work contributes by presenting the feasibil-
ity of extracting strategic information from the Professional Council’s own database 
[33–35].

It is believed that the results obtained are of interest to CRN4 and to other 
Professional Councils and the method presented here can be reused in other 

Fig. 2.10 Precision values for each outcome

A. L. I. Lima et al.



25

 databases. For this reason, as future work, it is expected to use the present method-
ology in databases of other councils in the area, in order to serve as material for 
future inspection actions, directing and assisting in the prioritization of verification 
items when in inspection visits, helping to identify irregularities and nonconformi-
ties [36–41].

2.3  Conclusion

This research had the purpose of analyzing the behavior of the data resulting from 
the fiscal actions of the Regional Council of Nutritionists of the 4th Brazilian 
Region. The application of the J48 WEKA classifier algorithm returned satisfactory 
results, with classification accuracy for nonconformity, well above the classification 
accuracy for conformity, mainly for Qualitative Indicators, where it presented up to 
95% accuracy for the classification “Does not meet,” which expresses the reliability 
of the information generated.

The high percentage values achieved in the accuracy parameters indicate that the 
level of reliability of the results obtained is satisfactory, which allows inferences 
consistent with the reality of the object of study.

According to the results obtained, we can conclude that it is possible to find a 
result trend and potential patterns in the proposed outcomes for the data mining 
process using the database from previous inspections [36–41].

For each RVT, the most critical and influential relative and specific attributes of 
the area in which the RVT itself operates are highlighted, such as (i) the execution 
of the annual plan under the PNAE for the School Feeding area and (ii) the prescrip-
tion of food for special purposes for Long-Term Institutions, indicating the particu-
larity of each region [27].

This study can serve as material for future inspection actions, directing and 
assisting in prioritizing verification items at the time of inspection visits, while help-
ing to identify irregularities and nonconformities [42–44].
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3.1  Introduction

Developing logical and arithmetic skills contributes significantly to improve senior 
citizens’ mental capacity and avoid some health conditions. Distance education 
(DE) or long-distance learning alludes to training who are not physically at a class-
room to accommodate their lives to societal and workforce fluctuations [1].

Dyscalculia is the math equivalent to dyslexia and independent from 
IQ. Nowadays, it hinders math literacy deterring people from using it in their lives 
and keeping their brains sharp by using this type of knowledge experiencing time, 
measurements, and spatial perception [2, 3].

Exploratory information was obtained from meetings with stakeholders: all 
either individually as each person works on the environment or through the 
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intercession of a tutor. The numerical information database (problem bank) about 
the four operations allows math training with decimal places. This database can be 
expanded altogether with only a guide conversing with the subjects (remotely or 
not), a group of learners and tutors, or learners alone.

3.1.1  Motivation

The elderly need math skills to perform everyday tasks like managing medicine 
dosages, doing income taxes, paying bills, time management, budget control, and 
preparing meals to exemplify and demonstrate the meaning and usefulness of 
math [4].

Technology keeps on delivering more and more gadgets to face these challenges 
that often eliminate mental calculations, critical thinking, and awareness of the self. 
However, calculations and estimations are essential for intuitive perception and 
critical concerns about the desired outcome. The relevance of mathematics skills 
for making decisions in everyday life (i.e., the propensity to recognize and solve 
quantitative issues in real-life situations) lacks adequate metrics and evaluation 
methods.

Emotions play a role in math anxiety, which is performance-based anxiety with 
symptoms akin to social anxiety, and it is related to situations demanding or antici-
pating performance [4, 5]. The mutual relationship between self-belief and math 
performance is essential, as well. High math confidence may favor its use. In daily 
life, mathematical reasoning may benefit medical and financial selections signifi-
cantly but might be troubled in several ways.
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3.1.2  Distance Education

The Internet of Things (IoT) and cloud-enabled solutions arrange for the prospect to 
shape new, attractive smart, connected distance education (DE) frameworks, assis-
tive learning, collaborative caregiving, and healthcare systems [4, 6].

DE can be paced (PDE) and self-paced (SPDE). The PDE format resembles tra-
ditional classroom-based paradigms in which learners initiate and finish a class on 
a given subject at an equal time. SPDE is presently the most common style of DE 
delivery. Alternatively, some establishments offer SPDE programs that permit reg-
istration at any time, and a variable course duration set according to the learner’s 
timing, abilities, and dedication levels. SPDE is generally asynchronous, whereas 
PDE can be either synchronous or asynchronous. Each delivery pattern has both 
benefits and drawbacks for learners, instructors, and institutions.

SPDE affords autonomy for learners to commence their revisions and training at 
any time. Nonetheless, they can also proceed with sessions speedily, if they want. 
Students often enter SPDE when they experience stress to finish programs or accom-
plish a particular task, cannot complete an orthodox course, require extra classes, or 
have some other hardship, which impedes standard study for any period. The SPDE 
nature of the virtual classrooms, though, is an intimidating education paradigm for a 
plentiful of learners and can incite procrastination besides course incompletion. 
Although learning assessment can be a caveat as tests can happen on any day, allow-
ing students to share test questions with subsequent loss of academic honor, this can 
be circumvented by having some random number generation. Ultimately, coordinat-
ing collaborative effort activities can be a hurdle. However, some schools have coop-
erative models relying on networked and connected SPDE pedagogics.

This manuscript comprises these parts: Section 3.2 describes the methodology, 
and Sects. 3.3 and 3.4 address, respectively, the discussions and conclusions of this 
project.

3.2  Methodology

The Dynamic System for Assemblage and Execution of Interactive Classes (SISDI) 
has as its primary objective to train individuals that struggle to perform mathemati-
cal calculations with decimal places. SISDI encompasses a set of choices for the 
learner to elect the intended content. Then, the SISDI employs this knowledge to 
mount and display an adequate class, and the student must choose the class develop-
ment pace. The examples’ varieties to be explored involve the quantity, detail level, 
and degree of difficulty and are pre-set by the instructor. The student solves cases 
interactively informing the data necessary to

 (i) Feed the learning engine
 (ii) Accomplish a particular task
 (iii) Go either to the subsequent step or try to resignify the content

3 Building Bridges and Remediating Illiteracy: How Intergenerational Cooperation...



32

Figure 3.1 shows the cyber-physical system corresponding to the whole SISDI 
framework relying on a web-based environment comprising a content repository 
(CR) and the students’ profile storage (SPS) [7–10]. This last module handles the 
information about the students, their behavior, and their goals. Each learner requires 
a knowledge evolution record identifying the necessary adaptation and a monitoring 
module providing tutors with data on the person’s progression

The assistive learning engine (ALE) adapts the content displayed to the learner, 
the type of pedagogy, and the presentation to each student.

A typical object-oriented (OO) system has multiple layers [11–13], e.g., if the 
framework possesses three layers, (i) graphical user interfaces (GUIs), (ii) design of 
the application logic layer with domain objects, and (iii) the technical services layer, 
such as interfaces with database or registry error – usually independent of the appli-
cation and reusable [13–15]. Creating layers breaks the complexity of software [13, 
16, 17]. The SISDI analysis uses case diagrams and actors, and their associations 
appear in Fig. 3.2.

The use cases address the outer framework interface and specify many of the 
SISDI necessities to attain goals better. Figures 3.3 and 3.4 allude to the SISDI’s 
Choose Example use case [14–17], where the user chooses an example to train. The 
SISDI’s activity diagram demonstrates the accomplishments and changes starting 
from one activity to the next with the events happening in any part of the framework.

Sequence diagrams depict the flow of messages between different items, which 
are represented by dashed vertical lines with the name of the item on the top. The 
time axis is vertical at the same time expanding, so messages to be sent commence 
with one item and then onto the next as bolts with the activity and the names of the 
parameters, as the SISDI model example (Fig. 3.4). In implementing the SISDI, the 
case study was a division with decimal places by the fact that people find great dif-
ficulties in this type of mathematical operation. SISDI comprises several screens as 
follows (Figs. 3.5, 3.6, 3.7 and 3.8).

Fig. 3.1 SISDI perceived as a cyber-physical system
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3.3  Discussion

A better semantic-based IoT engine would help to improve the system addressing 
these requirements:

• Interoperability among applications, even from heterogeneous domains
• IoT data interpretation
• Straightforwardness implementation and deployment of IoT applications
• Adaptivity to the different users’ necessities (e.g., ensure privacy, interfaces to 

wearable/mobile devices)

Choose class

Choose example

Develop example

User

Fig. 3.2 Use case diagram

Begin

The learner selects an example to be
worked upon

The system shows the introduction screen
corresponding to the selected example

End

Fig. 3.3 Activity diagram: 
choose example
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Fig. 3.4 Sequence diagram: choose example

Fig. 3.5 Introduction screen: Allows the student to control the examples’ difficulty degree

M. A. de Jesus et al.



Fig. 3.6 Examples screen: permits the student to choose the example course of action

Fig. 3.7 Theory screen: allows the user to seek explanation and learn the concepts of division
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Replication with math anxiety questionnaires is necessary to include situations 
related to all respondents. Every day, math-related situations may vary from person 
to person. Likewise, the elderly deal with family responsibilities, medical condi-
tions, and decisions that may use technology differently or even lack any techno-
logical help. Some examples have more common knowledge than an average 
real-life quantitative issue. Still, as the world changes, people will adjust their math 
use to technologies. For example, the amount of change in coins may decrease in the 
face of digital payments. Evaluation of full reliance on technology or mathematical 
thinking is still required.

A major challenge in the Cloud of Things (CoTs) handles the data created by 
too many IoT devices. Edge computing infrastructure, aka Edge of Things 
(EoT), solves problems by functioning as a middle layer connecting the IoT 
devices and cloud computing (CC). The Cognitive Internet of Things (CIoT) can 
deliver small-scale real-time storage and computing to guarantee low latency in 
addition to optimal IoT resource deployment. Still, the EoT has privacy issues, 
which is a noteworthy concern for systems with sensitive data. SISDI 

Fig. 3.8 Development screen: execution of tasks until the normal division
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necessitates an EoT computing framework for safe and smart tutoring as well as 
surveillance services with fully homomorphic encryption. The SISDI frame-
work needs scalability to aggregate and analyze the large-scale and heteroge-
neous data in the distributed EoT devices independently before sending them to 
the cloud.

All over history, anthropological cognitive systems have been changed by the 
introduction of technology (e.g., primitive tools, oral communication, text, and 
math systems). The Internet reshaped human cognition with its multifaceted fea-
tures and transformed people’s thoughts and behaviors profoundly [18]. The elderly 
sense some rejection of DE when compared to generations that grow up with 
Internet technologies aka digital natives (DNs). Seniors tend to show shallow 
Internet behaviors with fast attention shifting and lesser deliberations.

Last, improving people’s cognitive reserve augments the quality of their lives, 
preventing the onset of dementia or other cognitive impairment in aging [19].

3.4  Conclusions

SISDI helps people to perform calculations with decimal places. The repercussions 
of the analyses from meetings with stakeholders’ pointed towards the transmedia 
aspect of the mediation conveyed enhancements to the learning encounters, together 
with a commitment in the application space that expanded understudy energy, con-
tent use over numerous media modalities, and interest in game-based learning 
[5, 20–22].

The whole route ought to be further ameliorated by combining quantitative 
methodologies, computational intelligence, and experience obtained. Reflections 
about the outcomes must converge towards the upgrading of fresh class designs and 
to amalgamate diverse subjects like biology [23], dance [24], geography [25], health 
self-care [26], and so forth.

This work is malleable enough to fit in a semantic engine either on the cloud, 
constrained devices, or gateways.

The present framework needs to incorporate concepts related to skills, emo-
tional, and drive factors from everyday life, which has not been reported earlier 
in the literature. Individuals with prominent math skills are the ones that make 
use of math more habitually and are also more self-reliant concerning their math 
abilities. For women, math anxiety relates adversely to using math in ordinary 
life and to math expertise. Utilizing math routinely, taking into consideration 
skills, affective and motivational elements may strengthen and mutually stimu-
late each other [4].
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Chapter 4
Acoustic Contrast Between Neutral 
and Angry Speech: Variation of Prosodic 
Features in Algerian Dialect Speech 
and German Speech

F. Ykhlef  and D. Bouchaffra 

4.1  Introduction

Emotion recognition (ER) can employ audio or image, and it is still thought- 
provoking for the reason that it can improve a number of interactional aspects 
among human beings in addition to the communication among them and their 
machines under real-life uncontrolled circumstances, e.g., data acquisition glitches, 
mutable/challenging lightning settings, modifications of indoor/outdoor conditions, 
sensor noise, blur due to movement, resolution issues, occlusions, and pose devia-
tions, in addition to subjective elements that may impair conveying emotions [1–7].

This text ponders on speech ER, which is the most straightforward means to 
communicate human thoughts. Acoustic ER rely on low-dimensional data when 
compared to video ER. It expresses several clues linked to gender, age group, and 
linguistic levels, besides emotional information [8, 9]. ER is still a hot theme in 
speech/language processing.

Observing anger is paramount to ER [10] for medical psychology investigations 
and emotional health tracking. Moreover, it aids in the estimation of the level of 
stress, the detection of agents’/customers’ mood swing in call center dialogs, the 
command of healthcare equipment (e.g., robots), as well as acknowledging frustra-
tion in day-to-day communications [11].

Voice activity detection (VAD) or speech detection distinguishes the presence or 
absenteeism of talking (differentiating dialog from nonspeech sections). VAD is 
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imperative in audio-based applications, for the most part, in speech coding as well 
as recognition. There exist several VAD strategies in literature, relying on different 
rationales like abrupt alterations of spectral, energy, or cepstral distances. These 
changes fulfill different needs and entail various features, e.g., latency, sensitivity, 
accuracy, as well as computational cost.

The design and deployment of audio-based applications call for an in-depth com-
prehension of speech properties. Additionally, the acoustic and linguistic traits of 
emotional speech influence VAD performance. Without a doubt, prosody and voice 
quality are essential to discriminate emotions [9].

In particular, a higher pitch mean value, a higher intensity, a somewhat faster 
speaking rate, together with a breathy voice typify an angry speech compared to 
neutral talking. Moreover, pitch values belong to a longer interval and exhibit abrupt 
changes in line with investigative evidence from several idioms [9]. Yet, some of 
these characteristics may differ from a language to another. Besides, the precise 
amount of variation counts on the natural languages’ properties and the type of 
corpora employed in the experiments. Plentiful of quite different results emerge in 
the literature as the following studies.

Oliveira Jr. et al. carried out a study on Brazilian Portuguese [12] whose speech 
anger rate is lower than the neutral one. This by-product is significant as it contra-
dicts directly what literature regularly indicates for other languages.

G. Koolagudi et al. have classified sentiments from the Indian language speech 
[13]. Speech rate has been a significant feature to differentiate between emotions. 
The typical hostile speech duration is lesser than the average neutral talking length. 
The ER corpus, known as IITKGP-SESC, was the benchmark [13]. Indian actors 
have recorded simulated speech containing anger, disgust, fear, compassion, happi-
ness, serenity, sarcasm, and surprise emotions.

S. Yildirim et al. conducted an ER acoustic study for the English language [14]. 
Professional actors simulated sadness, anger, happiness, and calmness in recorded 
speech data. This study has revealed that the duration of angry utterances is longer 
than the one of neutral utterances. Besides, silence duration between adjacent words 
is shorter. Moreover, it found that angry speech displays high values of both energy 
and pitch.

This text explores the variation of prosodic traits in Algerian dialect (AD) and 
likens the obtained results to German speech. The suggested methodology explores 
the set of prosodic traits, namely, pitch (F0), duration (D), and energy (E), to assess 
and separate anger and neutral states. The emphasis on AD rather than Standard 
Arabic (SA) happens for two main reasons:

 (i) The first reason is that the native language in the Arabic world and more pre-
cisely in Algeria is not SA. Algerians use their dialect more often to converse 
with each other than SA. For instance, the design of automatic software to infer 
the stress level in Algerian speakers employing audio waveform demands 
familiarity with the AD acoustic properties rather than the ones from SA.

 (ii) The second reason for focusing on dialects stems from the scarce availability of 
speech corpora. A speech corpus, which consists of the main linguistic clues of 
a given language, is indispensable to analyze emotional prosody acoustically.
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There is no emblematic SA corpus for emotional speech detection as to the 
authors’ awareness. However, the authors are presently building the first acted 
Emotional Speech Corpus of the AD (ESCAD). This novel corpus lets investigating 
the prosody variation in an emotional speech. The experimental outcomes obtained 
for the ESCAD were compared to those of the German language (GL) utilizing the 
German Corpus of Emotional Speech (EMODB). The authors compared AD to GL 
since the structural composition of the ESCAD resembles the EMODB organiza-
tion. The authors scrutinized the variation of pitch (F0), energy (E), and duration 
(D) of utterances via the “Wilcoxon matched-pairs signed-rank” [15], which is an 
objective statistical test. The P-value quantifies the degree of statistical significance 
among the prosodic features pair extracted from neutral and angry speech 
waveforms.

The best feature set selection for speech ER depends on the language as it appears 
in [9]. For instance, if one opts for an acoustic element that separates flawlessly 
neutral and angry English speech, then this particular feature may not typify the 
indifferent and hostile Chinese speech suitably.

Prosodic features are amid the most excellent acoustic metrics for discerning 
between neutral and angry German speech [9]. Still, no findings emerged in the col-
lected works for the AD as far as the authors are concerned. As a result, this study’s 
outcomes will build a bridge between GL and AD while examining their differences 
and similitudes in terms of the prosodic features’ variation. Then, the authors will 
discuss the potential of the prosodic features to classify neutral and angry AD 
speech. Furthermore, the authors will conduct an unpretentious and valid compari-
son between AD and GL while quantifying the separation degree. The investiga-
tional results will also pave the way for exploiting other alternatives on anger 
detection in GL and apply them to the AD.

Next, this work has the following parts: This study’s materials and methods 
appear in Sect. 4.2. The essential results and discussions appear in that order, in 
Sects. 4.3 and 4.4. In conclusion, Sect. 4.5 closes the research and highlights future 
perspectives.

4.2  Materials and Methods

This section addresses the materials and methods that we relied on to investigate the 
acoustic contrast between irate and neutral speech employing the prosodic struc-
tures. The authors arrange for a brief description of feature extraction procedures 
and delineate the statistical separability proof between neutral and angry states. The 
authors describe in what way to use the P-value to quantify the degree of statistical 
significance between neutral and angry states. This study likens the AD and the 
GL. Detailed descriptions from [16, 17] tackle the phonetic composition of both 
AD and GL.
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4.2.1  Speech Corpora

4.2.1.1  ESCAD

Emotional Speech Corpus of the AD (ESCAD) is a new simulated speech corpus 
that is being recorded at the Algerian Center for Development of Advanced 
Technologies [18]. A group of 25 males and 28 females took part in the recording of 
the speech corpus.

The simulated sentiments are (i) anger, (ii) happiness, (iii) disgust, and (iv) neu-
tral. The speakers are uttering a set of 12 sentences that include the entire set AD 
phonemes [18]. The orators recorded the same sentence twice.

The data from this study include only anger and neutral states. Eleven referees 
evaluated these data subjectively. Only 10 speakers among the initial group of 53 
are considered in our study. The selected speakers have shown a high Individual 
Evaluation of the Speaker (IES) score [18]. We restricted our selection to ten speak-
ers to get a similar number of speakers as those available in the German corpus 
(EMODB). This investigation considered only one sentence repetition. The total 
number of angry sentences in the chosen subset is equal to 120. The same amount 
of neutral sentences comprise a set of paired observations. The picked subgroup 
guarantees that each pair of sentences (with neutral and hostile emotional under-
tones) has been uttered by the same speaker (Table 4.1).

4.2.1.2  EMODB

The department of communication science of Berlin University devised a database 
for emotional speech benchmarking christened EMODB [19]. It was recorded by 
five male and five female professional speakers to simulate seven emotional states: 
(i) anger, (ii) boredom, (iii) sadness, (iv) joy, (v) fear, (vi) disgust, and (vii) neutral. 
The speakers uttered ten sentences that include the phonetic components of the GL 

Table 4.1 Overview of ESCAD and EMODB subsets

Properties/language Algiers dialect German language

Corpus type Acted Acted
Emotional states Neutral (N) + angry(A) Neutral (N) + angry(A)
# of speakers 10 10
# of sentences 12 10 (not for all speakers)
# repetitions 1 1
Total duration 365.11 (s) 384.34 (s)
Fs 44.1 kHz 16 kHz
# of files 120 77
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[19]. Some speakers record repetitions of the same sentence. The data used in our 
study includes only anger and neutral states.

The number of angry recorded audio sentences within the EMODB corpus is 
equal to 77. Therefore, the authors selected only the set of neutral sentences corre-
sponding to the same set of angry sentences to form paired observations (or groups). 
The process of file selection ensures that the same speaker (Table 4.1) uttered each 
pair of sentences with neutral and angry intonations.

4.2.2  Extraction of Prosodic Features

Each sentence (from the audio file of the sentence) has its F0 and E contours 
appraised for the ESCAD and EMODB subsets via the following strategies 
(Fig. 4.1):

 (i) The Gonzalez technique [20] for the F0 contour
 (ii) The Teager energy scheme [21] for the E contour

Sentence duration was estimated by merely computing the time interval of the 
speech waveform.

Fig. 4.1 Computation of the pitch and energy contours of the sentence “Your bill has not been 
paid,” (in AD: “ةصلاخ شيهام كعاتن روتكفال”)
Lines color (red, energy; blue, pitch; black, speech waveform; gray, spectrogram)
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4.2.3  Statistical Test

This study tries to disclose the acoustic contrast between neutral and angry speech 
through the analysis of prosodic variations. The quantification of the degree of sepa-
ration between angry and calm emotional states using statistical hypothesis testing 
achieves this goal. This research work has utilized the nonparametric scheme named 
“Wilcoxon matched-pairs signed-rank test” from [15]. It aims at comparing the 
medians of two dependent (paired) observations. This statistical test takes place 
when one variable is present. In our study, the variable can be one of the three pro-
sodic features, namely, (i) F0, (ii) E, or (iii) D. Therefore, the suggested practice 
applies the statistical test separately for each feature.

Three pairs of observations represent the two populations undergoing tests. Each 
pair corresponds to a single prosodic feature extracted from files containing neutral 
and angry speech samples. Usually, nonparametric testing is suitable for non- 
normally distributed data. Otherwise, parametric methods are used instead. The 
Anderson-Darling test [22] helped to check the non-normality of the data leading to 
the adoption of the “Wilcoxon matched-pairs signed-rank test.” The P-value worked 
appraises the separation between the two observations [23]. The test checks if the 
P-value is higher than or inferior to the significance level α, which in the present 
study is α = 0.05, to either admit or throwaway the null hypothesis.

Nevertheless, the P-value magnitude provides extra information to quantify the 
degree of statistical significance [23]. The P-value designates the probability that 
the sample median difference among the two observations is zero at an α % signifi-
cance level [15], given the null hypothesis is verified. Therefore, this study assessed 
the P-value for each prosodic feature utilizing two paired clusters (neutral and 
anger). The first cluster encloses three prosodic features (F0, D, and E) that extracted 
with neutral speech files. The succeeding cluster consists of the same set of features 
calculated through angry speech files.

These two clusters form our paired observations. This methodology treated the 
ESCAD and EMODB corpora employing the MATLAB IDE under a Windows plat-
form to conduct these experiments.

4.3  Results

4.3.1  Feature Extraction

We applied a standard methodological approach to extract the prosodic features 
from our speech subsets. Our approach is composed of two main steps:

 (i) Selection of the speech subset SB (either ESCAD or EMODB)
 (ii) Clustering and extraction of information from SB
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A detailed description of the second step is summarized as follows:
The speech subset is divided into two clusters C1 and C2:

• C1 includes “M” neutral speech files that encompass all phonemes of the speech 
material (AD phonemes if ESCAD is selected or GL phonemes if EMODB is 
selected). These speech files were uttered by “S” speakers. For each speech file, 
the mean value of the three prosodic features, namely, F0, E, and D, were com-
puted. For the entire set of data files, the numerical values of the aforementioned 
features were saved in three different vectors: NF0, NE, and ND. The size of each 
vector is equal to “M.”

• C2 includes “M” angry speech files that encompass all phonemes of the speech 
material (AD phonemes if ESCAD is selected or GL phonemes if EMODB is 
selected). The same speakers uttered these speech files as those selected in C1. 
The order of sentences and speakers is the same as in C1. For each speech file, the 
mean value of the prosodic features, namely, F0, E, and D, was calculated. 
Likewise, the numerical values of the aforementioned features were saved in 
three different vectors: AF0, AE, and AD. The size of each vector is equal to “M.”

C1 and C2 were used to form paired observations (N: neural and A: angry) for 
each prosodic feature separately. For each subset, the couple of clusters was 
defined as:

 (i) {C1AD; C2AD} for ESCAD
 (ii) {C1GL; C2GL} for EMODB

Consequently, the prosodic features for each subset are expressed as follows:

• ESCAD (Fig. 4.2)

 – F0_AD = {F0_C1AD; F0_C2AD}
 – E_AD = {E_ C1AD; E_C2AD}
 – D_AD = {D_C1AD; D_C2AD}

• EMODB (Fig. 4.3)

 – F0_GL = {F0_C1GL; F0_C2GL}
 – E_GL = {E_C1GL; E_C2GL}
 – D_GL = {D_C1GL; D_C2GL}

The number of neural/angry files “M” and the total number of speakers “S” for 
each subset are given as follows (see Table 4.1 for more details):

• ESCAD: {M = 120, S = 10}
• EMODB: {M = 77, S = 10}
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4.3.2  Quantification of the Degree of Statistical Significance

Our goal consists of (i) providing statistical proof of the separation between neutral 
and angry prosodic features and (ii) quantifying the degree of this separation. We 
tested the separation of the three pairs of observations obtained in the previous sec-
tion for both ESCAD (AD_F0, AD_E, AD_D) and EMODB (GL_F0, GL_E, GL_D) 

Fig. 4.3 Extraction of the GL prosodic features (EMODB subset)

Fig. 4.2 Extraction of the AD prosodic features (ESCAD subset)
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subsets. We found that the null hypothesis of the Wilcoxon test was rejected for the 
three prosodic features (the P-value is less than 0.05).

This result proves that the separation between neutral and angry prosodic fea-
tures is statistically significant in the AD and the GL as well.

The P-values obtained for each pair of observation is taken into account to quan-
tify the degree of separation. The results obtained are depicted in Figs. 4.4, 4.5, 
and 4.6.

Fig. 4.4 P-value as measure of acoustic contrast in duration for AD and GL

Fig. 4.5 P-value as a measure of acoustic contrast in energy for AD and GL
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4.4  Discussion

The obtained results show that for both languages, the mean values of F0 and E 
measured using anger sentences are greater than those measured using neutral sen-
tences. However, the opposite was found for the duration. The separation between 
neutral and angry prosodic features was proven to be statistically significant by the 
mean of the Wilcoxon test.

The P-value computed using GL sentences to test the separability between neu-
tral and anger energies is much higher than the one obtained using AD sentences 
((P-value_AD  =  1.18, 10–14, P-value_GL  =  1.92, 10–12)) (Fig.  4.5). The same 
effect is exhibited for pitch values (P-value_AD = 2, 10–21, P-value GL = 2.46, 
10–14) (Fig. 4.6). These findings mean that the energy contrast between neutral and 
angry states is much higher for AD than GL. The same behavior was observed for 
pitch. However, the opposite effect was observed for the duration (P- value_
AD = 0.01, P-value GL = 3.4365, 10–07) (Fig. 4.4).

4.5  Conclusion

This paper studied the acoustic contrast between neutral and angry speech by inves-
tigating the variations of prosodic features (i.e., pitch (F0), energy (E), and duration 
(D)) in AD and GL. We proposed a methodology for testing and quantifying this 
contrast using the “Wilcoxon test” P-value. We provided statistical proof that the 

Fig. 4.6 P-value as a measure of acoustic contrast in pitch for AD and GL
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three prosodic features of neutral and angry states are separable. Then, for both AD 
and GL, we have shown that the mean values of F0 and E of angry utterances are 
much higher than those of neutral utterances. However, the opposite effect was 
observed for D.

This study proved the effectiveness of exploring prosodic features to discrimi-
nate neutral and angry emotions in Algerian speech. Furthermore, we discovered a 
significant difference in the variation of neutral and angry prosodic features between 
AD and GL.

We revealed that the contrast in E between neutral and angry states is much 
higher for AD than for GL. We showed the same results for F0 variations. However, 
the opposite effect has been observed for D. Therefore, E and F0 are very effective 
to detect AD angry speech.

Our next objective consists in investigating the variation of prosodic features 
between angry and neutral states by considering the gender and age of speakers.
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Chapter 5
Artificial Intelligence and Its Application 
in Insulin Bolus Calculators

Abdelaziz Mansour , Kamal Amroun , and Zineb Habbas 

5.1  Introduction

Diabetes mellitus is an increasingly common, chronic, and incurable disease. 
Worldwide, approximately 451 million adults had diabetes in 2017, and this number 
is expected to reach 693 million by 2045 [15]. It is associated with depreciated qual-
ity of life, disastrous complications, reduced life expectancy, and high healthcare 
costs. It occurs when the body cannot maintain healthy blood glucose (BG) levels 
due to an absence, a lack, or defect of the insulin, hormone secreted by the pancreas 
B cells. There are several types of diabetes. The most known are type 1 diabetes 
(T1D) and type 2 diabetes (T2D). Insulin production is almost nonexistent for T1D, 
whereas it is low or defective in the case of T2D. The authors in [5] review the clas-
sification of the different types of diabetes broadly.

T2D is the most common one, representing around 90% of the total diabetic 
population in the world [28]. The body produces almost no insulin in T1D. In T2D, 
the insulin produced either is not sufficient or is defective. The treatment depends 
on the type of diabetes and relies mostly on physical activity, healthy regimen, 
external injection of insulin, etc. The goal is to maintain BG levels within normal 
values to delay or prevent complications.

T1D treatment is based mainly on the external administration of insulin called 
insulin therapy. As part of treatment, T1D patients should inject insulin before each 
meal. The determination of the appropriate dose is a very challenging task because 
of the high variation in insulin requirements, influenced by multiple known and 
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unknown factors such as the amount of carbohydrate, protein, and fat contained in 
the meal, daytime, physical activity, stress, illness, etc. As a result, T1D patients 
have to consider many variables to perform actions, decisions, and diet adjustments 
in the daily routine.

Decision support systems called bolus calculators (BCs) assist them in determin-
ing the appropriate dose to help T1D patients in the decision-making process. 
Nowadays, these tools provide many advantages, and they contribute to T1D man-
agement. Some of them have received approbation in Europe and the USA [78], but 
they are not optimal and present some limitations related primarily to their modest 
adaptability to specific individual circumstances.

The development of these tools results from the collaboration between several 
fields of research, namely, medical, pathology, mathematical modeling in diabetes, 
control theory, and computer science. Over the past decades, artificial intelligence 
(AI) methodologies helped to develop BCs with promising results regarding glyce-
mic control.

This paper explains the most knowledge needed by AI researchers to develop 
software tools. First, it provides a general overview of the elementary concepts and 
terminology definitions and terminology about diabetes frequently required for the 
development of BCs. Then, the authors exhibit how to determine the appropriate 
insulin dose that must be injected before the meal using a simple calculation. The 
“Bolus Calculators” section presents the main key terms related to this field, BC 
benefits, some BC algorithms based on AI techniques, how to estimate the meal 
content, and the evaluation BC algorithms using simulation and being in a real clini-
cal environment. Finally, discussion and conclusions appear in the last section.

5.2  Diabetes

Some physiological variables such as body temperature, blood pressure, heart rate, 
and BG level must be kept within specific ranges of values despite body distur-
bances, thanks to a process of regulation called homeostasis that ensures the proper 
functioning of the organism.

These days, diabetes is an increasingly common, chronic, and incurable disease. 
It is a condition where the body can no longer maintain BG levels in normal range 
values, which means that glucose homeostasis is failing. An absence, a lack, or a 
defect of a hormone secreted by the pancreas B cells, called insulin, causes this. 
Glucose homeostasis is maintained by the actions of several hormones, essentially 
insulin and glucagon.

The glucose is the primary source of energy for body cells. Some types of cells, 
such as muscle ones, entail the presence of insulin, while others, e.g., the brain cells, 
do not require its intervention. These types of glucose use are called insulin- 
dependent glucose uptake (IDGU) and insulin-independent glucose uptake (IIGU), 
respectively.
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When no insulin is present in the body, the glucose is only consumed in an 
insulin- independent manner, which leads to an increase in the BG level (hypergly-
cemia) since the IDGU failed. In this case, the body looks for other energy sources 
to feed cells for which glucose consumption depends on insulin. This energy can be 
provided from different sources, for example, from fat cells that release a toxic sub-
stance called ketone bodies that makes the blood too acidic. This situation is known 
as a potentially life-threatening complication if not treated in time. It is diabetic 
ketoacidosis. In the long term, frequent hyperglycemias cause some complications 
especially in the eyes (retinopathy), kidneys (nephropathy), nerve (neuropathy), 
blood vessels, and heart, among other problems.

The treatment aims to normalize BG, i.e., maintain their blood glucose concen-
tration (BGC) within a safe target range (70–180 mg/dL) as often as possible during 
the day, and to have an HbA1c (average blood glucose in the last 3 months) less than 
7%. However, very low or very high blood glucose levels, called hypoglycemia and 
hyperglycemia, respectively, must be avoided. Several studies indicated that good 
glycemic control is effective in reducing the development and delaying the progres-
sion of long-term microvascular diabetic complications [19, 51, 79].

T1D treatment relies mainly on the administration of external insulin, which is 
often necessary for survival, called insulin therapy [52] utilizing two types of insu-
lin: the rapid-acting insulin and short-acting insulin. They differ according to their 
onset and duration of action. The technical materials commonly used for its injec-
tion are the insulin pen and the insulin pump. For routine use, insulin is adminis-
tered by T1D patients via the subcutaneous route (into the fatty tissues just beneath 
the skin). The BG measurement with BG meters (BGM) measures the BG from 
fingertip blood drop. Continuous glucose monitors (CGM) can also measure the 
interstitial glucose concentration in real time. Note that there is a time lag of BG 
value in these two places (capillary and interstitial glucose concentration) [65]. The 
use of insulin pumps and CGM avoids multiple uncomfortable injections and mea-
surements, respectively.

The glycemic control can be achieved in T1D with an intensive insulin therapy 
(IIT), i.e., by means of multiple daily BG measurements and insulin injections either 
with an insulin pen or pump, with a good adaptation of the doses. It is known that 
such therapy decreases the frequency or severity of diabetic complications [19].

The bolus-basal is the most common therapy in patients with T1D derived from 
IIT. It is proposed to mimic the normal physiological secretion of insulin. The 
injected insulin consists of basal insulin needed to provide glucose control between 
meals and overnight that reliably lasts at least 24 h and bolus insulin provided at 
times of eating to reduce postprandial glucose level caused by food intake. As an 
illustration, the body constantly needs insulin to allow the cells that use glucose in 
an insulin-dependent way to acquire energy, hence the main role of basal insulin. 
The use of an insulin pen involves the injection of short-acting insulin for basal 
needs and rapid-acting insulin for bolus needs. In the case of an insulin pump, only 
rapid-acting insulin is used. Clinicians generally adjust basal insulin dose in col-
laboration with patients during periodic visits. The treatment of T2D is based 
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 essentially on lifestyle changes with a balanced diet, weight control, and regular 
practice of physical activity [12].

Diabetes self-management (DSM) for T1D patients is a therapeutic approach 
that leads to improve glycemic control and to prevent or delay the development of 
diabetes-related complications [70]. It includes mainly an education on carbohy-
drate counting and possibly fat and protein amount estimation to determine meal-
time insulin dosing [6]. The calculation of the appropriate dose should not be a 
source of confusion. Errors can have a major deleterious effect on the quality of 
glycemic control achieved, i.e., risk of postprandial hypoglycemia or hyperglyce-
mia. Hence, the interest of developing decision support systems (BCs) that assist 
T1D patients in the determination of the proper dose of insulin must be injected 
before the meal to cover insulin requirements of the postprandial period.

5.3  Determination of the Appropriate Bolus Dose

Optimal glycemic control in T1D requires control of both fasting plasma glucose 
levels (between meals and overnight) and postprandial glucose levels, by combining 
basal insulin and bolus insulin, respectively. The basal or bolus insulin doses must 
correspond to the specific needs of each patient. The basal insulin requirements are 
computed using formulas or determined empirically based on trial-and-error tech-
niques [17, 22]. The insulin bolus dose is generally obtained using Formula (5.4). It 
consists of the sum of the insulin that will lower the BG owing to the intake of car-
bohydrate (CHO) and the insulin that will correct an unwanted glucose concentra-
tion level found before taking the bolus. If active insulin remains from the previous 
boluses called insulin on board (IOB), it should be subtracted from the total insulin 
bolus (see Formula (5.1)). Note that a good estimate of the basal dose is essential to 
succeed in the insulin bolus calculation.

The Formula (5.4) employs a patient-specific parameter that needs to be opti-
mally estimated before being used. A correct preliminary estimate of the insulin-to- 
carbohydrate ratio (ICR) and insulin sensitivity factor (ISF) is essential. The ICR is 
the amount of carbohydrate covered by a single unit of insulin. The ISF determines 
the degree of glucose decrease caused by a single unit of rapid-acting insulin. The 
ICR and ISF are influenced by the insulin sensitivity (i.e., the ability of insulin to 
stimulate glucose utilization and inhibit glucose production [66]) of each individ-
ual. They are patient- and daytime-specific parameters that may vary during the day, 
in response to various factors such as lifestyle, physical activity, stress, illness, 
changes in weight, growth hormone, changes in gastrointestinal physiology through-
out the day, circadian rhythms for cortisol, etc. They often need further adaptation 
and are usually determined by clinicians in collaboration with patients during peri-
odic visits. The authors in [22, 62] provide a review on how ICR and ISF are deter-
mined using rules of thumb.

The insulin bolus (B) is equal to the meal insulin if there is no IOB, and the cur-
rent blood glucose Gcurrent is close to Gtarget (see Formula (5.2)). Gtarget is a 
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patient-specific parameter that determines the glycemic goals of the individual 
patient. It can be either a specific value or a range of values, and it can be fixed or 
time-varying on each meal. If the meal does not contain carbohydrate (CHO) or in 
case of a need to correct hyperglycemia, insulin bolus corresponds only to the insu-
lin correction (see Formula (5.3)):

 B = + −Meal insulin Correction insulin IOB, (5.1)

 
Meal insulin
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ICR
= ,

 
(5.2)

 
Correction insulin
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ISF
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(5.4)

In the literature, other abbreviations of the Formula (5.4) parameters can be 
found. For example, one can find ICR [36], CIR [62], or CR [68] to describe 
carbohydrate- to-insulin ratio; insulin sensitivity factor (ISF) [36]; correction factor 
(CF) [68]; bolus insulin on board (BOB) [78]; or insulin on board (IOB) [36].

Information on the carbohydrate content of different foods is necessary to make 
correct estimates of CHO in the meal. The American Diabetes Association (ADA) 
recommends including protein and fat estimations in diabetes management [6] as 
they lead to increased insulin requirements. A study regarding the postprandial gly-
cemic impact of dietary protein alone without carbohydrate or fat in people with 
T1D indicates that large amounts of protein consumed alone cause delayed and 
sustained postprandial glycemic excursions 3–5  h after the meal [57]. It is also 
observed a significant HbA1c reduction results when taking fat and protein into 
account for insulin dose calculations [55].

The Diabetes Control and Complications Trial (DCCT) recommend the adjust-
ment of the insulin dose to the food intake since it can reduce the HbA1c [23]. 
However, the estimation of bolus insulin dose is a complicated process in which all 
parameters of the Formula (5.4) must be determined every mealtime. To make this 
complex calculative process more effective and easier for the patient, new decision 
support systems that could assist patients in making decisions on their insulin doses 
before meals are developed. BCs will be explained next.

5.4  Bolus Calculators (BCs)

BCs are generally based on the Formula (5.4), and they are usually incorporated 
into glucose meters, smartphones, and insulin pumps (the first BC in an insulin 
pump was introduced in 2002 in the Deltec Cozmo pump) [68, 78]. They require 
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reliable estimates of Formula (5.4) parameters. Several studies have reported that 
BCs are promising tools that improve the accuracy of insulin therapy, and they are 
recommended by the ADA [6]. They have shown benefit when compared with men-
tal calculation [71]. The authors in [2] have reported that a manual estimate of 
insulin bolus dose by 64% of T1D patients is incorrect, compared to 6% of those 
done using a BC. A clinical benefit of BCs in a pediatric population using insulin 
pumps has also been demonstrated [69]. They are effective in controlling postpran-
dial glucose levels by reducing the number of correction boluses needed to correct 
hyperglycemia and the amount of carbohydrate needed to correct hypoglycemia 
[33]. The authors in [84] have reported that the frequent use of BC can improve 
glycemic control of pediatric T1D populations treated with an insulin pump. Studies 
about patient satisfaction, confidence, and ease of use of BCs have shown interest-
ing results [33, 58, 67, 75]. A review of the current BCs can be found in [11, 25, 38].

Despite all these benefits, only a few BCs have received Food and Drug 
Administration (FDA) approvals in the USA, and the first phone application received 
Conformite Europeenne (CE) approval in the European market was in 2013 [78]. 
BC performance remains suboptimal since they require the user estimation of the 
parameters of Formula (5.4), especially ICR and ISF, which are exposed to change 
over time due to different factors cited above. The process of determination and 
adaptation of the parameters often requires the help of experts. To make these appli-
cations very effective, it is necessary to adapt them to the individual specific circum-
stances automatically. Hence, more dynamic, adaptive, and personalized systems 
are required. For this purpose, advanced algorithms have been developed to enhance 
their adaptability.

The development workflow of BCs passes mainly through four steps shown in 
Fig. 5.1. The first step is the proposition of an algorithm that provides insulin dose 
recommendation based on pre-defined inputs (see Sect. 5.4.6). The second step is 
the in silico evaluation based on computer simulation (see Sect. 5.4.4). The third 
step is the implementation of the algorithm on devices like smartphones and insulin 
pumps (see Sect. 5.4.6). The last step is the in vivo evaluation based on clinical trials 
(see Sect. 5.4.7).

In-silico Evalua�on

Implementa�on

BC Algorithme

In-vivo Evalua�on

Fig. 5.1 Development workflow
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5.4.1  Glossary and Key Terms

In this section, we present some concepts about BCs necessary to understand 
this field.

Closed-Loop
A closed-loop system is an automatic control system in which the glucose level is 
regulated by feedback. It links the CGM device and an insulin pump to a micropro-
cessor, which uses mathematical algorithms to adjust the infusion rate. A closed- 
loop system is also called an artificial pancreas (as it does everything autonomously), 
but it is the preferred term in the healthcare world.

Open-Loop
An open-loop system is a control system where the delivery rate is preset, and there 
is no self-correcting action as there is in a closed-loop.

Run-to-Run Algorithms
The run-to-run (R2R) algorithms adjust the insulin bolus dose automatically on the 
basis of a performance measure for the same meal on the previous day(s). The run 
period is set equal to 24 h, which corresponds to the circadian rhythm of the sub-
ject’s variation [72]. A preliminary study in [53] using R2R control for automati-
cally adjusting the ICR parameter of a BC has shown promising results.

Case-Based Reasoning (CBR) Algorithms
CBR is an AI technique based on past problem-solving experiences to solve new 
ones [1]. It uses a knowledge base of past experiences. A case contains, basically, 
the description of the problem and its solution. This technique has proved its effec-
tiveness in solving real-world problems, and it is widely applied in medicine [16, 
37]. It can automate planning, diagnostic, design, and recommendation tasks. CBR 
originates from Kolodner’s work based on Schank’s idea of dynamic memory mod-
eling and learning [41, 64]. It offers an interesting solution to deal with insulin 
sensitivity variations since it is capable of dealing with an unrestricted number of 
situations in which T1D patients can find themselves, considering that treating all of 
these possible situations can be very difficult because of the high combinatorial 
complexity.

Fuzzy Logic
Fuzzy logic is an extension of Boolean logic that enables a condition to be in a state 
more than true or false. It provides a precious flexibility for reasoning, which makes 
it possible to take into account inaccuracies and uncertainties. One advantage of 
fuzzy logic is its capability to describe rules in natural language to formalize human 
reasoning [24]. For example, in Boolean logic, a BG range >180 mg/dl is high, and 
a BG range <70 mg/dl is low. In fuzzy logic, one can say that 180 mg/dl is high but 
almost acceptable, while 300  mg/dl is very high and far from being acceptable; 
70  mg/dl is low but almost acceptable but is very low and far from being 
satisfactory.
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Artificial Neural Networks
They are systems inspired by the way biological neural networks process informa-
tion. They are computational modeling tools that have emerged and found extensive 
acceptance in many disciplines for modeling complex real-world problems such as 
recognition, prediction, classification, optimization, etc. [7]. Recently, they become 
powerful and are one of the most popular machine learning models, especially when 
having massive datasets.

5.4.2  BC Algorithms Based on AI Techniques

The literature dealing with BCs presents several approaches based on artificial intel-
ligence. CBR associated with R2R algorithms emerges as the favorite technique 
widely used in the literature. To our knowledge, the first CBR study for insulin 
recommender systems was proposed in [59]. In recent years, it is becoming an alter-
native to building BCs. Herrero et al. [36] have presented a new decision support 
algorithm that enhances standard BCs for T1D patients through the combination of 
R2R and CBR. The system exploits the data provided by CGM devices. ICR and 
ISF are updated daily according to a performance metric, presented by the distance 
between the minimum postprandial glucose concentration and the patient’s target 
BG. It has been tested in silico using the UVA/PADOVA T1D simulator [43, 77] 
under realistic scenarios by emulating intra-subject insulin sensitivity variations, 
uncertainty in the capillarity measurements, and carbohydrate intake. Useful in 
silico results have been obtained. This study demonstrated a clear benefit of using 
CBR in combination with R2R instead of using R2R alone. In another study, the 
authors showed that the developed BC is safe for usage in T1D self- management [61].

The authors in [73] present “PepperRec,” a BC-based CBR that accounts for 
missing values corresponding to factors that affect glucose metabolism, such as data 
about the physical activity. It calculates the ICR and ISF parameters from which the 
bolus is obtained. The BC is tested using the UVA/PADOVA T1D simulator. The 
achieved results demonstrate that “PepperRec” increases the number of times the 
users are in their target glycemic range and reduces the time spent below it while 
maintaining, or even reducing, the time spent above it. The authors in [11] proposed 
a novel approach that takes into account a temporal sequence of preceding events 
when computing the bolus insulin doses rather than looking at events in isolation. 
The authors in [74] propose a case-base maintenance methodology that decides 
which cases should be removed from the case base because they are redundant, old, 
etc. It combines case-base redundancy reduction and attribute weight learning. The 
proposed approach includes an algorithm for learning the relevance of the attributes, 
and it has been tested using the UVA/PADOVA T1D simulator. The authors in [74] 
present related literature in terms of CBR case-base maintenance algorithms and 
attribute weight learning.
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The authors in [46] propose a bolus recommender system based on fuzzy logic, 
which simulation results for virtual subjects show that this system is effective and 
robust. The authors in [20] propose fuzzy decision support that suggests the appro-
priate bolus dose to be injected before the meal for T1D patients. This system takes 
into account the characteristics and the amount of the food, the preprandial glyce-
mia, and the insulin resistance. Obtained results were promising compared to origi-
nal doctor prescriptions.

The authors in [50] present the structure and the characteristics of an expert sys-
tem to optimize the postprandial glycemia in T1D patients.

A neural network-based approach for optimization of bolus calculation using 
CGM was proposed in [13]. The system was tested in silico with the UVA/PADOVA 
T1D simulator, and results have shown a reduction in the BG risk index.

5.4.3  How Is the Meal Content Estimated Using AI 
Techniques?

The meal content is a paramount parameter in the determination of the pre-meal 
insulin dose. The success of the bolus calculation is significantly dependent on the 
correct estimation of the meal composition. In this context, some proposed systems 
attempt to recognize food and the amount of items present in meals automatically. 
Foltynski et al. [30] suggest insulin BC with automatic speech recognition, which 
estimates insulin dose based on the voice description of a meal. A study about the 
efficiency of automatic BC with automatic speech recognition in T1D patients has 
shown improvement in postprandial glucose control without increasing the time in 
hyperglycemia or hypoglycemia [29]. Authors in [56] presented an app that com-
bines a nutrient database with the expert software named VoiceDiab for automatic 
speech recognition. Their study has been evaluated, with patients treated with con-
tinuous subcutaneous insulin infusion, in a crossover randomized controlled study 
made in 12 T1D adults, showing promising results.

Based on the k-means algorithm, LBP, and SVM AI techniques, the authors in 
[4] demonstrate the feasibility of a system that estimates carbohydrate amount 
based on its digital image. Therefore, it is possible to identify the food by taking a 
picture of the meal using a smartphone. Rhyner et al. [63] proposed GoCARB to 
support individuals with T1D during daily carbohydrate estimation. It hinges on 
computer vision techniques that automatically segment and recognize the different 
food items, and then the CHO content is calculated by combining the volume of 
each food item with the nutritional information provided by the Nutrient Database 
for Standard Reference (USDA).
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5.4.4  T1D In Silico Simulation Environment

The term in silico refers to the usage of computer simulation to perform biological 
or medical experiments [54]. The in silico simulation is able to accelerate the evalu-
ation process that is usually needed for expensive lab work and time-consuming in 
clinical experiments. It evaluates new treatments in diabetes, such as BC algorithms 
prior to their clinical application in humans. It allows performing some scenarios, 
which are too difficult, too dangerous, or not ethical in clinical experiments. 
Furthermore, it can provide valuable information about the safety, efficiency, and 
limitations of a newly developed algorithm [82].

The T1D in silico simulation environment, referred to as a simulator, is based 
essentially on mathematical models [14]. In its general scientific sense, a mathemat-
ical model in medicine is a formalization of a complex biological phenomenon by 
applying mathematical techniques and theories [14]. The literature dealing with 
mathematical modeling for different aspects of diabetes is abundant and is still an 
ongoing area of research [31].

The main components of these simulators are virtual T1D patient and virtual 
T1D population. A virtual patient incorporates a simulation model of the T1D 
patient physiology, which is characterized by a set of parameters that describe a 
specific patient. It can receive as inputs insulin delivery suggested by a BC algo-
rithm, meals, etc. and provides as output the resulting glucose response. A virtual 
T1D population contains multiple virtual T1D patients. It utilizes multiple param-
eters set representing different virtual T1D patients that can be subdivided into dif-
ferent categories such as adults, adolescents, children, pregnant, etc. [81].

A T1D “virtual patient” is recently built from various sub-models. It includes a 
sub-model of the glucose kinetics and insulin action, a meal sub-model representing 
glucose absorption from the gastrointestinal tract, an exercise sub-model represent-
ing the effect of physical activity on glucose concentration [81], and sub-model of 
nocturnal glucose variability to describe the dawn phenomenon [72], among others. 
The number of other interacting physical sub-models depends on the input/output 
requirements of the material of treatment (insulin pumps, CGM, etc.). For example, 
in the case of testing a BC algorithm based on CGM and pump insulin, it is required 
to test it in a simulation environment that incorporates sub-models of subcutaneous 
glucose kinetics and the subcutaneous insulin kinetics, respectively [42, 81]. 
Figure 5.2 shows a schematic representation of an example of a T1D simulation 
environment.

A simulator is relevant if it provides a realistic testing scenario and grants to 
obtain the expected results observed in reality. Notwithstanding the significant 
progress made in the past years in the availability of large data from clinical trials 
and the new technologies of tracers and sensors, the simulation models, which com-
pose those simulators, have some limitations. Thus, there is a need to refine these 
models to be more realistic and compassing on:
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 (i) The absorption of various kinds of food
 (ii) Physical activity
 (iii) The patient’s behavior in making treatment decisions [76]
 (iv) Intra- and inter-day variability of insulin sensitivity
 (v) Intra- and intersubject variability of daily insulin sensitivity
 (vi) Dawn phenomenon
 (vii) Models of error affecting continuous glucose monitoring
 (viii) Self-monitoring BG devices, etc.

One of the most popular simulation environments is the commercial type 1 
Diabetes Metabolic Simulator (T1DMS) UVA/PADOVA created by The Epsilon 
Group. The Food and Drug Administration (FDA) accepted it in 2013 as a substitute 
for preclinical animal trials in the testing of control strategies for T1D. It is imple-
mented with Simulink/MATLAB and uses the mathematical model of Dalla Man 
et al. [21]. It is based on quantitative knowledge of glucose-insulin metabolism and 
data acquired from a large-population human subject study. There is an updated 
model published in 2014 [49] that included the effects of glucagon and refinement 
of insulin kinetics, taking into account increased insulin sensitivity during 
hypoglycemia.

The automated insulin dosage advisor (AIDA) is a simulation environment that 
incorporates a model of the glucose-insulin system in T1DM. It is used for patient 
and clinical staff education and is available as a free software download or online. It 
uses a knowledge-based system to make glycemic predictions and to generate insu-
lin dosage adjustment advice [45]. Other simulation environments to support the 
development of glucose control algorithms can be found in [80].

Fig. 5.2 A schematic representation of T1D virtual patient
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5.4.5  Statistical Measures for Evaluation of Bolus Calculators

Assessment of BCs can be accomplished by analyzing the pattern of multiple BG 
samples drawn over time. The BG data provides the best representation from SMBG 
or CGM of the subject’s well-being. Despite their inherent limitations [18], CGM 
devices produce complex and voluminous data interpreted by many statistical mea-
sures to evaluate the quality of BG, control algorithms. It is important to note that 
there is no clear consensus on the gold-standard statistical measures of glucose vari-
ability in clinical practice and research [32] that means that the interpretation of the 
data can be different from statistical measure to another. The choice of the perfor-
mance metrics is a critical point, so the BC algorithms need to be assessed by appro-
priate performance metrics [72].

Several performance indices have been proposed to evaluate and compare the 
efficacy of the various algorithms.

Area Under the Curve
The glucose area under the curve (AUC), which is based on CGM data, is the defi-
nite integral in a plot of BG concentration over the postprandial period.

Times Within, Above, and Below Target Blood Glucose Level Range
Indicates the percentage of times the subject spends within, above, and below a pre- 
defined target range. A high percentage within the target range (e.g., [80–140]) is a 
good indicator of how the solutions provided are safe for the subject, contrary to a 
high percentage above and below target BG level range, which are not safe. However, 
this measure does not take into account the presence of extreme highs and lows of 
BG, which can be dangerous to the patient. The arbitrary definition of the BG target 
can be a disadvantage, as it is a patient-specific parameter [72].

Mean Blood Glucose Level
The mean of the blood glucose data is a simple indicator of the subject’s overall 
well-being; it is calculated as the arithmetic mean of postprandial BG concentra-
tions but does not aid in representing the variance, extreme lows, and extreme highs 
of BG levels. The optimal target means BG is dependent upon the subject’s target 
BG level [27, 10].

Standard Deviation (SD)
It is a measure of the dispersion of data values around mean BG. The aim is to get 
low SD with minimal swings, which would reflect steady glucose levels. As an 
illustration, if the subject’s BG levels are bouncing around between many highs and 
many lows on a given period, they will have a larger SD. If the subject’s BG control 
is reasonable, he will have a lower SD. It is worth noting that a low deviation would 
indicate that the subject is consistently outside the safe zone if it is associated with 
low or high BG levels.
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Low Blood Glucose Index, High Blood Glucose Index, and Blood Glucose 
Risk Index
The low blood glucose index (LBGI) and high blood glucose index (HBGI), which 
can be obtained both from SMBG and CGM data, are popular metrics used to quan-
tify the risk of hypo- and hyperglycemia [27]. They represent the frequency and 
extent of low and high BG measurements, respectively. Higher LBGI or HBGI may 
indicate a large number of mild hypoglycemia/hyperglycemia, a small number of 
severe hypoglycemia or hyperglycemia, or a combination of both, respectively. The 
sum of LBGI and HBGI is the BG risk index (BGRI) which indicates the risk of 
experiencing extreme glycemic values [27, 32]. Some studies have shown the differ-
ence between LBGI and HBGI obtained based on SMBG and CGM [27].

The Control-Variability Grid Analysis (CVGA)
The overall performance in a population of T1D patients can be measured by using 
the control-variability grid analysis (CVGA). This method allows visualization of 
the minimum/maximum glucose values caused by a control algorithm in a popula-
tion of patients either real or virtual, where each subject is represented by a single 
data point for any given observation period [47, 48]. For interested readers, a com-
prehensive presentation of CVGA can be found in [48].

5.4.6  Implementation

Once the in silico test phase of the proposed algorithm was completed with good 
preliminary results, the next step is to implement it on an insulin pump, glucometer, 
or smartphone to test it in vivo with human patients. The following points must be 
taken during the implementation:

• The acceptance of the BC by patients depends on the ease of use of human- 
machine interface (HMI) which must use the language, terminology, and lexicon 
familiar to patients.

• The application must be secure by password to avoid any tempting to do modifi-
cation in the configuration.

• The automatic input of glucose readings to BCs results in usage simplification.

After the optimization and implementation of the algorithm, the application will 
be tested in a clinical trial.

5.4.7  In Vivo Evaluation

The definitive answer to how the performance of the developed BC is can only come 
from well-designed, randomized, controlled clinical trials. Thus, once the BC is 
implemented and incorporated to a smartphone, pump glucometer, or other devices, 
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the next step is testing it under real-life conditions with real patients; the results 
provided in this step determine the goodness of the developed BC. This step aims to 
validate the findings from the in silico evaluation; verify the safety, usability, effi-
cacy, feasibility, and patient confidence to such tools; and ensure the consistency of 
dose recommendations. Before the first use, clinical guidance for patients on operat-
ing the BC is required, including how to select appropriate settings and how to 
adjust bolus recommendations when outside factors exist, such as physical activity. 
To obtain more credible results in the in vivo evaluation, it is essential to:

• Prepare the proper testing environment that includes the necessary human and 
physical means

• Test the BC behavior in routine and outlier situations
• Choose the target population based on diabetes self-management skills, gender, 

age, etc.

It is important to note the difficultly to isolate the benefit of BCs from other vari-
ables (such as carb counting skills, generally patient participating in the trial show-
ing a high level of motivation, the inherent bias of algorithms related to food choices) 
that are determinants in the glucose control [68].

5.5  Discussion

Diabetes is a delicate disease that can have adverse health effects in the short and 
long term. There is a large diabetic population in the world, and research has not yet 
found an effective treatment. T1D treatment requires external insulin injections. A 
part of the treatment is based on the external injection of insulin before each meal. 
However, the determining of the appropriate dose is a complex decision task, which 
is depending on several factors such as meal content, mealtime, physical activity, 
stress, illness, daytime, etc. Note that optimal glycemic control in T1D requires 
control of both fasting plasma glucose and postprandial glucose levels. Hence, a 
reasonable estimate of the bolus dose depends on how correct is estimated the basal 
dose. Therefore, BCs are developed to assist T1D patients in the decision-making 
process. They are incorporated in some insulin pumps, glucometers, and smart-
phones, and they generally rely on the Formula (5.4).

BCs are helpful tools that are able to support diabetic patients in their therapy 
management. The determination of an optimal dose requires to user to define opti-
mal values of each parameter of Formula (5.4), which are time-varying and patient- 
specific, particularly the ICR and ISF. Error in the estimation of a single parameter 
can lead to an error in the recommended insulin dose, which increases the risk of 
having postprandial hypoglycemia/hyperglycemia. Unfortunately, the methods for 
estimation of these parameters have not been fully optimized. Note that Formula 
(5.4) depends only on the carbohydrate nutrient.

Nevertheless, it has revealed in the literature that other macronutrients of meals, 
such as fat and protein, play an essential role in the postprandial glucose response, 
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which means that high-protein and/or high-fat meals lead to increased insulin 
requirements. Hence, the Formula (5.4) alone cannot return an optimal dose. 
Therefore, including the content of different foods (CHO, fat, and protein) is 
required when performing the calculation. Several works have proposed solutions 
that consider mixed meals containing fat and protein [8]. Note that all patients may 
not master these advanced assessments of meal composition. Additionally, BG 
meters need to be optimized to return values close to the real BG. Moreover, the 
patients’ target BG should be regularly reviewed by an expert.

In the in silico evaluation step, algorithms must be tested under realistic scenar-
ios that emulate intra-subject and intersubject insulin sensitivity variations, uncer-
tainty in the glucose level measurements, and carbohydrate intake. To prevent 
insulin overdosing, setting safety constraints is recommended, such as avoiding an 
exaggerated update of the solution (ICR or ISF) and bounding the minimum and 
maximum values of the solution [36].

Many statistical measures exist for the assessment of BC algorithms. Note that 
there is no clear consensus on the gold-standard statistical measures of glucose vari-
ability in clinical practice and research [32], which means that the interpretation of 
the data analyses can be different from statistical measures to another.

The development of a closed-loop artificial pancreas (AP) is one of the main 
goals of diabetes management. It has the intent to eliminate the decision-making 
task. One could argue that achieving this goal will make BCs useless. However, 
there is still difficult work to achieve this goal satisfactory and accessible to every-
one for different reasons, e.g., lack of acceptability, challenges of cost-effectiveness, 
and ethical issues [9, 60], among others. Indeed, AP uses a hybrid approach that 
requires the injection of a portion of the meal insulin dose in an open-loop manner 
before the meal [26] to compensate for the substantial absorption/action delay of 
insulin given by the subcutaneous route, which can lead to early postprandial hyper-
glycemia [26]. This dose can be computed using BCs. Hence, using this hybrid 
approach, which combines open-loop and closed-loop methods, remains valid in the 
future for T1D patients relying on basal-bolus insulin therapy. Therefore, any 
improvement of BCs by researchers will be welcome, as there is a need to improve 
their performance [35]. In this context, the authors in [34] present a new technique, 
based on CBR/R2R, to automatically adapt the meal-priming bolus within an 
AP. Improvement in glycemic control in T1D has been noticed compared to its non-
adaptive methods.

There exist several possibilities that can empower BCs. However, numerous 
challenges arise from their developments. In the following, we describe some pos-
sibilities that can improve their ability to make decisions. Essentially, through the 
design of algorithms that:

• Automatically adjust the dynamics of ICR and ISF parameters.
• Accurately account for residual insulin activity from recent bolus doses to avoid 

overdoses of insulin.
• Take into account mixed meals (CHO, fat, and protein).
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• Exploit the CGM measurements to obtain more information on the patients’ sta-
tus (e.g., trend, rate of change (ROC)) [35, 39].

• Remind the patient in case of forgetting to take the bolus. This can be achieved 
by proposing algorithms that can detect a meal based on changing glucose levels 
(e.g., as the time becomes longer between meals, the probability that a meal will 
be consumed in the near future increases) [44]. Alternatively, by the usage of 
wearable body sensors, for detecting intake gestures like intentional arm move-
ments to bring food into the mouth, chewing sounds during food intake, and 
swallowing [3, 83].

• Automatically assess CHO content in a patient’s diet, via smartphones’ features 
such as their cameras and microphones (speech recognition) [4, 29, 30].

• Improve the ease of usage of BCs through the standardization of the user inter-
face terminology to address issues related to ambiguity [78].

• Recommend carbohydrate intake needed to prevent or treat hypoglycemia when 
IOB is excessive.

• Recommend correction boluses, drug, or physical exercise to deal with 
hyperglycemia.

• Remind the patient using CGM or insulin pumps of certain behaviors linked to 
the use of BCs such as shutting off insulin delivery in advance of physical activi-
ties and periodically calibrating the CGM using a “finger-stick” glucometer [44].

It is important to realize that BCs are required to be sufficiently “safe” and 
“secure.” As an illustration, modern commercial devices like CGM sensors can 
transfer data directly to smartphones [44]. Therefore, BCs must receive data from 
those devices without any form of data corruption. In addition, there is a necessity 
for any operating system update to not impact applications (BCs) safety, as reported 
by the US Food and Drug Administration (FDA) [40]. Another key point is the 
emerging technology of the Internet of things, which can significantly contribute 
toward the improvement of BCs, by enabling seamless integration of more data in 
BC algorithms. This integration increases security concerns with the mass deploy-
ment of connected objects involving sensitive or critical data.

5.6  Conclusion

Chronic diseases such as diabetes can benefit from the connectivity access of the 
Internet of things (IoT), cloud computing, and databases. Recently, the controlling 
of type 1 diabetes (T1D) prompted the development of new technologies and devices 
that could be of help in home care and healthcare facilities via the Internet, relying 
on wireless communications [85–92].

Our main aim in this paper is to provide to readers, especially the AI community, 
the necessary background for the development and improvement of BCs. Knowledge 
from different fields of research like medicine, diabetes, and mathematical model-
ing in diabetes is presented. In contemporary times, promising results have been 
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obtained using solutions based on AI techniques [16, 92–97]. These solutions tempt 
essentially to:

• Adapt the ICR and ISF values to the different situations in which T1D patients 
can find themselves

• Recognize the different items in a meal
• Try to spot other patients’ features that can fine-tune the analysis

The evaluation of BC algorithms can require large clinical trials when performed 
in humans. Simulation environments that depend primarily on the mathematical 
models of the physiology of a diabetic patient and the associated treatment devices 
can accelerate the development of BCs.

The development of BCs requires skills from areas like diabetes, mathematical 
modeling, control theory, etc. Therefore, multidisciplinary research teams, includ-
ing computer engineers and clinicians, mathematicians, etc., are necessary for coop-
eration in this field, in order to contribute to the improvement of BCs. Finally, a 
possibility to improve BCs is related to the availability of data obtained via different 
sensors, which allows creating large datasets that can be used by machine learning 
and deep learning techniques combined with security measures and energy-efficient 
designs [97–106].
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Chapter 6
Feature Extraction Based on Wavelet 
Transform for Classification of Stress Level

Djamel Bouchaffra , Faycal Ykhlef , and Yamina Bennamane

6.1  Introduction

Traditionally, the definition of stress consists of a reaction from a restful state to an 
excited state in order to protect the cohesion of the organism. Classification of stress 
levels into different ranges (low, medium, and high) can be conducted using differ-
ent sensors or instruments such as (1) galvanic skin response (GSR), (2) photople-
thysmography (PPG), (3) electroencephalography (EEG), and (4) electrocardiogram 
(ECG). Sometimes, this task is also achieved through facial expression and speech. 
In the ECG domain, many approaches are proposed to classify stress. Most of these 
methods are based on P, QRS, and T waves due to the importance of characterizing 
the ventricular contractions in the human heart. The number of QRS complexes, the 
QRS durations, the RR distances, and the signal peak amplitudes have often been 
considered as relevant features for representing ECG signal. Discrete wavelet trans-
form (DWT)-based heart rate (HR) detection algorithm is exploited for deriving 
HRV signals from the preprocessed ECG signal to improve stress detection 
(Karthikeya et al. 2013). Nimunkar et al. proposed an empirical mode decomposi-
tion (EMD) for R-peak detection [1]. A weighted total variation (WTV) denoising 
technique has been studied in [2] for QRS detection by preprocessing ECG signals. 
A regular grammar method for extracting QRS complexes has been laid out in [3]. 
A similar method based on DWT or identifying QRS waveforms has been intro-
duced in [4]. The first derivative method-based Hamilton–Tompkins function and 
Hilbert transform for QRS identification are studied in [5]. The mother wavelet used 
in this latter context is the Haar function. To detect driver stress, multiple features 
have been utilized in [6] to achieve higher performance. In [7], after the signal 

D. Bouchaffra (*) · F. Ykhlef · Y. Bennamane 
Division Architecture des Systèmes et Multimédia, Centre de Développement des 
Technologies Avancées, Algiers, Algeria
e-mail: dbouchaffra@cdta.dz; fykhlef@cdta.dz; ybennamane@cdta.dz

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-57552-6_6&domain=pdf
https://doi.org/10.1007/978-3-030-57552-6_6#DOI
https://orcid.org/0000-0002-6036-3474
https://orcid.org/0000-0002-5465-7046
mailto:dbouchaffra@cdta.dz
mailto:fykhlef@cdta.dz
mailto:ybennamane@cdta.dz


78

denoising phase based on Savitzky–Golay filters, the authors relied on the isoelec-
tric level, P wave, ST level, and QRS complex as main features for stress detection. 
In [8], statistical and frequency domain features of HRV have been combined seam-
lessly for classification of stress levels within a workplace. A sequential minimal 
optimization algorithm using EEG signals has been introduced in [9] to classify 
human stress with respect to music tracks. EEG signal-based maximum likelihood 
framework has also been exploited for the classification of stress at multiple levels 
in [10]. Another approach based on head pose features invoking different classifica-
tion schemes (k-nearest neighbor, generalized likelihood ratio, and support vector 
machine classifiers) has been introduced in [11]. A fuzzy classifier is proposed 
in [12].

Furthermore, three levels of stress are detected through a fuzzy logic classifier 
based on features such as heart rate, skin conductance, and skin temperature infor-
mation. Keshan et al. have devised different machine learning methods and algo-
rithms to detect three levels of stress from ECG signals in automobile drivers [13]. 
The accuracy obtained in this latter design approaches 88.24%.

Unlike major traditional approaches cited above that are based on electrocardio-
gram specificities and clues such as QRS waves for feature extraction, our method-
ology relies on the seamless fusion of DWT analysis and statistical measures. It in 
fact captures the details of this type of signal. These details are indicators of abrupt 
changes in the ECG signals. Our approach for the classification of ECG physiologi-
cal signals is novel. These latter signals represent an essential metric for getting 
feedback about a driver’s state because they are often gathered continuously and 
without impeding the driver’s task performance. To achieve this classification goal, 
we first removed noise from the original signals and then invoked discrete wavelet 
transform to extract a broad set of discriminative features based on the detail coef-
ficients and statistical measures. We further applied principal component analysis 
(PCA) to perform feature space dimensionality reduction [14, 15]. This smaller set 
of features represents the input pattern to different classifiers, which are support 
vector machines (SVM), weighted k-nearest neighbors (WKNN), and linear dis-
criminant analysis (LDA) for driver stress classification (refer to Fig. 6.1).

The logical organization of the manuscript is as follows: The materials and meth-
ods proposed in this research are laid out in Sect. 6.2. The obtained results and the 
discussion appear, respectively, in Sects. 6.3 and 6.4. Finally, Sect. 6.5 covers the 
conclusion and perspectives.

6.2  Materials and Methods

There are five steps that are performed to classify driver stress levels: (1) database 
collection, (2) signal preprocessing, (3) feature extraction, (4) feature dimensional-
ity reduction, and (5) classification.

D. Bouchaffra et al.
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Step 1. Database We have used the Stress Recognition in Automobile Drivers 
(SRAD) database, which is relevant for stress detection in drivers [6]. This dataset 
contains a set of several physiological reactions emanating from people driving on 
specified roads and highways, and in the following situations:

 a. Low stress state or when the driver is at rest
 b. Medium stressed state or when the driver is on the highway
 c. High stress state or when the driver enters the city

In this experiment, we have considered only ECG information. The total driving 
time varies from approximately 50 min to 1.5 h, depending on road conditions.

Step 2. Signals Preprocessing This step often includes the removal of different 
types of noises. It has to differentiate between pure and noisy data. Only pure data 
are left for further analysis. Cancellation of noise has been conducted using the 
Wiener filter. It is well known that Wiener filter achieves noise reduction with some 
integrity loss of the original signal. However, this loss is often not significant in our 
level of analysis.

Step 3. Feature Extraction We have considered features in different domains 
(time, frequency, time-frequency) through the use of linear or nonlinear methods. 
Features normalization is often performed to minimize the inter-driver variance. In 
our setting, a sampled ECG signal at 496 Hz and a segment of the1-min duration 
ECG signal have been analyzed. We processed 120 signals for each class (class 1 
represents low stress, class 2 represents medium stress, and class 3 denotes high 
stress). We applied DWT using the multiresolution method (MRA) on each signal, 
which is further decomposed into ten resolution levels. The mother wavelet that we 
have used is Daubechies 4 (db4). We have obtained coefficients of details and 
approximations. Next, we applied 12 statistical measures, which are mean, standard 
deviation, skewness, kurtosis, variance, root mean square, spectrum energy, Shannon 

ECG Feature Extraction via DWT Detail 

Coefficients and Statistical Measures 

Linear Dimensionality Reduction 

Stress Level Classification using SVM, 

LDA, and WKNN 

Fig. 6.1 The holistic 
flowchart of our 
methodology
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entropy, log energy, form factor, and minimum and maximum value of wavelet 
coefficients. The set of detail coefficients capture abrupt changes in ECG signals 
(refer to Fig. 6.2).

We finally built a vector of 12 × 10 = 120 features for the ECG signals. These 
features are grouped and used as inputs for each classifier (refer to Fig. 6.3).

Step 4. Feature Dimensionality Reduction It often improves the performance of 
classifiers and minimizes computation time as well as energy costs. It is worth 
underscoring that some of the features we have selected are correlated: It is the role 
of dimensionality reduction algorithms such as PCA to recover from this issue.

Step 5. Classification After the selection of a validation set, a tenfold cross- 
validation is performed for prediction accuracy. This step allows predicting the class 
associated to a certain stress level of the driver and hence computing the global 
accuracy of our classifiers after averaging (refer to Fig. 6.4).

6.3  Results

As pointed out in Sect. 6.2, ECG signals used were collected from the dataset named 
“Stress Recognition in Automobile Drivers” available from the web repository. 
Training of classifiers is carried out in a MATLAB platform with a balanced dataset 
of 360 patterns partitioned into 120 patterns for each class (360 patterns for 3 
classes). The SVM multiclass (one vs. one) is trained with the RBF kernel with 
optimal parameter values. Tenfold cross-validation is performed for all three classi-
fiers SVM, WKNN, and LDA, and their accuracy is averaged within this fold. The 
following tables (Tables 6.1, 6.2, 6.3, 6.4, 6.5, and 6.6) depict the confusion matri-
ces for the three classifiers with and without the application of PCA. Figures 6.5 and 

Fig. 6.2 Decomposition of the signal into ten levels using DWT: extraction of detail coefficients 
and statistical measures
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ECG Signals Data Set

Dimension reduction using PCA

Preprocessing (Noise Removal)

Computation of 12 statistical features (or measures) 

on each detail coefficient: 120 features are extracted

Decomposition of the Signal into 10 levels using DWT: Extraction of 

detail coefficients

Fig. 6.3 Feature extraction flowchart

Feature Dimensionality Reduction using 

PCA 

10-Fold Cross 

Validation 
Testing Training 

LDA WKNN SVM 

Fig. 6.4 Feature extraction and classification steps
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Table 6.2 Confusion matrix of SVM using PCA with 50 optimum number of components 
showing an accuracy of 95%

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 113 3 4 94.2% 5.8%
94.2% 2.5% 3.3%

Medium stress 0 109 11 90.8% 9.2%
90.8% 9.2%

High stress 0 0 120 100% 0%
100%

Accuracy 95%

Table 6.3 Confusion matrix of LDA with all 120 features showing an accuracy of 98.6%

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 119 1 0 99.2% 0.8%
99.2% 0.8%

Medium stress 2 118 0 98.3% 1.7%
1.7% 98.3%

High stress 0 2 118 98.3% 1.7%
1.7% 98.3%

Accuracy 98.6%

Table 6.4 Confusion matrix of LDA using PCA with 65 optimum number of components 
depicting an accuracy of 98.6%

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 118 2 0 98.3% 1.7%
98.3% 1.7%

Medium stress 1 118 1 98.3% 1.7%
0.8% 98.3% 0.8%

High stress 0 1 119 99.2% 0.8%
0.8% 99.2%

Accuracy 98.6%

Table 6.1 Confusion matrix of SVM with all 120 features showing an accuracy of 98.6%

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 118 1 1 98.3% 1.7%
98.3% 0.8% 0.8%

Medium stress 1 117 2 97.5% 2.5%
0.8% 97.5% 1.7%

High stress 0 0 120 100% 0%
100%

Accuracy 98.6%
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Table 6.5 Confusion matrix of WKNN with all 120 features showing an accuracy of 98.6% with 
a number of neighbors equal to 3

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 118 2 0 98.3% 1.7%
98.3% 1.7%

Medium stress 0 117 3 97.5% 2.5%
97.5% 2.5%

High stress 0 0 120 100% 0%
100%

Accuracy (AC) 98.6%

Table 6.6 Confusion matrix of WKNN using PCA with 40 components showing an accuracy 
of 89.2%

Predicted class Rates
Low stress Medium stress High stress TPR FPR

True class Low stress 105 13 2 87.5% 12.5%
87.5% 10.8% 1.7%

Medium stress 3 114 3 95.0% 5%
2.5% 95.0% 2.5%

High stress 0 18 102 85.0% 15.0%
15.0% 85.0%

Accuracy (AC) 89.2%

Fig. 6.5 Graph depicting the accuracy variation of WKNN classifier as a function of the number 
of neighbors (the accuracy is 98.6% when considering three neighbors)
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6.6 show the accuracy graphs with respect to some classifier parameters. The met-
rics used are defined as follows:

TP: True positive
TN: True negative
FP: False positive, FN: False negative
TPR: True positive rate
FPR: False positive rate
Accuracy = (TP + TN)/(TP + TN + FP + FN)

6.4  Discussion

This research unravels several crucial clues related to stress classification. First of 
all, the accuracy obtained using all features is 98.6% with all three classifiers (refer 
to Tables 6.1, 6.3, and 6.5). This is quite a remarkable performance when compared 
to the major state-of-the-art techniques. Furthermore, it is important to underscore 
the effectiveness of the features we have generated. It is established in the machine 
learning literature that strong features contribute to a high accuracy independently 
of classifiers’ strengths. Conversely, poor features contribute to a low accuracy even 
if the plugged classifier is strong. It is also clear that PCA degrades the performance 
in the case of SVM. The accuracy fell from 98.6% down to 95% (refer to Table 6.2). 

Fig. 6.6 Graph depicting the variation of the accuracy of all three classifiers (SVM, LDA, and 
WKNN) as a function of the number of PCA components

D. Bouchaffra et al.
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We can also point out from these results that some features are linearly correlated 
since PCA with only 65 components (out of 120) has been capable of achieving an 
accuracy of 98.6% in the case of LDA (refer to Table  6.4). Moreover, the non- 
parametric classifier WKNN performed quite remarkably, with only three neighbors 
since it has achieved an accuracy of 98.6% (refer to Fig. 6.5). However, its perfor-
mance degraded when applying PCA dimensionality reduction (refer to Table 6.6 
and Fig. 6.6).

Finally, Fig. 6.6 shows starting from 40 PCA components and above, LDA has 
achieved the best performance among all classifiers. This result highlights the data 
linearity captured keenly by LDA. However, SVM appears to be less affected by 
the variation of the number of PCA components. Indeed, SVM performs better 
than the other two classifiers when the number of components is less than 30. SVM 
performance seems to degrade using PCA, but it remained stable and robust 
globally.

6.5  Conclusion

Our contribution to the field is twofold: (i) feature extraction and (ii) comparison 
between different types of parametric (LDA) and non-parametric (SVM, WKNN) 
classifiers [13, 16, 17]. It appears that the use of DWT in ECG signals is worth it, 
since abrupt signal changes are well captured and taken into account through detail 
coefficients. The application of statistical measures within DWT coefficients pro-
vides an efficient framework for feature extraction. This seamless fusion between 
two different types of information shows promise. In order to optimize the tradeoff 
between computation cost and performance in ECG stress classification, one can 
invoke LDA as the best classifier among SVM and WKNN. However, if computa-
tion resources are available, the three classifiers can be used interchangeably, since 
the three of them achieved the performance of 98.6%.

Our next future work consists of combining these three classifiers seamlessly in 
a single multi-classifier framework to improve the global accuracy further since 
these classifiers do not commit errors on the same signal instances individually.

Future works can also use independent component analysis (ICA) [18, 19]. 
Given the expansion of the Internet of Things in healthcare, the need to combine 
local and global knowledge to deliver better services, the proposed system needs to 
contextualize and converse with others according to the type of stress involved and 
the person’s physical conditions [20–25].
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Chapter 7
Packet Synchronization in a Network Time 
Protocol Server and ASTM Elecsys 
Packets During Detection for Cancer 
with Optical DNA Biochip

Amina Elbatoul Dinar , Samir Ghouali , Boualem Merabet , 
and Mohammed Feham 

7.1  Introduction

Knowing in what manner to spot pathologies as early as possible has been and 
remains a challenge. The state of particular diseases (e.g., some cancers) at the diag-
nosis stage can be overly advanced for treatment. Then, new research has targeted 
discovering diseases earlier, knowing where and what to look for, improving treat-
ments but also detection systems: better reliability, better performance, speed, etc. 
Man is once again pushing his limits.

Significant evolution has been made recently regarding patient comfort, to reduce 
the “heaviness” of treatments, or to speed up diagnosis. Still, the disease search 
always takes a long time. On average, the outcomes of a biopsy for cancer cells can 
call for up to 2 weeks (for a precise result: exact origin, sensitivity to antimitotics). 
Beyond the desire to cure the disease and, therefore, to take it at the least advanced 
stage possible, it is also necessary to respect the patient, his comfort, and his/her 
anguish. The disease treatment goes through several stages. The symptoms, first of 
all, lead to consultation and, if required, to tests to seek for traces of illness, infected 
cells, etc. Contingent on the results of the initial experiments (e.g., blood exams, 
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CT, and ultrasound, to name a few), other more precise and more targeted examina-
tions may follow.

There is a growing awareness in the improvement of analytical systems relying 
on DNA bioreceptor. A vital area in biological monitoring is the complex diagnosis 
of maladies, organisms, and living systems (e.g., bacteria, virus, or linked compo-
nents) at ultra-trace levels in organic (as is the case with blood, tissues, and biologi-
cal fluids) and environmental (from the soil, air, and water) samples. A biosensor is 
a device that must recognize and differentiate several biochemical elements for 
unambiguous identification and precise quantification in a real-life sample. Living 
structures possess sophisticated recognition features (e.g., enzyme, anti-body, and 
gene probes, among others), frequently denoted as bioreceptors for detailed identi-
fication of complex chemical and biological items.

Biosensors exploit the robust molecular recognition competency of bioreceptors. 
Gene probes exploiting surface-enhanced Raman scattering (SERS) can augment 
the selectivity and sensitivity of DNA biosensors while expanding biochip use.

Most existent DNA biosensors are made of fiber optic probes, glass, and silica 
plates, which function as the probe substrates to interface with particular detection 
systems. These detectors commonly embrace conventional detection devices like 
photomultipliers and charge-coupled devices (CCDs). Even though the probes are 
quite small (aka DNA chip or gene chip), they are still far from ideal for real-life 
usages. This happens because the detection structures employ relatively bulky con-
focal microscopes and CCDs suited for laboratory applications. Until now, there 
have been limited research and development efforts on a truly integrated and viable 
in large-scale biochip system with probes, samplers, detectors, amplifiers, and logic 
circuitry onboard them.

Biosensors are integrated circuit (IC) microchips relying on DNA bioreceptors 
capable of detecting genetic components in biological complex samples. These IC 
systems can consist of phototransistors and other technologies. Single phototransis-
tors working as detectors may lack enough sensitivity for tracing elements. 
Nevertheless, other miniaturization technologies can investigate DNA.

7.1.1  DNA Biochips

A biopsy is necessary to be acquainted with the type and nature of cancer to use the 
appropriate treatment and medication, for example. Therapy comes after these tests 
encompassing the choice of drugs, solutions, and techniques to be considered as a 
viable cure for the patient as promptly and painlessly as thinkable at the border 
between photonics and biology and the forefront of biomedical technology. These 
innovations are rapidly expanding the field of diagnostic tools. Market analyses 
point toward photonics in the medical world to deliver minimally or non-invasive 
diagnostic tools. Likewise, the growth of microphonics medical chips, biophoton-
ics, and their medical usages is also disposed to rise significantly in the future. 
These areas cover a broad range of uses from already established applications, such 
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as laser surgery, to new applications, such as DNA analysis [1–6]. A modern minia-
turized high-tech tool, called a DNA biochip, has, in recent times, attracted the 
attention of the scientific community for its massive potential for biological diagno-
sis, the investigation into genetic mutations, and the development of new drugs. The 
agrifood and environmental sectors are also expected to be affected promptly [7–9]. 
The main reasons for micro- and nanoscale miniaturization are as follows:

 (i) Reducing the sensor element to the scale of the target species and hence pro-
viding a higher sensitivity of a single entity or even a molecule

 (ii) Reduced costs and associated reagent volumes
 (iii) Reduced result time due to small amounts and the possible usage of higher and 

effective concentrations
 (iv) Flexibility, portability, and ability to miniaturize entire systems
 (v) Point-of-care problem-solving/analyses
 (vi) The aptitude for multi-agent detection
 (vii) Potential for in vitro as well as in vivo use

The DNA biochips or merely biochip makes it plausible to all the while breaking 
down a few thousand diverse hereditary data. This technology resulted from merg-
ing biochemistry, combinatorial chemistry, molecular biology, microelectronics, 
computer science, and Big Data.

These DNA biochips are about to transform medical diagnosis and biological 
analysis in general. These systems’ major advantage is their ability to sense an 
organic molecule in a sample that can hold millions – by specific affinity with a 
molecular probe in the chip. These miniaturized analysis supports (a few cm2) can 
be fixed to a reader and a bioinformatics data processing system. The change of 
scale associated with this technology offers many advantages: time savings, smaller 
sample volumes, and a remarkable upsurge in parallel processing and, consequently, 
for data acquired.

The development of new biological analysis systems, for both medical and envi-
ronmental diagnosis, requires good control [10]:

 – On the one hand, the development of bimolecular buildings allowing the specific 
recognition of the desired mutations

 – On the other hand, to utilize a high-performance reading technique (sensitive, 
specific, and low detection threshold) and, if viable, at low cost

 – Real-time synchronization between the remote sample database server and the 
DNA biochip considering ASTM Elecsys packets traffic

In summary, integrated optics revealed itself as one of the most promising tech-
nologies in the context of the vast increase in optoelectronics. This matches the 
maturation of all the components essential to the design of an accomplished opto-
electronic chain and the need for miniaturized photonic circuits at a very low cost. 
First, one can allude to the classic and apparent advantages of optical circuits:

 – Due to the very high frequency of light, optical circuits designated as insensitive 
to electromagnetic noise.

7 Packet Synchronization in a Network Time Protocol Server and ASTM Elecsys…
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 – High level of reliability and, above all, security in data gathering and transferring 
within a strict framework.

 – Ability to process data in real-time.
 – Through the wavelength multiplexing scheme, there is an increase in the number 

of processed information transported in this way.
 – Make non-contact measurements.
 – One does not use local electrical power if one wants to build information pro-

cessing devices or design measurement heads.

Thanks to integration techniques, the following advantages can be added:

 – Optical circuits’ simplification and miniaturization
 – The disappearance of traditional alignment problems between components
 – Possibility of deploying manufacturing techniques that can be assimilated and 

are compatible with mass production and low-cost objectives [11]

All the advantages mentioned above could only be achieved if one has adequate 
means at his/her disposal, such as efficient miniaturized light sources and highly 
trustworthy means of conveying the information.

7.1.2  Surface Plasmon Resonance (SPR) Imaging

The use of  Surface Plasmon Resonance (SPR) imaging  in optical DNA chip is very 
promising. This technique allows the follow in  real-time  and in parallel, without 
the use of markers. Differents interactions taking place on a well-defined surface of 
the chip. This type of chip has been used to analyze DNA /DNA interaction for 
genetic diagnosis. Our contribution lies in creating a link between a server contain-
ing an integrated database and all the samples on the optical DNA chip via a proto-
col called  NTP. This system will allow us to analyze simultaneously and especially 
in real-time several thousands of different genetic information with the least possi-
ble error. Thanks to this new tool, it is possible in parallel to identify and even mea-
sure a considerable number of DNA sequences contained in a biological sample. 
With the slightest error synchronization, our system will be able to predict the pre-
cise moment an identify the sample to be analyzed [12].

These SPRs are waves propagating at the interface amid two media of opposite 
permittivity like the one separating a dielectric and a metal. Summarizing, the sur-
face plasmon is a collective longitudinal oscillation of free electrons in a metal. 
Then, it is a charge density fluctuation in time and space. According to established 
laws of electromagnetism, the surface electromagnetic wave, resulting from such 
fluctuation, has an exponential decrease on both sides of the interface, has a trans-
verse magnetic polarization, and propagates [37]. The variation in reflectivity helps 
to encounter the mass and thickness of the layer deposited on the surface and, 
accordingly, the number of molecules attached. The change in light intensity helps 

A. E. Dinar et al.



93

to perceive the influence of the variation in the dielectric index on the resonance 
situation of the surface plasmon. It can be visible by looking at a discrepancy of the 
different optical parameters of the light beam, such as spectrum, phase, and plas-
mon angle. Interferometry leads to knowledge about the phase. The absorbed wave-
length results from spectroscopy, at a fixed angle, and then, thanks to this, the index 
variation comes from the spectral shift. The study of the plasmon angle offset inhib-
its real-time discovery because of an angular scanning that happens on a certain 
time [13].

Hence, one can use the physical SPR phenomenon to manufacture biochips. 
Many measurement methods are used where the best for biochips are (1) multi-
sensor mounting in angular and spectral interrogation and (2) single-sensor mount-
ing in angular and spectral probing. The authors selected the so-called single- sensor 
assembly. This mono-sensor angular probe permits real-time surveillance of inter-
actions taking place on a single large surface. The resultant measurements corre-
spond to an average value over a region with a width identical to the light beam 
reaching the surface. The authors use a He-Ne laser; the light beam passes through 
a blade that splits it into halves. One heads toward a reference photodiode to per-
ceive fluctuations in the base beam and perform the necessary corrections. The sec-
ond one passes through a half-wave blade to have a magnetic or electric transverse 
polarized transverse electromagnetic (TE) wave. Then, it illuminates an interface 
through a coupling prism. A measuring photodiode used to record kinetics and plas-
mon collects the reflected beam. The measuring photodiode and prism are each 
mounted on a turntable controlled by a computer program, which controls the syn-
chronized rotation of the turntables and the signal acquisition. Considering the turn-
tables’ arrangement, the photodiode support plate rotates at a specific angle α, and 
the prism resting on a plate rotates at an angle α/2. The biological elements to be 
tested are injected into a tank adjacent to the gold surface, using a specific pump. An 
added CCD camera receives the light intensity variations for each pixel; this one 
reflects the state of the area of which it is the image. When a biomolecular reaction 
takes place in this region, the dielectric index is disturbed; the observation angle of 
the surface plasmon shifts, in addition to the intensity reflected by this area, varies. 
Consequently, the CCD camera archives the spatial modulations of the reflected 
beam intensity.

Section 7.2 will address the proposed system. Section 7.3 displays and talks over 
experiments and their results. Conclusions appear in Sect. 7.4.

7.2  Materials and Methods

This study uses the UNIX Server platform and Network Time Protocol (NTP) to 
synchronize communication between servers and optical AND biochip automate 
server with consideration of ASTM Elecsys packets traffic.

7 Packet Synchronization in a Network Time Protocol Server and ASTM Elecsys…
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7.2.1  Network Time Protocol

NTP is a protocol that allows computer time synchronization with that of a refer-
ence server and the possibility to correlate events from numerous systems via UDP 
to collect requests. Using an NTP server in network to synchronize other machines 
reduces bandwidth consumption due to NTP traffic [14–18]. The ntpq service 
implements NTP in Linux. Hence, it is possible to configure the service via a graph-
ical interface on the machine with the default ntpq package installed. It is also pos-
sible to directly edit the file /etc/ntp.conf.

The service is configured through this file. The list of NTP servers and security 
rules are defined there. Two sections are available for safety:

 – Access Control: The accesses of a machine or a range of IP addresses to the 
server can be defined; hence, it is possible to block certain addresses, as well as 
to choose the privileges of a machine on the server.

 – Authentication: An authentication request for the NTP server can be placed to 
validate the weather change. Several possibilities exist for this system deploy-
ment, such as symmetric keys and public keys, besides others [17, 19].

7.2.2  ASTM Elecsys Communication Protocol

The low-level standard protocol for the E1381-91 depicts the way information is 
transmitted between the two frameworks alluding to the protocol subtleties. The 
high-level E1394-91 identifies the bundle substance and configuration of the sent 
information while regulating the sentence structure. Elecsys Type Protocol is in 
Table 7.1 [20].

[STX] FN text [ETB] CS1 CS2 [CR] [LF]

At the point when the last casing in a message or edge is a single casing, the low-
level convention Protocol, E1381-91, depicts how the information is transmitted 
between hosts.

Table 7.1 Frame structure in ASCII [20, 21]

Field Code ASCII Content Character Note

[STX] 0x02 Start of text 1byte
FN – Frame No. 1byte 1
text – Communication data Max. 240 byte 2
[ETX]/[ETB] 0x03/0x17 End of text/end of communication block 1byte 3
CS1 – Check sum 1byte 4
CS2 – 1byte
[CR] 0x0d Carriage return 1byte
[LF] 0x0a Line feed 1byte
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[STX] FN text [ETX] CS1 CS2 [CR] [LF]

The main problem when using the ASTM Elecsys alone is the fact that it is asyn-
chronous. For this reason, one seeks to integrate an NTP server to accomplish syn-
chronization and play a strategic role in the variation of the waiting times as well as 
the time out. These decisions prevent losing information when sending or receiving 
ASTM Elecsys requests. Figures 7.1 and 7.2 allude to the flowcharts that offer a 
broad-spectrum idea of the different phases of sending and receiving.

The Transfer Phase reveals the flowchart of three kinds of reaction against casing 
correspondence. Section point C is chosen when the Establishment Phase is finished 
with no issue. Moreover, the passage point C is the re-emergence moment that the 
accompanying edge correspondence occurs. A passage point D is for retrying when 
[ACK] is not reacted. Section point E illustrates a change of the last phase of this 
layer (see Fig. 7.1).

Termination Phase: Both the sender and collector change their status into inac-
tive in the Termination Phase. Possibly, this phase begins when the sender transmits 
the [EOT]. There is no reaction from the collector to this message. At the point 
when [EOT] is recognized at the beneficiary, it is gone to be inert, and the line is 
changes to unbiased (see Fig. 7.2).

Fig. 7.1 Transfer Phase flowchart

7 Packet Synchronization in a Network Time Protocol Server and ASTM Elecsys…



96

7.3  Results and Discussion

7.3.1  Using NTP to Synchronize the Server System

Synchronization is critical in today’s network environments. As different domains 
and the network services grow, their timing challenges and need for accuracy in 
their subsystems and applications also increase. There is no single standard policy 
for the device transient synchronization in networks [22–25]. Gigantic innovative 
research in many directions has been led previously. When all control stages finish, 
the writing features occur with two classes of synchronization components: wired 
and convention-based. Link solutions [26], which do not require the trading of data 
throughout a system, are mostly received because they can meet even the most strin-
gent prerequisites. Then again, they need adaptability and, thusly, negatively affect 
working expenses during the establishment and support of the framework. Time 
synchronization must happen if a there is interfacing of the distributed devices 

Fig. 7.2 Termination Phase flowchart
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situated on the corresponding cyber-physical system arrangement, which does not 
occur in any case [34]. The way toward associating all optional change focuses on 
the organization’s essential substations and control focus is as yet continuous in 
numerous nations. If the system framework is ready and the utilization of the time 
synchronization convention is practical, then both the standard and altered arrange-
ments are proposed. Standard arrangements are broadly acknowledged and simple 
to execute, yet they can accomplish better execution with a particular situation. In 
terms of standard arrangements, the most well-known time convention is NTP, 
which is executed as a matter of course, in numerous correspondence stacks [27]. 
Largely, the precision of NTP synchronization depends carefully on the presenta-
tion of the hidden system framework: the better the system execution (and along 
these lines, the lower the correspondence inactivity and jitter), the lower the syn-
chronization vulnerability.

In a committed neighborhood, NTP time synchronization could be in the re- 
quest for several microseconds. At the same time, in a crossbreed organization, 
where various advances are received, ordinarily for associating hubs to a circulation 
framework, synchronization vulnerability can likewise arrive at many milliseconds 
[28–32]. There is a less mind-boggling NTP usage called Simple Network Time 
Protocol (SNTP) [35, 36] that uses similar system messages. However, it does not 
execute some complex NTP time following calculations. As a rule, it is appropriate 
for inserted gadgets since it requires fewer assets than NTP, yet offers lower syn-
chronization exactness. The IEC61850-8-1 standard permits a synchronization 
framework dependent on SNTP. However, SNTP cannot fulfill the best synchroni-
zation classes characterized in IEC61850-5 [29]. The second standard answer for 
exact time synchronization on a system is PTP (Precision Time Protocol), otherwise 
called the IEEE1588 protocol [30, 33]. The convention gives nanosecond synchro-
nization if all system gadgets support IEEE1588. As many systems are distributed 
over a network, NTP hosts (clients or servers) use messages to communicate. Here 
are the fields contained in an NTP package; the exchange of messages leading to 
synchronization follows the following procedure [18]:

• The system wishing to be synchronized first sends a packet in which it initializes 
at time t0 the TT field “Transmit Timestamp” with its own system time.

• The server then stores the time of receipt of the packet in the “Receive Timestamp” 
field at t + 1 of the same packet.

• Then it performs a validity check of the package to ensure that it must perform 
the processing.

• Before returning the packet to the sender, the TT “Transmit Timestamp” field is 
copied into the OT “Originate Timestamp” field, and the TT “Transmit 
Timestamp” field is filled in at t + 2.

• The customer annotates the time of receipt of the response at t + 3 to allow the 
estimation of the travel time of the packet. Assuming that message transmission 
times are symmetrical, the travel time is half of the entire waiting time minus the 
handling time on the remote machine.
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• The client also checks the answer validity to ponder if it should be taken into 
account.

• Then, the client system can estimate the offset of its clock in relation to the refer-
ence system.

The DNA database and the NTP timeserver will be installed on the same machine. 
The dependencies of these two actors are examined to decide which operating sys-
tem will be deployed on the server. At the NTP server level, it can be Linux or 
Windows. For their installation, a Linux distribution is preferable. A dedicated 
server is set up for the NTP server and the log database. Certificates are integrated 
to allow mutual authentication of node implementation on the first server. The 
implementation can be threefold:

• Setting up the NTP server and configuring client
• Installation of the log database
• Generation of certificates and integration into the prototype

Every task of management, security, planning, and debugging a network needs to 
determine when events happen. Time is the critical element that allows an event on 
one network node to be mapped to a corresponding event on another. In many cases, 
the enterprise deployment of the NTP service overcomes these challenges. For 
healthcare facilities, a time synchronization system is particularly important to:

 (i) Ensure proper planning of medical teams
 (ii) Ensure proper administration of medication at the right time and in the right 

order of prescription
 (iii) Ensure the smooth running of surgical procedures [17–19]

Data centers need a time domain in the millisecond range for platform virtualiza-
tion. The chronology of events also allows errors to be traced on the same millisec-
ond scale: Traceability ensures a backup, or automatic backup, at night requiring 
accuracy of about 10 s. In Table 7.2, we show some UNIX commands for setting 
and synchronizing time.

Table 7.2 Common UNIX commands related to time

Commands Description

date Displays or sets the current system date and time
rdate Sets the current system time from a remote host using the date protocol
adjtime() Adjusts the system’s time of day clock gradually, to a specified value
set time of 
day()

Sets the system’s time of day clock instantly to a specified value sets the 
current systems

ntpdate Traceability ensures a backup, or automatic backup, at night requiring accuracy 
of about 10 s

xntpd NTP daemon
ntp-q Monitor time synchronization

A. E. Dinar et al.
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7.4  Conclusion

At the beginning of the twenty-first century, we are reaching the limit of so-called 
“classical” technologies, and this is due to many parameters, including the fact that 
the size of the electron is about to be reached in engravings for the development of 
integrated circuits. Hence, researchers have turned to other perspectives. One of the 
most promising fields is the optical technology, which is vast and entails almost 
infinite possibilities and still poorly explored. Optical technologies have an immense 
potential exceeding that of classical techniques.

The desire for mutual aid between scientists outweighs the concern for profit and 
what better field than medicine to do so. We have therefore chosen among the vari-
ous optical chips, the one dedicated to biomedical, is more precisely a DNA optical 
biochip whose role is the diagnosis of genetic diseases, and this with much higher 
efficiency then the usual procedures. The major problem in this type of diagnosis, 
especially when it comes to remote diagnosis, is the synchronization problem, so 
sometimes even the loss of data or overlap between them.

The use of NTP servers and the correct use of ASTM Elecsys Packets give us 
results that will allow us to perform a real-time and reliable diagnosis.

The ultimate goal of this research is to help others to save lives, prolong lives, 
have a real impact on society, and make science serve the public.
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Chapter 8
Particle Swarm Optimization with Tabu 
Search Algorithm (PSO-TS) Applied 
to Multiple Sequence Alignment Problem

Lamiche Chaabane , Abdeldjalil Khelassi , Andrey Terziev , 
Nikolaos Andreopoulos , M. A. de Jesus , and Vania Vieira Estrela 

8.1  Introduction

Sequence alignment is paramount to molecular sequence analysis. It can help to 
build a phylogenetic tree of related DNA sequences or to predict the function/struc-
ture of unfamiliar protein sequences by aligning them with others whose function/
structure is already acknowledged. Sequence alignment establishes an alignment of 
two or more sequences to maximize the similarities amid them [1]. This NP-hard 
problem [2, 3] can benefit from computational intelligence (CI) algorithms in rea-
sonable processing time.

In recent years, metaheuristic procedures aided in producing approximate solu-
tions for the MSA dilemma. Their primary rationale is to commence by an initial 
solution and ameliorate the MSA through a series of iterations until the solution 
does not become better any longer. This category of methods embraces tabu search 
(TS) [4], genetic algorithm (GA) [5], simulated annealing (SA) algorithm [6], ant 
colony (AC) algorithm [7], particle swarm optimization (PSO) [8], artificial bee 
colony (ABC) algorithm [9], and so on.

This research study brings in a hybrid line of attack named PSO-TS algorithm to 
devise an approximate solution to the MSA impasse combining the best character-
istics of the PSO and the TS schemes.
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The remainder of this document is organized as follows: Section 8.2 presents a 
brief literature review of the previous works pertinent to the PSO-TS framework. 
Section 8.3 depicts the basic concepts of the PSO and the TS metaheuristics. The 
details about the components of the PSO-TS algorithm are in Sect. 8.4. Simulation 
outcomes appear in Sect. 8.5, together with some discussions. Section 8.6 suggest 
improvements to the PSO-TS algorithm. Finally, this study ends with the comments 
from Sect. 8.7.

8.2  Literature Review

Among the significant multiple sequence approaches, some of them employ itera-
tive alignment aligners. Rias et al. [4] applied a tabu search variant relying on the 
COFFEE objective function to find better results for the multiple sequences. In [5], 
the authors developed an amended GA with an intelligent selection strategy to 
resolve the multiple biological sequence dilemma. Proper alignments are obtained 
compared with those done by classical GA.

In Ref. [8], the authors applied PSO and Clustal X aligner to produce better 
results than those from Clustal X alone. An ABC algorithm for solving the MSA 
issue appears in [9]. In Ref. [10], V. Cutello et al. presented an immune-inspired 
algorithm (IMSA) to tackle the MSA dilemma utilizing ad hoc mutation operators. 
Simulation results on some BaliBASE v.1.0 instances show that IMSA is superior 
to other aligners such as PRRP, CLUSTAL X, SAGA, DIALIGN, PIMA, 
MULTIALIGN, and PILEUP8. An efficient method by using a multi-objective GA 
(MSAGMOGA) to discover optimal alignments is proposed in [11]. Experiments 
on the BaliBASE 2.0 database confirmed that MSAGMOGA obtained better results 
than MUSCLE, SAGA, and MSA-GA methods.

Recently, in [12], the authors announced a novel multi-objective evolutionary 
scheme called hybrid multi-objective ABC (HMOABC), which hinges on swarm 
intelligence for the MSA dilemma. Experimental results on some instances com-
ing from the BaliBASE 3.0 database showed that the HMOABC is an auspicious 
approach for solving the MSA impasse. Reference [13] suggests a better-quality 
Chemical Reaction Optimization (CRO) algorithm for the MSA problem. In their 
work, the authors inserted an intelligent diversification mechanism in the initial-
ization process to help the CRO algorithm to travel around the search space glob-
ally. Simulation results confirmed the superiority of this investigative effort 
over others.
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8.3  Preliminaries

8.3.1  Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a metaheuristic (aka nature-inspired) optimi-
zation algorithm conceived by Kennedy and Eberhart [14] that had as its inspiration 
the bird flocking behavior. Rather than the hard optimization formulation, there is a 
new recast problem. This different formulation consists of a population of answers 
entitled particles, where the pair of features position and velocity characterize each 
particle. At each iteration, the particle’s locus is updated in accordance with its per-
sonal best position and the best solution of the swarm. The subsequent equations 
govern the evolution of the population:

 

V wV c rand pbest X

c rand gbest X

k k k k

k

+( ) ( ) ( ) ( )= + −( )
+ ( ) −

1
1 1

2 2

. . .

. . kk( )( ),and
 

(8.1)

 X X Vk k k+( ) ( ) +( )= +1 1 ,  (8.2)

where for each particle:

X is its position
V is its velocity
w represents the inertia weight
pbest is its best place
gbest is the global best position of the swarm
rand1, rand2 are random values within [0, 1]
c1, c2 are positive constants regulating the impact of the personal optimum as well 

as the global best solutions on the search course, respectively
k is the iteration number

The process stops after reaching a predefined number of iterations Itmax.

8.3.2  Tabu Search Optimization (TS)

TS appeared the first time in Glover’s manuscript (1986) [15] to unravel a wide 
range of hard optimization problems. TS starts with a random tentative answer and 
appraises the fitness function for the given solution. Then all possible neighbors of 
the given solution are generated and evaluated. To overcome the local optimum 
limit, TS saves the better local neighbors (after searching, examining, and, if neces-
sary, discarding them) in a Tabu List (TL). Moreover, TS can exploit an aspiration 
rule to make the whole search processing continue or to devise a diversified guided 
search tactic to other promising regions.

8 Particle Swarm Optimization with Tabu Search Algorithm (PSO-TS) Applied…
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8.4  Proposed Method

PSO’s main drawback is its premature convergence and local optimum problem. To 
evade this limit, TS is incorporated as a local search procedure to enrich the global 
best solution and to apply the diversification mechanism to guide the search to other 
promising regions of the search space. Then, the novel hybrid technique, called 
PSO-TS, consists of strong cooperation among PSO and TS. It makes full use of the 
exploration ability of PSO and the exploitation ability of TS.

In our MSA problem, PSO-TS works as follows:

 1. PSO modifies both particle positions and velocities after establishing the initial 
population with the recommended swarm initialization strategy.

 2. After that, a new global best solution (gbest*) emerges from the improvement of 
the current global best solution (gbest) via the TS procedure.

 3. This iterative process ends when a stopping condition is reached.

The PSO-TS hybridization strategy has a flowchart of is along these lines 
(Fig. 8.1):

Initial population

Apply PSO to 
update position and 

velocity

Apply TS to gbest
new_gbset gbest*

Stopping criterion?

Optimal Result

Yes

Determine gbest 

No

Fig. 8.1 PSO-TS algorithm flowchart
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8.4.1  Components

Solution Encoding Each solution (particle) entails a set of vectors, whose ele-
ments indicate the position of the randomly interleaved gaps in the different 
sequences waiting for alignment. Here, the sequences should have the same length 
L (the typical L value is 1.2 times of the most prolonged sequences) [16]. Figure 8.2 
brings in an example of this encoding scheme.

Swarm Initialization The multiple small-popsize initialization strategy (MSPIS) 
[17] renders the initial population and ensures its diversity. Every time, there is a 
small number of chromosomes by a small-popsize tactic. The best two individuals 
are selected into the initial population until the number of chromosomes equal to the 
present population size. A summary of the detailed MSPIS steps becomes.

Step1. Generate a small number of chromosomes through the small-popsize initial 
method.

Step2. Calculate the mean value of the small number population fitness value, 
Meanpopi.

Step3. All the chromosomes whose fitness values exceed Meanpopi go into the ini-
tial population.

Step4. Repeat steps 1–3 until the number of chromosomes equal to the present pop-
ulation size.

This initialization method delivers an approximate optimal solution as near as 
possible.

Objective Function Habitually, the objective function appraises the alignment 
quality in mathematical terms. For that, the score apportioned to each particle 
(alignment) consists of the summing of the scores (SP) of the alignment of each pair 
of sequences [18].

The score of each pair of sequences comprises the sum of the score assigned to 
the match of each pair of symbols. A substitution matrix, such as the PAM205 
matrix, can achieve this effect. The objective function for an alignment A with k 
sequences is

A C V Y A C V - - y 4 5

A C Y A C - - - Y 3 4 5

A Q S T Y A Q - S T Y 3

(a)                             (b)                       (c)

Fig. 8.2 Sequence alignment: (a) Set of sequences to align, (b) insertion of gaps, and (c) solution 
representation
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where S(Ai, Aj) stands for the alignment score among two aligned sequences, 
Ai and Aj.

Particle Move Operator This operator is necessary to update the position of the 
particle in the search space. Each swarm element movement is contingent on its 
current location and the same as the leader. In this work, the distance between the 
particle and the leader amounts to the proportion of matching gaps in the sequences 
as

 
Distance

matching gaps

total gaps
= .

 

This research introduced the crossover operator from [16] to transport each par-
ticle toward the leader. It entails dividing the current alignment into two segments 
according to a randomly picked crossover point from the range [1, Distance* L]. 
After that, the best-produced child replaces the current particle.

8.4.2  TS Components of the MSA Problem

Cost Function It evaluates the quality of each candidate solution. In this research 
study, the authors retain the same one from the PSO algorithm.

Initial Solution In the suggested PSO-TS methodology, the TS works as a local 
search process to ameliorate the global best solution (gbest) yielded by the PSO 
algorithm. Then, the PSO output becomes an initial solution for the TS procedure.

Generation of Neighbors In order to generate a set of neighbors of the current 
solution, the authors apply a simple but effective strategy, which works as follows:

 (i) Firstly, it picks a random amino acid from a randomly chosen sequence in the 
alignment and checks whether one of its neighbors is a gap.

 (ii) If this is the circumstance, the algorithm swaps the elected amino acid with a 
gap neighbor.

 (iii) If both neighbors are gaps, then one of them is picked randomly [18].

Figure 8.3 portrays this mechanism.

Tabu List Update This list stores previously visited solutions to help the algo-
rithm evade being trapped in local optima. Here, the user, depending on the size of 
the problem instances, predefines the tabu list length (TLL). Besides, the authors 
opted to modify the TLL value dynamically by increasing or diminishing it with a 
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prefixed constant X. Such a mechanism helps to attain some other solution and to 
overcome the cycling problem.

Stopping Condition The authors chose the most straightforward and most com-
monly used stopping criterion, i.e., to terminate upon reaching a predefined number 
of iterations.

The pseudo-code of our TS is given below:

After the description of both the PSO and TS algorithms, the global framework of 
the PSO-TS procedure is as follows:

8.5  Simulation and Results

The PSO-TS algorithm is implemented using JCreator version 3.5 and a personal 
computer with a 2.66 GHz Intel Pentium IV processor. A set of tests verified and 
validated the PSO-TS scheme, where the objective is to compare the PSO-TS 
method with other published works, including the IMSA approach [10] and the 

Pseudo-code of  TS algorithm
Step 0: Generate an initial alignment Ainit.
            Initialize ITMAX, Ns, TLL
             Set TL ← ∅, Acurr = Ainit , Abest = Ainit

Step 2: Iterate the following steps for ITMAX iterations
           Step 2.1: Generate NS neighboring alignments
              Ai  (i=1,2 …, Ns) of ACURR

           Step 2.2: A_best ← Best_ neighbor(A1, A2, …ANs)
              If (A_best ∉ TL) and  S(A_best) > S Acurr) then
                   Acurr← A_best
              Else try next test alignment and go to step 2.1
              Tl ← TL ∪ Acurr

               If  TL is full, remove the oldest solution from TL
          Step 2.3:  If S(Acurr) > S(Abest) then
                                  Abestr← Acurr

Step 3: Return ABEST and S(Abest)

A C N - K T V Y A C N - K T V Y

A C - K - - Y - A C - - K - Y -

A Q - - S - V Y A Q - - S - V Y

Fig. 8.3 Neighbors generation strategy
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BPSO algorithm [19]. The BaliBASE SP score (SPS) results for both small and 
large datasets taken from the BaliBASE database [20] are portrayed in Tables 8.1 
and 8.2.

The subsequent procedure provides the SP score [21]: for a candidate alignment 
(individual) of N sequences encompassing M columns, then the i-th column within 
the alignment becomes Ai1, Ai2, …., AiN. A value of pijk characterizes each pair of 
residues Aij and Aik. If pijk = 1, it means that the candidate alignment residues Aij and 
Aik have been aligned with each other as far as the reference alignment is concerned. 
Otherwise, pijk = 0. Consequently, the score for the i-th column turns out to be

 

S pi
j j k

N

k

N

ijk=
= ≠ =
∑ ∑
1 1,

.

 

For the candidate alignment, the overall SPS becomes

 

SPS =
=

=

∑
∑i

M
i

i

Mr

ri

S

S1

1

,

 

with the number of columns in the reference alignment given by Mr while Sri is the 
score Si for the i-th column for the reference alignment. The values of SPS lie in the 
interval [0.0, 1.0]. High SPS values point toward closer likeness with the BaliBASE 
reference alignment [21].

PSO-TS Pseudo-code
1. Apply MSPIS strategy to generate an initial swarm
2. Fix NG value                               // Number of generations
3. Set j ← 1
4. While (j ≤ NG) do
      4.1. Determine the leader particle value gbest
      4.2. For each particle in the population do
                a) Evaluate the distance between gbest and the particle
                b) Select a crossover point randomly
                 c) Apply particle move mechanism
                d) Assign to the current particle the best-produced child
         End for
       4.3 Update gbest                        // Calculate the new leader particle gbest
       4.4 New_gbest ← TS(gbest)                    // Apply TS  to improve gbest
       4.5 Insert New_gbest into the current population
       4.6. j ← j + 1
5. End while
6. Return gbset value and its correspondent particle. // Output the result.
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From Tables 8.1 and 8.2, it is clear that comparing with IMSA and BPSO, the aver-
age SPS values of PSO-TS algorithm are more significant than or comparable with 
those obtained by the techniques stated above for the short, medium, and long sequences. 
In addition, significant improvements are observed in test cases with a large number of 
sequences, which shows that our approach can work well with large problem sizes.

8.6  Future Trends

Other metaheuristics and multi-objective optimization schemes can aid in unravel-
ing this bioinformatics impasse [22–24].

As perspective innovations of this work, the authors contemplate (i) integration 
of other mechanisms within the neighborhood generation step or (ii) intensification/

Table 8.1 PSO-TS vs. IMSA: SPS comparative results for the BaliBASE test sets

Instance N IMSA [10] PSO-TS

laboA 5 0.759 0.910
45lc 5 0.773 0.853
9rnt 5 0.954 0.948
kinase 5 0.644 0.716
2cba 5 0.754 0.754
lppn 5 0.987 0.989
2myr 4 0.285 0.433
left 4 0.880 0.928
ltaq 5 0.946 0.949
lubi 17 0.897 0.907
kinase 18 0.905 0.915
lidy 27 0.854 0.849
Average 0.810 0.846

Table 8.2 PSO-TS algorithm versus BPSO approach: SPS comparative results for the BaliBASE 
test sets

Instance N BPSO [19] PSO-TS

lidy 5 0.7394 0.8492
45lc 5 0.7973 0.8532
lkrn 5 0.9984 0.9988
kinase 5 0.7064 0.7165
lpii 5 0.7987 0.7980
5ptp 5 0.9328 0.9410
lajsA 5 0.3528 0.3750
glg 5 0.8324 0.9241
ltaq 5 0.7633 0.9491
Average 0.7690 0.8227
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diversification strategies in TS core to improve the quality of multiple alignments. 
In addition, the authors will use other powerful PSO variants as a part of this 
 hybridization tactic to find a better solution for the MSA problem. A comparison of 
the proposed method with some other state-of-the-art techniques such as Clustal W, 
SAGA, or MULTALIGN, with other benchmarks, is possible to verify its enormous 
potential [25–27].

Deep learning (DL) has been in the spotlight as a potent tactic that makes note-
worthy signs of progress when it comes to solving the issues plaguing the artificial 
intelligence. Nevertheless, numerous caveats, e.g., local minima trapping, inferior 
performance, and elevated computational time, still arise while applying DL to 
MSA. So, global optimization procedures like differential search algorithms can aid 
DL deployments to reach the best outcome and data [28–31].

8.7  Conclusion

The MSA problem is one of the primary techniques utilized in computational biol-
ogy, e.g., genomic annotation, homology searches, gene regulation networks, pro-
tein structure prediction, and functional genomics, to name a few. Among MSA 
bottlenecks, there is the alignment of more than a pair of biological sequences, 
which is an NP-hard optimization problem.

This research showcases the PSO-TS approach, which is a novel hybrid algo-
rithm constructed on metaheuristics developed to tackle the multiple sequence 
alignment (MSA) problem. The PSO-TS framework combines the PSO benefits, 
particularly its simplicity in implementation and its inexpensive computational pro-
cessing time, with the best tabu search algorithm features, i.e., its local upgrading 
practice. These improvements enrich the global best solution by augmenting the 
diversification process. The results summarized in this paper show the superior 
capability of our hybrid approach compared to some other literature works.

References

 1. J.D. Thompson, J.E. Thierry, O. Poch, Rapid scanning and correction of multiple sequence 
alignments. Bioinformatics 19, 1155–1161 (2003)

 2. T.  Jiang, L. Wang, On the complexity of multiple sequence alignment. J. Comput. BioI. 1, 
337–378 (1994)

 3. C.H.  Papadimitriou, K.  Steiglitz, Combinatorial Optimization: Algorithms and Complexity 
(Dover Publications, New York, 1998)

 4. T. Riaz, Y. Wang, K.B. Li, Multiple sequence alignment using tabu search, in Proceedings 
of 2nd Asia-Pacific Bioinformatics Conference (APBC), Dunedin, New Zealand, (2004), 
pp. 223–232

 5. J.T. Horng, L.C. Wu, C.M. Lin, B.H. Yang, A genetic algorithm for multiple sequence align-
ment, in Proceedings of LNCS, (2005), pp. 407–420

L. Chaabane et al.



113

 6. M. Hernández-Guía, R. Mulet, S. Rodríguez-Pérez, A new simulated annealing algorithm for 
the multiple sequence alignment problem. The approach of polymers in a random media. Phys. 
Rev. E 72, 1–7 (2005)

 7. L.  Chen, L.  Zou, J.  Chen, An efficient ant colony algorithm for multiple sequences align-
ment, in Proceedings of the 3rd International Conference on Natural Computation (ICNC 
’07), (2007), pp. 208–212

 8. F. Xu, Y. Chen, A method for multiple sequence alignment based on particle swarm optimiza-
tion, in ICIC 2009, LNAI 5755, (2009), pp. 965–973

 9. X. Lei, J. Sun, X. Xu, L. Guo, Artificial bee colony algorithm for solving multiple sequence 
alignment, in Proceedings of 2010 IEEE Fifth International Conference on BIC-TA, (2010), 
pp. 337–342

 10. V. Cutello, G. Nicosia, M. Pavone, I. Prizzi, Protein multiple sequence alignment by hybrid 
bio-inspired algorithms. Nucleic Acids Res. 39(6), 1980–1992 (2011)

 11. M.  Kayaa, A.  Sarhanb, R.  Alhajjb, Multiple sequence alignment with affine gap by using 
multi-objective genetic algorithm. Comput. Methods Prog. Biomed. 114, 38–49 (2014)

 12. R.L. Alvaro, A.V.R. Miguel, L.G.A. David, Hybrid multi-objective artificial bee colony for 
multiple sequence alignment. Appl. Soft Comput. 41, 157–168 (2016)

 13. R.K. Yadav, H. Banka, An improved chemical reaction-based approach for multiple sequence 
alignment. Curr. Sci. 112(3), 527–538 (2017)

 14. J. Kennedy, R. Eberhart, Particle swarm optimization. Proc. IEEE Int. Conf. Neural Netw. 4, 
1942–1948 (1995) Perth

 15. F. Glover, Tabu search: Part 1. ORSA J. Comput. 1(3), 190–206 (1989)
 16. P.F. Rodriguez, L.F. Nino, O.M. Alonso, Multiple sequence alignment using swarm intelli-

gence. Int. J. Comput. Intell. Res. 3(2), 123–130 (2007)
 17. C.Z. Ahn, R.S. Ramakrishna, A genetic algorithm for shortest path routing problem and the 

size of populations. IEEE Trans. Evol. Comput. 6(6), 566–579 (2002)
 18. C. Lamiche, A hybrid solver for protein multiple sequence alignment problem. J. Bioinforma. 

Comput. Biol. 16(4), 1–20 (2018)
 19. H.X. Long, W.B. Xu, J. Sun, W.J. Ji, Multiple sequence alignment based on a binary particle 

swarm optimization algorithm, in Proceedings of Fifth International Conference on Natural 
Computation, (2009), pp. 265–269

 20. J.D.  Thompson, F.  Plewniak, O.  Poch, A comprehensive comparison of multiple sequence 
alignment programs. Nucleic Acids Res. 27(13), 2682–2690 (1999)

 21. S.S. Sathya, S. Kuppuswami, K.S. Babu, Nomadic genetic algorithm for multiple sequence 
alignment (MSANGA). Int. J. Adapt. Innov. Syst. 1, 44 (2009)

 22. N. Razmjooy, V.V. Estrela, Applications of Image Processing and Soft Computing Systems in 
Agriculture. IGI Global. (2019). https://doi.org/10.4018/978-1-5225-8027-0

 23. N. Razmjooy, VV. Estrela, H.J. Loschi, A study on metaheuristic-based neural networks for 
image segmentation purposes, in Data Science Theory, Analysis and Applications, Taylor and 
Francis, Abingdon, UK, (2019)

 24. M.A. de Jesus, V.V. Estrela, O. Saotome, D. Stutz, Super-resolution via particle swarm opti-
mization variants, in Biologically Rationalized Computing Techniques for Image Processing 
Applications. Lecture Notes in Computational Vision and Biomechanics, ed. by J. Hemanth, 
V. Balas, vol. 25, (Springer, Cham, 2018). https://doi.org/10.1007/978-3-319-61316-1_14

 25. C.  Zambrano-Vega, A.J.  Nebro, J.  García-Nieto, J.F.  Montes, Comparing multi-objective 
metaheuristics for solving a three-objective formulation of multiple sequence alignment. Prog. 
Artif. Intell. 6, 195–210 (2017)

 26. S. Chatterjee, P. Barua, M. Hasibuzzaman, A. Iftiea, T. Mukharjee, S.S. Nova, A hybrid genetic 
algorithm with chemical reaction optimization for multiple sequence alignment, in 2019 22nd 
International Conference on Computer and Information Technology (ICCIT), (2019), pp. 1–6

 27. F. Naznin, R.A. Sarker, D. Essam, Progressive alignment method using genetic algorithm for 
multiple sequence alignment. IEEE Trans. Evol. Comput. 16, 615–631 (2012)

8 Particle Swarm Optimization with Tabu Search Algorithm (PSO-TS) Applied…

http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5629467
https://doi.org/10.4018/978-1-5225-8027-0
https://doi.org/10.1007/978-3-319-61316-1_14


114

 28. Deshpande A, Patavardhan P, Estrela VV, Razmjooy N. (2020) Deep learning as an alterna-
tive to super-resolution imaging in UAV systems. In: Estrela V.V., Hemanth J., Saotome O., 
Nikolakopoulos G., Sabatini R. (eds), Imaging and Sensing for Unmanned Aircraft Systems, 
Vol. 2, 9, 177–212, Stevenage: The Institution of Engineering and Technology

 29. R. Jafari, M.M. Javidi, M.K. Rafsanjani, Using deep reinforcement learning approach for solv-
ing the multiple sequence alignment problem. SN Appl. Sci. 1, 1–12 (2019)

 30. C. Zhang, W. Zheng, S.M. Mortuza, Y. Li, Y.A. Zhang, DeepMSA: Constructing deep multiple 
sequence alignment to improve contact prediction and fold-recognition for distant-homology 
proteins. Bioinformatics (2019)

 31. S.N. Yousoff, A. Baharin, A. Abdullah, A review on optimization algorithm for deep learning 
method in bioinformatics field, in 2016 IEEE EMBS Conference on Biomedical Engineering 
and Sciences (IECBES), (2016), pp. 707–711

L. Chaabane et al.



115© Springer Nature Switzerland AG 2021
A. Khelassi, V. V. Estrela (eds.), Advances in Multidisciplinary Medical 
Technologies ─ Engineering, Modeling and Findings, 
https://doi.org/10.1007/978-3-030-57552-6_9

Chapter 9
Extracted Haralick’s Texture Features 
for Abnormal Blood Cells

Abdellatif Bouzid-Daho, Naima Sofi, and Patrick Siarry 

9.1  Introduction

The purpose of the medical imaging is to create visual representation intelligible 
information of a medical nature. This problem fits more broadly in the framework 
of the scientific imaging and related technological cyber-physical systems [1, 2]. 
The objective is indeed to be able to represent a large amount of data from a multi-
tude of sources in a format somewhat simple to a giving imaging mode or modes [3, 
4]. In the multitude of medical images, the present investigation focuses on the 
characterization of the microscopic image by texture.

The texture is very often seen as disruptive as characterized by transitions but 
unattractive in terms of object contours. Various methods exist to extract the charac-
teristics of image textures [5–9].

The texture, almost omnipresent in the images and, particularly, microscopic 
medical images (IMM), plays a paramount role in the analysis, segmentation, clas-
sification, representation, and characterization of imageries. Although it has inter-
ested many researchers and many of the works issued in recent years [10–12] 
tackled these issues, the knowledge area remains, still not fully exploited.

Feature extraction (FE) represents an image through a set of features (feature 
vector) with or without some dimensionality reduction. When the acquisition algo-
rithm handles input data that are too bulky and contain redundancy, then the input 
can be transformed into a compact representation relying on a set of features. Hence, 
FE expresses the input data through a basis consisting of a set of image-related fea-
tures. If the elements mined are chosen sensibly (this process is also known as 

A. Bouzid-Daho (*) · P. Siarry 
Laboratoire Images, Signaux et Systèmes Intelligents (LISSI), Université Paris Est Créteil 
(UPEC), Créteil, France 

N. Sofi 
Centre Universitaire Naâma (CUN), Naâma, Algeria

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-57552-6_9&domain=pdf
https://doi.org/10.1007/978-3-030-57552-6_9#DOI
https://orcid.org/0000-0002-5722-4115


116

handcrafted features), then the feature set will portray the relevant data from the 
input data satisfactorily. As a consequence, the sought after task can be performed 
with the reduced representation as a replacement for the full-size input. Features 
habitually encompass information about gray intensities, shape, texture, or context. 
One must initially extract some image features to categorize a picture object. The 
figure below depicts the processing stages of the proposed scheme [11–14] 
(Fig. 9.1).

The extracted blood cell features turn out to be the input to a classification stage 
that categorizes the cells according to hematological models automatically. The 
classification module should identify the blood cells relying on the extracted fea-
tures from real images. When it comes to noisy images, this can impair the 
classification.

The statistical methods [15, 16] study the associations between each pixel and its 
neighbors. These procedures afford some adaptability of the study of the fine struc-
tures without apparent regularity. Three major statistical methodologies will be 
studied in this work: the first-order, second-order, and those of higher order. In this 
manuscript, the order of a technique [17] amounts to the number of pixels put into 
play during the assessment of each result [18].

The rest of the text is organized as follows. Section 9.2 overviews image analysis 
and the Gray-level co-occurrence matrix (GLCM) for textural analysis applied to 
the biomedical field. This section condenses the five main Haralick’s texture fea-
tures calculated and employed the gray-level co-occurrence matrix for the bio- 
image textural analysis with a specific database of blood cell images. Section 9.3 
details the main steps of the proposed analysis, arranges for experimental results, 
and discusses a comparative study. This part of the text scrutinizes the detection of 
abnormal blood cells that can be prospective cancerous cells. As a final point, a 
conclusion and future works emerge in Sect. 9.4.

9.2  Methods and Materials

Many applications are employing optical microscopy, including blood cancer cell 
detection. These applications require high-quality data for accurate cancer cell 
understanding and analysis. This work uses images provided by optical microscopy 
to identify pre-diagnoses abnormal blood cells using textural features to distinguish 
between the different grades of cancer cells (Fig. 9.2). An analysis of the textures 
and structures, present in the bio-images representing of samples, allows making a 

Fig. 9.1 Depiction of the feature extraction process
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diagnosis of different degrees of cancers malignancy correspond to different struc-
tural patterns as well as apparent textures. We propose to apply the Haralick’s 
texture features based on the GLCM in various types of blood cell images.

9.2.1  Textural Analysis Based on Gray-Level Co-occurrence 
Matrix (GLCM)

The authors consider the GLCM parameters as part of a statistical textural analysis 
study of bio-images to remove the different characteristics of texture [19]. The 
GLCM helps to relieve the burden of dealing with long feature descriptors [3, 4].

9.2.1.1  Gray-Level Co-occurrence Matrix (GLCM)

A statistical way of examining textures that may ponder on the spatial relationship 
of pixels is the GLCM, otherwise known as the gray-level spatial dependence 
matrix. The GLCM characterizes the texture of an image by evaluating how often 
pairs of pixels with particular numerical values and with a specified spatial connec-
tion happen in an image. These pieces of evidence aid in creating a GLCM and, 
then, identifying statistical metrics from this matrix. GLCM parameters described 
in texture analysis cannot provide information about shape contrariwise to the tex-
tural filter functions, i.e., the spatial pixel relationships within an image. The GLCM 
is an N × N square matrix, where N represents the gray level of the image. GLCM 
denotes the probabilities Pd(i, j) of transition from a pixel of an i gray intensity to a 
pixel of a j gray intensity. The separation between i and j happens by a translation 
vector defined by the r direction and a d distance. The current values used are r = 00; 
450; 900; 1350 and d = {1,2,3,4}. The GLCM computation is widespread in texture 
depiction and hinges on the repetitive occurrence of some gray-level textural con-
figuration, which varies fast with distance in fine textures and gradually for large 
textures. The GLCM definition is as follows:

 
P r s t v I r s i I t v jd i j, , , , , , ,( ) = ( ) ( )( ) ( ) = ( ) ={ }: ,

 
(9.1)

Fig. 9.2 Blood smear for normal cells (left) and cancerous cells (right) [9]
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where

• (r, s), (t, v) are the image coordinates with (t, v)=(r + dx, s + dy).
• d is the distance vector (dx, dy).
• |.| designates the cardinal of the whole

GLCM contains elements contingent on the image size. For instance, the authors 
found 256  ×  256 elements for a 256-gray-level image, increasing the effort to 
manipulate GLCM.

In that way, the resolutions of images are often reduced to consider the gray-level 
coding of 8, 16, or 32 bits in practice. According to the GLCM, several calculated 
parameters characterize the spatial texture.

9.2.2  Haralick Parameters Extraction

GLCM contains lots of information complicated to exploit directly. Therefore, 14 
parameters (as defined by Haralick [12]) can be calculated from GLCM, providing 
more easily the descriptive characters of the textures. The study’s case only utilizes 
and computes the next five main Haralick’s coefficients (or parameters) on GLCM 
for textural analysis: energy (ENE), contrast (CST), entropy (ENT), correlation 
(COR), and homogeneity (HOM) described as follows [19–21]:

 1. Energy: It measures the texture uniformity. It has high values when the gray- 
level distribution is constant or periodic consistent with the expression below:

 

ENE ,= ( )( )åå
i j

Pd i j
2
.

 
(9.2)

 2. Contrast: This feature measures the image intensity contrast or the local vari-
abilities present in an image to indicate the texture fineness. It is strongly uncor-
related to energy as illustrated by the next equation:

 

CST ,= -( ) ( )( )åå
i j

i j Pd i j
2

.

 
(9.3)

 3. Entropy: This parameter gauges the disorder within the image. It attains high 
values for a random texture and correlates strongly with the reverse of the energy. 
The succeeding expression defines this coefficient:

 

ENT , ,= - ( )( ) ( )( )åå
i j

Pd i j Pd i jlog .

 
(9.4)
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 4. Correlation: This feature estimates the linear dependency (relatively to d) of the 
gray levels in the image. It is uncorrelated to energy and entropy parameters. The 
equation underneath specifies this parameter:
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 5. Homogeneity: It returns a value corresponding to the closeness of the distribu-
tion of elements within the GLCM to the GLCM diagonal. The next equation 
states this coefficient:

 

HOM
,

=
( )

+ -( )åå
i j

Pd i j

i j1
2
.

 

(9.8)

All these attributes are defined for a displacement value d, which is very impor-
tant [11] with regard to obtaining a significant result. Thereby, for each pixel, we 
define a vector of attributes vi (energy, entropy, and so on).

9.2.3  Databases

The authors have handled images downloaded from [22] and a sample of blood 
cells. The results discussed in the next hand apply to the image from Fig. 9.3.
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9.3  Results and Discussion

The authors have treated the parameters of the co-occurrence matrix via Matlab 
R2012aa environment and tested on a typical PC Pentium (R) Dual Core CPU 
Processor 2.20 GHz with 4 GB RAM.

The analysis window size must fulfil two conflicting criteria, viz., be as small as 
possible to lessen the risk of blending different textures while the largest possible to 
extract statistics quite robust and significant. After several measures, the choice for 
the size of the window is 8 × 8. First, the GLCM representation for each processed 
image pixel is below (Tables 9.1, 9.2, and 9.3):

The GLCM calculation for the previous image window occurs as in the follow-
ing table:

The GLCM analysis results demonstrate that the summation of the coefficients 
p(i, j) for any block of the same image remains equal. In this case, Sp =  ∑ P(i, j) = 56. 
The computation of the five criteria for 8 × 8 blocks with a displacement = 1 give 
the results below, where the following figures show the distribution of the results of 
five parameters under the form histograms (Figs. 9.4, 9.5, 9.6, 9.7, and 9.8).

Fig. 9.3 Example of an input picture to the Haralick’s FE process

Table 9.1 Representation of an 8 × 8 image window

204 210 219 226 220 205 191 184
209 209 208 206 205 206 205 202
198 205 205 198 198 204 201 192
185 203 209 196 189 193 189 177
179 202 209 190 178 185 189 182
168 193 206 194 184 186 185 175
176 191 197 189 181 176 161 143
205 199 184 166 158 154 137 118
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Table 9.2 Calculates GLCM (8 x 8)

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 3 0 0 0
0 0 0 0 2 22 5 0
0 0 0 0 0 7 16 0
0 0 0 0 0 0 0 0

Table 9.3 Statistical 
comparison by texture indices 
of second order

Healthy 
cell

Cancerous 
cell

Mean energy 1803.74 0
Mean contrast 3.46 4.26
Mean entropy 59.91 203.27
Mean correlation 0.13 0.54
Mean homogeneity 10.48 54.14

Fig. 9.4 Histogram of energy
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Fig. 9.5 Histogram of contrast

Fig. 9.6 Histogram of entropy



Fig. 9.7 Histogram of correlation

Fig. 9.8 Histogram of homogeneity
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The results above relying on the representation of five parameters of the GLCM 
form histograms. The visual quality of the bio-image textures from the database 
improved a lot based on the evolution of pixel-based on gray levels for each index 
calculation. A table with a comparison between a healthy cell and other cancerous 
for abnormal regions detection confirms the effectiveness of the parameters’ choice 
using the co-occurrence matrix as calculated before to form the histograms:

9.4  Conclusion

This work applies a method to make a bio-image textural analysis successfully and 
accurately, relying on a mathematical basis. The resultant feature vector has five 
entries: energy (ENE), contrast (CST), entropy (ENT), correlation (COR), and 
homogeneity (HOM). This software scheme employs a higher-order GLCM 
 statistical method hinging essentially on the study of the relations between each 
pixel and its neighbors (to spot the fine textures) and the spatial distribution of the 
gray levels. This article only offers statistical information on the images, which is, 
therefore, considered as a higher order strategy. This happens because the methods 
allow quantifying nonvisible evidence (data that are incomprehensible by the 
humans) and, thus, augmenting the opportunity of interpreting more of the image 
data and in particular of the textured images. Although the GLCM scheme gives 
good results, it demands too many calculations. Each calculation is already rela-
tively heavy. The results obtained are allowed to enrich the diagnostic of data thanks 
to the calculated parameters. The authors also suggest a hardware implementation. 
The FPGA technology speeds up the computation of features to attain both high 
performance and flexibility in fast computation in real-time processing [23]. Even 
though working with a reduced set of descriptors speeds up the diagnosis, in the 
future, a suspicious result can be directed to other stages of processing to additional 
analysis. Since the recommended method is simple and the feature vector contains 
only five entries, the algorithm has low dimensionality, and it is more proper for 
hardware implementations than some sophisticated deep learning realizations 
[24–31].
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Chapter 10
Artificial Intelligence, Blockchain, 
and Internet of Medical Things: New 
Technologies in Detecting, Preventing, 
and Controlling of Emergent Diseases

Akanksha Sharma , Rishabha Malviya , Rajendra Awasthi , 
and Pramod Kumar Sharma 

10.1  Introduction

Technologies such as artificial intelligence (AI), blockchain, and the Internet of 
Medical Things (IoMT) hold an unprecedented potential in the healthcare system 
when integrated for a specific disease condition. Together, these technologies impact 
the healthcare system when it comes to detecting, preventing, and controlling 
emerging diseases. This chapter will discuss the role of AI, blockchain, and the 
IoMT in the healthcare system for personalized medicine. Each technology has its 
advantages, limitations, challenges, and projections with special emphasis on the 
healthcare sector. Each of these technologies decreases the expenses of medication 
and save the time of both healthcare providers and patients. These technologies can 
also help in drug discovery and drug delivery and thus can be used in research and 
clinical trials. E-health services can be provided by using different mobile applica-
tions. It is expected that in the coming years, these technologies will deliver better 
health services and theragnostics (treatment and diagnostics) of various diseases. 
Figure  10.1 illustrates a schematic diagram of the new technologies used in the 
healthcare system.
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10.1.1  Revolutions in Healthcare

Major healthcare revolutions are divided into four distinct stages, namely, Health 
1.0, 2.0, 3.0, and 4.0. Health 1.0 was the old approach healthcare system. In Health 
1.0, the patients read about the specific medical conditions or discuss it with their 
friends or family members to collect the information. Health 1.0 permitted only one 
doctor at one hospital to observe the patient record in that hospital. Health 2.0 was 
introduced in the mid-2000s. It permitted doctors from two or more hospitals to 
keep the patient record. In Health 2.0, patients can also access their health data. 
Healthcare 3.0 started in 2017 to overcome the limitations of Health 2.0. Health 3.0 
compiled the data of all patients in the form of collective health record. Each indi-
vidual has its full access permission. An individual is also permitted to add extra 
information through their account. Health 4.0 is the ultimate solution. It was derived 
Industry 4.0 concept. Health 4.0 is expected to overcome socioeconomic challenges 
by providing economic opportunities. Figure 10.2 illustrates consumer-centric care, 
which can be used in developing and implementing new healthcare technologies [1].

10.1.2  Personalized Medicine

Personalized medicine is the most widely and rapidly evolving healthcare area that 
contains specific clinical, genomic, genetic, and environmental details of each indi-
vidual. It is an integrated, organized, and evidence-based approach used for indi-
vidualizing patient treatment. In personalized medicine, a molecular understanding 
of the disease enhances preventive healthcare strategies. The predominant goal of 
personalized medicine is to improve medical treatment and outcomes for each cli-
ent, resulting in unparalleled patient care customization [3].

Personalized medicine can connect the molecular and clinical profiles of the 
patient to enable the physicians to make the right decisions about patient care. 
Personalized medicine faces various changes in pharmaceutical and medical indus-
tries, which impacts on other aspects of society. More significantly, this would ben-
efit the person whose safety is at stake [4].

Fig. 10.1 Schematic presentation of new technologies used in the healthcare system
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The success of personalized medicine depends on appropriate diagnostic tests 
that help in identifying patients for targeted therapies. Clinicians also often use 
diagnostics to assess the disease, such as how human breast cancer associated with 
overexpress the type 2 human epidermal growth factor receptor (HER2). It is asso-
ciated with worse prognosis, but often predicts a better response to trastuzumab 
treatment. Along with the drug, test for HER2 is also recommended so that clini-
cians can better guide and care for their patients [5]. Personalized medicine relies on 
the use of multidisciplinary healthcare teams to encourage safety and well-being, 
patient awareness and satisfaction, custom disease prevention, diagnosis, and treat-
ment [6].

Personalized medicine is not just about recognizing appropriate medications. 
Diagnostic tests also help to doctors in accessing the aggressiveness of tumor for 
certain cancers and eventually decide whether to conduct surgery or use less  invasive 

Fig. 10.2 Consumer-centric care in developing and implementing new healthcare technologies [2]
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therapies. Clinical trials have shown that if a prostate cancer lacks the genes that 
cause aggressive cancer, the prostate gland may remain stable for a long time. 
Understanding of drug metabolism is essential for personalized medicine. It pro-
vides a piece of more accurate and detailed information about why people react to 
the same medication differently. Around 30 different enzymes, each composed of a 
single gene or group of genes, regulate how drugs are metabolized in the human 
body. A slight difference or absence of these genes will affect the therapeutic dosage 
without causing any adverse reaction [7].

10.1.3  Inpatient and Outpatient Personalized Care Within 
the Health 4.0

Inpatient medication is recommended for better management and care of patients 
with chronic diseases. Inpatient care specialists have played a significant role in 
urban hospitals in Great Britain and Canada. The purpose of such specialties has 
now been developed for areas where managed care predominates like San Francisco 
[8]. It has been observed that patients who receive structured inpatient treatment in 
a stroke unit are more likely to be cured and discharged from the hospital after 
1  year of treatment. The organized stroke unit care in a hospital is provided by 
healthcare providers who are specialized in treating stroke patients [9]. Inpatient 
services are costly when compared to outpatient services to deliver healthcare. The 
urgent care clinics can also decrease the use of these high-cost inpatient services 
with sensitive ambulatory conditions [10].

The outpatient clinical decision support system induces a significant impact on 
critical aspects of diabetes care. The recent clinical decision support systems for 
diabetes care can be improved following prioritizing care guidelines, communicat-
ing treatment-related information to the patients. These systems are used for the 
planning and management of cases and incorporation of patient-reported data from 
remote devices into clinical decision interfaces and algorithms.

The optimal outpatient clinical decision support system recognizes the subset of 
patients with a disease like diabetes. It also recognizes the patient-specific non- 
target clinical domains; recommend patient-specific evidence-based treatment [11]. 
Outpatient therapy services include occupational therapy, physical therapy, and 
speech-language pathology. Outpatient services must be provided in terms of inten-
sity, frequency, and duration [12].

Outpatient care for the child with a life-threatening illness is more supportive 
than treatment at other locations. Children spend more time in the company of 
familiar parents rather than the office of a pediatrician or a medical clinic where 
they have been cared for over time. Good communication within the child and clini-
cians will also help to establish a positive relationship that will continue during the 
child palliative care [13].
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10.2  Artificial Intelligence in Healthcare

AI advances toward imitating the features of human intelligence. AI is applied in the 
healthcare sectors for patient administration, patient monitoring, healthcare inter-
ventions, diagnostics, and clinical decision support [14].

AI has been used in the treatment and diagnosis of diseases since 1970, with the 
advent of the MYCIN developed by Stanford University for the diagnosis of blood- 
borne bacterial infections. More recently, IBM’s Watson has utilized a combination 
of machine learning and natural language processing abilities. AI-based methods 
can diagnose and treat disease with greater accuracy than humans. AI radiological 
image analysis involves various types of images, such as retinal scanning or 
genomic-based precision medicine [15].

DeepMind technology is a British AI company making a practical difference to 
patients, doctors, and nurses. It supports the National Health Service (NHS) and 
other healthcare systems. The FDNA startup is applying Face2Gene in facial analy-
sis, AI, and genomic insights to improve the diagnoses and treatment of rare dis-
eases. AI uses different algorithms to collect data from wearable sensors, such as 
fitness trackers. The Russian company Botkin.AI uses AI to handle medical images 
from computed tomography (CT) and magnetic resonance imaging (MRI) [16].

AI has many applications in the medical field, along with widespread use of EHR 
and rapid developments in various areas of life science such as neuroscience. In 
2014, IBM announced the TrueNorth chip, which has the potential to revolutionize 
the computer industry by integrating brain-like capability into devices. China estab-
lished its Next-Generation AI development in July 2017 to promote research and 
development. AI can provide active guidance to physicians in making clinical deci-
sions. This also aids prediction, pathological investigations, imaging, and treat-
ments. The Food and Drug Administration (FDA) of the United States granted 
marketing permission in 2018 to the first AI-based diagnostic system, namely, 
IDx-DR. It helps in detecting diabetic retinopathy and helps in deciding an AI algo-
rithm after analyzing images of [17]. The Google AI system could improve breast 
cancer detection and can minimize the chances of false results by 20% in mammo-
grams, which are commonly missed by radiologists.

10.2.1  Role of Artificial Intelligence for Personalized Medical 
Application

Personalized medicines is a new healthcare model used for the prevention and treat-
ment of diseases based on individual conditions, including psychosocial characteris-
tics, genetic information, environment, and lifestyles. This produces a vast amount of 
data that can be analyzed and integrated with AI technology. Deep Variant is a highly 
accurate genomic analysis system developed by Google Inc. It is based on deep neu-
ral network technology. AI technology has been employed to improve the quality of 
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radiological medical diagnosis due to a large number of medical image data. AI may 
play a vital role in stroke management through an individualized plan [18].

Personalized medicine uses practice and medical decisions to deliver custom-
ized healthcare services. The major function of personalized medicine is to predict 
the possibility of an individual developing a disease, achieve an accurate diagnosis, 
and optimize the best treatment available. The technology used by doctors, pharma-
cists, and nurses can deliver an efficient healthcare service as opposed to traditional 
techniques [19].

The broad availability of genetic information offered by next-generation sequenc-
ing technologies in the field of cancer genomics and rapid growth in the biomedical 
field has led to the advent of the big data era. Integration of AI approaches such as 
natural language processing, deep learning, and machine learning can quickly solve 
all the challenges of scalability and high dimensionality of data. It is also integrated 
into the transformation of big data into clinically actionable knowledge and become 
the infrastructure of personalized medicine. Personalized medicine tackles diseases 
by tailoring treatments based on the genomics, lifestyle, and environmental charac-
teristics of each patient. Personalized medicine and the advancement of next- 
generation sequencing technologies are gaining popularity in genomic profiling of 
the patient for risk prediction, disease diagnosis, and targeted therapies [20, 21].

The Siri iOS application can appropriately direct an individual to the requested 
destination by identifying the current individual location and comparing it with the 
Google Maps database. An AI application in cardiac imaging can help physicians in 
interpreting cardiac images correctly. The physician can interpret results by com-
paring tomographic images with large age and sex matches. This can be done using 
a normal database that is specific for radiotracer and camera [22].

AI uses sophisticated algorithms to “learn” features from a large volume of data, 
which helps to obtain observations to assist clinical practice. An AI system can 
assist doctors by supplying up-to-date information from textbooks, journals, and 
clinical practices. An AI system can:

 1. Reduce therapeutic and/or diagnostic errors that commonly occur in human clin-
ical practice

 2. Extract practical information from a large population to help in making real-time 
inferences for health risk alert/management and health outcome prediction [23]

AI systems execute planning strategies in collaboration with other systems to 
solve complex problems in a new environment. Planning strategies also help in the 
operational efficiency of AI and system by taking the current input state and execut-
ing different logic and rule-based algorithms to reach predefined goals [24].

10.2.2  Advantages of Artificial Intelligence

The use of AI in setting or building of personalized medicine is vital in terms of the 
accuracy and precision of disease recognition, drug administration, and treatment. 
The use of computers in hospitals and clinics to record medical activities or the use 
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of EHR systems nowadays provides medical knowledge and data that can be used 
as a standard to enhance medical service delivery [25]. AI applications typically 
handle a large amount of data for better decision-making. However, centralized data 
storage using data centers, clouds, and clusters constitute a significant constriction 
while developing a highly secure and privacy-preserving AI system [24, 26].

Machines with AI do not take rest, thus overcoming the inherent disadvantage of 
fatigue in humans. AI can also reduce the wastage of time throughout learning and 
passing knowledge to other humans [27]. It is used in the assessment of the risk of 
disease onset and in estimating treatment success before initiation. AI used to man-
age or reduce treatment complications. It helps to assist with patient care during 
active treatment. AI research focuses on the pathology or mechanism for the ideal 
treatment of disease [28].

AI uses sophisticated algorithms to learn features from the big data of healthcare 
records for interpreting results in clinical practice. AI can assist physicians by pro-
viding updated medical information from different sources such as textbooks, jour-
nals, and clinical practices to inform proper patient care. AI systems can also 
minimize common diagnostic and therapeutic errors in human clinical practices [23].

Among the healthcare data, images obtained from computed tomography, X-ray, 
magnetic resonance imaging, and ultrasound examinations also provide the most 
potential information for research and clinical applications. These data help to

 (a) Improve the automatic detection of diseases
 (b) Minimize human errors
 (c) Create study protocols
 (d) Ameliorate image quality
 (e) Decrease radiation dose
 (f) Lessen the MRI scanner time
 (g) Optimize staffing and scanner utilization

Thereby, these facts reduce costs and make expensive and time-consuming 
screening programs feasible in countries unable to afford those procedures [29]. 
Figure 10.3 shows the schematic presentation of applications of AI in healthcare.

10.2.3  Limitations of Artificial Intelligence

Data sparsity from highly dimensional and heterogeneous data impose a significant 
difficulty in integrative analyses. The impactful solution is not obtained due to the 
difficulty in getting statistically significant data from the patient outcome. Patient 
outcome data are personal health information that must be protected under the 
guidelines of the Health Insurance Portability and Accountability Act 1996 in the 
United States and General Data Protection Regulation in Europe. Regulation and 
sharing of data cannot be made lightly due to the critical security considerations in 
protecting sensitive data from being compromised [20, 30]. AI shows a lack of cre-
ativity in the responses. It may not be able to explain the logic and reasoning behind 
certain decisions. An AI system cannot predict the situation under certain conditions 
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where the solution to a particular problem is not available. Any malfunctioning can 
produce wrong solutions and since it cannot explain the reasoning behind its answer. 
Lack of common sense in the argument can also cause significant problems. It can 
cause mass-scale destruction if given in the wrong hands [27, 31].

AI algorithms are unable to perform a holistic approach to clinical scenarios 
[32]. AI may also cause bias due to the unwitting result from its decision-making 
criteria [33]. AI algorithms are essential to perform a holistic approach to clinical 
scenarios. These cannot take into the social and psychological aspects of human 
nature, which are also taken into account by a professional physician [34, 35]. In the 
clinical context, AI will be required for the widespread adoption of this technology 
[36]. The definitive collection of healthcare data depends on the consistency of data 
reporting and the use of electronic data records to avoid noisy data. There is a lag in 
the adoption of solely electronic medical records in emergency departments in 
Canada and the United States [37, 38].

10.2.4  Challenges and Future Perspective of Artificial 
Intelligence in Healthcare

The Center for Data Innovation regulates data sharing, data protection, and interna-
tional standardization. The digital health program should ensure the safety and ben-
eficial impact of AI on healthcare [20]. In dental science, the application of clinical 

Fig. 10.3 Schematic presentation of applications of AI in the healthcare sector
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decision support systems is slow and limited due to the lack of formal evaluation of 
the systems, cost, challenges in developing standard representations, and practitio-
ner doubt about the feasibility and value of clinical decision support systems. An 
information technology application for dental practice continues to create and con-
tribute to reduce the mortality and morbidity of oral and maxillofacial diseases and, 
in turn, impact patient care [36].

AI techniques have sent enormous waves across the healthcare system, even 
inflame an active discussion of whether AI doctors will eventually replace human 
physicians in the future. Machines may not replace human physicians in the fore-
seeable short-term future. Still, AI can assist physicians in making better clinical 
decisions or even replacing human judgment in certain healthcare specialties (e.g., 
radiology). Followed by relevant clinical questions, powerful AI techniques can 
unlock the clinically relevant information hidden in a massive amount of data, 
which in turn can boost clinical decision-making [23, 37]. AI techniques in stroke 
imaging could markedly change the milieu during the diagnosis and management 
of stroke. Automated stroke diagnosis may be prevalent where fast thrombolysis 
and prehospital thrombolysis are recommended. Prediction of prognosis with AI 
techniques is widely used in stroke management. A well-constructed and extensive 
imaging database system is the fundamental prerequisite for the success of AI 
techniques in stroke-imaging analysis. This imaging database should be integrated 
and interpreted along with other large databases containing clinical and biological 
data [38, 39].

The AI use for better understanding and treating non-small cell lung cancer is 
proliferating. The execution of algorithms in clinical practice still faces hurdles. The 
AI guidelines and standards remain to be established. The FDA is evaluating the use 
of algorithms in clinical practices. The management of electronic health records can 
authorize patients by enabling access to their data. The recent fragmented, decen-
tralized state of health records raises challenges for the implementation of algo-
rithms in healthcare [40, 41].

10.3  Blockchain in Healthcare

Blockchain is a chain that covers information and maintains trust between individu-
als irrespective of the condition of how far they are. Scholars and scientists are 
interested in it for a broad range of domains in healthcare applications. Blockchain 
technology is used as Distributed Ledger Technology (DLT) for a peer-to-peer 
 network for digital data transactions that may be privately or publicly distributed to 
all users, allowing storage of any type validly and reliably. The central concept of 
blockchain is the smart contract, which is a legally binding policy that consists of a 
customizable set of rules under which different parties agree to interact with each 
other in the form of decentralized automation [42]. Blockchain improves interoper-
ability. Blockchain technology could develop patient-driven interoperability through 
the management of digital access rules. Blockchain enables a centralized and shared 
mechanism for the control of authorization and authentication of data [43].
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Blockchain possesses various properties like decentralization, immutability, and 
transparency. It helps to potentially address issues in healthcare, including incom-
plete records at the point of care and demanding access to the patient’s health infor-
mation. An effective and efficient healthcare system requires interoperability, which 
allows software applications and technology platforms to communicate seamlessly 
and securely, data exchange, and use the exchanged data across health organizations 
and application vendors. Unfortunately, today’s healthcare system suffers from 
fragmented and siloed data, delayed communications, and disparate workflow tools 
caused by the lack of interoperability. Blockchain provides the opportunity to enable 
access to complete, longitudinal, and tamper-aware medical records that are stored 
in fragmented systems in a secure and pseudo-anonymous fashion [44].

10.3.1  Role of Blockchain for Personalized Medical 
Application

Blockchain relies on open-source software and commodity hardware. These com-
ponents facilitate faster and easier interoperability between systems and can effi-
ciently scale to handle larger volumes of data and assisted the blockchain users. The 
architecture has built-in fault tolerance and disaster recovery. Data encryption and 
cryptography technologies are widely used and accepted as industry standards. In 
healthcare, blockchain is developed as open-source software [45, 46].

Blockchain technology has the potential to address the interoperability chal-
lenges present in current healthcare information technology systems and to be a 
technical standard that enables individuals, healthcare providers, healthcare entities, 
and medical researchers to securely share electronic health data. All medical data 
would be stored off-blockchain in a data repository called a data lake. Data lakes are 
a highly scalable tool for health research. They would be used for a variety of analy-
ses, including mining for factors that affect outcomes, determine optimum treat-
ment options based on genetic markers, and identify elements that influence 
preventative medicine to the key-value stores. Data lakes support interactive que-
ries, text mining, text analytics, and machine learning. The information stored in a 
data lake would be digitally signed and encrypted to ensure the authenticity and 
privacy of information [47].

Blockchain is a distributed database that uses state machine replication with 
atomic changes to the database [48]. Modern society demands new tools such as 
distributed ledger and smart contacts for sharing data between patients and health-
care professionals by providing them controlled access over data and allowing more 
intelligent cooperation. In this situation, utilizing blockchain technology can resolve 
integrity, data privacy, security, and fraud issues. It can also increase patient auton-
omy and provide better service for patients and clinicians [49]. Blockchain tech-
nologies can [50]:
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 1. Optimize the pharmaceutical supply chain by improving traceability, transpar-
ency, and immutability

 2. Enhance data sharing for medical research and primary care

Blockchain technology has gained considerable attention in the health manage-
ment domain. It has been utilized in hospital activities, such as in maintaining medi-
cal records, disease surveillance, and insurance bills. The application of blockchain 
technology in the management of electronic health records is noteworthy, where 
vast information can be processed effectively. Its unique features can revolutionize 
the health databases and helps in improving access to medical records, archives of 
scanned images, prescriptions, and surveillance systems. Also, there can be built-in 
authentication controls that can minimize the risk of data theft [51].

10.3.2  Advantages of Blockchain

Blockchain technology offers many benefits for healthcare information technol-
ogy. It is reliable and robust under fast-changing conditions that cannot be matched 
by closed, proprietary software. Open-source solutions also drive innovations in 
the applications market. Health providers and individuals would benefit from the 
full range of application choices and could select the option that can match their 
specific requirements. A blockchain runs on widely used and reliable commodity 
hardware. Commodity hardware provides a large amount of useful computation at 
a low cost. The hardware can employ open standards manufactured by multiple 
vendors. It is the most efficient and cost-effective technique for health and genomic 
research [45, 52].

Blockchain technology is a decentralized peer-to-peer architecture. Members in 
a distributed network record digital transactions into a shared ledger. Each member 
stores an identical copy of the shared ledger and changes it to the shared ledger, 
which is reflected in all copies. Blockchain technology offers many advantages to 
medical researchers, healthcare providers, caregivers, and individuals. Creation of a 
single storage location for all health data, tracking personalized data in real-time, 
and the security to set data access permissions at a granular level would fulfill the 
purpose of research and personalized medicine [47, 53]. The great advantage of 
blockchain technology in the healthcare field is that it allows the development of a 
stable and secure data set with which users can interact through various types of 
transactions. This environment supports the entry and operation of clinical data 
without compromising other sensitive data. The entire network in blockchain tech-
nology is decentralized, which is maintained by users. The blockchain code is open- 
source software and can be modified, used, and revised by its users [54].

Blockchain and critical public infrastructure develop patient-centric access con-
trol for electronic medical records, which is capable of providing security and pri-
vacy. The critical public infrastructure is used in some countries like Brazil to 
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achieve a truly distributed electronic medical record having a high level of privacy 
for the patient health records. It keeps the secrecy between patient and physician 
due to the validation of all transactions that are added to the blockchain since reveal-
ing the patient’s essential evidence between physicians is prohibited [55]. Blockchain 
provides a framework to amplify and support the integration of healthcare informa-
tion across a range of uses and stakeholders. In healthcare, the unique advantages of 
real-time recordings and tamper resistance of blockchain can be reflected. Data 
stored can be shared across a group of people and organizations. A permissive 
blockchain can protect privacy while maintaining it by agreeing on where and by 
whom to be looking for deals and hiding the identities of all parties [56]. Traditional 
healthcare practices become more effective for the diagnosis and treatment of dis-
eases due to more secure data sharing using blockchain tools. In the future, block-
chain may provide an authentic, personalized, and reliable healthcare system by 
merging entire real-time clinical and presenting it in an up-to-date secure healthcare 
setup [57]. Figure 10.4 illustrates applications of the blockchain in healthcare.

10.3.3  Limitations of Blockchain

Data exchange is a chief blockchain problem in the healthcare field because of the 
high standards of data privacy and security needed. Data breaches in healthcare 
storage systems can be costly because of the Health Insurance Portability and 
Accountability Act fines and reputation losses [48, 58]. Blockchain technology 

Fig. 10.4 Applications of blockchain in the healthcare sector
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itself cannot guarantee data privacy and security. Thus, it has never been proposed 
as a stand-alone technology. However, it is recommended in combination with cryp-
tographic techniques. Regardless of the number of existing prototypes of blockchain- 
based healthcare systems, due to the existing barriers to the adoption, such as social, 
technological, and legal limitations, there is a lacuna in the evaluation of real-world 
settings [50, 59].

OmniPHR was developed by Roehrs, Costa, and Righi to handle patient health 
records for providing unified patient health records stored across multiple health-
care providers. In an OmniPHR system, the data have to follow standards supported 
by the model. If the data is not supported, the scope of standards would not be 
shared. Also, the patient has to authorize to access the record. Only the patient and 
healthcare provider can access the data. The management of key and their recovery 
is also a problem that is not considered by OmniPHR when they get lost or 
leaked [60].

The MedRec Blockchain technology is a decentralized ERH system with some 
limitations, such as (a) it does not address the security of an individual database, (b) 
it attempts to solve digital rights management problems, and (c) the pseudo- 
anonymous nature allows the use of data forensics to infer the relationship between 
patients and providers.

Blockchain technology still fails to scale high transaction volume technology 
[60, 61]. Security risk with blockchain arises from intentional malicious attacks by 
criminal organizations or by government agencies that could compromise the pri-
vacy of the patients. The private key could be liable for the potential compromise, 
which results in unauthorized access to the stored health data [62, 63].

10.3.4  Challenges and Future Perspective of Blockchain 
in Healthcare

Blockchain data structures would work well for gathering data from wearable sen-
sors and mobile applications and, thus, would contribute noteworthy information on 
the risks versus the benefits of treatments as well as patient-reported outcomes. 
Daily, personalized health data will likely engage a patient more in his healthcare 
and improve patient compliance. Moreover, the physician will be able to obtain 
more frequent data, such as daily blood pressures or blood sugar levels. Otherwise, 
it has only happened when a patient report for an appointment. It can improve indi-
vidualized care with specialized treatment plans based on outcomes or treatment 
efficacy. Real-time access to data would improve clinical care coordination in emer-
gency medical situations. Real-time data would also allow researchers to rapidly 
detect, isolate, and drive change in environmental conditions that impact public 
health [45, 64].

Blockchain can improve global health security and ensure the privacy of patient 
data. Epidemics of some re-emerging infectious diseases like Zika and Ebola have 
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raised health security concerns, which lead to the strengthening of surveillance sys-
tems. The focus of Global Health Security is to get alerts for global public health 
threats (both non-communicable and infectious diseases), strengthen the workforce, 
detect and respond effectively against disease threats, and elevate global health 
security as a priority. Blockchain has tremendous potential to overcome the limita-
tions of current traditional approaches used in healthcare and disease surveillance 
projects [51, 65].

In the future, implications of the blockchain in the clinical field will drastically 
reduce processing time because the patient enrolls in the study, the complete collec-
tion of data will be available at once because of availability on the distributed ledger. 
The patient record on a blockchain network will lead people to connect with others 
all around the world with similar medical conditions. It will be beneficial for their 
health and also result in the patients feeling accepted and supported and to have 
strengthened will power to fight the disease [58].

The blockchain will be explored for the practical implementation of the crypto-
graphic protocol model for the encrypted transaction and to attempt the evaluation 
of transactions and the performance of enhanced blockchain on the decentralized 
healthcare application. The performance measurements of enhanced blockchain 
will be conducted on transaction throughput, latency, resource consumption, and 
execution time [66]. In clinical trials, the blockchain data use Health Level Seven 
(HL7) international standards. HL7 consists of international standards for the trans-
fer of administrative and clinical data between various healthcare providers using 
this software application. This provides a framework for the integration, exchange, 
retrieval, and sharing of electronic health information [67, 68].

10.4  Internet of Medical Things (IoMT)

IoMT describes various networks of actuators, sensors, processors, and computers 
connected to the Internet. The IoMT can deliver comprehensive patient care in mul-
tiple settings such as long-term (nursing homes), acute (in-hospital), and community- 
based (in-home). IoMT has the potential to accurately track people, specimens, 
equipment, supplies, and service animals and analyze the data captured. The patients 
get attached with sensors to measure vital signs and other biometric information. 
The problems can be easily diagnosed, and a better quality of care can be given 
using more efficient resources [69].

The integration of healthcare with the IoMT features into medical devices 
improves the effectiveness and quality of service. It brings high value for the elderly, 
patients with chronic conditions, and those who require consistent supervision. 
Intelligent systems and powerful algorithms are used to obtain an unprecedented 
level of real-time and life-critical data. Taking care of patient health at a meager cost 
is an essential factor. The primary purpose of applying IoMT in healthcare is to 
move out of the traditional area to visit hospitals, and thus the waiting will come to 
an end. It can sense and communicate with physical and biomedical parameters [70].
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10.4.1  Role of the Internet of Medical Things (IoMT) 
for Personalized Medical Application

Personalized healthcare supports the sustainability of care. IoMT is a paradigm 
promising to manage the digital identity for personalized care services. Various 
types of equipment are being used in extra-wall healthcare and assistive services, 
which requires different sorts of objects to communicate and to make the omnipres-
ent system. Extended entities and mixed roles are becoming interoperable [71, 72].

IoMT has the potential to promote various medical applications, for example, in 
remote health monitoring, physical fitness programs, Alzheimer’s diseases, and 
elderly care. The IoMT healthcare system mainly tries to work with the existing 
wireless sensor networks, embedded device technologies, and pervasive computing. 
IoMT systems need to provide the services to anyone, anytime and anywhere. So, 
we need architecture to develop healthcare systems more efficiently and with less 
cost [73].

IoMT allows technologies to evolve from traditional hub-based systems to more 
personalized healthcare systems due to the rapid proliferation of wearable devices 
and smartphones. These healthcare systems use a set of interconnected devices to 
create an IoMT network. This performs healthcare activities, including monitoring, 
diagnosis, and remote surgeries. The sensing and wearable devices used for person-
alized medicine comprise signals from inertial sensors, global positioning systems, 
electrocardiograms, and electroencephalograms, among others. All are capable of 
observing and recording multiple types of health data, such as location, weight, 
blood pressure, heart rate, and user context information [74, 75]. Figure 10.5 shows 
the schematic diagram of the wearable devices used in the healthcare system.

IoMT will play an essential role in envisioning, developing, maintaining smart, 
connected, and personalized healthcare services. These can enable the patients to 
monitor their physical condition itself. By using this technology, an electronic 
health record is maintained, which allows the healthcare providers in better evalua-
tion and better early detection of the physical conditions [76].

IoMT-based healthcare can congregate distributed devices, aggregate knowl-
edge, analyze data, and communicate medical information to the cloud in real-time. 
Thus, it can collect, store, and analyze a large amount of data in several new forms 
and activate context-based alarms. This can allow ubiquitous and continuous health 
data access from any connected device over the Internet. The healthcare system 
implementation can monitor the physiological parameters of inpatients. Thus, IoMT 
empowered devices can simultaneously enhance the quality of care with regular 
monitoring and reduce the cost of care and actively engage in data collection and 
analysis [77]. IoMT solutions for healthcare in developing countries have brought 
revolutions to reduce the mortality rate and provide healthcare data at low cost. 
Smart IoMT-based healthcare applications play a vital role in tracking and monitor-
ing patient healthcare information, their activities through powerful sensor tech-
nologies that enable clinical care to make smarter decisions [78].
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10.4.2  Advantages of Internet of Medical Things (IoMT)

IoMT can solve various healthcare interoperability problems. Organizations need 
not build a data bridge and translate it. They can easily connect to a central standard 
API “plug.” If done right, the aggregated data can form a base for high-speed and 
effective AI systems. IoMT is able to function in a real-time fashion [79, 80]. 
Advantages of healthcare IoMT are mobile medical applications or wearable 
devices that allow patients to record their health data. Hospitals use IoMT to keep 
tabs on the location of medical devices, personnel, and patients, which may make 
the patient more health-conscious. Through IoMT, doctors can use real-time loca-
tion services and track the devices used for treating patients. Medical apparatus and 
devices like wheelchairs, scales, defibrillators, nebulizers, pumps, or monitoring 
equipment can be tagged with sensors and located easily with IoMT.

Apart from real-time location services, there are IoMT devices that help in envi-
ronmental monitoring as well. With the intervention of the IoMT, clinicians can 
predict the arrival of patients who are recuperating in the post-anesthesia care unit. 
They can also monitor the status of patients in real-time and hand hygiene compli-
ance in a healthcare worker and tighten budgets and improve the patient journey and 
remote monitoring [81]. Usak et  al. reported various advantages of IoMT in the 
pharmaceutical industry. Poor-quality medicines or fake drugs can lead to serious 
health consequences, including death. Infrared and radio-frequency identification 
technologies are used to resolve such problems and to monitor medications without 

Fig. 10.5 Schematic diagram of the wearable devices used in the healthcare system
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physical contact. Doctors can handle all the legal health information of a patient 
using IoMT-enabled access [82].

IoMT renders a substantial contribution to the development of a smart healthcare 
system. In an intelligent healthcare system, the medical data are captured by sensors 
and transmitted to the cloud server to handle intelligent analytics through different 
types of IoMT networks. Various communication protocols are used based on the 
medical application requirements. The radio spectra allow a much easier and 
cheaper global broadband expansion of the smart healthcare 7Ps, including person-
alized, persuasive, predictive, participatory, preventative, programmable, and per-
petual [83]. Recently, IoMT-based rehabilitation has been introduced to resolve the 
problem of scarce resources due to the aging of the population. It can be seen as a 
sub-system under a smart city. An IoMT-based healthcare system connects all avail-
able resources as a network to perform healthcare activities, which include monitor-
ing, diagnosis, and remote surgeries over the Internet. IoMT framework has been 
dedicated to extending the healthcare services from hospitals and communities to 
homes [84]. Figure 10.6 shows the schematic presentation of applications of IoMT 
in the healthcare sector.

10.4.3  Limitations of the Internet of Medical Things (IoMT)

The most significant technical barrier to achieving a successful vision is the state of 
health data. Created by legacy electronic health record (EHR) systems, health data 
are largely fragmented into institution-centered. Current efforts are directed toward 
the exchange of individual records between silos using increasingly standardized 
vocabularies (code sets) and message formats. However, it does not entirely solve 
the problem of data fragmentation [79, 85].

Data from IoMT devices include a patient’s vital signs, physical activity, or glu-
cose levels, to name a few. On the other side, at home, this information does not 
typically travel to an EHR system and may not centralize or made readily available 
to the providers. With the lack of common security standards and practices, many 
health IT professionals have concerns about the risks associated with IoMT device 
tampering and data breaches [86, 87].

In a smart healthcare system, data size, irregularity, and sparsity may critically 
challenge data measurement and data processing, which generates a set of heteroge-
neous data that are fused satisfactorily at the data level. A priority controlling strat-
egy must handle and resolve the critical data heterogeneity issue while keeping 
track of some quality metrics to guarantee that the output of the healthcare provider 
will be useful [83, 88].

IoMT does not maintain healthcare standardization, but it is desirable to enforce 
interoperability. Many manufacturers produce a diverse range of products and devices, 
and new vendors continue to join with technologies. IoMT devices have lower speed 
processors that must work with several sensors and actuators at a reasonable speed 
and with local and remote memory. IoMT must follow security protocols [89, 90].

10 Artificial Intelligence, Blockchain, and Internet of Medical Things…



144

10.4.4  Challenges and Future Perspective of IoMT

The Pharma IoMT enables the patients and healthcare providers to use medicines 
using advanced sensor hardware and craft personalized care services. Wearable sen-
sors are the example of pharma IoMT solutions, which provide medication manage-
ment, improved patient outcomes, and quality of life in multiple sclerosis and 
Parkinson’s disease patients. The pharmaceutical industries need to consider 
European Union data protection and privacy legislation, which controls the care 
data of a patient. The patient can transfer their care and health data to multiple ser-
vice providers. This will lead to the emergence of totally new forms of service 
platforms and business models. It has been predicted that soon we will look at our 
smartwatch or phone to check our health outcomes more often than we do now to 
check our twitter, mail, WhatsApp, or Facebook accounts [79, 91].

IoMT enables new diverse and uncertain fields for exploration that will influence 
healthcare and rapidly changing society. In the future, studies will focus on new 
informatics methods in each layer of the IoMT ecosystem, seeking ways to empower 
IoMT [92]. IoMT-based applications and devices must contain important informa-
tion related to private information communicating globally via networks, every-
where, and at any time.

Fig. 10.6 Applications of the Internet of medical things in the healthcare sector
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Most likely, the use of knowledge and technology from smart cities, intelligent 
retail logistics, smart living, and intelligent environments would increase by IoMT 
[93]. IoMT has been used in the healthcare sector to improve the treatment and 
management of various diseases [94]. Since the IoMT can be hacked, it is essential 
to analyze and recognize its different characteristics regarding privacy and security, 
with its vulnerabilities, countermeasures, and security requirements [95].

10.5  Future Trends

10.5.1  Ontologies for the IoMT

For better flexibility and interoperability, Hachem et al. described a service-oriented 
middleware solution that can overcome the challenges associated with semantic 
technologies. The authors described future trends of sensor modeling approach with 
respect to different levels of details. The authors reported spatiotemporal and statis-
tical correlation models to implement the plan and integrate their feasibility into the 
ontological analysis [96].

In ontology-inspired models, a formal definition of IoMT can be representative 
of real-world things and relationships. This methodology defines different cases of 
IoMT solutions and to promote potential extensions and upgrades. It is expected 
that in the future, IoMT will integrate with a crowdsourcing framework, which will 
save time and energy of potential users [97].

10.5.2  Blockchain, Wearables, and Nanorobotics

Distributed ledger technology (DLT) is gaining significant attention during the past 
two decades as one of the most disruptive technologies. It aims to change how 
people do business, monitor their goods, and handle their details. In 2009, DLT was 
first introduced as bitcoin. It gained considerable popularity during the last few 
years. Hyperledger Fabric is the first major private DLT system that started in 
December 2015 by the Linux Foundation. In the Fabric, a smart contract is pack-
aged into chain codes. It is a computer program prepared on the ledger, which 
allows it to communicate with the ledger data. These chain codes can be written in 
Go or Java with other programming languages. In the recent IoMT-driven environ-
ment, both access control and blockchain technologies can be combined to integrate 
more advanced context conscious access control systems. It would work toward the 
potential blockchain-based access control implementations to ensure data sharing 
between various parties [98].
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SymBiosis is a web browsing environment that makes a case for direct mutual 
profit sharing between censored users and uncensored users. The main idea is to 
transform the traditional voluntary one-way service into two-way anonymity sup-
ported interface between censored and uncensored users, making it a near-perfect 
method of circumvention with a ubiquitous relay deployment. SymBiosis can 
achieve all goals against the most sophisticated sensors as well as control mecha-
nisms and provides functional output for everyday web browsing [99].

The wearable technology market demand is projected to increase from 15.74 
trillion US$ to 51.60 trillion US$ between 2015 and 2022. Applications like health, 
entertainment, digital, and fashion are generally considered vertically within the 
framework of the consumer. The demand for devices is pushing wearable technol-
ogy to grow [100].

Various research studies have been centered primarily on the application of 
blockchain technology to manage healthcare data. The blockchain-based gateway 
enables patients to own securely, monitor, and exchange their data without violating 
privacy. The cloud storage systems have been incorporated to obtain a solution for 
off-chain storage of massive biomedical data files. In modern blockchain applica-
tions, a special function called a data validator has been added in addition to the 
conventional data contributor/generator. The data validators will verify or certify 
the quality of data it has produced [101].

10.5.3  Security Benchmarks for IoMT

IoMT is a rapidly developing healthcare technology with much scope for security 
vulnerabilities. As other Internet-linked devices, IoMT is not safe from breaches. 
These breaches can affect device functionality, data protection, and privacy, which 
may cause life-threatening effects. A stakeholder centric approach can improve the 
reliability of IoMT wearables. The functioning of this system can be related to the 
collection of IoMT wearables security and privacy attributes, which are defined to 
measure security and privacy in those devices [102].

Many protection approaches for IoMT devices have been reported to secure a 
medical device theoretically. However, due to the size and power constraints, wear-
able and implantable devices may utilize limited resources and, thus, may not have 
sufficient resources to enforce these schemes. Ensuring safety and stability, these 
devices can cover the design space of human, cyber, and physical elements [106, 
107]. In addition to the research efforts, a close collaboration must be established 
between academia, industries, and standard agencies to develop new methods, regu-
lations, and standards to ensure the safety and privacy IoMT devices [103].
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10.5.4  Quality of Care

IoMT solutions create trust in the security evaluation process. This includes answers 
for security evaluations, comprehensive and simple-to-use questions for IoMT. It 
also offers an evaluation tool for the IoMT solution with theses evaluation criteria. 
This work educates the IoMT users who often have a low level of handling and 
security knowledge for IoMT. The IoMT solution providers may also benefit from 
this process in evaluating their products and comparing them to the other IoMT 
solutions. In the future, the IoMT solution will be adopted for rapid and continuous 
data analysis [104].

IoMT security assessment framework is a web-based application focused on a 
novel ontological scenario-driven approach to ensure security. IoMT security 
assessment framework innovation lies in its capacity to adapt to new stakeholders 
and emerging technologies, granularity, and compliance with standards. In some 
cases, system administrators are responsible for the security-related decision; this 
work will provide an excellent opportunity for the other stakeholders to gain practi-
cal experience in the cutting edge fields of IoMT. It will also promote healthy com-
petition between IoMT solution providers by developing IoMT solutions to address 
the security measures to satisfy consumers [105].

10.6  Conclusions

This chapter focuses on the role of AI, blockchain, and the Internet of medical 
things (IoMT) for personalized medical applications, their advantage, and disadvan-
tage, including prospects. Based on the available literature in context, different roles 
of these technologies in the healthcare sector have been described [108, 109]. This 
is an emerging area that can help to monitor patient health. It can also decrease 
expenses and time consumption during medication. At present, these technologies 
are also used in drug delivery and discovery processes. Shortly, these technologies 
will introduce new vistas for better health services by discovering mobile applica-
tions, diagnostic systems, and wearable devices by increasing the focus toward 
e-health services and the crescent usage of multimedia in healthcare [110–127].
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Chapter 11
The Role of Vehicular Ad Hoc Networks 
in Intelligent Transport Systems 
for Healthcare

Rabia Bilal  and Bilal Muhammad Khan 

11.1  Introduction

11.1.1  Mobile Ad Hoc Networks (MANETs)

The arrival of the globally available computing and the designing of innovative, 
incredible, capable, handy computing gadgets have permeated wireless mobile 
communication and networking so that users avail from electronic services at any 
time, irrespective of their geographical location. There are two kinds of wireless 
networks: infrastructure-based and infrastructure-less (aka ad hoc networks).

An infrastructure-reliant network has the networking component (i.e., routers 
and gateways) and the nodes connected within the network range to the nearby base 
station that comes within its communication range. When a node exceeds the cover-
age area of that base station, it performs the handoff procedure so that it comes 
within the scope of the new base station. Cellular communication is a classic exam-
ple of an infrastructure-based wireless network.

The infrastructure-less network or ad hoc network (AHN) where the Latin 
expression ad hoc designates literally “to perform something for a particular pur-
pose.” AHN is a peer-to-peer (P2P), self-forming, and self-restorative kind of 
network.

Mobile ad hoc networks (MANETs) can immediately form a mobile node net-
work, combined or segregated into discrete networks while in motion. The 
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MANET’s nodes depend on the networking requirement and vigorously handle the 
leaving or joining of network nodes. The main objectives of a MANET include reli-
ability, availability, and scalability. The nodes in the network are self-governing 
processing devices with low capacity that are capable of moving freely, and due to 
this factor, the topology of the network changes swiftly, randomly, and periodically. 
Each network node can host or route (i.e., to transmit the data to other nodes). The 
achievement of communication is hugely reliant on the cooperation of the other 
nodes. Nodes are responsible for vigorously finding out the other nodes themselves 
for the communication in the wireless range. If MANET nodes keep on moving, 
then this results in a break in connection as well as the restoration capacity fre-
quently. Moreover, the maximum number of nodes in a network has limited 
resources when it comes to battery power, as well as on computing ability, so the 
conventional computing routing protocols are not fit for MANET.

The devices, which are part of MANET, include handheld devices like smart-
phones, laptops, smartwatches, pocket PCs, or any wireless mobile devices. These 
devices are normally easy to carry and have batteries in them. Figure 11.1 shows an 
illustration of a heterogeneous mobile ad hoc network and its communication with 
different devices.

The extracted blood cell features turn out to be the input to a classification stage 
that categorizes the cells according to hematological models automatically. The 
classification module should identify the blood cells relying on the extracted fea-
tures from real images. When it comes to noisy images, this can impair the 
classification.

Fig. 11.1 Heterogeneous mobile ad hoc network (MANET)
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11.1.2  Vehicular Ad Hoc Networks (VANETs)

Vehicular ad hoc networks (VANETs) have fully fledged out of the necessity to sup-
port the increasing amount of wireless products that can now be used in vehicles [1, 
2]. Keyless entry devices, tablets, laptops, and smartphones are some of the wireless 
products. As mobile wireless devices and networks become more and more vital, 
the demand for vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) com-
munication will augment day by day [2]. VANETs can be used for an extensive 
range of safety and non-safety applications, e.g., automatic toll payment, traffic 
management, enhanced navigation, vehicle safety, location-based services, and 
search for the nearest place for service/entertainment (such as fuel station, restau-
rant, and motels) [3] as well as information applications employing the Internet. 
VANET’s works are threefold and briefly described as follows:

Vehicle-to-Vehicle (V2V): It involves a Wireless Area Network (WAN) where vehi-
cles converse through messages about the activities they are performing. This 
information includes many things like their speed, location, direction, braking, 
and loss of steadiness. DSRC (dedicated short-range communication) technol-
ogy from V2V communication is a standard set by organizations like FCC and 
ISO. The frequency used in this communication is 5.9GHz, which is the same as 
the frequency of Wi-Fi, but calling it a Wi-Fi network is not appropriate. It can 
be called a Wi-Fi like a network. The range that is covered by the vehicles in this 
network is up to 300 m. The topology used in this network is mesh; it means that 
every node, it could be a car or a signal, can send, receive, and capture the sig-
nals. V2V network allows the vehicles to communicate with each other without 
depending on permanent infrastructure support and can be mostly used for safety, 
security, and dissemination applications (Fig.11.2).

Vehicle-to-Infrastructure (V2I) or On-Board Unit (OBU): It plays a vital role in the 
coordination of the vehicles. The radio transceivers are known as roadside unit 
(RSU), so that vehicle and the roadside transceiver communicate with each other 
for safety, security, and traffic management purpose. These networks collect the 
information of local signals and the road conditions and then impose some poli-
cies on the group of vehicles connected to the network for many useful purposes 
(Fig.11.3).

Vehicle-to-Vehicle-to-Infrastructure (V2V2I) or Hybrid Architecture: It merges both 
vehicle-to-vehicle and vehicle-to-infrastructure. In this type of communication, 
a vehicle can exchange the information with the roadside infrastructure either in 
a single hop or multi-hop manner, based on the distance, i.e., if it cannot approach 
the roadside unit directly or vice versa. It enables the vehicles to communicate 
with each other that are distant or allows a long-distance Internet connection for 
vehicles.V2V2I is a bit different from the other two types of communication that 
are discussed above (Fig.11.4).

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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11.1.2.1  Distinguishing Features of VANETs

VANETs have become an important research area for developing countries by 
increasing their traffic situation day by day. VANETs which belong to the clan of 
mobile ad hoc networks (MANETs) have distinctive features when compared to 

Fig. 11.2 Vehicle-to-vehicle (V2V) communication

Fig. 11.3 Vehicle-to-infrastructure (V2I) communication

R. Bilal and B. M. Khan



159

MANETs, and some of them are as follows:

 1. High Computational Capability: Nodes in the VANETs are vehicles with suffi-
cient sensors and assets for processing, such as a Global Positioning System 
(GPS), processors, and large memory capacity. These resources are the most 
significant factor for the increasing capabilities of the nodes, which help in 
resulting the reliable communication by getting precise information about the 
vehicle direction, speed, and its current position [4, 5].

 2. Expected Mobility: The mobility of VANETs is much more predictable than the 
one from MANETs. The last type of vehicular network node moves randomly, 
whereas in the VANETs the vehicles (nodes) usually follow the topology defined 
from the road in which they obey the traffic lights as well as the road signs, 
which results in the predictability of its movements [6–9].

 3. No Energy Problems: Energy is not a big issue in VANETs as compared to 
MANETs because cars continuously provide enough power to OBU by the use 
of long-life battery [5, 7, 10].

 4. Variable Density in Network: This factor only depends on the density of the traf-
fic, and it can be low (as in residential traffic), or it can be very high (like during 
a traffic jam) [9, 10].

 5. Hefty Networks: The network size in the VANETs varies from small to large such 
as rural areas, urban areas, highways, or a metropolitan city [9, 10].

Fig. 11.4 Vehicle-to-vehicle-to-infrastructure (V2V2I) communication

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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 6. Immediate Alterations in Network Topology: Vehicles traveling on the motor-
ways with the high speeds can change the topology of the network instanta-
neously, and by this, the received information can affect the performance of the 
driver [8–10].

 7. Assurance of Harmless Driving: This thing is only possible when the efficiency 
of the traffic is improved. The communication between the nodes is direct 
through VANETs, which allows the pack of applications that needs direct com-
munication among the vehicle over the network. Additionally, these applications 
offer cautioning data to travelers moving along a similar course concerning the 
criticalness for quick hard breaking or about mishaps. In this manner, the driver 
needs to make a bigger picture of street topology ahead. Moreover, VANETs can 
likewise enhance voyager fulfillment and improve movement effectiveness by 
demonstrating data, for example, shopping malls, service station, climate, res-
taurants, and hotels [7].

 8. Time Critical: The data in the VANET network must be delivered to the nodes at 
a particular time so that it will be easy for the node to make a quick decision and 
make some action rapidly.

11.2  Vehicular Network Challenges

11.2.1  Mobility

Evidently, in an AHN, each node is mobile, and it keeps on moving from one place 
to another within the coverage area. Still, mobility is restricted, but when it comes 
to VANET nodes, they possess high mobility. In this type of network, vehicles con-
nect with other vehicles they never faced before. This connection may not stay as 
long as the time these vehicles travel their paths, and they may not meet each other 
again. So, it is a severe problem to secure the mobility challenge [11].

11.2.2  Volatility

The connectivity between the vehicles for communication can be extremely fuga-
cious. This communication might not happen again as the nodes are traveling 
through their coverage area and build up its link with other nodes. These links/con-
nections will be mislaid due to the high mobility of the vehicles, and they might be 
move in the opposite direction [11, 12]. Lacking the relatively long-life context will 
be found in these networks, so the private interaction from the customer’s device to 
the hot spot will need long-life passwords, which seem to be unrealistic for the 
security of the virtual connection [13].
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11.2.3  Verification in Terms of the Privacy

For the prevention of the different attacks on the network, the verification process of 
the node is vital, and unique or specific identity can be given to the individual vehi-
cle to overcome this problem, but this is not the proper solution for most of the 
users. These users want to retain their info secure and private [11, 12].

11.2.4  Responsibility in Terms of the Privacy

For legitimate inquiry, responsibility will be an excellent option. This information 
cannot be repudiated by any user in case of collision and accidents [11]. Furthermore, 
it is imperative to keep the privacy of the user from others, and they can keep their 
personal information (ID, account number for toll collection, route, etc.) safe from 
other drivers as well [13].

11.2.5  Scalability

When it comes to scalability, these networks are vast enough, and their scalability is 
increasing day by day due to the increment of the vehicles. Moreover, another prob-
lem is this network has not any standards that govern by any authority or firm. The 
DSRC standards for each country vary from one another, and it also varies from 
vehicle to vehicle [13].

11.2.6  Routing Protocol

To create a new protocol that will able to guarantee the delivery of packets in the 
small time frame with low packet drops will be considered as a severe issue for 
VANETs [14–17].

11.2.7  Trifling Operative Diameter

The small diameter results in a weak connection between the nodes during the com-
munication. Hence, it is unfeasible to sustain the topology of the network global for 
any node [18].

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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11.2.8  Fading of Signals

Fading occurs due to the obstacles that are placed between the nodes, which are 
exchanging the information. The barriers can be static, like buildings and other 
moving vehicles. The effect is that these obstacles fade the signal and try to stop the 
signals to reach its desired destination [15].

11.2.9  Bandwidth Restrictions

This type of network does not have a centralized coordinator responsible for han-
dling contention as well as bandwidth. Due to the limited range of frequency, the 
channel congestion probability is high when it comes to the high-density location.

11.2.10  Connectivity

High mobility is the main reason for the frequent disconnections in the network, and 
the required duration for exchanging the information would be enhanced. It is nec-
essary to increase the transmission power to achieve this goal. Still, it will affect the 
degradation of throughput.

11.3  Architecture of VANETs

The population of vehicles is also increasing rapidly on roads, which results in the 
difficulty in driving and making it more dangerous and challenging day by day. 
Roads are packed with lots of vehicles, the rules that are speed and safety distance 
are rarely followed, and there is a lack of concentration in travelers while moving on 
the road. The following are the main objects present in VANET architecture.

11.3.1  On-Board Unit (OBU)

The first thing that comes in VANET architecture is OBU that is usually mounted 
on-board of a node. This device uses the wireless access in vehicular environment 
(WAVE) technology for the interchanging of information with other units or with 
roadside units (RSUs). Any OBU must include a user interface for storing and 
retrieving messages from memory. It processes all the same things a processor does 
while being a network sort of interface that creates a link with other OBUs. Last, it 
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is a wireless device for the short communication range that works on 802.11p pro-
tocol from the MAC standard for VANETs. A wireless channel is also needed for 
the connection between the different OBUs/RSUs, and this also works on the IEEE 
802.11p standard, which is responsible for the interchanging of messages between 
OBUs/RSUs. The foremost responsibility of an OBU comprises information secu-
rity, IP mobility, routing concerning geography, message transfer with reliability, 
and congestion control in the network [19].

11.3.2  Application Unit (AU)

AUs are gadgets inside the vehicle that utilize the administrations provided by the 
supplier by abusing OBU capabilities. AU can be any kind of PDA to associate with 
the Web or a gadget devoted to security applications. A wired or remote association 
is utilized to associate the AU to the OBU and may be kept in one physical unit with 
the OBU. The contrast between OBU and the AU is coherent.

11.3.3  Roadside Unit (RSU)

The roadside units (RSU) are the devices that use WAVE protocol, located in places 
like parking areas, signals, the road segment, or junctions. The RSU is equipped 
with a dedicated module for the short-range-based communication through radio 
within the network infrastructure. Different network devices may also be fitted out 
with RSUs, as shown in figures. The RSU primary operations, which are associated 
with congestion control communication consortium, are:

 1. The enhancement in the range of the network can be achieved through the redis-
tribution of the messages to different OBUs and relaying messages to RSUs so it 
can be transmitted to different OBUs.

 2. It runs for safety purpose applications like accident warning, natural disaster 
warning, and work zone by using communication of V2I, which serves as a 
source of information.

 3. The Internet connections are provided to OBUs through these units.

11.4  MANETs vs VANETs

The relationship between both types of ad hoc networks is that nodes are self- 
sustaining and can handle information by themselves without any infra. VANETs 
have some distinctive features, and it is a subclass of MANETs.

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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11.4.1  Quickly Variable Topology

In both kinds of network, topology changes swiftly as the nodes are mobilized and 
cannot stay in a network for long; however, in VANETs the speed of the nodes is 
comparatively high as compared to MANETs, so the network topology in VANETs 
is frequent and very fast. In VANETs, topology can be predictable as the vehicles 
follow the road path, while in MANETs, the nodes can be moved anywhere, and its 
topology is not that predictable.

11.4.2  Repeated Interruptions

Change in rapid topologies causes frequent interruption in the network. In VANETs, 
the probability of disconnections is very high as compared to MANETs because the 
connection between vehicles can disconnect very rapidly due to the high speed of 
the vehicles. The issue of interruptions becomes more inferior if the density of 
nodes varies.

11.4.3  Energy Constraint

In VANETs, the nodes do not have any energy restrictions as compared to MANET.

11.4.4  Production Cost

When it comes to implementing the cost to produce, the MANET network is much 
cheaper than the VANET as both networks have different types of nodes and their 
manufacturing cost of the equipment varies.

11.4.5  Reliability

When it comes to reliability, a VANET is much more reliable than the MANET 
because, in MANET, the security factor is much lower than the VANET. Further 
differences on which both networks differ from each other are mentioned in the 
below table (Table 11.1).
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11.5  MAC Protocols for VANETs

For the improvement of transport systems, VANETs deliver safety as well as non- 
safety services to vehicles, and to attain this objective, vehicles need to communi-
cate where there is no collision, and they can efficiently access the channel for 
communication. Numerous protocols are proposed for vehicular ad hoc networks, 
which specify the accessing of the channel by nodes in a different manner. Several 
problems are faced during the designing of this protocol like high mobility of vehi-
cles, rapid change in the topology of the network, multi-channel separation, neigh-
boring channel interference, and hidden node issues. MAC is categorized into three 
broad classifications, including contention-based, contention-free, and hybrid MAC 
protocols (Fig.11.5).

11.5.1  Routing Protocols for VANETs

Routing protocols in VANETs are categorized into five types, which include 
topology- based, cluster-based, position-based, broadcast, and geo-cast-based rout-
ing protocol. These protocols are characterized based on the types where their work 
and applications are more appropriate.

11.5.1.1  Topology Routing Protocol

This protocol uses information on the links in the network to forward the packets to 
the nodes. Further, they are divided into reactive and proactive protocols.

Table 11.1 Difference between MANETs and VANETs

S. No Parameters MANETs VANETs

1 Production Medium cost High cost
2 Topology Static Highly variable
3 Mobility Slow Fast
4 Node density Low number of nodes High number of nodes
5 Bandwidth Low rate High rate
6 Range Up to 100 m Up to 500 m
7 Network active time Depends on node energy Depends on the vehicle condition
8 Multi-tier routing Available Weakly available
9 Reliability Medium High
10 Moving pattern of nodes Random Regular
11 Addressing scheme Attribute-based Location-based
12 Position acquisition Using ultrasonic Using GPS and RADAR

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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Reactive Routing

In this type of protocol, the route for the node is only open when it is required for a 
node to communicate. It only retains the routes that are presently in use during rout-
ing, which decreases the burden of the network. This protocol discovers a route by 
flooding the network nodes and paths with a route discovery packet. This phase 
ends when the route from source to destination is found. The well-known reactive 
routing protocols are AODV, DSR, TORA, and PGB [20–23].

Proactive Routing

This routing protocol keeps the information about routing for the next hop in the 
background regardless of communication needs. As a benefit, this protocol lacks the 
route discovery phase for the next hop or destination that is saved in the back-
ground. Nevertheless, with this advantage comes a drawback of this protocol: for 
real-time applications, it provides low latency. The routing table is created and 
maintained in the node. Consequently, the next hop is already defined as the packet 
when it arrives at the node. Moreover, the protocol keeps the idle paths during com-
munication, thus reducing the available bandwidth of the network. Well-known pro-
active protocols include DSDV, LSR, OLSR, and B.A.T.M.A.N[24–28].

Fig. 11.5 Types of MAC protocols
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Cluster-Based Routing Protocol

In this type of routing, a cluster is formed between the groups of nodes. From these 
nodes, one node becomes the head of the cluster that broadcasts the packets to other 
cluster heads and the gateway. Scalability can be achieved by using this protocol for 
large networks, but highly mobile network overhead and delays are experienced. 
Virtual infra must be formed in this protocol so that it can provide the scalability in 
the network. Well-known protocols are CBLR, RLSMP, AWCP, CBVANET, and 
COIN [29–31, 64].

Position-Based Routing

This class of routing algorithms shares geographical positioning properties to select 
the next hop to transmit the packet without any prior information on the neighbor-
hood map. A neighbor is, by definition, one hop away, close to the destination node. 
These routing protocols are valuable as there is no requirement to create and main-
tain the communication path between the source and destination node. This protocol 
possesses two categories: delay-tolerant and position-based greedy V2V protocols. 
Examples of such protocols include GPCR, CAR, DIR, MOVE, VADD, and SADV.

Broadcast Routing Protocol

These types of protocols are commonly used in this network for traffic, weather, 
sharing, road conditions, and emergency between the vehicles and also for convey-
ing broadcasts and commercials among the vehicles. Well-known protocols com-
prise DV-CAST, V-TRADE, BROADCOM, and UMB.

Geo-cast Routing Protocol

It is multicast routing based on the location. It sends the packets from a source to 
other nodes that are in the geographical range of the network, also known as the 
zone of relevance. Vehicles that are not in the range of ZOR are unable to get alerts 
so that the vehicles can avoid unwanted rapid response. In this routing, an origin 
zone forwards the flooding of packets. This flooding strategy diminishes congestion 
and message overhead of the network, which is caused by flooding the packets to 
the entire network. Unicast routing is performed in the destination zone for the for-
warding of the packets. A drawback is the apportioning of the network and the 
hostile neighbors that can hinder the packet forwarding. Instances of this routing are 
IVG, Cached Geo-cast, abiding Geo-cast, DRG, ROVER, and DG-CastoR.

11 The Role of Vehicular Ad Hoc Networks in Intelligent Transport Systems…
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11.6  Theoretical Analysis of Routing Protocol for VANETs

In this segment, basic AODV will be discussed. Node movements in VANETs make 
them different from MANETs and corresponding routing protocols [32–34]. 
Nonetheless, these protocols will give a poor performance on directly applying to 
the VANETs due to differences in both networks [35]. In VANET networks, topolo-
gies changes dynamically and also lack the bandwidth resources, so it is not com-
pulsory to sustain the route of each node. This frequent change of topology affects 
the effective timing of routing and also reduces the routing rate information. Thus, 
the protocols that are considered good for VANETs are on-demand routing protocol.

Protocols that come under the umbrella of on-demand follow two processes, i.e., 
route discovery and maintenance. The route discovery initialization process starts 
when the source node, which does not have any routing information in its table, 
needs to form a route to the destination—routing request packets flooded by the 
source node on the entire network through broadcasting. On the receiving of a route 
request packet, the destination node sends a route response packet to the source that 
creates a reverse-path between both nodes. The route maintenance process activates 
when the definite link of the activated path breaks or on the changing of the node. 
AODV [36–38], one of the most critical routing protocols in MANETs, also needs 
an improvement when applied to the VANETs.

11.6.1  Basic AODV

AODV is one of the most popular routing protocols among the ad hoc networks, and 
it is a reactive protocol. All the routes do not maintain in AODV all the time. When 
there is a need for the transmission route discovery of the process that starts by 
decreasing its overhead, the sequence number is used to make sure the freshness of 
the routes and is also a loop-free topology, which makes this protocol unique. This 
protocol embraces three phases: route discovery, data transmission, and route 
maintenance.

11.6.1.1  Data Transmission

After the course revelation stage, the information transmission stage takes put, and 
the parcels begin to transmit from the source hub to the goal through the same 
course built up prior. A few of the hubs may pull back themselves from the radio 
extend as the hubs are energetic and keep on moving, which causes the breakage in 
connect and transmission stops.
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11.6.1.2  Route Maintenance

The course support prepare tries to repair the same interface or to set up a modern 
course to the goal hub. In this handle, the hub whose interface breaks produces a 
Course Blunder (RERR) bundle and sends back to the source. On the accepting of 
this bundle, the source hub looks in its directing table to see up the ancient route to 
the goal. If there’s a course, the source chooses it and once more begins the trans-
mission of information. Else, the source restores the other course to the goal hub 
and begins its transmission.

11.6.2  Basic AODV Drawback

In route discovery, the RREQ packets are forwarded to nodes adjacent to the source. 
Due to this process, the entire network is flooded by RREQ packets, which increases 
the routing overhead of the network as well as upsurges bandwidth consumption. 
Moreover, more than one route is found by the source node to the destination. The 
source node chooses a route with the newest sequence number or fewer hops though 
the route is not long-lasting to complete the transmission specifically in high 
dynamic VANETs.

11.6.3  Comparison Conclusions

Due to different features of MANETs and VANETs, the MANET protocol cannot 
be applied directly to the VANETs as it will give poor performance. As compared to 
other protocols, AODV performs better because of its quick reactiveness capability 
toward the changing network and establishing the route on demand. In [39], the 
method proposed by the authors is to add a packet header in the RREQ packet. The 
results of the simulation illustrate the smaller transmission delay, but there is a 
trade-off in the packet delivery rate. In [40], the speed and the position are used as 
information to assess the routes’ lifetime and to select the longest lifetime route 
after evaluating the delivery of packets. Through this method, routes are stable, but 
in contrast, it increases the control overhead. In [41] the mechanism of route discov-
ery is of two types: quick route discovery mechanism and traditional AODV mecha-
nism. This protocol searches for the route through the first mechanism. If any path 
is not found, then it uses the second mechanism for the route discovery. On the tra-
ditional one, the entire network is flooded by the control packets, which increase the 
overhead of the network.
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11.7  Simulation Results and Protocol Enhancement

This chapter discusses the outcomes of the simulation made for vehicular ad hoc 
network (VANET) protocol [42] in our designed network model for the perfor-
mance parameters mentioned in Sect. 11.3.1. This chapter comprises two sections. 
The first section of the text shows a normal simulation mode of the WAVE [43] 
protocol in our designed network model. The second part shows the outcomes of 
enhanced WAVE protocol for VANET using cooperative communication.

11.7.1  802.11P Normal Simulation

Following are the parameters used for the normal simulation mode of 802.11p in 
our designed network model, as discussed in Sect. 11.3.3:

 (a) SNR point range = 10:20
 (b) MCS = 4
 (c) PSDU length = 10
 (d) No. of users = 20
 (e) No. of packets = 1000
 (f) No. of packet errors = 50

11.7.1.1  SNR (dB) vs PER Graph

This section gives the outcome in Fig. 11.6 as calculated Packet Error Rate (PER) 
concerning the number of signal-to-noise ratio (SNR) points simulated [44]. In this 
case, 1000 data packets are first created as discussed in Sect. 11.3.3 and then are 
passed through the additive white Gaussian noise (AWGN) channel to be simulated 
on SNR points mentioned. Here, packets are simulated from the SNR range between 
10 dB and 20 dB with an interval of 1. Detailed results in the form of exact numeric 
values of Packet Error Rate (PER), number of packets correctly received at each 
SNR point, and number of error packets [45] are discussed and given as outcome 
received on MATLAB command window in Part 11.7.2.

11.7.1.2  Throughput in Percentage per User

This section gives throughput in the percentage of the network in Fig. 11.7. The 
throughput we are getting against each user/node is being simulated using standard/
normal conditions of 802.11p protocol [46] against the packets transmitted at each 
SNR point. The percent throughput for each user decreases as the number of VANET 
users or nodes grows because of the increasing number of users sharing packets. 
This also shrinks the throughput. The exact value of throughput in percentage 
against each user is mentioned as MATLAB command window output in Sect. 11.7.2.
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11.7.1.4  Latency per User

Fig. 11.6 Basic AODV routing protocol mechanism

Fig. 11.7 SNR-PER Simulation at 802.11p normal mode

11.7.1.3  Bandwidth Utilization

This section shows the bandwidth utilization of the IEEE 802.11p protocol against 
the highest percentage of throughput received on the network. As 802.11p uses 
10 MHz channel bandwidth in the frequency range of 5.85–5.925 GHz [47–49], the 
exact utilization of its 10-MHz band appears in Fig. 11.8.
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Network latency per user against the throughput received [50] on the network can 
be seen in Fig. 11.9. As the number of users on the network increases, the latency 
per user also grows, indicating that as the network gets busier with the number of 

Fig. 11.8 Throughput in % per user for 802.11p normal mode

Fig. 11.9 Bandwidth utilization at the IEEE 802.11p normal mode
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vehicular nodes rises, it will take more time to share data packets between then as 
throughput across each user decreases.

11.7.2  Data Results on the Command Window for the IEEE 
802.11p Normal Simulation

This section explains the output waveforms of the first four sections. These values 
are obtained as the MATLAB command window outcome of normal simulation 
mode of 802.11p protocol. As discussed in the methodology of the subsection of 
11.3.3, the values of how packets are transferred at each SNR point against each 
user can be seen below. As 1000 packets are transmitted with 50 error packets at an 
SNR range from 10 to 20, below-mentioned values give a complete simulation 
range of each user at every SNR point.

First, 72 packets were transferred with SNR = 10 dB, which gives a PER of 0.708 
with 51 packets [51] received with error considering the below-mentioned outcome 
of USER 1. The PER is calculated by dividing the number of error packets by the 
number of packets correctly received [53]. It is to make clear that 72 packets are not 
transmitted due to the presence of 51 error packets. Hence:

 Npcr Ntp Nep= - ,  

where:

Npcr = number of packets [52] correctly received
Ntp = number of total packets received at an SNR point
Nep = number of error packets received at that SNR point

Therefore, here for the first value of USER 1 at SNR = 10 dB, the number of 
actually corrected packets received becomes 72–51 = 21.

Means 21 packets are correctly received, and rest 51 are error packets [54], 
which are still present. Similarly, at SNR = 16 dB for USER 1, we can see that num-
ber of packets transferred has reached its maximum limit as 1001. But the number 
of error packets has started decreasing now to 28. This shows that still complete 
1000 packets are not transferred properly through an SNR range, and correctly 
received packets at SNR = 16 dB using the same formula mentioned just above is 
1001–28 = 973 successfully received packets, and 27 packets are still left. From 
here on, the number of error packets that were maximum started decreasing to cor-
rectly transmit the total number of corrected packets [55] and at SNR = 20 dB. The 
number of error packet is reduced to 1, only mentioning that all 1000 packets are 
correctly transmitted now.

This is the reason for selecting the SNR range from 10 dB to 20 dB, because 
IEEE 802.11p packetsok at non-HT configuration objects start transmitting packets 
from SNR = 10 dB and almost complete its transmission at SNR = 20 dB.
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The same mechanism goes for USER 2 and onward. The only change is that as 
the number of users increases, the total number of transmitted packets mutually 
shared between the users available on the network and its impact on the SNR of the 
simulated points grow.

11.7.3  802.11P Simulation with Cooperative Communication

The same parameters, as used in Sect. 11.4.1, are used here. But for enhancement of 
802.11p in our designed network model, user cooperation is used adding relaying 
[56] concept reducing path length and delays as discussed in the previous section:

 (a) SNR point range = 10:20
 (b) MCS = 4
 (c) PSDU length = 10
 (d) No. of users = 20
 (e) No. of packets = 1000
 (f) No. of packet errors = 50

11.7.3.1  SNR-PER Graph

The response of user cooperation can be seen in Fig. 11.10 in the form of the SNR- 
PER graph as enhanced the IEEE 802.11p protocol is now simulated hereafter 
implementation of cooperative communication. We observe more packets received 
at each SNR point with the implementation of the technique from Sect. 11.7.2. A 
MATLAB command window interface displays the exact numeric values. The 
authors would like to explain that the same number of packets is simulated, even 
after incorporation of cooperative communication, with the same number of error 
packets, and the same simulated SNR points for a comparative analysis between the 
actual normal mode present simulation results of the IEEE 802.11p protocol and the 
enhancement made via user cooperation.

11.7.3.2  Throughput in Percentage per User

Figure 11.11 alludes to the network throughput [57] in percentage per user. The 
highest network throughput in normal simulation on a shared network was 64%, but 
this throughput considerably increases to more than 90% when the node/users coop-
erate with the relay nodes incorporated. The detailed numeric value results appear 
in Sect. 11.7.2.
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Fig. 11.10 Latency per user for 802.11p normal mode

Fig. 11.11 SNR-PER simulation at the IEEE 802.11p with cooperative communication
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11.7.3.3  Bandwidth Utilization

The enhancement in bandwidth utilization [58] due to better throughput received in 
that same 10 MHz channel of the IEEE 802.11p [59] appears in Fig. 11.12 with the 
incorporation of user cooperation. The channel in this scenario is also using that 
same range of 10 MHz between 5.86 GHz and 5.87 GHz for enhancement is in the 
form of better throughput against network usage.

11.7.3.4  Latency per User

The user cooperation clearly shows a fair decrease in network latency per user, as in 
Fig. 11.13 compared to Sect. 4.1.4. Likewise, the latency grows with an increase in 
the number of users on a network and a decrease in throughput [60], respectively. 
However, the users need not take a long time enough as earlier with the incorpora-
tion of cooperative communication and can be more quick and reliable with the help 
of relay nodes having better throughput on the enhanced protocol (Fig. 11.14).

Fig. 11.12 Throughput in % per user for the IEEE 802.11p with cooperative communication
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Fig. 11.13 Bandwidth utilization for the IEEE 802.11p with cooperative communication

Fig. 11.14 Latency per user for the IEEE 802.11p with cooperative communication
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11.7.3.5  Data Results on Command Window with the User Cooperation

After the implementation of cooperative communication for enhancement in the 
IEEE 802.11p standard protocol, the results in this subsection present exact numeric 
values obtained via the MATLAB command window interface, and they show a fair 
improvement [61] in the form of more packets transmitted at each SNR point. This 
can be checked and verified by observing any number of packets received at any 
SNR point for any USER below and comparing it with the ones received from Sect. 
4.1.5 in normal simulation model using the IEEE 802.11p standard protocol.

11.8  Conclusion

The appropriate supervision of personal health-related data is paramount to health-
care. The foremost challenge for all stakeholders is to handle health records that will 
be available to all parts and the healthcare providers involved. In recent times, the 
utilization of wireless sensors and actuators in the medical arena has been augment-
ing tremendously due to the need to observe/follow patients and hazardous environ-
ments in real-time. An important topic is the deployment of healthcare-oriented 
vehicular ad hoc networks that converse with wireless sensor networks.

The implementation of the intelligent transportation system (ITS) [62] is a prior-
ity in all over the world due to the increased number of vehicles on roads, especially 
in a country like Pakistan, where the population is increasing day by day with lim-
ited resources to survive. Continuous jam-packed roads are prevalent nowadays, 
leading to an increase in travel time of vehicles from minutes to hours. Deadly 
accidents on highways due to smog or non-indication are no more any new thing 
that may suddenly have happened. This gives rise to the introduction of vehicular ad 
hoc networks (VANETs) in such type of traffic environment.

This research focuses on the protocol used for VANET, i.e., WAVE [63], which 
uses the IEEE WLAN protocol standard of 802.11p. A type of cooperative commu-
nication with modified functions is used on the designed network flow of 802.11p 
protocol to enhance its performance parameters and quality of service (QoS) [74] of 
a VANET [65]. This research contribution toward society may help in making intel-
ligent transportation system (ITS) [66] even better, safer, and faster as mobile com-
munication between vehicular nodes of a vehicular ad hoc network becomes more 
reliable [50].

In the future, more attention should be given to multimodality imaging that takes 
place on each vehicle [67–69]. When an environment and its constituents are 
mapped, several sources of information must be fused. Furthermore, augmented 
reality and the option to improve the resolution of regions of interest via, for 
instance, super-resolution will pose an overhead to the moving network nodes [70, 
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71]. Besides the issues mentioned in this manuscript, for fleets with a high number 
of vehicles subject to an intense working regimen, one needs to guarantee reliabil-
ity, fast processing, and clever node assignment in case they need to make up for 
node failure and concurrent high-performance computing tasks [72, 73]. It should 
be stressed that healthcare and disaster mitigation call for a heavy computational 
load. Such substantial computational demand may call for lighter implementations 
using metaheuristics [73, 74].

Unmanned aerial vehicles (UAVs) can also serve as ambulance drones to reach 
the disaster-stricken regions speedier than any conventional rescue vehicles. Such 
strategy spares time and actions toward handling the unique wellbeing parameters 
and scenario changes. Flying ad hoc networks (FANETs) resemble MANETs and 
VANETs, despite their characteristics. UAVs when structured are FANETs, which 
are mission-based. Their mobility models are habitually determined by the mission 
purpose and the nature of the undertaking to be accomplished. Thus, FANET rout-
ing protocols should consider the types of applications and services involved and 
the associated mobility models. Nonetheless, routing protocols for FANETs are not 
an easy task because of the highly dynamic topologies and the flying restrictions 
they face [75–77].
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Chapter 12
The Vedic Design-Carry Look Ahead 
(VD-CLA): A Smart and Hardware- 
Friendly Implementation of the FIR Filter 
for ECG Signal Denoising

K. B. Sowmya, Chandana, and M. D. Anjana

12.1  Introduction

Finite impulse response (FIR) filter implementations abound and play a major part 
in signal processing applications. The FIR filter (FIRF) delivers several benefits, 
and there exist many different realizations, such as designs using a system genera-
tor, normal FIRF, decimator FIRF, genetic algorithm (GA)-based, and parallel- 
based, among others. Most architectures utilize more hardware with less efficiency. 
Moreover, these existing architectures did not concentrate on and explored the 
applications’ characteristics. The FIRF affords several paybacks like (i) computa-
tional efficiency in multi-rate frameworks, (ii) manageable linear phase response, 
and (iii) the desirable numerical ability to accomplish finite precision and fractional 
arithmetic. The digital multi-standard RFIR filter is implemented in wireless appli-
cations to decrease the bit error rate (BER). The discrete FIRF can render efficient 
designs with low-power consumption and high performance.

Earlier, hordes of research articles described different FIRF designs without han-
dling signal denoising with an effective multiplier design.

Booth’s algorithm performs multiplication by multiplying two signed binary 
numbers in 2’s complement notation. The Booth multiplier (BM) overcomes the 
reduced area drawback, but it would not work with alternation of zeros and ones 
since it entails more additions and subtractions [1–3].

This problem is overcome by the modified BM (MBM), which contains half the 
number of partial product rows. It functions well regarding speed and power con-
sumption. On the other hand, its main shortcoming is sloppy work for negative 
numbers [4, 5].
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Hence, a nonconventional, nonetheless very efficient multiplier deployment. It 
relies on Vedic mathematics to deliver high performance because it deals mainly 
with several Vedic mathematical formulae and their applications for accomplishing 
bulky arithmetical operations smoothly. Vedic algorithms comprise 16 sutras (or 
algorithms) and are considered natured-inspired procedures. Among these, two 
sutras are for Vedic multiplication [3, 6, 7].

This project aims to overcome this hindrance through the Vedic design (VD)-
Carry look ahead (CLA), aka the VD-CLA FIRF method.

Multipliers play a paramount role in FIRF design. A reduction of the area in chip 
occupied by multipliers implies a shrinkage in the total FIRF hardware utilization. 
Hence, the Vedic multiplier relying on the Urdhva tiryagbhyam Sutra findings aug-
ments the speed of operation and reduces the overall hardware utilization. In the 
accumulator module, carry look ahead (CLA) is used to accomplish the addition 
process. The Booth multiplier, constructed on a radix 4 encoding scheme, is pre-
sented in this work for low-power applications. This design arises as a good option 
for high-speed DSP applications, thanks to the usage of VD and CLA [8–23].

Section 12.2 of this manuscript brings in a literature examination. Section 12.3 
contains the VD-CLA design methodology. Experimental results emerge in Sect. 
12.4. Finally, Sect. 12.5 brings in conclusions and prospective improvements to the 
current design.

12.2  Literature Review

The dynamic system for researchers has suggested several FIR architectures. This 
section briefly evaluates some significant contributions to the field of FIR architec-
ture (Table 12.1).

Next, the problem statement of FIR design and in what way the suggested meth-
odology addresses shortcomings are explained. The concerns linked to FIR archi-
tectures are cited below [8–23]:

• Less efficient multipliers degrade the operation of the FIRF.
• Normal adders occupy larger hardware areas.
• After designing FIRF, no one focused on the specifics of the ECG signal, which 

is one of the major caveats.

12.3  Methodology

Figure 12.1 alludes to the overall block diagram of the VD-CLA FIRF. The 
MATLAB helps to read the ECG signal from the Internet available arrhythmia data-
base. Then, white Gaussian noise (WGN) is added to that ECG signal. Here, noise 
density will be 0.1–0.5. In MATLAB, the awgn function adds the noise to the input 
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signal. With the help of dec2bin MATLAB function, the ECG signals containing 
WGN are converted into the binary format. The associated binary signal is written 
in text file (Ex. Noisy_ECG_signal.txt). This Noisy_ECG_signal.txt 
file is given to the input of the Verilog. Normally, the input value has been generated 
randomly. This noisy binary value is considered as an input that is going to be stored 
in RAM, while the coefficient comes from the ROM. In the Verilog, the noise is 
reduced by using the Vedic design-carry look-ahead (aka VD-CLA) adder 
FIRF [8–14].

Table 12.1 Literature review

Work Technique Remarks

Reddy et al. 
[26]

Verilog HDL design and 
implementation of reconfigurable 
FIRF. Distributed arithmetic (DA) 
calculation employs a high request 
FIR channel

FIRF is consolidated with a MAC unit to 
increase the contribution of coefficients, to 
move, and after that to include them. 
However, the delay augments

Sumalatha 
et al. [25]

A low-power and low-area VLSI 
implementation of the VD FIRF 
for ECG signal denoising

Low-power and fast FIRF implemented using 
Vedic multiplier and 16-bit CLA adder for 
ECG denoising application

Doss et al. 
[22]

The pipelined architecture for 
adaptive FIRF design employed 
the DA algorithm with a high- 
throughput rate achieved by the 
updated LUT

The sampling period and area complexity 
were reduced. It used a faster bit clock for 
carrying save accumulation, but that used a 
very slower clock for remaining FIRF 
operations

Reddy et al. 
[24]

A low-power adaptive FIRF based 
on the DA algorithm

The least mean squares (LMS) algorithm 
reduced the mean squared error (MSE) 
between filter output and the desired 
response. This technique used a carry-save 
accumulator for FIRF architecture. It 
occupied more area in the FIRF design

Fig. 12.1 Block diagram for the VD-CLA FIR filter architecture
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In this work, a VD-CLA FIRF architecture is designed. Every clock cycle accu-
mulator result is stored in a text file (e.g., Filter_output.txt). By using the 
Verilog code, it aids to measure the FPGA performances (LUT, flip-flops, slices, 
and frequency). This Filter_output.txt file is given to the MATLAB for 
getting denoised ECG signals.

The block diagram of the VD-CLA FIRF architecture appears in Fig. 12.1, which 
consists of the data input block, filter coefficient block, and MAC unit. The coeffi-
cient data is stored in the ROM, and noisy data input is stored in the RAM. The 
input is read from the RAM, and the coefficient comes from the ROM to perform 
the filter operation. The noisy data value is considered as input (0, 255, etc.), which 
multiply with a coefficient (213, 18, etc.), and gives the FIRF results (y = 0). The 
coefficient is taken from MATLAB FDA tool. MAC unit consists of the Vedic mul-
tiplier and the CLA adder. In the accumulator, initially, the register contains zero. 
This register value is added with multiplier output stored in the same register. 
Finally, the output is delivered from the register [13–21]. The standard form of the 
N-tap FIR filter is given below:

 
y n h k x n k

N

k

( ) = å ( ) -( )
-

=

1

0

.
 

(12.1)

Here:
n = 0, 1, ….
y(n) represents the FIRF output.
h(k) is the FIRF coefficient.
x(n-k) is the input data to be filtered.

12.3.1  Vedic Multiplier

The proposed Vedic multiplier is designed using the Urdhva tiryagbhyam Sutra 
method (aka vertically and crosswise algorithm). In this algorithm, the partial prod-
uct and sum are calculated in parallel, and because of this, the multiplier is indepen-
dent of the clock frequency of the processor. The 16 × 16 multiplier is a portion of 
the convolution unit, as shown in Fig. 12.2. This block contains four 88 multiplier 
blocks and three 24-bit adder blocks [8–14].

The 8 × 8 Vedic multiplier employs four 4 × 4 Vedic multiplier blocks and three 
12-bit adder blocks. The 4 × 4 Vedic multiplier comprises four 2 × 2 Vedic multi-
plier blocks and three 6-bit adder blocks. Figure 12.3 depicts the 2 × 2 multiplica-
tion with the Vedic multiplier.
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Fig. 12.2 16 × 16 Vedic multiplier

Fig. 12.3 Vedic algorithm for 2 × 2 multiplication
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12.3.2  Compact Booth Multiplier

The Vedic multiplier, Wallace multiplier, and parallel multiplier, among other 
implementations, utilize only unsigned operands, while the BM handles the signed 
multiplication scheme. In the current techniques, radix 2-based recoding helps to 
design a Booth multiplier. The existing multiplier affords high complexity, highly 
optimized area, and low speed [13–21].

In the radix 2 encoding scheme, the number of addition/subtraction operations 
and the number of shift operations vary, which complicates the parallel multiplier 
design. The algorithm becomes inefficient and obsolete when there are isolated 1s. 
These limitations are remedied by using the modified radix 4 recoding technique. 
The novel BM is made of a finite state machine (FSM) and modified radix 4 BM to 
perform the multiplication of two numbers according to Fig. 12.4.

The number of shifts and adds is deficient in the proposed BM, where a compact 
partial product accumulation stage aids in shrinking the complexity of the recom-
mended multiplier. In the radix 4 recoding scheme, it performs X, 1X, and 2X. Shift, 
addition, and subtraction are carried out to accomplish the sign multiplication hing-
ing on the BM.

12.3.3  Carry Look-Ahead (CLA) Adder

The VD-CLA FIRF design employs a 32-bit CLA instead of the normal adder. In 
the accumulator module, this CLA adder boosts system performances with fast 
arithmetic operation in different types of data processing schemes, which reduces 
the circuit area and power dissipation. The CLA adders are implemented as a com-
bination of 4-bit modules for designing higher-level modules. Figure 12.5 shows a 
detailed flowchart of the FIRF implementation for ECG signal denoising [13–21].

Fig. 12.4 Block diagram of the compact Booth multiplier
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Fig. 12.5 Flowchart of the implementation of the VD-CLA FIR filter for ECG signal denoising
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12.4  Analysis of the Results (Figs. 12.6, 12.7, 12.8, 12.9, 
12.10, 12.11, 12.12, 12.13, 12.14, 12.15)

12.5  Conclusions

Multipliers are fundamental building blocks for numerous computational entities. 
The Vedic multiplier excels in performing faster multiplications because it leaves 
behind the nonessential multiplication phases. Consequently, the multiplication 
speed performance grows.

In this work, the Vedic design (VD)-carry look ahead (CLA), aka the VD-CLA, 
FIR filter (FIRF) built on the VD algorithm with the CLA adder and Booth multi-
plier was implemented in ModelSim by employing Verilog code. In any case, a 
MATLAB created code peruses the ECG signals, which can be influenced by 
AWGN.  A text file stores the values of this noisy ECG signal, which feeds the 
Verilog module. The VD and the Booth procedures from this research project have 
accomplished the multiplications. The overall VD-reliant FIRF performed meritori-
ously, which removes the noise from the ECG signal. The Booth multiplier con-
sumes less power than VD multiplier. Thus, the CLA adder can be replaced with a 
more efficient adder regarding power, circuit area, and speed.

Future works can explore the combination of Vedic sutras with the Karatsuba 
multiplier, for instance, to enrich results. Some hybrid strategies making use of that 
emerge in [27–29]. The performances of such hybrid multipliers can benefit from 
lessening the (i) spent power, (ii) total amount of gates, (iii) garbage outputs, (iv) 
constant inputs, (v) quantum cost, (vi) total reversible logic implementation cost 

Fig. 12.6 Waveform obtained for 16 × 16 Vedic multiplier output

Fig. 12.7 32-bit carry look-ahead adder output
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Fig. 12.8 RTL schematic for 16 × 16 Vedic multiplier

Fig. 12.9 Power analysis for the 4-bit Vedic multiplier
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Fig. 12.10 Output from the 4-bit compact Booth multiplier

Fig. 12.11 RTL schematic for the compact Booth multiplier

Fig. 12.12 Power analysis for the compact Booth multiplier
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Fig. 12.13 ECG signal without adding noise

Fig. 12.14 ECG signal after adding noise
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(TRLIC), and (vii) the usage of LUTs while ameliorating the speed of the computa-
tional units in contrast with other current multipliers.

Since Vedic math can speed up calculations and most metaheuristics rely heavily 
on multiplications and additions, the current design can augment the performance 
of existing deployments of FPGA-based signal processing noticeably [30–35].

This described VD-CLA structure can improve by taking a gander at other elec-
tronic system performance metrics to seek the best arrangement of attributes 
intended for a specific denoising application, e.g., mean squared error (MSE), 
signal- to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), bit error rate (BER), 
and [25, 36–41].
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Chapter 13
Implementation of an FPGA Real-Time 
Configurable System for Enhancement 
of Lung and Heart Images

K. B. Sowmya, T. S. Rakshak Udupa, and Shashank K. Holla

13.1  Introduction

Field-programmable gate arrays (FPGAs) are no longer challenging to use as logic 
arrangements, and they comprise the backbone of softcore processors [1, 2]. By 
softcore processor, the authors mean a software-defined microprocessor synthesiz-
able in programmable hardware. Currently, they permit software designs with 
reconfigurable hardware platforms in terms of both logic wiring and algorithms. 
The fine-grained nature of FPGAs facilitates the parallelization, reconfigurability, 
and programmability of the system.

Regrettably, FPGAs may pose some caveats when it comes to practical program-
ming. Hardware architectures with a fixed computational design, on the other hand, 
entail a high level of thought due to the need to respect architectural limitations. 
Therefore, an FPGA needs algorithms and the computational structures leading to a 
design that explores and conciliates several complexity levels. This fact, together 
with the complications of dealing with flexible parallel schemes and the extreme 
bandwidth concerns stemming from the high data volume related to images/video, 
resulted in a wide range of FPGA-based realizations for image processing systems.

This manuscript discusses how to implement and improve the real-time configu-
rable system for image enhancement using the Verilog Hardware Description 
Language (HDL).

Image processing is used in various fields of modern society and especially in 
medical imaging and, recently, assists in the diagnosis of diseases. Image process-
ing is a vast field that employs rigorous mathematical theory. Nowadays, image 
processing is an emerging biomedical tool that helps in the advancement of the 
healthcare sector. Recent image processing tools can perform image analysis, image 
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enhancement, noise reduction, image segmentation, geometric transformations, and 
image restoration.

Many motives give rise to blurry images. The finite size of the X-ray source focal 
spot and, therefore, the detector element within the computer tomography (CT) 
array, the imaging system owns an imperfect resolution, and image data lost 
throughout the image acquisition. Enhancements in imaging technology and algo-
rithms have increased the clarity of medical images and contributed to a better diag-
nosis. Diminishing the blur enhances the overall picture quality.

The proposed arrangement is suited for various images. Different techniques we 
followed allow better tuning for threshold amount and less iteration involved in the 
enhancement process, causing faster, more efficient, and more accurate results. Our 
prototype consists of five enhancement stages that operate independently and with-
out any interdependencies.

In Sect. 13.2 of this text, there is a literature review. The suggested methodology 
appears in Sect. 13.3. Section 13.4 shows the experimental results. Section 13.5 
addresses some future ameliorations in the recommended framework, and, to finish, 
conclusions appear in Sect. 13.6.

13.2  Literature Survey

As image sizes and bit depths grow larger, software faces more challenges, and real- 
time hardware systems are options to achieve better results [3]. The planning and, 
consequently, the implementation of real-time hardware enhancements to speed up 
image processing for biomedical in the spatial domain on FPGA appear in [4]. A 
hardware design based on FPGA appears in [3] for image filtering. Contrast 
enhancement techniques allow displaying the details that are present in the lower 
dynamic range of the image. Operations like contrast enhancement and reduction or 
removal of noise improve the quality of the image. The local mean filter smoothes 
the image by taking the mean value of the pixels nearby the center pixel within the 
picture [5]. Direct application and improvement of the real-time configurable sys-
tem for image improvement using the Verilog HDL and reconfigurable architecture 
are delineated in [6]. A comparative study of various enhancement techniques, such 
as inverting image operation, brightness control, segmentation (threshold), and con-
trast stretching, is administered to seek out the most straightforward procedure to 
reinforce a biomedical image on FPGA. These techniques treated images of hand 
veins using the Open Access Biomedical Image program. It was clear from the stud-
ies that brightness controlling techniques enhance the image and provide better 
information. Developing an efficient architecture by the application of minimum 
blocks for digital signal processing (DSP) tool, which integrates itself with the high- 
level, yet easy to use the graphical interface of MATLAB Simulink environment 
and removes the necessity of the textual HDL programming is described in [4]. 
Hardware-level filters have been proposed for image processing (edge detection, 
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sharpen operation, enhance contrast process, and brightness adjustment) to improve 
the quality of images and to support in diagnosis the medical specialist [6].

The DSP applications in medicine comprise signals of different dimensionalities 
and modalities, e.g., electroencephalogram (EEG), electrocardiogram (ECG), ultra-
sound, computerized axial tomography (CAT) scanners, magnetic resonance imag-
ing (MRI), and holography among others as outlined in [7]. The analytic power, the 
problem-solving capabilities, and, therefore, the cost of the related systems are 
expanding continuously, as well as the dependence of recent medicine on them [7]. 
Thus, new types of filters are established at the hardware level for image processing 
(edge detection, sharpen operation, enhance contrast process, and brightness adjust-
ment) to improve the quality of images and to support the medical diagnosis spe-
cialist [6, 8]. The results obtained with 512 × 512 images from [6] can be expanded 
to any size, as long as the FPGA memory has the necessary space to store the pic-
tures. In [7], a new deblurring filter is proposed, which combines the Laplace filter 
and the Markov basis to boost the performance of colored images’ processing. [9] 
offers a way to enhance real-time medical diagnosis using a dedicated computation 
engine to perform concentration index filtering, which is a kind of spatial filter opti-
mized, aiming at full parallelism. To analyze the effect of applying a filtering tech-
nique on an image, [10] evaluates the filtering characteristics, by choosing a quality 
index. It speaks about how the application of special windows does image smooth-
ening. [12] exploits concurrency at various levels in the implementation of the inte-
gration algorithm and general finite impulse response (FIR) filters to improve 
sampling/throughput rates.

13.3  Methodology

The process will first start by reshaping the given image to a binary sequence. Since 
any hardware device can only work on binary values, we can convert each layer 
(R-G-B) of the image into a binary sequence and feed it. The conversion of the 
image to a binary sequence can be easily done using Python, C++, or MATLAB. The 
implementation of various image processing techniques has been done using differ-
ent filters. We have translated the kernel function to Verilog and implemented the 
convolution for a group of pixels surrounding a given pixel. The output after apply-
ing the filter is received back to reconstruct the image.

Each image pixel is represented by an 8-bit × 3 RGB values. The entire image is 
then converted to a sequence of pixels that can be accessed by its row and column 
values. The brightness, invert, and threshold operations work on individual pixels, 
whereas for sharpening and blurring operations, the pixel is passed through a 3 × 3 
kernel, as shown in Fig. 13.1. The nine filter entries depend on the type of filter 
(kernel) and the operation. Figure 13.2 shows the banking operation that separates 
even and odd pixels. This method of parallelism enables faster functioning. However, 
we have compromised speed with the area, i.e., to achieve faster performance, we 
have utilized better hardware, thus occupying more space.
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Image sharpening techniques are extensively employed to recover back the non- 
degraded image from its corrupted version and grant the image a sharper appear-
ance because acquired images are considered as the degraded version of that view.

To blur an image, we use the blur filter, which looks like Fig. 13.3a. The rationale 
behind a filter like this is that blurring involves blending a pixel with its surrounding 

Fig. 13.1 Kernel application process

Fig. 13.2 Banking procedure used to improve performance
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pixels. Thus, it takes a weighted mean such that the current pixel is focused more, 
but is blended slightly with the immediately neighboring pixels. Moreover, for 
sharpening, we use the filter shown in Fig. 13.3b.

Image sharpening techniques are extensively employed to recover back the unde-
graded image from its corrupted version and grant the image a sharper appearance 
because acquired images are considered as the degraded version of that view. Many 
reasons led to having blurry images, for instance, the finite size of the X-ray source 
focal spot, the detector element within the CT array, the imperfect resolution of the 
imaging system, and the data loss throughout image acquisition. The implementa-
tion of a brightness augmentation circuit requires a multiplexer (MUX) and an 8-bit 
adder circuit.

The brightness can be increased to any desired value provided the value of the 
pixel does not go above 255. As shown in Fig. 13.4, the implementation of a bright-
ness decrease circuit requires a mux and an 8-bit subtractor circuit. The intensity 
can be decreased to any desired value provided the value of the pixel does not go 
below 0. Application in the medical field involves focusing on certain tissue by 
increasing its brightness while decreasing the light intensity of the surround-
ing tissue.

Fig. 13.3 (a) The blurring kernel and (b) sharpening kernel

Fig. 13.4 Brightness 
increase and decrease 
hardware illustration
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The threshold operation enhances an image by comparing the value of the pixel 
by a set threshold. Figure 13.5 shows this process. If the pixel value is greater than 
the threshold, the pixel is set to 255, else to 0. Here, 255 is white, and 0 is black.

Figure 13.6 illustrates the inversion operation implemented by a subtractor.
Certain tissues are usually surrounded by dark tissues, which makes it diffi-

cult to study them upon the inverting operation. The tissue we are interested in 
appears highlighted. The kernel is applied by multiplying each image pixel by 
its corresponding kernel pixel and supplied to an adder as described in Fig. 13.7. 
This adder acts as an accumulator that finally adds all the products and obtains 
the result for the pixel in question. Technically the kernel size can be modified 
to any size.

13.4  Experimental Results

A lung tissue sample image was taken and converted to a hexadecimal representa-
tion using MATLAB.  It was then read into Verilog, and the image manipulation 
functions were applied. Figure 13.10 uses SEM alveoli in the lung [13] image to 
analyze the filters’ output images outside the human lung [14]. A heart image is also 
analyzed [15].

Fig. 13.5 Thresholding 
operation hardware 
illustration

Fig. 13.6 Inversion 
operation hardware 
illustration
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The Verilog code yielded the image manipulation results seen in Figs. 13.8, 13.9, 
and 13.10 for brightness increase, inversion, threshold, blurring sharpening, gray-
scale, and outline operations. The outputs of the Verilog-based filters and those from 
the equivalent MATLAB implementations have been compared for the same sets of 
images. The FPGA-based solution is better to obtain the given type of image manip-
ulation at a faster rate.

Figure 13.10 compares the MATLAB and Verilog outputs. We can observe that 
the outputs are similar. However, the Verilog code can be synthesized into an ASIC 
hardware or dumped on to FPGA, and therefore we can expect improvement in 
speed. Figures from 13.11 to 13.14 display results for blurring, sharpening, invert-
ing, and threshold operations, respectively, against the original image. The red in the 
graph indicates filtered image pixel intensities, whereas the blue shows the original 
image pixel intensities. The pixel intensities are plotted here to analyze how an 
image has been modified after the application of the filter. This helps us to under-
stand the image enhancement process better. For example, the waveform of the 
blurred image is seen to be smoother and has lesser spikes when compared to that 
of the original in Fig.  13.11. One can also observe that the blurred image from 

Fig. 13.7 Kernel application hardware illustration
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Fig. 13.8 Image of lung tissue: (a) original [11], (b) increased brightness, (c) inverted tissue, (d) 
threshold, (e) blur, and (f) sharping

Fig. 13.12 shows that the sharpened image has flatter regions of pixel intensities 
when compared to the original image. In Fig. 13.13, one can observe the pixel val-
ues have been swapped in the inverted image when compared to that of the original 
image. In Fig. 13.14 one can understand that threshold operation can be used to 
remove noise from when cleverly applied to certain portions of the picture.

13.5  Future Work

FPGAs accelerate computationally demanding tasks, particularly in image process-
ing and computer vision, where their processing acceleration has become common. 
This happens even more often within an embedded environment, like medical 
equipment and drones [16–18], where the power consumption and computational 
resources of orthodox processors fail to handle the data throughput, intensive com-
munication, cloud computing access, and computational requirements for real- 
time uses.

Short computational times are paramount for quick and trustworthy biomedical 
diagnostics, but these requirements increase the computational demand for new and 
better-quality imaging procedures. FPGAs are an alternative to multi-core architec-
tures and graphic cards that can also support alternative hardware paradigms that 
adjust the hardware to the problem [19, 20].

K. B. Sowmya et al.



207

Fig. 13.9 Image of lungs: (a) original [11], (b) increased brightness, (c) inverted tissue, (d) 
threshold, (e) blur, (f) sharping, (g) grayscale, and (h) outline

In the upcoming years, embedded Network-on-Chip (NoC) will be much faster 
to expand the FPGA’s existing arrangements of biosensors, bioactuators, blockchain- 
enabled devices, wires, switches, and other items to support large medical applica-
tions. Flexible interfaces between FPGAs structures, wireless networks, and 
embedded NoCs will permit several levels of modularity and scalability [21–23].

The authors would like to point out that multimodality imaging techniques 
involve data acquired by different kinds of sensors and different representations. 
ECG is one-dimensional, while other diagnostic equipment can work with 2D, 3D, 
and 4D images. High-dimensional images pose arduous computational load hard-
ware- and software-wise [24–30].

The fast-developing hardware technologies relying on computational intelli-
gence allow the deployment of the recommended design of this text on small and 
portable FPGA-based equipment and, consequently, easy incorporation or adapta-
tion into existing portable systems [31, 32].
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Fig. 13.10 Comparison of 
MATLAB (left) and 
Verilog (right) 
image outputs
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Fig. 13.11 Blurred vs original image pixel comparison

Fig. 13.12 Sharpened vs original images

13 Implementation of an FPGA Real-Time Configurable System for Enhancement…



210

The authors are aware of the need to use objective metrics to evaluate the results, 
especially when working with different resolutions and zoom at the same time 
[33–37].

Optimization algorithms are frequently used in biomedical image processing, 
and they can handle mono-objective or multi-objective problems. Metaheuristic, 

Fig. 13.13 Inverted vs original images

Fig. 13.14 Threshold vs original images
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aka nature-inspired algorithms, originates from the reflections about natural behav-
iors. Medical imaging can benefit from implementations of computational intelli-
gence procedures in FPGAs to advance communication, database handling, image 
retrieval, etc. The phenomenal growth in the uses of FPGA technologies in health-
care occasioned several remarkable outcomes [38–43].

13.6  Conclusion

Embedded medical image processing designs built on FPGAs are ideal for deliver-
ing high performance with increasing picture resolutions and frame rates while per-
mitting the addition of smart sensors/actuators, computer vision, and other novel 
technological innovations according to the cyber-physical system paradigm [44, 45].

FPGA improvement occurs due to the enormous speedup in the use and optimi-
zation given by hardware processing with excellent image quality. The FPGA real-
ization leads to a better real-time performance in medical applications, where this 
can be used to improve the diagnosis speed and accuracy.

This work introduced a series of hardware-level filters for medical image pro-
cessing to analyze the following operations: brightness adjustment, contrast 
enhancement, sharpening, blurring, grayscale, and outline. The present investiga-
tion relies on VLSI technologies because reconfigurable hardware devices provide 
higher speed than software implementations. The usage of a descriptive hardware 
language extends the field of circuitry to medical applications. Verilog Hardware 
Description Language (HDL) has opened the path toward the rapid hardware proto-
typing of further medical designs. Preliminary experimental outcomes for images of 
lungs and heart confirmed the benefit of employing softcore hardware.
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Chapter 14
Adaptive Specular Reflection Detection 
in Cervigrams (ASRDC) Technique: 
A Computer-Aided Tool for Early 
Screening of Cervical Cancer

Brijesh Iyer  and Pratik Oak

14.1  Introduction

Cervical cancer (CC) is the fourth most recurrent women’s cancer worldwide. In 
line with the WHO health report, every fifth woman in the world will be impacted 
by it in 2050 [1]. Nearly 90% of the 270,000 deaths from CC in 2015 took place in 
low- and middle-income countries. Noteworthy progress in disease screening and 
treatment supports prevention, and prompt diagnosis may drastically reduce the CC 
mortality rate [1].

CC begins with abnormal modifications in the cervical tissue. The risk of having 
these unusual changes is concomitant with infection by the human papillomavirus 
(HPV). Moreover, early sexual interaction, manifold sexual partners, usage of oral 
contraceptives (birth control pills), unhygienic lifestyle, and misinformation are the 
critical factors for spreading this disease. If spotted early, CC can be cured reason-
ably. The most prevalent CC detection method is the Pap smear.

Nonetheless, it has inherent limitations such as sample quality, slide quality, and 
effectiveness of screeners. The CAD systems can help to treat this disease by ana-
lyzing an input image and, with the assistance of various image-processing algo-
rithms, predict or detect abnormalities. The earliest and challenging step in medical 
image exploration is to pre-process the input image for the uncovering and removal 
of noise. Specular reflection (SR) is a variety of prominent noise that appears in 
photography and medical imaging. Once a ray of light strikes the surface, a portion 
of the ray is straightaway reflected from the interface amid the surface and the air, 
thanks to their different refractive indices. This reflected light is called SR [2]. The 
humidity on the cervix surface engenders the SR, which hampers early CC 
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detection by computational systems [3]. Figure  14.1 illustrates the initial cervix 
image with the SR region (black box in the middle) and cropped SR region near it 
so that these regions undergo automatic detection, correction, and deletion accord-
ing to the specialist’s needs.

The rest of the manuscript goes as follows: Sect. 14.2 talks over the state-of-the- 
art methods for SR detection and its removal. Section 14.3 describes the compo-
nents of the ASRDC scheme. The experimental outcomes appear in Sect. 14.4. 
Section 14.5 closes this work with remarks on the ASRDC methodology and 
its future.

14.2  State-of-the-Art Technology

Automatic recognition and removal of SR experimented a few contributions lately. 
The correlated literature generally embraces four categories as (i) the dichromatic 
reflection model (DRM) usage, (ii) kernel filtering, (iii) SR cast as classification, 
and (iv) thresholding procedures.

The DRM principle states that a reflection combines specularity and diffusion 
linearly. Yoon et al. appraised the value of the specularity-invariant pixels as well as 
their ratio to set apart diffuse components. Still, this maneuver suits textured imag-
eries, and approximation in the normalization procedure bounds the accuracy of SR 
detection [4]. Tao et al. introduced a new metric termed line consistency for depth 
estimation of specular regions. They had estimated colors from multiple light 
sources. However, this strategy failed to distinguish saturated specularity [5]. J Suo 
et al. applied the DRM rationale perceiving the problem as a signal separation for 
SR detection and removal.

In contrast, the procedure overlooked smooth color alterations, and it failed to 
discern the pixels with identical hue and different saturation [6–8]. Das et al. advised 
kernel-based filters for SR detection and exclusion, e.g., filling, dilation, multiscale 
morphology, and IS-histogram [3]. Kudva et al. utilized morphological kernels as 

Fig. 14.1 Example of an SR affected cervix image with cropped SR region
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filters to acquire features from color images [9]. Xue et al. predefined the structuring 
element (SE) as a kernel. The top-hat transform treated the intensity image I (whose 
entries hold brightness values within some range) of input cervigrams [10]. Yet, all 
these schemes rest on the size and shape of the kernel applied to the database. Gao 
et al. proposed SR detection as a classification problem using SVM classifiers. This 
method’s caveat is the requirement of training every time for SR detection [11].

Zimmerman et al. suggested multiplying S and I by an arbitrary constant where 
S is the saturation component, which shows how much the white color taints a given 
color. The S component belongs to the range [0, 1] within the HSI plane. The gradi-
ent image outputs on these multiplied regions are SR pixels [12]. Akbar et al. com-
puted the SR pixel via a chaotic clonal selection procedure [13]. The image specular 
degree can function as a thresholding parameter to separate diffused images and for 
SR detection [2, 14]. The choice of arbitrary constants throughout automatic detec-
tion of SR pixels may be contingent on the database under experimentation. 
However, the detection system must be entirely automated and independent of the 
database. Therefore, any imaging modality calls for automatic threshold selection. 
Table  14.1 relates the state-of-the-art SR discovery approaches and the ASRDC 
concept. Automatic thresholding fits in fivefold groups according to the information 
content they rely upon, viz.:

 (i) Histogram-based schemes analyze the primary intensity, decimation in inten-
sity range, and nonlinear nature of the smoothed histogram.

 (ii) Clustering-related strategies split the gray levels from the input image into the 
background and foreground pixels.

 (iii) Entropy-based methods employ local entropy, cross-entropy of the foreground 
and background regions, original and binary images, etc.

Table 14.1 State-of-the-art SR detection categories

Sr. 
No. Category Working principle Remarks

1. Dichromatic 
reflection model 
[4–7]

Reflection is a linear 
combination of specular and 
diffuse components

Limits the identification of saturated 
specularity

2. Use of kernel as a 
filter [3, 9, 10]

Applying a specific mask on 
an input image as a filtering 
operator

The inappropriate selection of size and 
shape of the kernel affects the accuracy

3. SR as a 
classification 
problem [11]

Feature extraction and 
training a system with 
predefined labels as SR pixels

Requires a training system every time 
for SR detection

4. Thresholding [2, 
3, 12, 13]

Collection of pixels falling 
below the predefined 
threshold value, as SR pixels

Arbitrary selection of constant makes 
the system database dependent

5. ASRDC method SR detection using automatic 
thresholding and quality 
enhancement of low- 
resolution images

Fully automatic system, which is 
independent of size and shape of 
kernel and selection of arbitrary 
constant, no need for separate training
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 (iv) Object attribute-based methods focus on the similarity between the gray level 
and its black and white versions.

 (v) Statistical relation-founded schemes rely on higher-order moments and/or the 
correlation among pixels for threshold selection [15].

These threshold-picking strategies can be either bi-modal or multi-modal. 
Nonetheless, the application demands to get SR pixels, which are always bright. 
Hence, bi-modal distribution is the best choice, along with a histogram-based 
approach. Table 14.2 abridges a review of automatic threshold determination prac-
tices built on histograms.

In 2004, Sezgin and Sankur reviewed the performance of thresholding tech-
niques using five quality measures, viz., misclassification error (ME), edge mis-
match (EMM), relative foreground area error (RAE), modified Hausdorff distance 
(MHD), and region nonuniformity (NU). They calculated the average score of each 
scheme, ranked individual quality measures, and, finally, concluded that Kittler and 
Kapura were the superlative adaptive thresholding procedures [15]. Donald Bailey 
also investigated adaptive thresholding techniques for performance analysis and 

Table 14.2 State-of-the-art SR detection categories

Author Criteria function Significance Remarks

Calvard 
and 
Riddler 
[16]

Starts with the histogram 
mean
Updates the threshold with the 
average of the lower and upper 
means of the histogram. Stops 
if the lower and upper 
threshold difference is zero

Simple and speedy
Detected threshold is 
useful for foreground 
separation

SR intensities are always 
brighter
Not suitable for SR 
detection

Otsu [17] Use of kernel [3, 9, 10], 
minimizing intra-class 
variance between the left and 
right regions of the histogram

Best suitable for 
histograms with a clear 
valley between the 
modes

Not suitable for 
histograms where objects 
and b/g are not well 
separated

Kapura 
[18]

Maximization of entropy 
between two regions

Works on actual 
information extraction 
of two modes

SR detection does not 
require to know average 
information of lower- 
intensity pixel region

Kittler 
[19]

Minimum error thresholding 
for the standard deviation of 
both sub-histograms

Moderate threshold 
selection. Suitable for 
proper foreground 
detection

Some changes in 
partitioning required for 
high-intensity threshold 
selection

Carlotto 
[20]

Histogram represented as the 
combination of Gaussian 
mixtures of different modes

Approximation of 
histogram is dependent 
for the selection of the 
number of modes

Computationally complex

Patra [21] Calculated energy of pixel 
over a 3 × 3 neighborhood

Proposed energy curve 
behaving similar to a 
histogram with valleys 
and peaks

Applicable for spatial 
contextual information 
inappropriate for 
multilevel histogram
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found that Kittler’s minimum error is the best [20]. The ASRDC methodology over-
comes the limitations above due to:

 (a) Its complete independence on size and shape of the kernel
 (b) No requirement for the training process
 (c) Fully automatic threshold calculations

The catchline features of the ASRDC methodology are:

 1. Use of the lightness as a no-reference quality measure for selection of appropri-
ate algorithm

 2. Automatic selection of threshold by a modified Kittler’s method
 3. Automatic enhancement of low-quality images before the SR treatment

14.3  The ASRDC Methodology

The ASRDC block diagram appears in Fig. 14.2. The section further describes the 
threefold contribution of the chapter.

14.3.1  Selection of Optimum Threshold Detection Technique

The authors picked the Kittler minimum error thresholding scheme for automatic 
SR detection [19] from the approaches talked over in Sect. 14.1.

14.3.2  Automatic SR Detection

A histogram exemplifies the distribution of the pixel intensities, where an SR is a 
bright spot on an image, which agrees with the maximum part of the intensity range 
(close to white). Nevertheless, few non-SR pixels may also possess high brightness. 
SR pixels occur at the dark side of the S in addition to the bright side of the I images 

Fig. 14.2 Block diagram of the ASRDC system
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[14]. As a consequence, the SR occurrence in the intensity saturation (IS) histogram 
is a foremost ASRDC concern. The automatic SR recognition is carried out by a 
simple variant of the Kittler method to attain the optimum threshold on the S and I 
images. The modified Kittler method (MKM) understands the threshold (T) differ-
ently from the original tactic. This work considers the span going from minimum to 
maximum intensity (i.e., over complete dynamic range) as opposed to starting with 
a random T. An optimum threshold matches the minimum Jaccard Index (JI) value 
(aka criteria function) of the MKM.

The Jaccard Index J is a statistic that explains the similarities between finite 
sample sets. J is defined properly as

 

J
A B

A B

A B

A B A B
=

∩

∪
=

∩

+ − ∩
,

 

(14.1)

i.e., the size of the intersection |A∩B| divided by the size of the union |A∩B| of the 
sample sets A and B. 

The ASRDC methodology employs half of the intensities for two different 
inputs. The thresholds, starting from 1 to 128, assist in calculating the minimum 
error with the MKM criterion function and are known as the left-side threshold 
(TL). Similarly, the right-side threshold (TR) results from all combinations of pixels 
from 128 to 256. The modified algorithm is given below.

Thresholds generated from step 6 (TL and TR) work on saturation (S) and inten-
sity (I) images, respectively. The SR pixels as given below.

 
SR S i j TL I i j TR= ( ) <( ) ( ) >( ), ,&&

 
(14.2)

where (i, j) symbolizes the pixel location (for row i and column j) in an picture and 
“&&” is the logical AND.

The MKM Algorithm
 1. Go through every possible threshold (T), i.e., grey level from 1 to 128 or 

from 128 to 256.
 2. Consider the groups (i) 1 or T, and (ii) 2 or (T+1), i.e., highest intensity.
 3. Compute the histograms of these groups and mark their sums as P1 and P2.
 4. Determine the mean and standard deviation for the histograms.
 5. Compute the Jaccard Index (J) criterion function for all possible T.
 6. The finishing threshold is the position with minimum J.
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14.3.3  Image Quality Assessment (QA)

The overall input image condition dramatically impacts any algorithm performance. 
Therefore, the input image quality assessment (QA) is vital to the deployment of an 
adaptive system. The objective QA of the examined picture consists of the computa-
tion of the threefold quality metric categories, viz., full reference (FR), reduced 
reference (RR), and no reference (NR). As ground reality images are not available 
when it comes to cervigrams, the NR metric is preferred in input quality testing. 
Several investigators commended many color quality parameters or attributes for 
NR-based QA like brightness, colorfulness, sharpness, contrast, and entropy. The 
colorfulness illustrates the color information perceived by the human eye. The 
sharpness gives the amount of preservation of edges. The contrast addresses the 
emphasis on the foreground and background association. The average image infor-
mation corresponds to the brightness measures, whereas the lightness promotes the 
distortion in intensities of pixels [22].

It is essential to use quality measures related to distortion for SR detection. 
Hence, the ASRDC scheme takes account of the lightness parameter together with 
colorfulness (C1), contrast (C2), and sharpness (C3). Their grouping forms a quality 
measure if and only if they are correlated, which, consequently, leads to the calcula-
tion of the correlation between the lightness and the three attributes. The validation 
of the null hypothesis can confirm the possibility of this combination, i.e., the light-
ness is uncorrelated with all three attributes. The Pearson correlation coefficient 
(p-value) gives the acceptance probability of the null hypothesis. In general, the 
significance level of the p-value is 0.05, namely, if the p-value is less than 0.05, 
attributes are correlated with the refutation of the null hypothesis [23]. The tryouts 
from Sect. 14.4 (B) substantiate the dominance of lightness features among the 
color attributes to deal with an eventual image enhancement. The experimental 
investigation of the ASRDC method indicates that if the lightness is greater than 1, 
then image quality amelioration is required.

The low-quality images must be enhanced before applying the ASRDC method-
ology. This scheme has a histogram-based automatic threshold selection (Sect. 14.3 
(B)) that also enhances pictures by altering the histogram shape.

Most prevalent histogram-centered measures to enhance pictures are histogram 
equalization (HE) [17], bi-HE (BHE) [24], adaptive HE (AHE) [32], contrast- 
limited AHE (CLAHE) [33], and brightness preserving BHE (BBHE) [24]. Among 
these approaches, the BBHE scheme preserves the image characteristics after pre- 
processing. Hence, this work treated low-quality images with BBHE before employ-
ing the ASRDC method to manage SR in an input image adaptively as:

 (a) Initial quality check of the input picture utilizing the lightness parameter
 (b) Low-quality image enhancement through BBHE
 (c) Application of the ASRDC technique to the input image
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14.3.4  SR Inpainting

Further SR inpainting is carried out to generate the SR free image. An iterative non-
zero averaging filter creates an SR free image [10]. The complete flow of the 
ASRDC method arises in Fig. 14.3 with its algorithm.

Fig. 14.3 ASRDC workflow
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14.4  Results and Discussions

14.4.1  The Dataset

The present exploration involves digitized uterine cervix pictures collected by the 
National Cancer Institute (NCI) from four epidemiological studies made in the 
USA, e.g., “Costa Rican Natural History Study of HPV and Cervical Neoplasia 
(NHS),” “ASCUS LSIL Triage Study (ALTS),” “Biopsy Study,” and “Costa Rica 
Vaccine Trial (CVT)” on HPV and CC screening [25]. The trials comprise a total of 
612 images from all 4 datasets distributed as NHS (200), ALTS (200), Biopsy (50), 
and CVT (162). This research work selects images randomly from the available 
databases with resolutions for pictures in the ALTS and NHS equal to 2891 × 1973 
and for the Biopsy and CVT, 4256 × 2832.

The acceptance of the image enhancement output entails the evaluation of the 
quality of the input image. As talked over in Sect. 14.3.3, the p-value is calculated 
to obtain the correlation between image attributes. Table 14.3 displays the p-values 
for various arrangements of images from the datasets.

Table 14.3 p-values between C4 and C1, C2, and C3

Dataset
p-value

C4-C1 C4-C2 C4-C3

ALTS + Biopsy (21 images) 0.1577 0.0487 1.29 × 10−6

ALTS + Biopsy + CVT (61 images) 0.1195 0.1401 7.73 × 10−9

All 4 datasets (113 images) 0.006 0.309 1.64 × 10−11

ASRDC Algorithm
 1. Take the input cervix image and calculate the lightness.
 2. If lightness < 1,

 (i) RGB to HSI conversion to separate saturation (S) and intensity 
(I) images

 (ii) Compute left (TL) and right threshold (TR) using the ASRDC method
 (iii) Collect pixels lying between intensities of S less than TL and intensi-

ties of I greater than TR, as SR pixels
 (iv) Perform mask enlargement on the output of step 2 (iii)

 3. If lightness > 1, Apply BBHE on the input image and extract red component

 (i) Calculate TR from BBHE image
 (ii) Collect pixels of the input image which are greater than TR, as 

SR pixels

 4. Inpaint detected SR pixels by mean color replacement.
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C1, C2, C3, and C4 represent the colorfulness, sharpness, contrast, and lightness 
attributes, respectively. The p-values of C3 are very low (i.e., <0.05 for all combina-
tions of the dataset). However, C1 and C2 show significant p-values concerning the 
significance level. This implies a correlation between lightness and contrast. Thus, 
the lightness can be combined with contrast to test the image quality. The present 
analysis selected 80 images (20 from each dataset) to determine the dominant fea-
ture between lightness and contrast. This experiment aims to confirm the necessity 
of image enhancement through no-reference image attribute. The contrast of all 80 
images ranges between 0.45 and 0.5, which did not give a noteworthy threshold as 
a decision parameter. However, a significant change in the value of lightness is 
observed for all 80 images, as below and above value 1. Thus, lightness is chosen as 
a dominant feature of the cervix color image to decide the input quality. 
Experimentation concluded the adaptability condition as if the lightness is less than 
1, input image quality is satisfactory, and the ASRDC algorithm should get applied 
without image enhancement. For an image with lightness greater than 1, it should 
be enhanced before applying the ASRDC algorithm.

14.4.2  Experiments

The S and I images are normalized to the original grayscale range of 0 to 255. TL is 
calculated for the S image, and TR is calculated for I the image, as explained in Sect. 
14.3.2. The original Kittler method and the MKM are applied to normalized S and 
I images. The final SR pixels are detected using Eq. 14.2. Table 14.4 compares the 
average threshold for S and I images using both methods. The thresholds given by 
the original Kittler method show nonuniformity over different sets of cervix images 
and detect a very less number of SR pixels. This affects the accuracy of SR pixel 
detection. However, the approximate range of difference between TL and TR by the 
suggested modification (TR-TL = dynamic range of intensities of non-SR pixels) is 
constant for all four datasets under experimentation. This, in turn, increases the 
accuracy of SR as well as non-SR pixel detection.

The SR is detected using the recommended modification explained in Sect. 
14.3.2 (Fig. 14.4) that contemplates the fact that the SR pixels are heterogeneous 
regarding other image pixels and that they can be easily observed by the human eye. 
The performance of enhancement relying on SR detection for low-quality images 

Table 14.4 Average left-side and right-side threshold

Database
Threshold for S image (TL) Threshold for I image (TR)
Original image Proposed method Original image Proposed method

ALTS 16.4 63.38 253 165.4
Biopsy 68 69.78 88.85 157.7
CVT 73.05 45.11 107.8 163
NHS 24.4 28.5 227.9 179.1
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corroborates the prerequisite of adaptability from Sect. 14.3.4. Figure 14.5b shows 
the detected SR pixels from the original low-quality image, whereas accurate SR 
detection from the enhanced high-quality image after the ASRDC application 
appears in Fig.  14.5c showing that the SR detection is effective to the adaptive 
enhancement of the low-quality image.

14.4.3  SR Inpainting

The iterative mean color replacement from Sect. 14.3.2 takes away the detected SR 
pixels (refer to Fig. 14.6). The ASRDC method adaptively selects the SR detection 
tactic to be applied with or without input image enhancement based on the lightness 

Fig. 14.4 SR pixel detection

Fig. 14.5 Performance of enhancement-based SR detection for low-quality image
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measure of an image. The enhancement initiates automatically for low-quality 
images before applying the ASRDC technique.

14.4.4  Quantitative Evaluation of Proposed Method

Most of the reported literature spoke about visual comparisons of various SR detec-
tion and removal methods [3–5, 13, 14, 17]. Due to the unavailability of ground 
reality images captured with proper illumination, the quantitative evaluation is 
complicated.

However, the ASRDC system compares results utilizing NR image quality attri-
butes of the original and inpainted image on the dataset under experimentation. 
Table  14.5 provides the average calculations of mean and standard deviation, 
respectively. It proves that an inpainted image has a low mean as compared to the 
original image that is to say SR (bright intensity pixels) are removed. The SR free 
image is homogeneous due to uniformity in image intensities and has less deviation 
from the mean, i.e., a decrease in the standard deviation. Table 14.6 illustrates the 
attributes of color image, viz., colorfulness, sharpness, and standard deviation. The 
SR removal decreases the colorfulness due to mean color replacement, makes the 
input image sharper, and decreases the proportion of distortion present in the input 
image, i.e., decrease in lightness. These observations depict a close agreement with 
the theoretical concepts of NR color image quality metrics.

Fig. 14.6 SR Inpainting using mean color replacement
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14.4.5  Qualitative Analysis for State-of-the-Art Methods

Figure 14.7 illustrates the comparative visual difference between the ASRDC 
method and other state-of-the-art implementations aiming at SR detection and miti-
gation suggested in [9, 12, 14]. It follows that the novel ASRDC technique out-
smarts the reported practices in terms of SR detection for images collected from 
different databases. Kudva et al. suggested the use of the Jaccard Index (JI) to mea-
sure the quantitative performance of SR detection techniques with manually marked 
SR pixels for images having practically visible SR pixels [9]. The JI value must be 
higher for the selected image to have accurate detection.

Table 14.7 parallels outcomes for the maximum JC for the ASRDC scheme and 
other state-of-the-art techniques to validate the new approach. The present analysis 
considered only four images for the JC evaluation. However, the method can be 
extended for the entire database assessment. Recently, efforts relying on artificial 
intelligence (AI), data mining, and fuzzy-based methodologies addressed the SR 
detection issue [26, 27]. Health 4.0 protocols have also provided new insights 
regarding the usage of medical resources to handle various medical emergencies 
[28–31]. These lines of attack may lead to a revolution in CC detection and 
treatment.

Table 14.5 Comparison of statistical characteristics of original and inpainted image

Database
Mean Standard deviation

Original image Inpainted image Original image Inpainted image

ALTS 66.7 55.31 57.49 39.99
Biopsy 73.52 72.56 42.06 40.58
CVT 81.82 71.35 42.59 40.58
NHS 75.38 64.13 60.8 48.8

Table 14.6 Comparison of color image attributes of original and inpainted image

Quality 
measure/
database

Colorfulness Sharpness Lightness
Original 
image

Inpainted 
image

Original 
image

Inpainted 
image

Original 
image

Inpainted 
image

ALTS 1.378 1.276 0.415 0.662 1.28 1.08
Biopsy 1.564 1.512 0.475 0.748 1.002 0.97
CVT 1.373 1.272 0.392 0.689 1.002 0.94
NHS 1.588 1.496 0.489 0.619 1.22 1.09
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Fig. 14.7 Comparative analysis of state-of-the-art methods for SR detection. (a) Original image; 
(b) SR detection with [12]; (c) SR detection using [14]; (d) SR detection via [9]; (e) SR detection 
using the ASRDC method

Table 14.7 Qualitative analysis with state-of-the-art methods of SR detection

Image JC using [12] JC using [14] JC using [9] JC for the ASRDC method

1 0.0033 0.0413 0.0099 0.1005
2 0.0041 0,1737 0.0852 0.4923
3 0.0012 0.1334 0.0282 0.3571
4 0.0029 0.2208 0.0421 0.4695
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14.5  Conclusions

This research puts forward the ASRDC as an adaptive method for detection and 
removal of SR from input cervix image, i.e., cervigrams. Experimentation was car-
ried out on 612 images collected from NCI. The ASRDC method overcomes signifi-
cant limitations of current SR detection techniques, i.e., dependency on shape and 
size of the kernel, selection of arbitrary constant, and every time training of the 
system. The ASRDC methodology uses the lightness as an NR quality measure to 
check the necessity of image enhancement, automatic enhancement of low-quality 
images before SR detection technique, and automatic selection of threshold by the 
MKM. Subjective and objective quality evaluation over different datasets highlights 
the ASRDC significance. Noise and resolution of the biomedical image largely 
depend on the quality of the equipment used for the capture and the skills of the 
expert (human intervention). In general, noise content and resolution of any bio-
medical images can be improved by using equipment that is more sophisticated. In 
addition to this, the ASRDC methodology will be an additional tool to enhance the 
grade of the biomedical images under study.

The inpainted images generated by the ASRDC adaptive system can be passed to 
further stages of early CC detection for additional feature extraction, segmentation, 
and classification techniques.

The authors are aware that when it comes to analyses of 3D images and 2D or 3D 
video, other shortcomings may affect SR detection as well as correction. For the 
cases when the dimensionality is high and several imaging modalities become nec-
essary, soft computing strategies may lessen the processing time, help with more 
challenging settings, and work with other objective metrics [32–42]. It should be 
pointed out that SR detection and removal can benefit from the knowledge obtained 
in other similar image-processing tasks that share some characteristics and caveats 
with this problem.
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Chapter 15
Implementation of Image Encryption 
by Steganography Using Discrete Wavelet 
Transform in Verilog

K. B. Sowmya , Prakash S. Bhat , and Sudheendra Hegde 

15.1  Introduction

Most image encryption algorithms often transfer the message image into a noise- 
like image, which indicates the presence of an encrypted hidden image. Hence, in 
this method of image steganography, the message image is embedded into an image 
by changing the values of some pixels, which are chosen by the encryption algo-
rithm. The recipient of the image must be aware of the same algorithm to know 
which pixels must be selected to extract the hidden message from the encrypted image.

Medical image data is the most important part of diagnostics in the present 
healthcare information systems. With the emergence of various methods of high- 
speed communication systems, the sharing of information in every domain has 
increased manifold. This process of sharing information plays a very important role 
in medical applications as it can allow experts to share diagnosis data of a patient 
with a certain disease and work on its treatment effectively. However, as the patient 
medical data is the most sensitive information, it must be protected from any modi-
fication or tampering. The cryptographic techniques of medical image data must be 
completely reversible with no loss of any data due to the sensitivity of the informa-
tion it holds. In the present processing technology, reconfigurable hardware imple-
mentation provides better speed and performance than software implementations 
regarding real-time security applications. Henceforward, FPGA employments of 
encryption techniques are widely preferred over software implementations.

Images are the most important file formats used in medical applications, and 
hence a large number of techniques for image steganography have been proposed in 
recent years. The most common image steganographic approaches can be classified 
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as (1) spatial domain, (2) transform domain, (3) spread spectrum, (4) statistical, and 
(5) distortion-based [5].

Out of all the methods, the spatial domain LSB replacement technique (also 
known as LSB substitution method) and transform domain method involving wave-
let transform are widely used in image steganographic applications. Both of these 
methods have fewer computations and give good capacity and robustness and hence 
have attracted a lot of research works in recent years [17]. Substitution methods 
involve replacing the redundant parts of the cover image with a secret message in 
the spatial domain. Transform domain techniques embed secret information in the 
frequency domain information (transform space) of the cover image.

In this paper, we present a method of image steganography by modifying the 
conventional LSB replacement method and applying transform domain techniques 
to it. In the proposed method, we take Haar DWT of the cover image and fuse the 
message image pixel values into the A, H, V, and D components [2–4]. For the pro-
posed fusing technique, the message image dimensions must be less than or equal 
to half of the dimensions of the cover image. Then inverse DWT is taken to get a 
visually appealing encrypted cover image on the encryption side. On the receiving 
side, the DWT of the encrypted image is computed, and the message image is 
retrieved with the use of a key.

Section 15.2 lists the few works done in this domain. Section 15.3 explains meth-
ods to implement the proposed image steganography in which two approaches are 
explained along with retrieving methods. Sections 15.4 discusses the results 
obtained. Sections 15.5 and 15.6 present the conclusions and future scope, 
respectively.

15.2  Literary Review

The various image steganography algorithms carried out both in time and the fre-
quency domain are reviewed. Among a large number of techniques, few techniques 
are reviewed in the literature: Ref. [1] proposed an approach of image steganogra-
phy which uses DWT to convert spatial domain information to frequency domain 
information. The algorithm proposed uses only the LL band for further image steg-
anographic process. The technique uses a pre-shared key for both encryption and 
decryption to provide increased security. Ref. [5] has proposed an image steganog-
raphy technique using DWT and LSB methods. This paper analyzes the perfor-
mance of the steganographic algorithm with different values in the n-bit LSB 
method. Ref. [6] presented the method to perform steganography using the LSB 
method and verified its performance by FPGA implementation. In this paper, vari-
ous LSB methods are implemented, and its performance comparison is presented. 
Ref. [7] provided an overview of image steganography. In this research, secret data 
is embedded in the grey image, and image compression is done with DWT on hard-
ware. The total processing time taken by the software and hardware method is com-
pared. Ref. [8] proposed a method of image steganography using DWT and hybrid 
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wavelet transform. In this method, the images are normalized and transformed to 
generate four sub-bands, which are fused to obtain the stego image.

15.3  Methodology

As discussed previously, the LSB substitution technique is the most widely used 
spatial domain steganographic technique as it is simple and easy to implement and 
has a high capacity. But as spatial domain techniques are easily detectable by vari-
ous steganalysis methods, transform domain techniques are preferred to increase 
the security of data [6]. The cover image can be transformed to the frequency 
domain by various transforms such as the discrete Fourier transform (DFT), dis-
crete cosine transform (DCT), and discrete wavelet transform (DWT), Fourier-
Mellin transform (FMT), fractal transform, etc. [1]. Wavelet transform partitions 
the image pixel data into different wavelet components based on the frequency. The 
discrete wavelet transform (DWT) method is favored over other transform methods, 
owing to the resolution that the DWT provides to the image at various levels [18]. 
The Haar transform is the simplest of the wavelet transforms and is found effective 
in applications involving image compression as it provides a simple and computa-
tionally efficient approach for analyzing the frequency domain features of a signal 
[10–13, 17] (Fig.15.1).

The LSB replacement technique involves replacing least significant n-bits out of 
8-bit pixel or 24-bit pixel image with that many bits of message image data. It is 
found that a 2- or 3-bit LSB technique provides better results in terms of BER, 
MSE, and PSNR [5]. Hence in the proposed method, we modify the standard LSB 
replacement technique where instead of replacing LSB bits of the cover image with 
secret data, we add the secret data to a specified number of LSB bits in the cover 
image. With this addition technique, there will be less distortion of data in the cover 
image as compared to the standard method. Also, as we are using frequency domain 
data of both message and cover image, the robustness and security of the stego 
image are increased. As the secret data is added to the existing cover image data, the 
cover image is required and acts as a key during decryption of the message at the 
receiver side.

Watermark or 
Message Signal

M

Cover Signal
C

Stego Signal
S = C + M

Fig. 15.1 Stegoing 
process [9]
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The proposed method explains both encryption and decryption. The encryption 
side involves taking Haar DWT of the cover image, fusing the message image, and 
taking inverse DWT to get the encrypted image. The decryption side involves taking 
DWT of encrypted image and cover image, decoding, and retrieving the message 
image. As each pixel data of an image is very important in medical applications, a 
lossless approach for steganography is presented here, as all bits of message image 
data are embedded into the cover image. The process is explained stepwise in the 
following subsections.

15.3.1  Encryption

Encryption of message image is done in the following order, as shown in Fig. 15.2.

Haar DWT The image is taken as input to the Verilog module using the $read-
memh() method. To implement Haar DWT, the pixel values are taken four at a time 
at positions (i, j), (i, j + 1), (i + 1, j), and (i + 1, j + 1) where i and j are the row and 
column indices and corresponding transformed pixel values are evaluated. 
Considering the cover image as an m × n image, the A, V, H, and D components (LL, 
LH, HL, HH sub-bands) after Haar DWT will be of (m/2) × (n/2) dimension. The 
fusing technique involves distributing the message image data to all four  components 

2D 
DWT

A
Bit 

grouping 

and 

Fusing 

by LSB 

addition

2D Inverse 
DWT

Message 
image

Fused 
image

H

V

D

D2

V2

H2

A2

2D 
DWT

2D 
DWT

2D 
DWT

Cover 
image

Fig. 15.2 Encryption block diagram
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of the cover image. Hence, for proper fusing, the message image must be less than 
or equal to (m/2) × (n/2) dimension. These A, V, H, and D components of the image 
are obtained by evaluating the pixel values of the image using Eqs. 15.1a, 15.1b, 
15.1c, and 15.1d, where CIi, j represents cover image pixel values at position (i, j). 
Haar DWT is operated on the message image to get transformed domain sub- bands 
A2, V2, H2, and D2.

 
A C C C Ci j i j i j i j i j, , , , , /= + + + +( )+ + + +1 1 1 1 4

 
(15.1a)

 
H C C C Ci j i j i j i j i j, , , , , /= - - + +( )+ + + +1 1 1 1 4

 
(15.1b)

 
V C C C Ci j i j i j i j i j, , , , , /= - + - +( )+ + + +1 1 1 1 4

 
(15.1c)

 
D C C C Ci j i j i j i j i j, , , , , /= + - - +( )+ + + +1 1 1 1 4

 
(15.1d)

Fusing As mentioned earlier, the message image can be a maximum of size 
(m/2) × (n/2) if the cover image has an m × n dimension. The message image has 
(m/2)  ×  (n/2) 8-bit pixel values, and hereafter each of the sub-band will have 
(m/4) × (n/4) 8-bit pixel data. For example, if the cover image has (512 × 512) pix-
els, then the maximum size of the message image can be (256 × 256). And the cor-
responding transform domain sub-bands of the cover image (A, H, V, and D) and 
message image (A2, H2, V2, and D2) will have a size of (256 × 256) and (128 × 128), 
respectively. Now to embed (128  ×  128) message image sub-band data into 
(256 × 256) cover image sub-band, we use LSB addition technique where each 8-bit 
cover image pixel is added with 2 bits of a message image pixel. And hence each of 
the cover image pixels will contain a 2-bit secret data hidden in it. The approxima-
tion component (LL or A) contains the lowest frequency image data, which is highly 
sensed by the human eye. And hence to reduce distortion in the approximation com-
ponent of the cover image (A), it is added with a high-frequency component of 
message image (HH or D2). And correspondingly vertical (V2), horizontal (H2), 
and approximation (A2) components of message image are embedded into horizon-
tal (H), vertical (V), and diagonal (D) components, respectively. The method of 
fusion can be seen using the set of Eqs. 15.2, given below.

 
A A Di j i j i j, , , := + [ ]2 8 7

 
(15.2a)

 
A A Di j i j i j, , , :+ += + [ ]1 1 2 6 5

 
(15.2b)

 
A A Di j i j i j+ += + [ ]1 1 2 4 3, , , :

 
(15.2c)

 
A A Di j i j i j+ + + += + [ ]1 1 1 1 2 2 1, , , :

 
(15.2d)
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H H Vi j i j i j, , , := + [ ]2 8 7

 
(15.2e)

 
H H Vi j i j i j, , , :+ += + [ ]1 1 2 6 5

 
(15.2f)

 
H H Vi j i j i j+ += + [ ]1 1 2 4 3, , , :

 
(15.2g)

 
H H Vi j i j i j+ + + += + [ ]1 1 1 1 2 2 1, , , :

 
(15.2h)

 
V V Hi j i j i j, , , := + [ ]2 8 7

 
(15.2i)

 
V V Hi j i j i j, , , :+ += + [ ]1 1 2 6 5

 
(15.2j)

 
V V Hi j i j i j+ += + [ ]1 1 2 4 3, , , :

 
(15.2k)

 
V V Hi j i j i j+ + + += + [ ]1 1 1 1 2 2 1, , , :

 
(15.2l)

 
D D Ai j i j i j, , , := + [ ]2 8 7

 
(15.2m)

 
D D Ai j i j i j, , , :+ += + [ ]1 1 2 6 5

 
(15.2n)

 
D D Ai j i j i j+ += + [ ]1 1 2 4 3, , , :

 
(15.2o)

 
D D Ai j i j i j+ + + += + [ ]1 1 1 1 2 2 1, , , :

 
(15.2p)

Inverse DWT After fusing hidden data, inverse DWT has to be taken to obtain 
back the encrypted image. The modified A, H, V, and D values at each position are 
evaluated using the set of Eqs. 15.3, to get back the group of 4-pixel values, which 
were used to transform the image.

 
EI A H V Di j i j i j i j i j, , , , ,= - - +

 
(15.3a)

 
EI A H V Di j i j i j i j i j, , , , ,+ = - + -1  

(15.3b)

 
EI A H V Di j i j i j i j i j+ = + - -1, , , , ,  

(15.3c)

 
EI A H V Di j i j i j i j i j+ + = + + +1 1, , , , ,  

(15.3d)

Inverse DWT and DWT operations cancel each other when performed on a 2D 
array. However, it results in a small error if the array is transposed or mirrored 
before DWT operation.
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15.3.2  Decryption

The decryption method of the encrypted image depends on the fusing technique 
used. The block diagram of decryption is shown in Fig. 15.3.

Haar DWT of Encrypted and Cover Image Using the same set of Eqs. (15.1) as 
mentioned in the encryption part, Haar DWT is operated on an encrypted image and 
the cover image. The original cover image must be transformed using Haar DWT, 
which acts as a key for decryption. Let the DWT components of the encrypted 
image be A3, H3, V3, and D3 and that of the original cover image be A, H, V, and D.

Retrieving the Message Image For the addition method, the difference between 
pixel values of transformed, encrypted image and the cover image is taken to get 2 
bits each from each component [22, 23]. The four pairs of 2-bit values from each of 
A, H, V, and D components are combined to get the transform domain sub-bands 

Retrieve 

message image 

components i.e.  

difference 

between the 

components and 

regroup bits  Encrypted 
image 

A3 

H3 

V3 

D3 

2D 
DWT 

A 

H 

V 

D 

2D 
DWT 

Original 
Cover 
image 

2D 
Inverse 
DWT 

Message 
image 

A2 H2 V2 D2 

Fig. 15.3 Decryption block diagram
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(A2, H2, V2, D2) of the message image. The set of Eqs. 15.4, given below, is used 
for the decryption process, from which sub-band components of message image are 
obtained.

   
A D Di j i j i j2 8 7 3, , ,:[ ] = -

 
(15.4a)

 
A D Di j i j i j2 6 5 3 1 1, , ,:[ ] = -+ +  

(15.4b)

 
A D Di j i j i j2 4 3 3 1 1, , ,:[ ] = -+ +  

(15.4c)

 
A D Di j i j i j2 2 1 3 1 1 1 1, , ,:[ ] = -+ + + +  

(15.4d)

 
H V Vi j i j i j2 8 7 3, , ,:[ ] = -

 
(15.4e)

 
H V Vi j i j i j2 6 5 3 1 1, , ,:[ ] = -+ +  

(15.4f)

 
H V Vi j i j i j2 4 3 3 1 1, , ,:[ ] = -+ +  

(15.4g)

 
H V Vi j i j i j2 2 1 3 1 1 1 1, , ,:[ ] = -+ + + +  

(15.4h)

 
V H Hi j i j i j2 8 7 3, , ,:[ ] = -

 
(15.4i)

 
V H Hi j i j i j2 6 5 3 1 1, , ,:[ ] = -+ +  

(15.4j)

 
V H Hi j i j i j2 4 3 3 1 1, , ,:[ ] = -+ +  

(15.4k)

 
V H Hi j i j i j2 2 1 3 1 1 1 1, , ,:[ ] = -+ + + +  

(15.4l)

 
D A Ai j i j i j2 8 7 3, , ,:[ ] = -

 
(15.4m)

 
D A Ai j i j i j2 6 5 3 1 1, , ,:[ ] = -+ +  

(15.4n)

 
D A Ai j i j i j2 4 3 3 1 1, , ,:[ ] = -+ +  

(15.4o)

 
D A Ai j i j i j2 2 1 3 1 1 1 1, , ,:[ ] = -+ + + +  

(15.4p)

The inverse DWT operation is applied by using the set of Eqs. 15.3 to retrieve the 
message image from the obtained frequency domain components (A2, H2, V2, D2).
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15.4  Results Obtained

These results were obtained by simulating the image steganography code written in 
Verilog. Inputs to the Verilog module were hex files having pixel values of different 
images generated using MATLAB. Output pixel values were used in a MATLAB 
code to generate pictures from the pixel values. A gray color map [gray (256)] was 
used while producing images.

Figure 15.4a shows the cover image of size 512 pixels by 512 pixels. Figure 15.4b, 
c shows the message images each of size 256 pixels by 256 pixels. Figure 15.5 
shows the A, H, V, and D components of the cover image after taking Haar 
DWT. Figure 15.6a, b is obtained after fusing the message images 1 and 2, respec-
tively. Figure  15.7a, b is obtained after decryption from Fig.  15.6a, b, 
correspondingly.

There are various evaluation techniques for different steganography types, but 
the main evaluation methods are the PSNR and MSE. Peak signal-to-noise ratio 
(PSNR) is a measure of the difference between the original cover image and the 
Stego image [17]. It can be computed as

 
PSNR MSE ,= ´ ( )10 10

2log /n
 

(15.5)

where n is the maximum possible pixel value (here, for 8 bits it is 28–1 = 255). The 
mean square error (MSE) can be defined as the average square error between the 
cover image and the Stefano image [17]. It can be expressed as

 
MSE , Im , .

m n
=

´
´å å ( ) ( )éë ùû¢

= =1 1 1 2

m n
Im i j i j

i j

–
 

(15.6)

The PSNR and MSE of the images are given in Table 15.1. Along with the test 
images shown above, other test images such as Barbara (512  ×  512) [19], Lena 
(512 × 512) [20], Lena (256 × 256) [20], and House (256 × 256) [21] are evaluated 

Fig. 15.4 (a) Original cover image, statue (512 × 512) [14]; (b) original message image 1, circular 
symbol (256 × 256) [15]; and (c) original message image 2, cameraman (256 × 256) [16]
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with this encryption algorithm, and their performance is tabulated in the table. The 
performance of the conventional LSB replacement technique (message image pixel 
values replace least significant 2 bits in the A, H, V, and D components of the Haar 
wavelet transformed cover image) for the same test images is also tabulated for 
comparison. It is observed that the modified LSB technique applied to the trans-
formed message image shows about 5 dB increment in the PSNR value as compared 
to the LSB replacement technique having the same capacity.

In the analysis of the proposed steganographic method, the effect of the channel 
noise is not considered. This is because the transmission of the stego image is 
assumed to be done through a reliable digital link. The effect of noise (if any) will 
be there on the message image. The various noises affecting the image can be mod-
eled mathematically, and on the receiving side, steganalysis methods must be able 
to differentiate the message and naturally occurring noise. Therefore, the analysis of 

Fig. 15.5 (From top – left to right) A, H, V, and D components of the cover image (enhanced for 
visibility)
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different sources of noise and filtering methods must be applied such that the mes-
sage signal inside the stego signal is not affected.

15.5  Future Scope

Future work in this domain can be focused on extending this algorithm to three- 
band RGB images and video data. A single-colored image can contain three hidden 
message images (grayscale) of the resolution mentioned in the proposed algorithm 
where each channel (R, G, and B) contains a message image. The whole encryption 
process can be improved by adding a key or using other standard encryption 

Fig. 15.6 (a) Encrypted image using message image 1 and (b) encrypted image using mes-
sage image 2

Fig. 15.7 (a) Retrieved message image 1 and (b) retrieved message image 2

15 Implementation of Image Encryption by Steganography Using Discrete Wavelet…
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methods before fusing the message image with the transformed cover image. The 
key can be used to encrypt the message image before fusing or to determine the 
order in which the message image data is fused, for example, a key can determine 
the position in which the message image pixel should get fused. An automated 
script can be used to select either the cover image of which the source is restricted 
to the public or a reasonably old message image (not relevant anymore) to be used 
as a cover image. Along with images, the transfer of data in terms of the video also 
plays a very important role in the process of medical research. Therefore, there is a 
requirement of faster and secure hardware solution which can process and encrypt 
videographic data. Medical image data is very sensitive, and each pixel data holds 
highly valuable information. Hence, future research works in this domain must 
focus on lossless encryption techniques that can be used in medical applications.

The main challenge in constructing a steganographic system is to uphold a fair 
tradeoff among robustness, safety, and imperceptibility in addition to higher bit 
embedding rate [24, 25]. Multiple image modalities and video analysis pose prob-
lems in healthcare applications that need research [26–31]. The policy to pick dif-
ferent cover media aimed at different purposes and situations with a few 
contemporary steganalysis systems relying on metaheuristics and the Cloud 
[32–35].

15.6  Conclusion

In this text, a lossless image steganography algorithm based on the Haar wavelet 
transform has been presented. A modified version of a 2-bit LSB technique is used 
in the encryption algorithm. From the obtained results, it is clear that the encrypted 
image (fused cover image) is visually similar to the original cover image while 
maintaining a relatively high PSNR of about 37 dB. The stego image formed after 
encryption has the same size as that of the cover image, with 25% of its content 
representing the message image embedded in it. The algorithm requires the original 
cover image as a key during decryption. Henceforth, this approach, along with the 
traditional image encryption techniques, proves to be useful in increasing the secu-
rity of data.
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Chapter 16
Nondestructive Diagnosis and Analysis 
of Computed Microtomography Images via 
Texture Descriptors

Sandro R. Fernandes , Joaquim T. de Assis , Vania Vieira Estrela , 
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16.1  Introduction

The low spatial resolution of a typical medical computed tomography (CT), which 
is of the order of 100 μm, does not allow accurate analysis of reservoir rocks and 
other types of structural investigations for other knowledge areas. X-ray computed 
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microtomography (μCT), which was initially implemented to study sedimentary 
rocks, can solve this caveat [1–3].

X-ray μCT is a nondestructive technique, used to inspect of cross sections of a 
particular material, through a set of projections of the plane, possessing the same 
physical principle of CT [2]. The difference is the length of the focus of the X-ray 
tube, which has the order (magnitude) of micrometers. The operating principle of a 
μCT consists of a system containing both the detector and the radiation source fixed. 
The object is rotated between them, as can be seen in Fig. 16.1.

The μCT non-destructible nature assists archaeological and paleontological anal-
yses of objects [4–6]. Noninvasive inspection is essential for the preservation of the 
physical integrity of ancient samples from museums. Archaeological findings 
require detailed characterization of species, along with the generation of 3D images. 
Digitalized versions of museum collection items require a suitable image represen-
tation that allows investigating an object from different viewpoints with details 
unavailable to the bare eye.

In μCT applications in the biological area, as in the study of fractures, quantita-
tive analyses were essential for the comparative study of the two groups studied, 
besides providing a visualization of bone microstructure, which allowed a visual 
comparison between the groups [7–9].

Results obtained in the study of dental crowns demonstrate that the μCT is ben-
eficial in dental investigations, e.g., in the calculation of spacing, both with the use 
of 2D views and in a 3D image [10, 11]. Such a state of things happens because μCT 
has a focus size in the order of micrometers, which delivers a higher resolution 
power, besides giving other quantitative analysis tools that allow us to have a more 
overview. Besides, 3D imaging helped visualize spacings/gaps between structures 
and allowed a visual comparison of the groups.

Fig. 16.1 Microtomography of a tooth
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The μCT usage as a non-destructible testing technique:

 1. Does not entail prior preparation of the specimen
 2. Provides high-resolution visualizations of microstructures from 2D and 

3D images
 3. Outputs a colossal variety of quantitative parameters useful in the study and 

characterization of structures and materials
 4. Enables comparative studies

In the process of image acquisition and reconstruction using μCT, loss of quality 
is possible. Computed microtomography (μCT) devices offer the user a choice of 
configurations, such as voltage (measured in kV) and current (expressed in μA). The 
two images from Fig. 16.3 resulted from varying the microtomography configura-
tions for the same acrylic object. The equipment was the SkyScan 1174 Compact 
Micro-CT from Fig. 16.2 [12–15].

When analyzing μCT images, it appears that their quality is related to the accu-
racy of the reproduction of these images and the configuration of the equipment. 
The Kilovoltage (kV), milliamperage (mA), and exposure time (expressed in sec-
onds) are the so-called exposure factors. These factors control, respectively, the 
contrast, density, and sharpness of an image. These variations affect image quality 
and may produce different results than expected (Fig. 16.3).

In this study, a methodology for analyzing μCT images was developed. This 
methodology allows an assessment of the images in a way that advises which con-
figuration of the exposure factors used in the μCT equipment produced the best 
outcomes.

Section 16.2 describes the methodology. Results appear in Sect. 16.3. Finally, 
Sects. 16.4 and 16.5 allude, respectively, to discussions and conclusions.

Fig. 16.2 Microtomograph SkyScan 1174 from the Instituto Politecnico do Rio de Janeiro 
(IPRJ/UERJ)
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16.2  Methodology

Even though there is no formal definition of texture [14–18], this descriptor pro-
vides measurements of image properties such as smoothness, roughness, and regu-
larity. One of the most straightforward approaches to describing textures is through 
the moments of the gray level histogram of an image or a region. These texture 
measures have the limitation of not carrying information about the relative position 
of the pixels concerning each other. One way to bring this information to the texture 
analysis process is to consider not only the intensity distribution but also the pixel 
positions with equal or similar intensity values.

To address this limitation, novel ways of approaching the extraction of character-
istics are being proposed. Predominantly, three image classification approaches 
describe textures: statistical strategies, structural methodologies, and spectral 
schemes [14–18]. As the statistical approach leads to the characterization of textures 
like smooth, rough, granular, and so on, it became the initial choice for this investi-
gation. Textures not displaying reasonable regularity can also benefit from this 
approach.

One of the most used statistical methods for the analysis of textures is the matrix 
of co-occurrence of the gray levels (C) of an image [19]. Each entry of C represents 
the frequency with which a gray level pixel X and another gray level Y occur in the 
image, separated by a distance of dx rows and dy columns, or, equivalently, d = (dx, 
dy). Given that, the distribution of the gray pixel levels can be described by second- 
order statistics as the probability that two pixels will have a specific gray level hap-
pening with a particular spatial relationship.

This statistical approach builds on the assumption that information about the 
image texture occurs in the average or global spatial distribution ratio of the gray 
levels in the image [10]. Textural information can be specified using spatial 

Fig. 16.3 Images obtained with variations of (a) 40 kV and 800 μA and (b) 50 kV and 800 μA
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dependency matrices of the gray levels computed at various angles (0°, 45°, 90°, 
and 135°) and distances between pixels (Fig. 16.4). In this study, we used the 135° 
angle and the 1-pixel distance. Then, the matrix is   normalized, where normalization 
constants are defined for each angle covered. In this way, this matrix (baptized the 
co- occurrence matrix) can help various second-order statistical calculations, as in 
the case of feature extraction [8]. Five characteristics, from a set of 14 statistical 
measures [6], were chosen for this study as follows:

Maximum Probability (Pmax): The maximum value found in the co-occurrence 
matrix C whose entries are cij given by

 
P cijmax = ( )max

 
(16.1)

Difference Moment (D): It has a relatively low value when the values   of the co- 
occurrence matrix (C) are close to the main diagonal, due to the differences (ij) 
being smaller in this region.

 
D i j c

i j
ij= ∑∑ −( )2 .

 
(16.2)

Inverse Difference Moment (ID): It has the opposite effect of a different moment. 
For i ≠ j, it amounts to

 

ID .= ∑∑
−( )i j

ijc

i j
2

 

(16.3)

Entropy (H): The entropy or degree of dispersion of gray levels expresses the 
disorder contained in the image texture.

 
H c c

i j
ij ij= −∑∑ log .

 
(16.4)

Uniformity or Energy (E): It expresses the uniformity of the texture of an image 
according to

 
E c

i j
ij= ∑∑ 2 .

 
(16.5)
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Fig. 16.4 Co-occurrence 
matrix angles
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The analyses made with different materials served to address the different configu-
rations needed on the tomograph and their respective effects on the results in the 
images. Figure 16.5 illustrates the flowchart of the methodology used in this work.

First, texture descriptors are extracted from each of the original test images: 
maximum probability, the difference moment, inverse difference moment, entropy, 
and uniformity. Then, degradations were applied to the ground truth images. For 
this test, the degradation applied was a Poisson noise. After using the degradation, 
the texture descriptors are extracted again for quantitative comparison with the orig-
inal texture descriptors.

To validate the methodology, an experiment was carried out with 186 images 
obtained by the microtomography of the different materials mentioned and varied 
configurations. Figure 16.6 shows an example of each group of samples with and 
without noise.

16.3  Experimental Results

The following groups of materials were scanned: bone structure (corresponding to 
an amphibian in the family Leptodactylidae), concrete, and polymers (acrylic and 
polypropylene) [14, 15, 18].

The graphs shown below show the results of the texture descriptors found for the 
original images and the degraded images. In all figures, the images comply with the 
following arrangement:

 (a) Images 1 to 65 are concrete samples.
 (b) Images 66 to 146 are samples of polymers.
 (c) Images 147 through 166 are samples of bone structure.
 (d) Images 167 through 186 are samples of polymers.

The graph showing the values found for the maximum probability descriptor 
appears in Fig. 16.7.

Fig. 16.5 Flowchart of the methodology used
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Fig. 16.6 The original sample images (above) and the images degraded with Poisson noise 
(below) with SNR = 30 dB
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Fig. 16.8 Difference moment texture descriptor, before and after degradation

The graph, which shows the probability values found for the descriptor of the 
difference moment, can be seen in Fig. 16.8.

The graph, which shows the values found for the descriptor of the inverse differ-
ence, can be seen in Fig. 16.9.

The graph, which shows the values found for the entropy descriptor, can be seen 
in Fig. 16.10.

The graph, which shows the values found for the uniformity descriptor, can be 
seen in Fig. 16.11.

The texture descriptors used, shown in the graphs above, had a similar behavior 
for the test images, even though they were different materials. The values found for 
the descriptors appear in the graphs above. These handpicked features show the fol-
lowing behavior:

 1. The maximum probability descriptor was higher for the non-degraded images.
 2. The difference moment descriptor was lower for non-degraded images.
 3. The descriptor of the inverse difference moment has lower values for the non- 

degraded images.
 4. The entropy descriptor has lower values for non-degraded images.
 5. The uniformity descriptor had higher values for non-degraded images.

The purpose of using different characteristics of materials in the same analysis as 
the texture descriptors is to portray different contents/properties within the same 
object. Therefore, the results for the different subjects are presented together.

S. R. Fernandes et al.
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Fig. 16.9 Inverse difference moment texture descriptor, before and after degradation
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16.4  Discussion and Future Work

X-ray microtomography enables new discernments about high-resolution imaging 
for several kinds of porous media investigations, geometric features, and elements 
present in samples. Pore space studies concerning functional properties customarily 
necessitate the segmentation of image areas into different classes utilizing the 
brightness information. Image segmentation is a nontrivial task with an intense 
impact on all the next image-processing stages. This work focuses on the calcula-
tion of handcrafted texture descriptors with noiseless images and pictures contain-
ing moderate Poisson noise (SNR = 30 dB). Frequently, the major origin for poor 
segmentation outcomes is image blur. Other raw data caveats are noise, ring arti-
facts, and image brightness variations, in which image enhancement methods can 
mitigate.

An aspect that calls for investigating the effect of increasing the number of fea-
tures (Haralick et  al.) had 14 types of moments [16]. The authors intend to run 
experiments analyzing different types of quality metrics, e.g., misclassification 
error, precision, recall, F-measure, volume fraction, area under the curve (AUC), 
specific interfacial area, and connectivity measures, to name a few. Image pre- 
processing segmentation before classification can contribute to more precise results 
that can be assessed with the performance metrics from the previous sentence.

The performance of different segmentation methods relying on different feature 
vectors can point toward the best strategy to recover the morphological properties of 
the object in real-life conditions.
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The authors would also like to investigate how to integrate deep and handcrafted 
features in a way that improves the classification results without a heavy computa-
tional load [20].

It is important to point out that X-ray motion analysis helps to track the displace-
ment of objects via X-rays. This type of study requires placing the subject to be 
scrutinized in the center of the X-ray beam to record its motion with a high-speed 
camera together with an image intensifier. Such an arrangement allows for high- 
quality videos with a high amount of frames per second. Depending on the μCT 
settings, it is possible to envisage specific specimen structures, e.g., bones or carti-
lage. X-ray motion analysis can examine gait, probe joint movements, or document 
the movement of bones concealed by soft tissue. These experiments can offer cues 
on the capability to quantity skeletal motions, which is crucial to understand verte-
brate biomechanics, energetics, and motor control. These videos can capture 3D 
images directly or infer the 3D geometry from 2D frames [21–28].

Finally, metaheuristics can help to speed up the optimization processes since 
hard computing can be computationally cumbersome [29, 30].

16.5  Conclusion

The main objective of this study was to present a methodology for analyzing 
microtomography images using texture descriptors. Texture descriptors can be 
arranged in a feature vector whose entries have properties that serve to recognize 
patterns in different imaging modalities. Standards can be considered quality char-
acteristics in images. Therefore, the use of texture descriptors to analyze images, in 
this case, μCT imageries, is feasible.

It is not presented in this study, but this methodology was used to analyze image 
enhancement techniques, demonstrating positive results in the three-dimensional 
reconstruction of μCT images. Images in which the enhancement techniques were 
applied (brightness, saturation, histogram equalization, and the median filter) had 
an increase in the value of the maximum probability and uniformity descriptors and 
a decrease in the value of the descriptors of the difference moment, inverse differ-
ence moment, and entropy.

The texture descriptors allow the characterization of microtomographic images 
aiming at their quality. Texture descriptors have already been used for the character-
ization of mammograms showing calcifications. The application of the methodol-
ogy used in this study can achieve more accurate outcomes since the enhancement 
techniques applied to the images resulted in better visualizations.
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