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Foreword

It is with great satisfaction that I write this foreword to the book, Proceedings of the
5th Brazilian Technology Symposium (BTSym’19), held at the Mackenzie
Presbyterian University, SP, Brazil, in October 2019. This event is in its fifth
edition and has consolidated to become an excellent opportunity for researchers,
teachers, and students to present and discuss the results of their research works.

The 2019 edition of BTSym is characterized by the broad scope of exposed
areas, with papers dealing with current and important topics for Brazilian and world
technological development, including subjects related to the various branches of
human, engineering, smart and sustainable future of cities, architecture, biomedical
and computer science.

Events such as BTSym are an essential part of the research and innovation
process. Firstly, these events contribute to the promotion of research activities,
which are key to a country’s technological development. The dissemination of
research results, as promoted by BTSym, contributions to the transformation of
research findings into technological innovation. In addition, these events facilitate
the sharing of findings, eventually leading to the formation of research networks,
which accelerate the achievement of new results.

Therefore, I congratulate the BTSym General Chair, Prof. Dr. Yuzo Iano, and his
group of collaborators for the important initiative of organizing the BTSym 2019
and for providing the opportunity for authors to present their work to a wide
audience through this publication.

Finally, I congratulate the authors for the high-quality research papers and sci-
entific experiments presented in this proceedings.

Best wishes,
Ana Carolina Borges Monteiro

Researcher and Associate-Editor
University of Campinas

Campinas, Brazil
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Preface

This book contains the Proceedings of the 5th Brazilian Technology Symposium,
an event held in Campinas, SP, Brazil, in October 2019. This book was divided into
two parts: the first part on Emerging Trends in Systems Engineering and
Telecommunications and the second part on Emerging Trends in Industry 4.0,
Smart and Sustainable Future of Cities.

The Brazilian Technology Symposium is an excellent forum for presentations
and discussions of the latest results of projects and development research, in several
areas of knowledge, in scientific and technological scope, including smart designs,
sustainability, inclusion, future technologies, architecture and urbanism, computer
science, information science, industrial design, aerospace engineering, agricultural
engineering, biomedical engineering, civil engineering, control, and automation
engineering, production engineering, electrical engineering, mechanical engineer-
ing, naval and oceanic engineering, nuclear engineering, chemical engineering,
probability, and statistics.

This event seeks to bring together researchers, students, and professionals from
the industrial and academic sectors, seeking to create and/or strengthen the linkages
between issues of joint interest. Participants were invited to submit research papers
with methodologies and results achieved in scientific-level research projects,
completion of course work for graduation, dissertations, and theses.

The 60 full chapters accepted for this book were selected from 210 submissions,
and in each case, the authors were shepherded by an experienced researcher, with a
rigorous peer review process. Among the main topics covered in this book, we can
highlight natural language processing, artificial neural network, physical ergo-
nomics, blockchain, communication technologies, Industry 4.0, computational
intelligence, fuzzy logic, mentoring process, molecular interactions, fermentation
process, simulation, digital image processing, pattern recognition, machine learn-
ing, magnetic field visualization, frameworks developments, physiological param-
eters applications, computational vision, data science, spatial-temporal parameters,
measuring system, sensory analysis, precision agriculture, electrocardiogram,
autonomic nervous system, content analysis, statistical process control, measure-
ment uncertainty, model predictive control, IoE, IoT, smart cities, electrical
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installations, photocatalysis, X-ray, lexical tone, industrial environment, worksta-
tions, sensors, autonomous cars, PCB, data privacy, fluid dynamics, HPV, quantum
computing, and much more.

We hope you enjoy and take advantage of this book and feel motivated to submit
your papers in the future to Brazilian Technology Symposium.

Campinas, Brazil Best wishes,
Reinaldo Padilha França

Proceedings Chair of Brazilian
Technology Symposium
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HoG Multi-face Detection

Leandro Duarte and Cláriton Bernadelli

Abstract Human face detection is important in many applications, such as human–
machine interface, automatic surveillance, and facial recognition. This work exposes
a solid and general face detection system capable of detecting multiple faces in the
same image, even in low light situations and chaotic backgrounds. The detection
system uses a representation of the Gaussian pyramid and evaluates it in all scales the
existence of faces usingdescriptors ofHoGcharacteristics and linear classifiers SVM.
The system shows that the gradient distribution in the face contours is sufficiently
discriminative to distinguish faces and non-faces and the use of cascade detectors
improves overall system performance by decreasing the number of false positives.
Employing experimental tests, the methodology was applied to facial and non-facial
test images, allowing the evaluation of the effectiveness of the face detection system
and the influence of adjustable parameters on the accuracy and performance of the
system.

Keywords Face detection · HoG · Image processing · SVM

1 Introduction

The detection of human faces in generic images is a great challenge. The variability
of facial features requires a reinforced set of attributes to clearly describe the shape
of the human face, especially in situations of variable or precarious lighting and
chaotic backgrounds. The faces have a wide range of aspects, colors, textures, and
many other intrapersonal characteristics, yet their contours are similar and can be
sufficiently discriminative to distinguish faces from non-faces, as evidenced by [1].
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Fig. 1 Example detection: Left image without suppression of multiple detections and the right
image with suppression of multiple detections

The face detection algorithms that use the characteristic descriptor histogram of
oriented gradients (HoG) and the linear classifier support vector machine (SVM)
proved to be effective and generalist, as they focus on the contours of the face within
the image. The HoG characteristic descriptor does not directly detect the contours
of the face, but the normal vector of the hyperplane obtained in the training phase
of the SVM puts great weights on the characteristics of the contours of the face [2,
3]. For the face detection system to detect faces of varying sizes and anywhere in
an image, a Gaussian pyramid representation is adopted in order to make the system
invariant to scale [4]. A sliding window selects each portion of the pyramid images
to check for the presence or not of a face [3].

It is common during the detection process that a face is detected several times
in the same image, as shown in the overlays in Fig. 1. It is also common that there
are false positives during detection. This work uses a methodology of suppression
of multiple detections based on the proximity of the centroids of the detections, in
addition to using a second set HoG and SVM cascade. The first classifier has a lower
computational cost and performs its inferences from a reduced set of HoG charac-
teristics, searching for possible faces in the image. The second classifier, possessing
a more robust set of HoG characteristics, performs an empirically more assertive
inference on the possible faces, indicated in the first classifier.

2 Method Summary

The basic idea for using the HoG characteristic descriptor and the SVM linear clas-
sifier is that the overall appearance of the faces and their shape can be characterized
by the distribution of gradients and directions of the edges [3, 5].
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Fig. 2 Representation of the magnitude and direction of the gradient of an image cell. The
highlighted rectangle delimits the region of the test image

The practical implementation is done by dividing the image contained in the
region delimited by the sliding window into small spatial regions called cells. For
each of the cells, a 1-D histogram is created that discriminates through the gradients
of magnitude and direction the orientation of the edges in that cell [6], as shown in
Fig. 2.

The contrast of the local histograms is normalized to make the representation
less susceptible to variations in lighting and shading. This is done by normalizing
the histograms of each cell in a larger spatial region, called a block. These normal-
ized blocks are called histogram of oriented gradients descriptors (HoG). When
these descriptors are combined with an SVM classifier, it is possible to perform the
detection of frontal faces in generic images [7].

2.1 Invariant Representation at Scale

The Gaussian pyramid is shown in Fig. 3 allows the face detection system to become
invariant to scale. In the pyramid, subsequent images are weighted and reduced using
a Gaussian average. Each pixel is formed by a local average that corresponds to a
neighborhood of pixels at a lower level of the pyramid. In [4], Burt and Andelson
proposed a pyramidal structure in which the analysis operators are composed of two
stages. The first stage corresponds to the low-pass filtration, using a 5× 5 size kernel
with a format like that of the probability Gaussian distribution, in order to eliminate
high frequency. The second stage is sampling with bilinear interpolation.
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Fig. 3 Representation of the Gaussian pyramid where subsequent images are weighted using a
Gaussian average and reduced

2.2 Computation of Gradients

The gradient of an image represents the directional change in the intensity of the
pixels, Fig. 4. At each point of the image, there is a 2D vector with the components
given by the derivatives in the horizontal and vertical directions. The direction of
the resulting vector points to the direction of increased intensity, while its module
shows the magnitude of the intensity change in this direction. Thus, the gradient of
an image is the vector of its partial directional derivatives [6], as shown in Eqs. 1 and
2. The direction and magnitude gradient can be calculated as shown in Eqs. 3 and 4.

δ f

δx
=

−1
0

+1
∗ A (1)

δ f

δy
= [−1 0 +1

] ∗ A (2)

θ = tan−1 gy
gx

(3)

|∇ f (x, y)| =
√
g2x + g2y (4)
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Fig. 4 Weighted voting of magnitude and direction gradients of a cell over an unsigned histogram

2.3 Creation of Histograms

Gradient intensities should be locally normalized to improve descriptor invariability
to changes in illumination and contrast. This normalization requires the grouping
of cells into larger and spatially connected blocks. The HoG descriptor is then the
concatenated vector of the histogram components [1, 2].

This work explores four different methods for the normalization of blocks as
described in (5)–(8).

L2 − norm : f = u
√

‖u‖22 + e2
(5)

L2 − hyst: f :norm L2 (6)

L1 − norm : f = u

‖u‖1 + e
(7)

L1 − sqrt : f =
√

u

‖u‖1 + e2
(8)

where: u is the non-normalized vector that contains the histograms of a given block,
uk is its K-norm and is a small constant in order to avoid numerical errors.
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2.4 Support Vector Machine

The support vector machine (SVM) is supervised learning models that analyze data
for classification [7, 8]. Given a set of labeled training {xi , yi }, i = 1, . . . , N , yi ∈
{+1,−1}, xi ∈ R

d , a linear SVM seeks to find an ideal hyperplane wT x + b = 0
that creates a maximum geometric margin γ :

γ = 1

‖〈w〉‖2 = 1

〈w.w〉 (9)

where 〈.〉 is the internal product between two vectors.
If the training samples are linearly separable the problem of SVM optimization

can be formulated as minw,b〈w.w〉, subject to yi (〈w.xi 〉 + b) ≥ 1, i = 1, . . . , N .
If the training samples have noise or outliers, they may not be linearly separable.
To tolerate noise and outliers, the adjustment variables ξi are introduced, and the
corresponding soft margin of the SVM becomes min2w,b〈w.w〉+C

∑N
i=1 ξ 2

i , subject
to yi (〈w.xi 〉 + b) ≥ 1− ξi , i = 1, . . . , N . Where C is a free parameter determined
by a separate validation set or by a cross-validation technique.

2.5 Suppression of Multiple Detections

Multiple detections of the same face are inevitable when using the sliding window
method [9]. In fact, it is expected and desired that a true face has several detections
because it indicates a greater probability of the existence of a face in that region.
However, it is necessary to suppress multiple detections. Suppression can be based
on the Euclidean distance of the detection’s centers, in the dimensions of the box
delimitating the detection and probability indicated by the SVM [2, 9].

Each detection creates a structure that contains the position, dimension, and prob-
ability of the inferred window, using this information to create collations that gather
all detections, whose detection boxes are overlapped. The number of collations is
the number of faces in the image. To determine the position and dimensions of the
detection box, that is, the region of the image that contains the face, the weighted
average of the parameters of all overlapping detections are performed, as shown
(10)–(14).

xi =
∑N

k=1 xk .pk∑N
k=1 pk

(10)

yi =
∑N

k=1 yk .pk∑N
k=1 pk

(11)
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wi =
∑N

k=1 wk .pk
∑N

k=1 pk
(12)

hi =
∑N

k=1 hk .pk∑N
k=1 pk

(13)

pi =
∑N

k=1 pk
N

(14)

where (xi , yi ) are the coordinates resulting from the center of the i-th grouping,
(wi , hi ) are the width and height of the detection box of the i-th grouping and pi is
the average probability of i- the group is a face.

3 Methodology and Image Database

The main proposal of this work is to show that the adoption of cascade detectors
increases the performance of the detection system in relation to the computational
cost while maintaining the efficiency and robustness of detection. In this scenario,
two cascading detectors are proposed, as shown in Fig. 5. The first of them with
a lower computational cost search for regions in the image that may contain faces.
The second detector, cascading with the first, will analyze only the faces previously
detected.

3.1 Training Database

To train SVMclassifiers,we used theHoG features of 2432 front face images from the
Yale Database Face B (cropped) database [10]. In addition, 500 non-faces images
are used from the USCD Campus Images stock which, after cropping, total 2500

Fig. 5 Scheme implementation of cascading detectors
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Table 1 Training and evaluation image database

Image database Images number

Yale Face Database B(cropped) 2432

Yale Face Database B(original) 5600

USCD Campus Images 500

Table 2 HoG features extractor’s attributes

Attributes HoG1 HoG2

Pixels per cell 16 8

Cells per block 2 4

Histogram channels (bins) 9 9

Direction gradient (0° to 180°) (0° to 180°)

Normalization L2-norm L2-norm

Table 3 SVM classifier attributes

Attributes SVM1 SVM2

HoG face samples 1216 1216

HoG non-face samples 1250 1250

C 1 1

Kernel Linear Linear

images. For the performance appraisal process, a set of 5600 images from the Yale
Face Database B (original) image database were used as shown in Table 1.

In the first stage of training, two training sets were created, one for each detector.
Each set has 1216 face samples and 1250 non-face samples. Each sample from both
sets goes through the HoG feature extraction process, and each set has a different
feature extractor according to Table 2.

Thus, the result of the first step is two HoG feature training sets, each with
2466 samples. These sets are separated into two parts, the first consisting of 90%
of the samples that are used to update the hyperplane with the SVM algorithm
and the second part consisting of the other 10% of the samples used to test model
convergence. The summary of SVM classifiers is presented in Table 3.

3.2 Cascade Detectors

The parameters chosen to create the HoG feature extractor are based on the work of
Dalal and Triggs [2] and the system performance itself.
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The flow of execution of the proposed methodology, shown in Fig. 5, can be
presented as follows: Any image of any size is received by the face detection system.
Then, its Gaussian pyramid is built. A fixed-size sliding window runs through all
the images in the pyramid. The region delimited by the window is submitted to the
lowest computational cost HoG 1 descriptor. The feature vector from this feature
extraction is subject to classification by SVM 1. If this region is labeled as a face,
a similar process is performed again by extracting a new feature set by the HoG 2
extractor which has a higher computational cost, and again, this new feature set is
submitted to the second classifier, SVM 2.

All windows that pass through the two detectors are considered faces and
undergo the multi-detection suppression process where repeated face detections are
eliminated.

4 Implementation and Performance

This section presents the details of the implementation and the systematic study of
the effects of the various possible detector configurations. Several studies discuss
the best settings for the HoG characteristic descriptor and for the SVM classifier
[2, 7, 8]. Therefore, this work focuses mainly on the specific characteristics of the
detection system and how they influence the detector result.

Figure 6a shows the sensitivity of the system to change in the number of orientation
channels (bins), while Fig. 6b shows the influence of the kernel on the SVMclassifier.

For purposes of comparison between the various system configurations possible
will be used as a metric the wrong detection (ratio sum of false positives and false
negativeswith the total number of images of faces and not faces) and correct detection

Fig. 6 System sensitivity a Number of orientation bins b SVM kernel
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Fig. 7 System sensitivity a Cascade detector, b pyramid scale reduction

(ratio sum of detections positive and correct negatives with the total number of face
and non-face images).

4.1 Image Pyramid Scale Reduction

The system proved to be very sensitive to the step of reducing the scale of the image
pyramid. When the reduction step is very large, the scale invariability is reduced,
that is, the image pyramid will have fewer layers and it may happen that some faces
do not find a sliding window that fits.

In contrast, a very small detection step creates excessive layers, increasing the
computational cost of the system. Figure 7a shows that for the reduction steps 10,
20, and 40%, there is no significant difference in performance. However, when
contrasting with a reduction of 50% or more, among the layers of the pyramid,
the performance losses proved significant.

4.2 Cascade Detector

To make the system more immune to the presence of false positives, this work
proposes the implementation of a second HoG descriptor and SVM classifier set
that reinforces or discards detections made by the first detector. The deployment of
this second cascade detector is justified by reducing more than half of the wrong
detections or by improving the correct detection compared to the single detector
system, as shown in Fig. 7b.
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5 Conclusions

The human face detection system using two cascade detectors, HoG feature puller,
and SVM classifier presented and analyzed for their performance in this work proved
to be viable, robust, and reliable. The simple methodology enables other applications
to use this method as a step-in larger system or in embedded systems for a wide range
of applications. Evenwith the current trend of using deep learningmethods for object
classification in general, the method presented here is still viable mainly when the
number of training samples is small.
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Glasses with Artificial Vision for Reading
Texts

Ernesto Chalaco , David Basantes , Juan Carlos Molina ,
and Gustavo Caiza

Abstract Glasses with artificial vision for reading texts allow people with visual
disabilities to perform much better activities in this society, accessing all kinds of
written information and obtaining an adequate inclusion in the daily activities and
the education. Glasses are equipped with an embedded system, with the software of
text recognition and audio playback. This prototype uses a word recognition system
with a Pi Cam that distinguishes the word electronically by means of a simple board
computer, Raspberry Pi 3B+ and emits the sound of the word to headphones. Audio-
assisted text readingglasseswere designed tobe a support tool for non-sightedpeople,
and it is a low-cost device with easy functionality, which allows independence in the
user. The performance tests for the validation of the prototype were carried out with
different sizes and font letters; in addition, it was obtained that font sizes higher than
16 and print letters must be used.

Keywords Artificial vision · Glasses · Visual disabilities

1 Introduction

According to the data of the World Health Organization refers to visual impairment,
the estimated number of people living with a type of visual impairment globally is
approximately 1.3 billion, out of these people, 217 million have moderate to severe
visual problems, and 36 million are blind. Most people with poor vision are over
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50 years old [1], the main causes of chronic eye diseases that provoke vision loss are
refractive errors and cataracts that did not undergo surgery.

In Ecuador, the National Council for Equality of Disabilities (CONADIS) iden-
tifies 461.687 people with some type of disability registered until May 2019, from
which 11.81% have visual impairment [2]. Braille code is a primary system for non-
sighted who read and write using the sense of touch. The lack of braille text for
studying and training and the high costs involved have been a limiting factor so that
non-sighted can study.

With figures set out and based on the words of Professor Stephen W. Hawking,
“disability should not be an obstacle to success” taken from [3], and several commer-
cial devices have been developed such as IrisVision [4], eSight [5], OrCam [6], which
are intended for people who are blind or visually impaired, based on artificial vision
and which perform reading processes and other functions depending on the manu-
facturer. The international price of these devices ranges from $3,000 to $6,000 in
2019 based on [4–6], being expensive and difficult to buy for visually impaired
Ecuadorians.

Currently, an artificial vision has had a great impact and development. Detection
of objects can be found in industrial manufacturing processes, applications in the
social field as is the case of visually impaired people, artificial vision allows them
to have a hearing vision of their environment or text they want to know [7]. Based
on the high number of visually impaired Ecuadorians, the high prices of commercial
devices, low-cost glasses supported with artificial vision for text reading and audio
are developed.

The article has been organized as follows; Sect. 2 describes the elements used for
the prototype, Sect. 3 shows the design stages and their operation, Sect. 4 presents
the system evaluation and validation results, and Sect. 5 shows the conclusions of
the article.

2 Materials and Methods

2.1 Visual Impairment

Visual impairment is the difficulty related to a reduction or loss of visual functions
and the barriers present in the environment in which the person is involved. Some
barriers that can be cited are absence of auditory signals in replacement of visual
information, as is the case of sound emitted by a pedestrian traffic light to alert that the
pedestrian can cross; absence of braille literature in libraries, if a visually impaired
person attends a library for information and does not find adapted texts there, this
person will not have any chance to integrate in the society; difficulties in accessing
alternative writing systems [8], such as audiobooks, which are mostly purchased
electronically and prior to payment.



Glasses with Artificial Vision for Reading Texts 17

2.2 Raspberry Pi Camera

Raspberry Pi Camera Module is also known as raspicam [9], which is a camera
that connects in the CSI port of the SBC, as its main features are a resolution of 8
megapixels and the ability to take video at 1080p (pixels) and 30 fps (frames per
second), 720p and 60 fps or 640 × 480p and 60 or 90 fp [9]. Its small size allows
it to occupy little space in a case that protects it, and the junction between the port
and the camera is flexible, allowing it to be placed in almost any position, giving it
the opportunity to be placed on the rod of glasses [10]. RPi UPS powerpack is a card
makes it easy and safe to efficiently and safely obtain the right voltage and current
for the system operation. It is an expansion card that has two slots to place up to
two lipo batteries with a maximum of 5 V, and this module provides from 3.7 V to
3800 mA power supply with a maximum rated output current of 2A [11, 12].

3 Implementation

The implementation of glasses that allows the reading of a text is created with the
aim that visually impaired people can access texts more easily by using the auditory
sense, in this way the contents do not necessarily must be translated into the Braille
system, which facilitates learning. The construction and design of the prototype are
shown in Fig. 1.

Fig. 1 General component diagram, adapted from [11]



18 E. Chalaco et al.

3.1 System Stages

To obtain the best results in the machine vision system, it is necessary to install some
important libraries, these are

GaussianBlur. This function allows blurring the image in addition to eliminating
high-frequency noises in each pixel. The Kernel number is specified as positive and
odd from 0, considered in width and height, by increasing this value also increases
the blur proportionally [13].

Numpy. This library is necessary to make the arrangements for the recognition of
an image by means of a specific color. For this reason, it has the function cv2.
COLOR_BGR2HSV, which uses the hue, saturation, value (HSV) method, the hue
or tone ranges from 0 to 179, the saturation from 0 to 255 and the value of brightness
from 0 to 255, with this range of values, the color that is wanted to identify in
the image is obtained. The data were obtained and analyzed for the low and high
shades of green color, and these variables are stored to have a color mask that allows
establishing the appropriate range that detects the color efficiently [14].

Canny. The Canny function performs a process divided into three specific parts:
First edge detection is performed by Sobel, which consists of calculating the first
derivative to detect intensity changes; second the suppression of pixels outside the
edge, known as non-maximum, which is a technique that allows to thin the edges
by means of the gradient, and these edges will be those that have a thickness equal
to 1; third the application of the threshold per hysteresis, which allows to segment
an image using a minimum and a maximum threshold so that it can be detected if a
pixel is part of a border or not [15].

Minimum closing circle. This function determined as cv2.minEnclosingCircle(),
which encloses the edges found in the image in a circle with a given radius, and in
this way, the size of the found border can be set. By establishing the appropriate
radius values, it is possible to set the distance at which the text should be recog-
nized, delimiting the focus space and preventing other unwanted objects from being
detected.

3.2 Capture

At this stage, themoment of capturing the image is set by sound signals, the same that
occurs when the text is readable and it is at a predetermined distance. At that moment,
the image is processed into the embedded system, cameras with high resolution are
generally used in order to correctly digitize the image. And the process is verified
when the confirmation message “PHOTO TAKEN” is heard. This is shown in Fig. 2.
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Fig. 2 Block diagram of the capture stage

3.3 Processing

Once the capture of the image is done, a treatment is performed by means of filters.
There are a variety of techniques for this, such as grayscale transformation, which
obtains the gradient of the image and a process of high contrast using the CLAHE
function included in theOpenCV, in order to havemore black tones and avoid errors in
the translation of the text. Grayscale filters and high contrast processing are presented
in Fig. 3.

3.4 Transformation to Text

This stage focuses on transforming the image into plain text (.txt) where all characters
are recognized. The image is converted to text by using optical character recognition
(OCR) that allows reading image text, as shown in Fig. 4. The processing time can
take a few seconds, depending on the number of words in the image, the higher the
number of words the greater the processing time.

3.5 Audio Transformation

It corresponds to the last stage, which finishes with the playback of audio text through
a headphone (Jack 3.5 mm) or speaker, where the words found in the image captured
at the beginning of the process are heard. The text to speech (TTS) converter is used,
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Fig. 3 Grayscale filters (a) and high contrast filters (b)

Fig. 4 Text resulting from applying Tesseract OCR
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which is an open CV library that converts the information into audio so that it can
be played by an artificial voice.

4 Results

Figure 5 shows the 3D design of the prototype with its components. To perform the
tests, some parameters of the documents to be read are taken into account. First, two
green lines of at least 5 mm thick must be drawn, one line at the top or bottom and
the other on the left or right side of the sheet. It was decided to place the rectangular
margin due to its practicality when drawing it around a text and with green color,
because of the ease of detection when using artificial vision.

4.1 Results of the Margin Detection Stage

The distance at which the best results can be obtained is between 20 and 30 cm
from the glasses, where the camera and the sheet containing the text are located.
Rectangular margin has a great advantage in discarding any type of contours of
different shapes and sizes existing in the image. Several sheets were tested, and the
average distance with better results is 20.6 cm.

Fig. 5 Final design of the prototype
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4.2 Results of the OCR Character Detection System

The tests were performed using multiple sheets to measure the distance, and in this
step, what is expected is to know the number of words that the system can translate
from the captured image as shown in Fig. 6.

It can be seen in Fig. 7 the test results obtained from each of the photos in Fig. 6,
where the words recognized by the system are discovered.

These results indicate the corresponding operations to obtain the percentage of
system efficiency based on the font size.

Fig. 6 Images were taken by Pi Camera V2.1

Fig. 7 Percentage of validation



Glasses with Artificial Vision for Reading Texts 23

Table 1 Percentages of system efficiency

Image Font size Words in the image Words in the text Efficiency percentage (%)

A 26 71 71 100

B 18 65 63 96.9

C 16 274 257 93.7

D 12 514 445 86.5

E 11 514 17 3.3

F 12–14–16 207 131 63.3

Table 1 shows the individual and total percentage of successful words with the
program; these are the ones that TTV will recognize and pronounce. It should be
clarified that the efficiency percentage of the system depends onmany factors such as
the angle of inclination of the sheet or the distance from the glasses, but two important
factors are the light level and the font size because the bigger, the greater the number
of words translated, fact that is consistent with the results obtained, where the bigger
the font size, an error that approaches 0% is obtained.

4.3 Results of the Validation Stage

The prototype validation of visually impaired glasses was performed with several
people from the UNESCO subject of the Salesian Polytechnic University, who
experienced its portability and ease of operation.

A direct survey was conducted where several questions were asked to obtain the
validation of the prototype with a value of 1–5 points, in which 1 is the lowest value
and 5 is the highest value of satisfaction when using the prototype. The parame-
ters evaluated were portability, utility, functionality, audio and implementation. The
results are shown in Fig. 8.

The results show the acceptance of the prototype which can be improved by
decreasing the weight of the prototype and the familiarization with the device.

5 Conclusions

The audio-assisted text reading glasses were designed to be a support tool for non-
sighted; in addition, it is a device of low cost and easy functionality that allows
independence in the user. The performance tests for the validation of the prototype
were carried out with different sizes and font letters, in the latter factor, the most
common ones were used: Arial, Times New Roman and Calibri, useful for the trans-
lation to plain text. In addition, it is noted that a font size higher than 16 gets an
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Fig. 8 Acceptance levels of the parameters according to the performed survey

efficiency of 93%, and this performance decreases considerably when using a font
size of 12, with an efficiency of 86%.

To reduce errors when taking and processing the photograph, some libraries
such as GaussianBlur, Numpy, Canny and minimum locking circle were used in
the machine vision system. These libraries allow to improve the image quality and
correct any defect scan in order to obtain an appropriate result before translating to
text and later by voice.
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Implementation of a Fashion Virtual
Assistant with the Use of a Kinect v2
Camera and Image Processing

Christopher Vizcarra , Gabriel Medina , and Alfredo Barrientos

Abstract This article is about the problem and development of a fashion virtual
assistant proposed by using a Kinect v2 camera and image processing, for fashion
retail stores. It comes up mainly as a response to the inability of providing unique
experiences during the shopping process through the use of diverse devices. Because
of this, similar virtual assistant solutions, oriented to provide clothing recommenda-
tions,were analyzed to be able to provide software that could give amore personalized
suggestion for the users based on their physical characteristics.

Keywords Fashion virtual assistant · Recommendation system · Smart mirror

1 Introduction

Technology has evolved over time, having a greater presence in practically each of the
activities carried out daily. This is mainly due to the existence of the Internet, which
allows having a great variety of information quickly and easily through the highly
acclaimed intelligent devices. Nowadays, it is common to find smart applications or
devices in stores whose main objective is to provide a unique user experience.

According to the study carried out by [1], the user’s experience in the premises
of the sale directly affects their level of satisfaction for their purchases along with
their desire to return to the stores for future purchases. Its study concludes that a user
experience that allows performing the desired tasks in a simple and efficient way,
together with the easy access to additional information on the details of the products
offered, allows reaching a higher level of user satisfaction at the end of the process.
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On the other hand, a user experience which provides complementary multimedia
information as well as a set of offered products and developed functionalities allow
increasing user willingness in order to return to future purchases.

Our proposal aims to improve the user experience in fashion retail stores using a
fashion virtual assistant that calculates personal colorimetry values by using a Kinect
v2 camera and a webcam to obtain a personalized clothing recommendation. The
webcam requires the best possible resolution because this will influence the values
obtained from the process, so that is why it was chosen one with high resolution. The
match between clothing is due to a series of previously defined rules. This assistant
has been contemplated to be used in a smart mirror, and due to this, its design has
been considered according to its average measurements resulting in a futuristic and
intuitive design, which will allow users to orient themselves anywhere in the process.

2 Related Work

The approaches that you want to give to the recommendation of the clothing directly
influence the result. The existing solutions have as main objective to achieve the
optimum recommendation between garments or sets.

In [2], the author proposed a system of recommendations for fashion electronic
commerce. For its implementation, three threadswere used,which are the preparation
of historical data, the calculation of product scores and the generation of recommen-
dations. With this, every time a customer selects a product, and he recommends the
most suitable products that are not in the same category, based on their calculated
score.

In [3], the author proposed another recommendation approach, which is based
on faster F-R-CNN for the detection of the clothing region. Each image is separated
by its lower and upper body, eliminating cluttered backgrounds. Its compatibility is
measured by means of an energy function, and it is qualified if it is a compatible or
incompatible pair. For its qualification, it is considered a previous training, where
attributes such as style and category are considered.

In [4], the author carried out the implementation of a system of recommendations
generating datasets consisting of a variable number of clothing. They were classified
into categories of the exterior, upper, lower, full-body, footwear and accessories. In
addition, variations of invalid outfits were generated. The system was trained on an
average of 400,000 iterations, which resulted in an established outfit structure and
compatibility between the garments based on their characteristics.

In [5], the author introduces a new variable in the recommendation of the garment,
the location. To resolve the relationship between locations and garments, the images
must have the variables of visual content, garment attributes, location attributes and
the denotation of the different locations. The attributes of the garment consist mainly
of categories. The location attributes are summarized in colors and attributes such as
the season, the weather and the type of attraction. Finally, through a scoring function,
where the highest score is given to the categories of garments that appear most for
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the given location, the system learns the correlation between the garments and the
locations. In [6], the author proposes a new data model for garments based on the
storage of garment images, a dataset of garment attributes and the second dataset of
garment meanings, values extracted from the investigated fashion theory [7] presents
a similar approach, a model that allows generating sets of items considering their
different attributes and combination of these, the results are then evaluated in order to
refine the subsequent results generated based on the reception of the previous ones, [8,
9] proposes an alternative to the traditional way, with respect to the recommendation
of garments based on the description of the texts of the products.

3 Methodology

According to the research carried out on the different factors that influence the person-
alized recommendation of clothing and the functionalities necessary for the correct
interaction with the mirror by the customers of a clothing store, the development of
the intelligent mirror was divided into two stages: conception and implementation.

3.1 Conception

For this stage, it was defined as a .Net-based work environment used by the intel-
ligent mirror integrated system that makes use of the Kinect SDK’s measurement
capture and images analysis features byOpenCV, SBT and Python. The development
environment used for the programming of this system was Visual Studio 2019. On
the other hand, the work environments for the administrative system and the Web
service based on React + Redux and Node, respectively, were defined, both using
TypeScript as language and Visual Studio Code as a development environment.

Subsequently, the necessary color analysis modules were defined for the recom-
mendation of garment colors based on the user’s natural colors. The natural colors to
obtain for the correct recommendation are the colors of eyes, skin and hair, according
to the research carried out by [10, 11], taking into consideration the theory of colors
described by [9]. Additionally, the body and face forms to be considered for the
recommendation based on the form of the user were defined, recovered from the
investigation by [12, 13], together with the information provided by [14, 15].

3.2 Implementation

Once all the functionalities necessary for the development of the system integrated
into the intelligent mirror and the Web administrative system were defined, the
organization and design of the logical and physical architecture of both systems
began.
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Fig. 1 System physical architecture

Web Service. Both the mirror and the Web system require the main Web service
to obtain the necessary information to fulfill their management and consultation
functions. This information is hosted on aRESTserver programmed in theTypeScript
language, using the Node v8.12 development environment, in Visual Studio Code,
forming the architecture shown in Fig. 1.

Its internal structure is based on modules, each in charge of different service
sectors. Among these are the authorizationmodules, in charge of the validation of the
credentials of users of the system; compatibility, responsible for the recommendation
of garments based on the characteristics of the current user received by the mirror
system; users, responsible for the management of system users; garments, in charge
of the management of garments of the system and its details; sets, responsible for
the management of the current sets of the system and colors, families, subfamilies,
occasions and sizes, responsible for consulting the current values of their respective
entities.

The database used is a MySQL Schema, for the connection with the Schema, the
ORM is used for Node, TypeORM, which allows simplifying the general queries for
the entities of only consulting and adding an additional level between the system and
database.

Considering the development flow, a logical architecture was designed, shown in
Fig. 2, where the interaction between the service and the Web systems and the smart
mirror is broadly considered, considering the platforms of these systems.

WebAdministrative System. TheWeb systemwas developed using React+Redux
for Google Chrome and Mozilla Firefox browsers and is intended to allow system
administrators to manage and consult the registered entities.

Integrated Smart Mirror System. It was developed using WPF, a .Net-based
Microsoft technology designed for the creation of graphical interfaces, in the C
# language for the Windows platform. The design and distribution of screen compo-
nents were organized in order to take advantage of the space available in the mirror
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Fig. 2 System logic architecture

and allow user reflection without components that obscure it. The restrictions consid-
ered during system design were the interaction with the system would be through a
touch interface of the device, and the device will always be in the vertical orientation.

For the functions of measuring the user’s natural colors and body and face shapes,
the system uses the OpenCV functionalities in conjunction with SBT and Python to
obtain the results from a photograph of the user captured during the initial steps of
the interaction with the system.

OpenCV and SBT are used to capture the eye colors to segment the initial image
and separate the person from the background, next step the face is obtained by
filtering the hair and the rest of the body, then, the area is segmented of each eye
separately, and the iris from each eye obtained. In order to obtain these areas, the
analysis sub-module is trained with different face captures that allow recognizing the
valid areas for each step of the segmentation of the original capture. Once the user’s
iris is obtained, the sub-module obtains the iris color by analyzing the color range
to which each pixel belongs, the total amount and the percentage of the total area of
the iris by color range. These values are compared to determine the dominant color
in the user’s eyes.
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CD = A1 ∗ P1 − A2 ∗ P2. (1)

The formula for calculating the color of eyes is based on the results of the colors
with a greater area in both iris of the user. Where A1 and A2 are the areas of the first
color and second color, respectively, and P1 and P2 are the percentages of the total
area corresponding to each area.

OpenCVand Python are used to capture the hair color to perform the segmentation
of the user’s original capture. Usingmasks, the largest area of the capture is obtained,
which allows the person to be obtained, and similarly, another mask is used to obtain
the second largest area to obtain the person’s hair. An additional mask segmentation
is performed to obtain the largest area again and avoid double tone problems, and
once the segmentation is finished, the average color is obtained. To obtain the average
color of the segmented area, the method of random vertices is used, which is based
on obtaining the average of the values of N vertices randomly selected within the
image. This color value is used to obtain the closest color to it.

Similarly, OpenCV and Python are used for skin color capture to segment the
original capture bymeans of masks. In this case, once the person’s face is segmented,
the largest area of the face is taken, an area corresponding to the skin. Similarly, to
the previous analysis, random points and the color proximity formula are used to
obtain the skin color closest to the average obtained.

On the other hand, the Kinect SDK and HD Face functionalities are used to obtain
the vertices of the forehead, cheek and jaw end to calculate the shape of the user’s
face and the vertices of the shoulders, elbows and wrists to calculate the shape of the
body. From these measurements, the face and body shape of the user is obtained.

The personal station relevant to the combination of the three values is obtained
from the user’s natural colors, and together with the body and face shapes, the
initial catalog segmented into subfamilies of valid garments and compatible colors
is obtained with the user’s natural palette.

Once the initial catalog, shown in Fig. 3, of the user is obtained, the system flow
is based on the garments chosen by the user. The determined flow for the formation
of the set is top, bottom, exterior, footwear, belt and tie.

Where the outer category garments, such as belt and tie, are optional and can
be omitted if the user wishes. For the first selection, the initial category has no
restrictions; however, the following selections must follow the established order.

4 Conclusions

The previous investigations carried out were useful for choosing the initial configu-
ration of personal colorimetry and obtaining the type of face and body. This configu-
ration made it possible to make recommendations for types of garments based on the
type of face and body and the colors suggested based on the user’s personal colors.

The configuration steps and the process of selecting clothes to create an outfit
allowed an easier user interaction with the system’s functions. Further improvements
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Fig. 3 Catalog screen interface

can be achieved by refining the spacing and sizing of elements in the display in order
to show the provided information more clearly.

Further research toward the application of the user’s physical characteristics for
recommendations can be prosecuted following the use of image processing and
proportion calculation applied in the system.Refining the existing processes to obtain
results with less variation or adding additional characteristics to be measured will
allow a more refined recommendation process.
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Suggestion Mining for Generating New
Services and New Product Ideas
from YELP Reviews

Daniel Collucci , Alexandre Junqueira , and Carlos Forster

Abstract YELP reviews strongly influence the business’s reputation and revenue
as well as customers and new-users attitudes toward the acquisition of products
and services. Due to the overwhelming number of customer reviews available on
Web sites, usually, the decision-making process of customers, new-users, and busi-
ness owners, is not associated with the daunting task of reading reviews online.
Text mining can address the issue of summarizing huge volumes of unstructured
data; furthermore, text mining can extract emotions, sentiments, and insights from
texts written by customers. This study proposes a text mining approach to unravel
suggestions from YELP reviews. This study shows that suggestion mining differen-
tiates reviews with suggestions from reviews without suggestions and therefore can
identify new services and new product ideas from customer reviews.

Keywords Natural language processing · Recurrent neural network · Customer
reviews

1 Introduction

1.1 Background

YELP is a word-to-mouth platform that connects customers, new-users, businesses,
and business owners [1]. Even though YELP reviews are readily available and easily
accessible online, bridging the gap between unstructured and structured data in order
to extract information and knowledge is an overpowering task [2]. Text mining
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bridges this gap and allows the extraction of insights from textual data, including
suggestions for new services and new product ideas from customer reviews [3].

Suggestions fromcustomers are commonly expressed in the formof recommenda-
tions, complaints, and feedback. Suggestion mining unravels and extracts structured
and numerical data from customer feelings, expressions, and behaviors. Mining for
suggestions can guide the development and the improvement of products [4] and
improve customer experience and satisfaction [5]. The goal of this study is to utilize
text mining techniques to differentiate customer reviews, which suggest new services
and products from customer reviews, which do not include such suggestions.

1.2 Related Work and Relevant Concepts

Even though scientific contributions on feature extraction to perform opinion and
sentiment analysis are extensive, there is a lack of information on suggestion
mining [6]. Suggestionmining involves the identification of sentenceswhich propose
improvements in services as well as the identification of sentences and specific words
which suggest newproduct ideas [7]. There is a growing interest in suggestionmining
because reviewers often suggest improvements about their experiences [8]. There-
fore, suggestion mining provides information that is worth unraveling within the
context of strategic business management [9]. Previous studies employed suggestion
mining techniques, essentially, machine learning techniques applied to textual data
in order to provide strategic insights to businesses, including suggestions for product
improvement [10], and tweets about Microsoft Windows phone improvements [11].

Machine learning algorithms use features during the learning process; features are
pieces of information extracted from the data [12]. The extraction of features from
textual data involves the numerical representation of words; the transformation of
words into numbers is commonly executed using a bag-of-words (BOW) or a word-
embedding approach [13]. The BOW generates vectors for each text by considering
each word as a counting point [14]. Word-embedding also generates text as vectors;
nevertheless, it allows words with similar meanings to have similar representation in
vector space [15].

The Naive Bayes algorithm is commonly used in natural language processing
problems; nevertheless, recurrent neural networks (RNNs), including, long short-
term memory (LSTM) networks have gained a lot of attention due the ability to
consider the influence of the past on future events for solving textual learning tasks
[16]. The Naive Bayes classifier has its roots on the Bayes’ theorem, which describes
the probability of a label based on prior knowledge of features that may be associated
with that label [17]. The LSTM network is equipped with internal units, also known
as hidden layers or as memory blocks. These units allow these types of RNNs to
process sequential information [18]. A memory block is composed of a neuron, an
input gate to control the flow of numerical information into the neuron, a forget gate
to control how much of the input will be forgotten from the memory block, and
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an output gate to control the impact of the neuron activation function on the other
neurons [19].

2 Methodology

2.1 Data

Thedata used in this studywasdownloaded from theKaggleYELPAcademicDataset
Challenge [20]. The original YELP data consisted of 229,907 reviews of 11,537 busi-
nesses in the Phoenix metropolitan area (AZ-USA) written by 48,873 users. In this
study, only one individual rated YELP reviews as y= 1 (review displays suggestions
about new services and products) or as y = 0 (review does not display suggestions
about new product ideas). Therefore, in order to make the labeling process feasible,
this study utilized reviews between 40 and 100 words, essentially 12,759 reviews.

2.2 Feature Selection and Machine Learning Methods

Prior to feature selection, preprocessingwas used and consisted of stemming, removal
of punctuation and stopwords, and conversion of uppercase characters to lower-
case. Preprocessed textual data was represented as a bag-of-words and as word-
embeddings; these representations were fed into a multinomial Naive Bayes and
an LSTM network, respectively. Two types of word-embeddings were used: word-
embedding developed using the 40–100 words long reviews and 300 dimensions
pre-trained GloVe embedding [21]. The data used in the multinomial Naive Bayes
algorithm was partitioned into training (80%) and a validation set (20%) using a
10-fold cross-validation approach. The data used to train the LSTM networks was
partitioned into training (80%), a validation set (10%), and a test set (10%). The two
LSTM networks were defined with 60 neurons each and a recurrent dropout rate of
0.4. The “rmsprop” optimizer was used, and the LSTMalgorithmswere trained using
a batch size of 64 in 20 epochs. Accuracy was used to evaluate the performance of the
algorithms. The baseline accuracy consisted of the prediction of the most common
class in the dataset (zero-rule algorithm).

3 Results

3.1 Exploratory Data Analysis

Figures 1 and 2 displayword-clouds of reviewswith suggestions andwithout sugges-
tions, respectively. These two word-clouds were generated with the most frequent
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Fig. 1 Word-cloud of reviews with suggestions using high-frequency words

Fig. 2 Word-cloud of reviews without suggestions using high-frequency words

words. Both word-clouds appear to display only positive words. Figure 3 displays
a word-cloud of reviews with suggestions, while Fig. 4 displays a word-cloud of

Fig. 3 Word-cloud of reviews with suggestions using low-frequency words
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Fig. 4 Word-cloud of reviews without suggestions using low-frequency words

reviews without suggestions. Both of these word-clouds used only infrequent words.
The word-cloud of Fig. 3 highlights negative and discontent words as well as miscel-
laneous legal terms. On the other hand, the word-cloud of Fig. 4 displays mostly
positive words, including friendly adjectives describing the business atmosphere and
positive customer feedback associated with business services.

3.2 Predictive Algorithm Performance

The accuracy of the multinomial Naive Bayes algorithm was slightly higher
compared with the LSTM equipped with the pre-trained word-embedding. The
LSTM wired with the non-pre-trained word-embedding displayed lower accuracy
compared with the multinomial Naive Bayes and the LSTM GloVe; nevertheless, it
displayed an improvement in accuracy in comparison with the zero-rule algorithm
(Table 1).

Table 2 shows the precision, recall, and F1-score of the multinomial Naive Bayes
classifier. The combination of high precision and high recall for the false class
(reviews without suggestions) indicates the low occurrence of false negatives and

Table 1 Algorithm accuracy evaluation

Algorithm Accuracy

Multinomial Naïve Bayes 0.76

LSTM GloVe 300 dimension embedding 0.75

LSTM 0.72

Zero-rule algorithm 0.60

Table 2 Multinomial Naive Bayes predictive performance

Class Precision Recall F1-score

False 0.78 0.85 0.82

True 0.72 0.61 0.66
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false positives, respectively. The high precision of the true class (reviewswith sugges-
tions) indicates a low incidence of false positives. However, the slight low recall may
indicate a high incidence of false negatives.

Figures 5 and 6 show the accuracy and the loss of the LSTM wired with the
pre-trained word-embedding, respectively. There are no signs of over-fitting, and the
validation accuracy is improved during the training process (Fig. 5). The accuracy
and the loss of the LSTM non-equipped with the pre-trained word-embedding are

Fig. 5 LSTM GloVe embedding train and validation accuracy

Fig. 6 LSTM GloVe embedding train and validation loss
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displayed in Figs. 7 and 8, respectively. There is evidence of over-fitting. The over-
fitting initiates early during the training process. As a result, the validation accuracy,
which reaches 74%, is not constant and degrades.

Fig. 7 LSTM train and validation accuracy

Fig. 8 LSTM train and validation loss
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4 Discussion

A simple bag-of-words and two word-embeddings were used in this study to extract
features from the text. Supervised suggestion mining and two machine learning
algorithms, a multinomial Naive Bayes and two LSTM networks, were used to
distinguish reviews which had suggestions about new services and new product
ideas from reviews which did not have such suggestions. These algorithms were
able to distinguish reviews which had suggestions from reviews which did not have
suggestions.

In terms of accuracy, the multinomial Naive Bayes classifier outperformed the
LSTM networks (Table 1). The comparison of the accuracy in the training and vali-
dation sets between the LSTM GloVe embedding (Fig. 5) and the LSTM not wired
with the pre-trained word-embedding indicates evidence of over-fitting only for the
LSTM not wired with the pre-trained word-embedding (Fig. 7). The cross-entropy
loss in the training and validation sets of the LSTMwired with the pre-trained word-
embedding decreased and indicates this algorithm is learningwith the input and there-
fore is making good predictions (Fig. 6). However, while the error on the training set
of the LSTM not wired with the pre-trained embedding decreased, the validation loss
which is the error obtained by running the validation set through the trained LSTM
increased (Fig. 8). This is a clear indication the LSTM not wired with pre-trained
word-embedding is not learning from the data.

There are advantages of using word-embedding over BOW, more specifically,
the representation of similar words closes together in the word-embedding space
results in lower dimensionality of the extracted features [22]. The task of learning
word-embedding together with the classification of reviews task resulted in accuracy
quite similar compared with the use of the pre-trained word-embedding (Table 1).
Previous studies also showwhenever corpora size is large, LSTMnetworks equipped
with non-pre-trained word-embedding exhibit good generalization [21]. However, it
appears the corpora size used, as an input in this study was not large enough to avoid
over-fitting. It appears the LSTM not wired with the pre-trained word-embedding
did not learn efficiently how to extract corpora semantic and syntactic features.
Furthermore, it appears this network also did not display a higher ability to capture
word dependencies in comparison with LSTM equipped with pre-trained GloVe
embedding.

5 Conclusions

This study shows that supervised suggestion mining and machine learning algo-
rithms including a multinomial Naive Bayes classifier and an LSTM network can
distinguish reviews, which had suggestions from reviews, which did not include such
suggestions. Furthermore, this study also shows these algorithms have the ability to
identify new services and new product ideas from YELP reviews. In the near future,
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the authors plan to increase the numbers of texts in the analysis, essentially, incor-
porate texts with the length between 200 and 300 words. Long reviews are likely to
contain a detailed description of the business, and therefore, may provide insights
for parsing dependency analysis short reviews cannot, including the assignment of
a suggestion to a dependency word. Other directions will focus on hyper-parameters
tuning of the LSTMnetwork and utilization of ensemblemodeling and regularization
to reduce over-fitting and improve accuracy.
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Reduction AWGN from Digital Images
Using a New Local Optimal Low-Rank
Approximation Method

Sadegh Kalantari , Mehdi Ramezani , Ali Madadi ,
and Vania V. Estrela

Abstract In this paper, image noise reduction has been formulated as an optimiza-
tion problem. The target image is denoised using a low-rank approximation of a
matrix. Considering the fact that the smaller pieces of the picture are more similar
(more dependent) in natural images, therefore, it is more logical to use low-rank
approximation on smaller pieces of the image. In the proposed method, the image
corrupted with additive white Gaussian noise (AWGN) is locally denoised, and the
optimization problem of low-rank approximation is solved on all fixed-size patches
(Windows with pixels needing to be processed). Therefore, for practical purposes,
the proposed method can be implemented in parallel. This is one of the advantages
of such methods. In all noise reduction methods, the two factors, namely the amount
of the noise removed from the image and the preservation of the edges (vital details),
are very important. In the proposed method, all the new ideas including the use of
training image (TI image) obtained from the noisy image, the use of SVD adaptive
basis, iterability of the algorithm, and patch labeling have all been proved to be effi-
cient in producing sharper images, good edge preservation, and acceptable speed
compared to the state-of-the-art denoising methods.

Keywords Optimal low-rank approximation · SVD · Signal denoising · Image
denoising · Signal processing

1 Introduction

Signal denoising is one of the most important issues in the field of digital image
processing. Noise might destroy or damage vital information and details of a signal.
Therefore, denoising is one of the initial stages of the process of feature extraction,
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object recognition, image matching, etc. Several methods have been proposed to
denoise digital images and signals until now [1–11]. AWGN is one of the most
significant noises studied by researchers. In each pixel of the noisy image built by
AWGN, a value is added to its gray level. This value is sampled independently
from Gaussian distribution. AWGN denoising methods can be divided into three
categories including correlation-based (or spatial filter), transform-based, and hybrid
methods. Correlation-based methods work directly with the spatial values of the
image. The advantages of correlation-based methods include the simplicity of its
algorithms and their acceptable speed. In transform-based methods, the image is first
transferred to the desired transform domain and then denoised. Therefore, applying
a transformation to a signal is equivalent to changing the axes of the coordinates.
Changing the coordinates of the signal makes it possible to effectively separate the
noisy and non-noisy part of the signal which itself is one of the advantages of these
methods. The hybrid methods take advantage of both these methods simultaneously.

In the process of image denoising, the amount of eliminated noise, as well as
the preserved edge and textures, is considered as the most important issues. Moving
average and Gaussian filter are regarded as the easiest correlation-based methods.
These methods like a low-pass filter soften the high-frequency parts of the image
(including noise and edges). Despite their good denoising capability, the mentioned
methods eliminate some of the tiny yet vital information. Bilateral filter (BF) has
been used to improve edge preservation [11]. In this filter, the value of each pixel is
estimated by the average weight of the neighbors. The intensity and spatial similarity
were the criteria bywhich theweight of the neighborswas determined. This preserves
sharp edges during noise cancelation; however, the staircase effect and gradient
reversal are the disadvantages of this method. NLMmethod is a non-local version of
BF which estimates the value of each pixel using the weighted average of the similar
pixels. In this method, the weights are determined based on the similarity between
the pixels. The simplicity of the algorithm and relatively convenient speed are among
the advantages of this method.

In transform-based methods, the images can be represented using some sparse
bases like wavelet, curvelet, and contourlet [12]. Some of these bases are fixed,
but some are selected adaptively and adapted to the signal information. Because of
complex singularities in many images, using a fixed basis such as wavelet will not
always yield acceptable results. Two methods [13, 14] have proposed an adaptive
representation method called K-SVD. In these methods, an optimization problem
is solved using greedy algorithms. Then, a dictionary is trained in order to denoise
the image. The columns (atoms) of this dictionary can be used as an adaptive basis
for sparse representation. Today, the use of sparse representation in many appli-
cations such as denoising, super-resolution, image reconstruction, inpainting, etc.,
has provided acceptable results [15–17]. Noise spreads over all transform coeffi-
cients. However, most of the basic image information is focused only on a few of the
largest coefficients.Hence, in suchmethods, image denoising can be done usingmany
shrinkage methods such as [18]. In general, methods such as K-SVD, [19, 20], which
solve an optimization problem in order to denoise an image, are called optimization-
based methods. These methods are considered as transform-based methods. Since
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these methods solve optimization problems, they usually have a lot of computational
complexity and are slow.

The BM3D method is one of the hybrid methods which use spatial filtering and
transform-based methods [21]. This method denoises the image by sparse filtering
and grouping similar patches into 3d arrays. Today, more complete versions of
the BM3D method have been presented. These new methods have improved the
results using a shape-adaptive principal component analysis [22]. Some of the hybrid
methods like ASVD and SAIST take advantage of useful properties of an SVD basis.
ASVDmethod uses SVD for a training basis in order to represent the image patches.
SAISTmethoddenoises imageusingSVDand sparse representationof imagepatches
[23, 24]. The unique feature of these methods is that they combine the most useful
properties of both correlation-based and transform-based methods; therefore, the
output images provide better results in terms of speed and quality.

This paper intends to provide an adaptive local denoisingmethod using an adaptive
SVD basis. In this method, a training image (TI) is created using the noisy image
and Gaussian filter. The resulted TI data is used in signal denoising. Based on the
locality of the algorithm, SVD is computed for all image patches (with overlapping)
and then each patch is denoised individually and adaptively using TI information. In
order to prevent artifacts, the aggregation phase is done after computing estimated
patches. In this phase, the average obtained values are replaced in overlapping areas.
Since these methods can consider each patch both individually and in parallel with
other patches, they can be implemented for practical purposes. Considering the ideas
in the proposed method, it belongs to the family of hybrid methods.

In this study, using the above-mentioned ideas, a denoising method having
appropriate quantitative factors (PSNR and FSIM) and acceptable computational
complexity is proposed. In addition to its sharp and high-quality images, another
benefit of this method is that it solves the noise problem and increases the effi-
ciency by combining some of the common image processing methods and using the
information of the noisy image.

Various sections of the article are as follows. In Sect. 2, the linear representation
of the image using SVD will be examined and the low-rank approximation problem
will be formulated. In Sect. 3, the proposed method is presented and the applied
ideas are explained. In Sect. 4, the results of the proposed method are presented and
conclusions are made in Sect. 5.

2 SVD and Low-Rank Approximation

2.1 SVD

Suppose A represents a gray-level image. The basic principle of linear representation
of the image is that the matrix A can be represented as the sum of the weighted basis
shown in (1). In this equation, ai are the coefficients and φi are the corresponding
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bases. These bases can be chosen from well-known bases like wavelet, curvelet,
bandlet, contourlet, etc. [25–28].

A =
N∑

i=1

aiφi (1)

These bases are similar to the Fourier series. Each periodic 2D function can
be represented in terms of exponential basis and Cmn coefficients are according to
Eq. (2).

f (x, y) =
+∞∑

n=−∞

+∞∑

m=−∞
Cmne

inπx
a · e imπy

b , −a < x < a,−b < y < b

Cmn = 1

ab

a∫

−a

b∫

−b

f (x, y)·e −inπx
a · e −imπy

b dxdy (2)

According to the expansion of the Riemann–Lebesgue lemma, Cmn coefficients
are descending and the result will be as Eq. (3) [29].

lim
m→∞ lim

n→∞Cmn = 0 (3)

This lemma states that the high harmonic coefficients are negligible and they have
very little effect on reconstructing the signal. So, if the coefficients are truncated from
a specified frequency onward, the original signal can be reconstructed with a fairly
good approximation. In the next section, the idea of truncation is used for denoising
the signal with SVD.

In SVD theory, each matrix can be decomposed as Eq. (4):

A = U�V t (4)

In which Um×m = [u1 · · · um] (left singular vector) and Vn×n = [v1 · · · vn] (right
singular vector) are orthogonal matrix. So, according to Eq. (5),

VV t = V tV = In, UU
t = UtU = Im . (5)

It should be noted that the columns of Um×m and Vn×n matrices are composed
of AAt and At A orthonormal eigenvectors matrices, respectively. �m×n is a semi-
diagonal matrix in which the values on its diagonal are the singular values of the
At A or AAt matrices. So, we will have:

�m×n = diag(σ1, . . . , σp), p = min{m, n}
σ1 ≥ σ2 ≥ · · · ≥ σk > 0, σk+1 = · · · = σp = 0

(6)



Reduction AWGN from Digital Images Using a New Local … 49

in which σ1 is the largest and σk is the smallest nonzero singular value of the matrix
A.

2.2 Formulation of Low-Rank Approximation Problem

Approximation of a matrix with a lower-rank one can be done using SVD. The goal
in this section is to estimate a low-rank matrix B using a matrix A. According to
Eq. (7), in singular value decomposition of the matrix A with rank r , we will have:

A = [U1|U2]

⎡

⎢⎢⎢⎣

σ1 0 0

0
. . . 0 0

0 0 σr

0 0

⎤

⎥⎥⎥⎦

[
V T
1

V T
2

]
, rank(A) = r (7)

According to the definition of the two matrices U and V , the singular value
decomposition of the matrix A can be represented as shown in Eq. (8):

A = u1σ1v
t
1 + u2σ2v

t
2 + · · · + urσr v

t
r , σ1 > σ2 > · · · > σr. (8)

In general, we represent matrix A linearly in the form of (9) or (10) equations
according to SVD of A.

A = [U1a|U1b|U2]

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ1 0 0

0
. . . 0
0 σk 0

0 σk+1 0

0
. . . 0
0 σr+1 0

0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎣
V T
1a

V T
1b

V T
2

⎤

⎦ (9)

A = u1σ1v
t
1 + u2σ2v

t
2 + · · · + ukσkv

t
k + uk+1σk+1v

t
k+1 + · · · urσr vtr ⇒

A = σ1u1v
t
1 + σ2u2v

t
2 + · · · + σkukv

t
k + σk+1uk+1v

t
k+1 + · · · σr ur vtr ⇒

A =
r∑

i=1

aiφi (10)

Comparing Eqs. (1) and (10), we can see that σi are coefficients and uivi the
corresponding bases, which unlike the constant bases of Fourier series, are selected
adaptively using signal information. According to Eq. (11):
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σ1 > σ2 > · · · > σr (11)

Primary coefficients play a greater role in the reconstructing matrix A. This also
applies to represent a signal by the Fourier series based on Riemann–Lebesgue
lemma.

Now, the main problem is to determine B (the low-rank approximation of the
matrix A() as an optimization problem in the form of (12):

B = argmin
z

‖A − z‖22 st, rank(z) = k. (12)

In the above statement, k is regarded as “sparsity.” Assuming applying SVD on
matrix A, and considering Eckart–Young–Mirsky’s theorem which is available in
[30], and also Eq. (9), the closed-form answer for the optimization problem in (13)
is as follows:

�B = diag(σ1, σ2, . . . , σk, 0, 0, . . . , 0)

B = U�BV
t = u1σ1v

t
1 + u2σ2v

t
2 + · · · + ukσkv

t
k ⇒

B = U1a

⎡

⎢⎣
σ1 0

. . .

0 σk

⎤

⎥⎦V t
1a = U1a�BV

t
1a .

(13)

The theorem in the above reference describes a criterion for calculating the optimal
value of k as (14):

k∑

i=1

σ 2
i ≥

p∑

i=k+1

σ 2
i , p = min{m, n} (14)

In accordance with the above criterion, the sum of the k values of retained singular
values must be greater than (or equal to) the sum of the truncated values so that an
appropriately low-rank approximation of A can be obtained. Now, considering the
discussions in the next section, we will discuss how to eliminate noise using SVD.

2.3 Signal Denoising Using SVD

Signal denoising is one of the applications of low-rank approximation. Assume
that we have sampled the continuous-time signal x(t) and represented x =[
x1 x2 x3 · · · xm×n

]
as a vector. Now, we can classify the samples in an appropriate

order and represent them as a matrix A.
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Am×n =

⎡

⎢⎢⎢⎣

x1 xm+1 x2m+1 · · ·
x2 xm+2 x2m+2 · · ·
...

...
...

...

xm x2m x3m · · ·

⎤

⎥⎥⎥⎦

According to Eq. (15), if we compute the singular values of a matrix A, some of
them will be much larger than the other singular values and smaller coefficients will
have fewer roles in creating the matrix structure [12].

A = σ1u1v
t
1 + σ2u2v

t
2 + · · · + σkukv

t
k + σk+1uk+1v

t
k+1 + · · · σr ur vtr (15)

Now, consider the following noisy signal:

xn = x + n (16)

In the above equation, xn it is a noisy signal, x is the noise-free signal and n
is noise. Noise increases the significance of the last sentences by increasing the
smaller singular values of the matrix (or signal), thereby destroying the original
structure of the matrix. If these sentences can be truncated (or at least their impact
in reconstructing the signal is minimized), signal denoising will be possible using
low-rank approximation. In order to test the denoising method using the Eckart–
Young–Mirsky criterion, two one-dimensional noisy signals are denoised and the
results are shown in Fig. 1. It should be noted that the number of samples in these
tests was 100 and they were arranged in a 10× 10 matrix. In the following tests, k is
the sparsity of the semi-diagonal matrix � that is determined using Eckart–Young–
Mirsky criterion. For example, k = 3 means the signal is reconstructed (denoised)
by 3 of the largest singular values. The following results show that the truncation of
smaller singular values has improved the noisy signals.

Fig. 1 Results of applying noise reduction method on two noisy signals using SVD and Eckart–
Young–Mirsky criteria



52 S. Kalantari et al.

3 The Proposed Method

Before explaining the proposed method, we need to review some basics used in the
proposed method in order to better understand the effects of the applied ideas.

3.1 Review of the Gaussian filter, High- and Low-Frequency
Component and Canny Edge Detection Method

3.1.1 2D Gaussian Filter

2D Gaussian filter is a low-pass filter based on the probability distribution function
of (17).

f (x, y) = e
− x2+ y2

2σ2g

2πσ 2
g

(17)

In Fig. 2, there is a view of the 2D Gaussian filter. In the above equation, σg is a
standard deviation; x and y represent the filter locations. Gaussian filter is a low-pass
filter. Due to the fact that noise appears at high frequencies, image denoising using a
Gaussian filter is one of the easiest ways. High-frequency parts of the image (edges
+ details) and noise are somewhat destroyed after applying the Gaussian filter to the
image. Therefore, what remains constitute the smooth parts of the image. In other
words, the resulted image is smoothed (blurred). Using this filter, we can decompose
the high- and low-frequency components of the image.

Fig. 2 2D Gaussian filter with window size = 15 and the standard σg = 6



Reduction AWGN from Digital Images Using a New Local … 53

3.1.2 Decomposition of High-Frequency and Low-Frequency
Components of Image Using Gaussian Filter

In general, each image can be decomposed into a sum of a low-frequency (general
details) and a high-frequency image (including edges and fine details). For example,
Figs. 3 and 4 illustrate the decomposition of a noisy and non-noisy image into two
high-frequency and low-frequency images, respectively.

By separating the high-frequency and the low-frequency components using the
Gaussian filter, we will be able to separate the noise+ edge image from the noisy one
(the high-frequency component of the image). Then, using low-frequency compo-
nent data that contains general information, the noise + edge image is denoised.
Finally, integrating the denoised high-frequency component and the low-frequency
component, we obtain a denoised image. Using this idea, we can use the infor-
mation contained in the image itself and obtain higher accuracy in the process of
truncating the SVD coefficients. Based on the analysis, the larger SVD coefficients
(low-frequency ones) contain the coarse details of the image and smaller coefficients
(high-frequency ones) include fine details of the image and noise [31–33]. Therefore,
in case the coefficients can be truncated adaptively using low-frequency component
information, the output denoised image will have an acceptable sharpness as well.

High Frequency Image 
(High Frequency 

Component)

Low frequency image 
(low frequency component 

of image, standard 
deviation = 2)

Original Image

Fig. 3 Decomposing the low-frequency and high-frequency components of the image using the
Gaussian filter
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High Frequency Image 
(High Frequency 

Component)

Low frequency Noisy 
Image (standard deviation 

= 4)

Original Noisy Image

Fig. 4 Decomposing low-frequency and high-frequency components of noisy image using
Gaussian filter

3.1.3 Canny Edge Detection Method

Canny edge detection is one of the most common methods for extracting the image
edges. Derivation (edge detection) of a noisy image results in the creation of another
noisy image [34–37]. For a better understanding of this issue, consider Fig. 5.

If a noisy signal is derived for the edge detection (structures and textures areas
which have sudden changes), the above result will be obtained. So, the derivation of
the resulting signal will be noisy and not useful for identifying the edges. In order to
prevent this problem, the signal must be smoothed. That is, it must be passed through

Fig. 5 Derivation of a noisy signal
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Fig. 6 How to use a derivative of a noisy signal to identify the edge

a low pass filter (Gaussian filter) so that the high-frequency components become less
effective. Then, it can be derived to reveal the edges. In Fig. 6, this process is depicted
for a noisy signal. In Fig. 6, f is the noisy signal and h refers to a Gaussian filter.
Given the AWGN noise and the definition of the standard deviation calculation, in
this paper, the standard deviation of the Gaussian filter for each image is estimated
using Eq. (18).

σ =
∑m

i=1

∑n
j=1 (ai j − μA)

2

m × n
, μA = 0. (18)

For the reasons given, to identify the edges and structured areas in the image,
first, we pass the image from a low-pass filter to minimize the effects of noise, then
it is derived (canny algorithm) and the edges of the image are found. In Fig. 7, these
steps are shown.

As we can see from the above pictures, we were able to detect the critical edges
of the image (training image) with an acceptable accuracy using the idea of filtering
the image with Gaussian filters and extracting the edge using the low-frequency
component of the image. We use the information in the training image to remove
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Noisy Image Low-frequency component of the noisy 
image with w=15 and standard deviation=6.

Extracted  edges using canny method Noise + Image edges

Fig. 7 Production of TI and noise + edges image from a noisy image

noise from the noise + edge image. After denoising the noise + edge image, it will
be combined with the low-frequency component of the image and a denoised image
will be created.

3.2 Using Training Image and Algorithm of the Proposed
Method

In the previous section, we were able to determine the image edge (important parts of
the image structures) using a Gaussian filter from the noisy image. The result can be
used as a training image or as amodel for the detection of textured areas. The resulting
TI makes it possible to use the information in the noisy image to eliminate the noise
adaptively. In this section, based on the reviewed basics and ideas, a new algorithm
is proposed which, in addition to eliminating noise in smooth areas, improves the
output image sharpness. The proposed method is shown in Table 1 and Fig. 9. As
can be deduced from Fig. 8, some noise reduction methods like [20] eliminate many
critical details and blur the output image.
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Table 1 Proposed method

Input: Noisy image A

Output: Denoised image H

Parameters: Patch size, n: The number of groups in patch labeling, i ternum: The number of
iteration

algorithm:

Set ws and n

For i ter = 1 to i ternum do

1. Decompose A for the first iteration and H for other iteration to AL (low-frequency
component) and AH (high-frequency component) using part 3

2. Get the TI image using Canny edge detection and AL

3. Do patch labeling on the TI with n Group using Part 3.2

4. For all of the patches with ws size in AH , Extract the corresponding patch in the TI image.
For patches with the same label, set the value of k equal to specified value for their agent and
go to step 6

5. If the mean gradient of the patch is greater than the average gradient of the image, set k with
ECKERT method, otherwise set k equal to 1

6. Reconstruct the patch with specified k and place it in the corresponding location in denoised
image HH

7. Do aggregation phase

8. Compute denoised image with the following equation: H = HH + AL

Fig. 8 Result of the method [20]

As described in previous sections, we aimed to apply low-rank approximation
to smaller pieces of the image. Since the smaller parts in a natural image are more
similar to each other, the low-rank approximation of smaller pieces is more justifi-
able. For this purpose, for each piece extracted from the image (the high-frequency
component of the noisy image), the singular value decomposition of that slice is
calculated. In order to better preserve the edges and important details of the image,
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Fig. 9 Block diagram of the proposed denoising algorithm

the corresponding patches in the TI image were used. The pieces of the noisy image
having low edges (the part of the image which is almost smooth) must be recon-
structed with smaller singular values. The parts with more details must also be made
with a greater number of singular values. Therefore, the corresponding patch in the TI
image is also extracted for each patch of the noisy image in the proposed algorithm.
If the average gradient in each patch exceeds the mean gradient of the total TI image,
it indicates that the patch belongs to the textured parts of the image. So, we use the
ECKERT method to determine k. If the average gradient of the patch is less than the
mean gradient of the total TI image, it indicates that the patch belongs to the smooth
areas of the image. Therefore, in order to reduce the computational complexity, the
k value is considered to be 1. In addition to reducing the computational complexity,
this idea preserves important and vital information in structured areas and prevents
blurring. This operation is performed on all the extracted overlapping patches of the
noisy image, and the denoised image is created eventually. Since there is an overlap
between patches, multiple estimates can be obtained for different parts of the image.
In those parts, the mean of those values is applied. This is called the aggregation
process. For example, if two different values are obtained for a pixel (due to the
overlap of windows), their average is considered as the final pixel value.

Since an optimization problem is solved in the noise reduction process, the
proposedmethod canbe considered as anoptimization-based combinationmethod. In
order to reduce the computational complexity and increase the speed of the proposed
algorithm, the patches of the image are labeled in terms of their similarity (patch
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labeling process). Therefore, in the preprocessing stage, before entering the low-
rank approximation process, the similarity of different patches of the TI image is
examined using Euclidean distance, and the patches that are similar to each other
carry the same label. Using Eq. 19, we can examine the similarity of two patches:

s(pi , pc) = ‖pi − pc‖22 (19)

In the above equation, ‖‖2 refers to Euclidean distance; pi refers to vectorized
reference patch; and pc refers to vectorized candidate patch. The smaller the value
of s(pi , pc), the more similar the two patches. The reference patch with n a number
of the same patches together make up a group all patches of which have the same
label. The computational complexity of the proposed method is reduced by labeling
different TI patches and using the above idea. For all patches of a given group, k
value is considered to be the same. In fact, k value is only calculated for the agent
of each group; the same value is considered for the rest of the patches of the same
group.

Iterability of the algorithm is another idea which can improve the image quality.
The output image is refined and the noise effects will be minimized by performing
the above steps on the noisy image (in the first iteration) and the denoised image (in
the next iteration). It should be noted this idea will increase the quality of the output
image only for a limited number of iterations.

4 The Results of Proposed Method

In this section, the results of the proposed method are compared with the other
methods including [3, 12, 19–21]. Takeda et al. [3], Zhang et al. [19], and Jiang et al.
[20] are among the optimization-based methods and [12, 21] are among the hybrid
ones. Thedenoising problem is formulated in anoptimization frameworkusingkernel
regression in [6], using joint statistical modeling in method [19] and using sparse
representation in [20]. These methods are usually slow due to the difficulty of some
optimization problems.Method [12] is similar to the proposedmethod in using SVD,
and we expect its results to be close to those of the proposed method. Method [21]
is expected to have good results in terms of PSNR and FSIM. Its low speed is due to
the use of the sparse filtering of the patches and three-dimensional patch grouping.

The above methods are implemented on the standard test images of
CAMERAMAN, LENA, PEPPERS, MANDRILL, BOATS, and BARBARA, and
the performance of each method will be investigated. The reason for using these
standard images is their variability in texture and detail. Most articles in this field
actually evaluate the effectiveness of the proposed method on these images. Imple-
mentation of all algorithms is done using a computer with an Intel Corei7, 1.8GH
processor, 6 GB of RAM, and with MATLAB software run under the Windows
8.1 operating system. In all experiments, the size of the CAMERAMAN image is
256 × 256, the size of the rest of images is 512 × 512, and the noisy image is
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obtained by adding AWGN with various σn to test images. To test the performance
of the proposed method, peak signal-to-noise ratio (PSNR) and feature similarity
index (FSIM) criteria have been used. These two criteria are fully explained in the
reference method [12]. Although the PSNR criterion is calculated in all denoising
methods, the quantity obtained does not correspond to human visual perception in
some cases. Therefore, in addition to the PSNR, another measure called FSIM is
also used. This criterion is obtained by measuring the similarity between the two
images and combining the phase correlation property and the gradient magnitude.
The higher the value of FSIM, the higher the quality of the images will be.

Appropriate parameters are selected by trial and error using numerical experi-
ments. For proper selection of algorithm parameters, like n, number of iterations and
patch size, the proposed method has been tested on the CAMERAMAN image and
its results are reported in Table 2. According to the results of Table 2 and Fig. 10, the
following values are considered for the proposed method: ws = 25, n = 1000 and
i ternum = 3. The results of the proposed method, as well as those of other methods,
are presented in Table 3 and Fig. 11. As indicated in the tests, the parameters selected
in the other images in terms of PSNR, IEF, and complexity of the algorithm also have
acceptable results. In this paper, for the simple set of parameters, they are considered
equal for different images. For this reason, in some tests, the performance of the other
methods has been better than the proposed method. However, the average of all tests
shows the superiority of the proposed method over the other methods. However, the

Table 2 Sensitivity analysis of the proposed method parameters on the CAMERAMAN image
with σn = 10

N Patch size (ws) PSNR (dB)

500 9 34.17

500 17 34.32

500 25 34.22

500 35 34.07

1000 9 34.37

1000 17 34.44

1000 25 34.54

1000 35 34.28

2000 9 34.2

2000 17 34.31

2000 25 34.15

2000 35 34.11

3000 9 34.11

3000 17 34.12

3000 25 34.04

3000 35 34.01
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Fig. 10 Effects of the number of iterations on the CAMERAMAN and PEPPERS images

tests show that for more detailed images such as Mandrill, it is better to have smaller
groups and smaller patch sizes. For less detailed images, we need larger groups and
larger window sizes.

The results of the proposedmethod are presented globally andwith various sparsi-
ties in Fig. 12. The effectiveness of the ideas like locality and an adaptive optimal k in
the proposed method can be investigated using Fig. 12. It is clear that the above ideas
have improved the algorithm in terms of visual and PSNR criteria. Also, the results
obtained using the above ideas are significantly superior to the other comparisons in
terms of visual quality (sharpness of image and denoising) and PSNR criteria.

To test the speed, different methods are compared in terms of runtime in the
same conditions and the results are presented in Table 4. As expected, the reference
methods [3, 19, 20] are slower than the proposed method because they are among
optimization-based methods. The runtime of the method [12] is closer to that of
the proposed method; and that is because of its similarity to the proposed method.
Method [21] is also slower than the proposed method. That is due to the technique
used to group similar patches into three-dimensional arrays.

Also, according to the results obtained in this section, the results of the proposed
method are comparable and even superior to the state-of-the-art denoising methods
in terms of PSNR, FSIM, and edge preservation. This is due to the fact that the
TI obtained from the noisy image has been used to determine optimally k. It is
noteworthy that k it helps to maintain useful details in the textured parts of the image.
Since the proposed method is considered as one of the optimization-based hybrid
methods, it is expected that the execution time of the algorithm will take longer than
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b) Noisy Imagea) Original Image

d) Method [20]c) Method [19]

f) Method [21]e) Method [3]

h) Proposed Methodg) Method [12]

Fig. 11 Results of different methods on CAMERAMAN with a standard deviation of 10 in dB
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Fig. 12 Results of the proposed method with different sparsities and in general on a noisy
CAMERAMAN image with a standard deviation of 25
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Table 4 Runtime of different methods

Time (s) Method

11.21 Proposed method

13.85 Method [20]

38.66 Method [19]

27.25 Method [3]

33.56 Method [21]

11.43 Method [12]

the other methods. However, the computational complexity of the proposed method
has been greatly reduced, and the speed of the proposed algorithm is acceptable
compared to the other methods, and that is because of patch labeling and using the
same sparsity for similar patches. Finally, the proposed method was able to provide
an acceptable performance in terms of quantitative and visual evaluation as well
as algorithm speed, and it was because of implementing the ideas related to local
adaptive SVD basis, using the training image, employing patch labeling and the
repeatability of the method.

5 Conclusion

In this paper, a localized AWGN noise reduction method is presented based on an
SVD basis. In this method, a TI is created using a low-frequency component of noisy
image and image gradient. The data pertaining to the TI is applied to the adaptive
optimal low-rank approximation of each patch. The high-frequency component of
the noisy image will be the input of the proposed algorithm. To eliminate the noise
of each patch from the high-frequency component image, the corresponding patch is
extracted from the TI image. If the average of the gradient of the patch exceeds the
average gradient of the total TI image, it means that the patch belongs to the textured
parts of the image. Therefore, it can be reconstructed using the answer gained from
the optimization problem. Conversely, in case the average of the gradient of each
patch is not larger than that of the total TI image, then the patch belonging to the
smooth areas must be reconstructed with less sparsity. This is the set procedure for
all the image patches in order to create a high-frequency component of the denoised
image. Combining the high-frequency component of the denoised image with the
low-frequency component of the noisy image will make the output image. In the
proposed method, using an adaptive basis for signal representation and ideas like
patch labeling and the adaptive determination of the sparsity in the SVD domain has
resulted in acceptable speed and computational complexity.
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Abstract Water-body segmentation is a high-relevance task inside satellite image
analysis due to its relationship with environmental monitoring and assessment.
Thereon, several authors have proposed different approaches which achieve a wide
range of results depending on their datasets and settings. This study is a brief review
of classical segmentation techniques inmultispectral images using the Peruvian satel-
lite PeruSAT-1 imagery. The areas of interest are medium-sized highland zones with
water bodies around in Peruvian south. We aim to analyze classical segmentation
methods to prevent future natural disasters, like alluviums or droughts, under low-
cost data constraints.We consider accuracy, robustness, conditions, and visual effects
in our analysis.
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1 Introduction

In Peru, heavy summer rains cause alluviums around highlandswhich affect riverside
inhabitants due to streamflow increase. Furthermore, El Nino’s effect soars rain
frequency and intensity. Thereon, the Peruvian government develops foresight efforts
to control the consequences. In 2017, El Nino’s impact affected at least one million
people and devastated public infrastructure [1–8]. Current prevention efforts point
to environmental monitoring systems based on remote sensing, including satellite
solutions.

Water-body segmentation allows to perform a spatial [7–14] and a temporal [15–
23] interpretation of the human impact and climate change on aquatic ecosystems.
Yang et al. [24] mention that satellite imaging broadens this concept to regional
and global scales. Nowadays, the-state-of-the-art manages deep representations
from large datasets to overcome troublesome conditions like occlusions or quality
constraints. Nonetheless, the availability of datasets limits applications ranges in
certain zones and countries, especially in the deep learning era [3, 12]. Thus, classical
methods are still active in the majority of practical situations.

This comparative study analyzes sixwell-known classical classifiers for thewater-
body segmentation task over the Titicaca lake surroundings due to its ecological rele-
vance. We employ the PeruSAT-1 satellite because it regularly maps the entire Peru-
vian territory, in medium–high quality and free of charge for Peruvian researchers.
Human experts label pixels into two categories (water and non-water) endeavoring
the balance. Images undergo a regular preprocessing procedure before segmentation.
Finally, we compute accuracy and AUC metrics considering robustness by applying
various degrees of mislabeling noise.

2 Related Works

Several authors propose different approaches for the water-body segmentation task
since spectral-only [2, 7, 18] to deep learning [9, 19, 20] methods. The first ones
do provide outstanding results on low-resolution multispectral images but do fail in
complex representations under uncertainties constraints. Nevertheless, deep learning
techniques require a tremendous amount of data, and they do not represent a
significant improvement in low-quality images [19].

Al-Ahmadi et al. [2] apply the iterative self-organizing data analysis technique,
known as ISODATA, for multispectral pattern recognition. ISODATA considers
multi-class clusters and removal techniques to label complex classes. Chandrakala
et al. [7] determine the threshold values for three different classes: water, urban-land,
and green-land. Low-level features are grouped using a k-means classifier and LDA
decomposition. Shahbaz et al. [22] use color and intensity features to feed a decision
tree in multi-label classification.
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Aksoy [1] develop a two-step Bayesian classifier using spatial information in
high-resolution images. In the first one, spectral and texture features of each pixel
are extracted to train the non-parametric model. Then, the iterative division and
fusion algorithms convert pixel-level maps into contiguous regions. Jabar et al. [14]
introduce a fuzzy logic classification for high-resolution images to flexible the results
for uncertainties, improving the accuracy in localized boundaries. Two levels of
segmentation are applied: (1) shadows, vegetation, and roads; and (2) the remaining
categories.

Langkvist et al. [18] employ a convolutional neural network (CNN) using the
bands as inputs and adding a digital surface model (DSM) to boost accuracy. Height
information helps to distinguish categories of similar appearance, like vegetation,
soil, etc. Miao et al. [19] propose a restricted-receptive field deconvolution net for
high-resolution segmentation. They compress redundant layers to overcome theweak
pixel-neighborhood relativity [20] without pre-trained models. Further, an edges
weighting loss subdues the blurring boundary problem [9]

3 PeruSAT-1 Satellite Imagery

This study adopts the PeruSAT-1 imaging provided by the Space Agency of Peru
(CONIDA). The Peruvian satellite PeruSAT-1 is an Earth observation satellite that
captures high-resolution multispectral images for military and civil applications
inside the Peruvian territory. Developed applications include agroforestry moni-
toring, urban planning, illegal crop control, disaster monitoring, and road infrastruc-
ture control. Metadata includes geographical coordinates, constant values, reception
time, among others. Table 1 presents PeruSAT-1 features.

Table 1 Technical features of the PeruSAT-1 satellite

Item Description

Dimensions 1.0 m × 1.0 m × 1.7 m

Sweeping width 14.5 km

Spatial resolution Panchromatic: 0.7 m
Multispectral: 2.8 m

Spectral bands Blue: 0.45–0.52 µm
Green: 0.53–0.60 µm
Red: 0.62–0.69 µm
NIR: 0.76–0.89 µm

Radiometric resolution 12 bits

Mass of camera
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4 Methodology

The pipeline of our procedure has six stages: preprocessing, feature selection,
labeling,mislabeling noise, andmachine learning classifiers.We analyze sixmachine
learning algorithms, three linear and three nonlinear, implemented in Python.

4.1 Preprocessing

Preprocessing standardizes pixel values in two steps. First, a linear transformation
computes the radiance values (rad) using the normalized differences (DN) of the
image. Second, the top of the atmosphere reflectance (ToA reflectance) is calcu-
lated using a nonlinear transformation from the radiance values. This transformation
depends on the satellite orbit, the distance between the Sun and the Earth, and other
constants. ToA reflectance allows the spectral analysis of pixels to characterize each
element via their spectral signature [11]. After this stage, the satellite imagery is
ready for analysis.

4.2 Feature Selection

Since the water-body segmentation task is an end-to-end problem, we adapt inputs
by making some operations with the bands. Three indexes were chosen as features
and calculated from the four bands: two normalized difference vegetation indexes
(NDVI) and a normalized difference water index (NDWI). Therefore, the input data
concatenate the three indexes creating an input of three features.

Normalized Difference Vegetation Index. The NDVI, in short, is the most widely
used index in remote sensing for detecting vegetation areas [15]. NDVI is simple to
compute and varies in a short-range (between –1 and +1), which helps to establish
fixed thresholds. Equations 1 and 2 calculate the NDVI indexes.

NDVI1 = N − R

N + R
(1)

NDVI2 = N − 0.8× R

N + 0.8× R
(2)

Normalized Difference Water Index. The NDWI, in brief, is the most appropriate
index for mapping water bodies [10] because it considers the green and near-infrared
bands (see Eq. 3).



A Comparison of Machine Learning Classifiers … 73

Fig. 1 Accuracy versus noise

NDWI = G − N

G + N
(3)

After applying the Eqs. 1, 2, and 3, Fig. 1 is obtained.

4.3 Labeling

Labeling was done manually at pixel-level considering two classes: water class and
ground class. Then, we generate one mask per class and per sample. Mask sizes are a
maximum of 50,000 pixels each to avoid massive computing times. Figure 2 shows
the masks created for the training and validation process. Ground areas are inked as
orange, while sky blue represents the water bodies.

Fig. 2 a Original image and bMasks created by handcraft
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Fig. 3 Data visualization as a pair plot. a 0% of mislabeling noise b 60% percent of mislabeling
noise

4.4 Mislabeling Noise

Mislabeling noise was added to the training set labels. This noise consists of toggling
the label of a percentage of the output training set. Our algorithm adds noise from 0
to 60% with a step of 5%. This procedure can be seen in Fig. 3

4.5 Machine Learning Classifiers

We compare six machine learning classifiers: multilayer perceptron (MLP) [4],
logistic regression (LG) [17], support vector machines (SVM) [6], K-nearest neigh-
bors (KNN) [16], decision trees (DT) [13], and random forest (RF) [5]. Logistic
regression creates a multivariate regression relationship between a dependent vari-
able and several independent variables. Also, it does not require high computational
resources, achieving interpretable solutions. Support vector machines establish a
nested hyperplane set to minimize a hinge loss between classes. Then, optimum
hyperplane set separates classes in terms of generalization error. Furthermore, SVM
uses to perform better in small datasets.

AnMLP is a fully connected topological network that correlates patterns and data
in an end-to-end solution. MLP methods require a proper amount of data to train as
their deep learning counterparts. KNN classification is an instance-basedmethod that
includes every new sample into one instance by nearest-neighbor logic. The number
of neighbors, the distance criteria, and other hyper-parameters depend tightly on
the dataset. KNN regularly achieves good and interpretable results. However, KNN
is computationally expensive and has a lack of robustness before noisy datasets.
Decision trees are a tree-like graph that learns specific parameters related to the data
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features in each branch. Random forest is an ensemble method composed of several
DT to overcome individual weaknesses.

The implementation of these algorithms was written in Python. The library used
for building the classifiers is the Scikit-learn library [21].

5 Results

Table 2 illustrates the validation results considering accuracy and AUC. Accuracy
for almost every method is close to 100%. In addition, Fig. 4 shows the inference of
the logistic regression on an entire non-trained satellite image.

5.1 Evaluating the Robustness of Classifiers

Although it seems that the six classifiers implemented perform relatively well on
the water-body segmentation task, it is also essential to test their performance under
disadvantageous conditions. In real-world datasets, there might be some mislabeling
or noises on; therefore,we introduce various degrees ofmislabeling to test robustness.
Figure 5 shows accuracies and AUC versus mislabeling noise percentage. Logistic
regression, support vector machines, random forest, and multilayer perceptron are
not the most robust because they plummet when the noise rate is high. However,

Table 2 Comparison of the classifiers’ accuracy

Metric (%) MLP LG SVM KNN RF DT

Accuracy 99.9489 99.9463 99.9551 99.9548 99.9532 99.9282

AUC 99.9373 99.9373 99.9429 99.9450 99.9406 99.9236

Fig. 4 a Original image and b Testing image for the trained logistic regression
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(a)

(b)

Fig. 5 a Accuracy versus noise and b AUC versus noise

KNN and decision trees performances in the AUC metric are the best when facing
noisy data.

6 Conclusions and Future Works

The SVM model led to the most accurate score, and the KNN led to the most AUC
score according to Table 2. Therefore, these models can be used to automate the task
of segmenting out water bodies when the dataset has no mislabeling errors. On the
other hand, robustness analysis shows that KNN is also a good algorithm even under
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mislabeling conditions on the dataset. The DT algorithm also has good performance
over the other algorithms that have almost 0 in both scores. We can conclude that
KNN can be safely used to perform the water-body segmentation even if the training
dataset contains mislabeled data.

In the future, we will expand our perspective by including more detailed features
and deep representations for low-level and high-level classifications. In addition, we
will make a temporal analysis over images of the same place on different dates so
that we will be able to predict possible alluviums.

Acknowledgements The present work was supported by the Vice rectorate for Research of the
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A Stock Market Forecasting Model
in Peru Using Artificial Intelligence
and Computational Optimization Tools

Miguel Angel Cano Lengua , Mirko Jerber Rodríguez Mallma ,
and Erik Alex Papa Quiroz

Abstract It is proposed the development of a forecast model capable of predicting
the behavior of the price indices and quotes of the shares traded on the Lima Stock
Exchange, based on the use of artificial intelligence techniques such as artificial
neural networks and fuzzy logic based on computational optimization methods. The
proposedmodel considers the forecast, in addition to the historical quantitative data of
the share price, the inclusion of qualitative macroeconomic factors that significantly
influence the behavior of the time series of the stockmarkets. It is about harnessing the
ability of artificial neural networks to work with nonlinear quantitative data and their
capacity for learning and also take advantage of the fuzzy logic technique to simulate
the way of reasoning of human beings by defining judgment rules or knowledge
base and their evaluation through inference mechanisms. The main contribution
is to demonstrate that the proposed model is capable of obtaining more optimal
approximations in the forecast of the financial time series.

Keywords Artificial neural networks · Stock market forecasting · Computational
optimization

1 Introduction

The study of the stock market is important to make an adequate forecast of the
behavior of stock prices and other quantitative characteristics. In Peru, this activity
began in 1860 with the creation of the Lima mercantile exchange. Currently, because
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the market does not behave in a linear manner, and in the prediction, it is neces-
sary to include variables from both the fundamental analysis and the technical anal-
ysis, a series of investigations on the application of alternative and multidisciplinary
methods have recently been developed in the analysis of financial markets, such as
chaos theory, fractals, wavelets, support vector machines, hidden Markov models,
artificial intelligence, and combinations of these methods, see Smith and Gupta [1].

Recent researches regarding the prediction of the stock market in Peru are as
follows: Cáceres [2] using support vector regression, Mejía [3] using time series,
Vegas [4] using data mining for high markets frequency. This work uses a neural
network-based methodology adding fuzzy logic reasoning for the preprocessing of
input variables from qualitative nature.

This article focuses on the use of artificial neural networks, fuzzy logic, and
computational optimization, to develop and build a suitable model that achieves a
better approximation in the forecast of the behavior of stock prices, compared to
traditional forecasting methods used in the stock market of Peru. This approach
seems to be very promissory because contributes to the study of forecasting stock
exchange in Peru.

The content of this article is as follows. In Sect. 2, we present the proposed model.
Section 3 details the methodology of the selection of macroeconomic variables,
the indices, and indicators of the stock market. Section 4 presents the numerical
experiments and the main contributions of this study. Finally, in Sect. 5, we give our
conclusions.

2 Proposed Model

In this work, a model based on the sequential hybrid system is used and will be
carried out in two parts: The first one corresponds to the definition and development
of the fuzzy logic system for the processing of qualitative values, and the second
one corresponds to the development and definition of the artificial neural networks
model that will be in charge of the processing of the set of quantitative variables and
the result variables that the fuzzy logic system has previously processed in the first
part.

The fuzzy logic system will carry out a treatment of qualitative variables, through
a process of defining business rules, to determine in amore optimal way the influence
and implication of qualitative variables in the forecast of time series in a market of
values, whose output will be used as one more input in the proposed neural networks
model.

Figure 1 shows the architecture for the implementation of the hybrid model
proposed in this research, which is composed of a model of artificial neural networks
and a fuzzy logic system.
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Fig. 1 Proposed hybrid model

2.1 Description of the Proposed Model

The CRISP-DM methodology was used, which is one of the most standardized and
accepted when facing data mining projects. The design phases are

Phase 1: Understanding the business or problem. Phase 2: Understanding the
data. Phase 3: Data preparation. Phase 4: Modeling. Phase 5: Evaluation. Phase 6:
Implementation.

2.2 Definition of the Proposed Model

In Fig. 2, we show the unified data of both the qualitative and quantitative variables
from the model.
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Fig. 2 Input variables of the model (qualitative and quantitative)

2.3 The Architecture of the Artificial Neural Networks Model

The architecture of the artificial neural networks model proposed in this work is
multilayer feedforward neural networks (MFNN). This consists of an input layer, an
output layer, and at least one layer of hidden neurons between the input and output
layers. The information flow ranges from left to right, with x inputs that pass through
the network via connections with assigned weights to the hidden layer of neurons
and, subsequently, to the output layer. The weights that connect the input elements
i with the hidden neuron j are denoted by wi, j , while the weights that connect the
hidden neuron j with the output neuron k are denoted by vk, j [1].

For the construction of the artificial neural networks model proposed in this
research, the methodology proposed by Kaastra and Boyd [5] will be followed for
the design of neural network models applied to financial and economic time series
predictions, which is composed of eight steps and described below. In the inflation
case, which is the rise in the price of goods and services, its impact on the stock
market is generally known as negative. Also, the stock price is very sensitive to the
financial situation of the company which can be impacted by the GDP index. In the
case of interest rate, which is the percentage of principal charged by the lender for
the use of its money, its value could be used as a measure of the economy’s health
which also affects the stock market. Finally, exchange rate fluctuations affect stock
prices.
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3 Description of Variables

3.1 Macroeconomic Qualitative Variables

Several studies have been carried out to determine the influence of macroeconomic
factors on the behavior of stock prices in the stock market. In this study, we consider
four qualitative macroeconomic variables: inflation, mining sector Gross Domestic
Product (GDP), interest rate and exchange rate [6]. In the inflation case, which is the
rise in the price of goods and services, its impact on the stock market is generally
known as negative. Also, the stock price is very sensitive to the financial situation of
the company which can be impacted by the GDP index. In the case of interest rate,
which is the percentage of principal charged by the lender for the use of its money,
its value could be used as a measure of the economy’s health which also affects the
stock market. Finally, exchange rate fluctuations affect stock prices.

3.2 Indicators as Quantitative Variables

In addition to the macroeconomic variables that significantly influence the behavior
of stock prices in the stock market, it is important to take into account various indices
or indicators that allow measuring the behavior and health of the stock market over
time [7]. In this study, four of the most important indicators to know the oscillation of
the Peruvian stockmarketwere used as quantitative variables for our proposedmodel.
These indicators are the general index of the Lima Stock Exchange (IGBVL), the
selective index of the Lima Stock Exchange (ISBVL), the sectoral index (SI) and the
national capitalization index (INCA). Both IGBVL and ISBVL are liquidity indexes
that show, as an average, the tendency of the most important stock prices on the
Peruvian stock market. The SI is the average index for the whole Peruvian mining
sector, and the INCA is a capitalization index that reflects the price behavior of a
diversified portfolio of 20 shares of companies whose majority economic activity is
in Peru and that are listed on the Lima Stock Exchange.

The dataset has been obtained mainly from two sources. For macroeconomic
variables, the Peruvian central bank provides free access to datasets [8].

4 Numerical Experiments

For this study, one of the largest companies in the mining sector in Peru has
been studied, the “Volcan” enterprise. Historical information on the price of its
shares traded on the Lima Stock Exchange in the period between January 2001
and December 2010 is considered. Table 1 presents the basic information on this
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Table 1 Basic volcano information extracted from [9]

Enterprise data

mnemonic VOLCAN

RUC 20,383,045,267

Code VOLCABC1

Number of outstanding shares 1,249,669,371

Number of shareholders 8841

Nominal value S/. 1.00

Date of listing in the BVL 31/03/1998

company. In the period of study (from January 2001 to December 2010), 2411 histor-
ical data have been identified for each of the variables used in the study. The models
to follow all have the same input, a single output (1) and differ in the processing of
the inside of the layer. We denote MSE as the mean square error and iterations are
the repetitions that perform to obtain the solution. The mean square error is obtained
using the maximum descent optimization method.

Several topologies have been used in order to find the best model for stock price
forecasting purposes. As Table 2 shows, the topology is defined as (p–q–1) where
“p” indicates the number of inputs (nodes) used in the input layer, “q” indicates the
number of nodes used in the hidden layer, and 1 indicates that all models used one
node in their output layer. Figure 3 summarizes the performance of the topology
model at the training phase.

Table 2 Test models and topologies

Test Model Topology (p–q–1) MSE Iterations

Model 1 7–3–1 0.0740 49

Model 2 7–4–1 0.0441 22

Model 3 7–5–1 0.0544 113

Model4 7–6–1 0.0934 77

Model 5 7–7–1 0.0428 179

Model 6 7–8–1 0.0987 43

Model 7 7–9–1 0.0778 118

Model 8 7–10–1 0.1020 161

Model 9 7–11–1 0.1090 123

Model 10 7–12–1 0.1220 69

Model 11 7–13–1 0.0856 117

Model 12 7–14–1 0.0936 89

Model13 7–15–1 0.1530 61

Model 14 7–18–1 0.2340 56

Model 15 7–20–1 0.7040 95
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Fig. 3 Error for each iteration of the five best models

5 Results

From the experimentation process, we have identified the best results to forecast the
price indices and quotes of the shares traded on the Lima Stock Exchange were
obtained with model 5 whose mean squared error has the lowest value 0.0428;
however, the number of iterations on this model is also the highest which is an
indicator that artificial neural networks need high levels of computational resources
and are time-consuming algorithms. Since our results are measured in terms of mean
squared error metric, we can use it to compare with any other forecasting method or
algorithm and evaluate its accuracy by comparison. The results of this study suggest
that artificial neural networks can be successfully applied to process sequenced data
type by analyzing time series and make predictions with a good level of confidence
to support decision-makers on stock market prediction tasks.

6 Conclusions

In this work, we introduced a hybrid forecasting model applied to the stock market in
Peru by using artificial intelligence tools and computational optimization methods.
Our work uses both qualitative and quantitative variables that impact on the behavior
of stock markets. The relevance of this work is that our proposed hybrid model can
significantly improve the stock market prediction accuracy since more information
was analyzed. Futurework on stockmarket forecasting by using artificial intelligence
tools should be performed at other companies in Peru to confirm that our results can be
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generalized. Also, we should include new artificial neural networks-based algorithms
such as recurrent neural networks, which has demonstrated good performance in
analyzing sequenced data type [10]. Finally, a decision support system can be applied
to assess our proposed model predictions and then establish a business case in terms
of return of investments after a real stock market investment in Peru, taking into
account different scenarios and levels of risk involved.
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Extreme Learning Machine for Business
Sales Forecasts: A Systematic Review

Edu Saldaña-Olivas and José Roberto Huamán-Tuesta

Abstract Technology in business is vital, in recent decades technology has opti-
mized the way they are managed making operations faster and more efficient, so
we can say that companies need technology to stay in the market. This system-
atic review aims to determine to what extent an Extreme Learning Machine (ELM)
system helps sales forecasts (SF) of companies, based on the scientific literature of
the last 17 years. For the methodology, the systematic search for keywords began in
the repositories of Google Scholar, Scielo, Redalyc, among others. Documents were
collected between 2002 and 2019 and organized according to an eligibility protocol
defined by the author. As an inclusion criteria, the sources in which their conclu-
sions contributed to deepening the investigation were taken and those that did not
contribute were excluded. Each of the results represented in graphs was discussed.
The main limitation was the little information on the subject because it is a new
topic. In conclusion, an ELM system makes use of both internal and external data to
develop a more precise SF, which can be used not only by the sales and finance area
but also to coordinate with the production area a more exact batch to be produced;
this has a great impact on the communication and dynamism of companies to reduce
costs and increase profits.

Keywords Business sales forecast · Extreme learning machine · Systematic review

1 Introduction

Technology has great relevance in commercial operations; its main role in busi-
ness is to boost growth and improve operations. Without technology, companies will
almost certainly not be able to survive in today’s competitive and globalized market.
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Currently, the great concern of organizations lies in having accurate inventories in
their stores. Faced with this problem, there are several techniques that a company can
use to acquire the amount of inventory necessary to allow it to reachor exceed the sales
target. Here, it is important to note that these techniques can be performed regardless
of business turnover, billing size, the nature of the company, or its scope (whether
local or international). One of these alternatives, and the most used to present better
results, is the projection of sales forecasts, which is basically a forecasting system for
a future event that by its nature is uncertain and random, whose responsibility falls on
all areas of the company, the same that are fed with information so that the forecasts
are more accurate [1]. Forecasting is a multifunctional process and, therefore, its
management requires the same type of tools as the management of other multifunc-
tional processes. The forecasting process involves staff frommany functions, and not
everyone knows the forecasting process in its entirety. Production planning, inventory
management, and forecasting should be understood as a whole before it is possible
to set justified objectives for an individual part of it [2]. In recent decades, computer
science has transformed work in almost every sector of the economy. We are at the
beginning of an even bigger and faster transformation due to recent advancements in
machine learning (ML), a branch of artificial intelligence capable of accelerating the
pace of automation, bringing implications for the economic flow and the workforce
in the future of global trade [3]. In an effort to keep improving, extreme learning
machines have been developed, an emerging ML technique that has become an area
of research in recent years due to the significant contributions made by numerous
researchers around the world. The objective of this study is to determine to what
extent an extreme learning machine system helps companies’ sales forecasts, based
on the systematic review of the scientific literature of the last 17 years. Studying
these tools has relevance, and influences directly and indirectly, on the profits of a
company, since these tools have a great impact on communication and dynamism
between areas, helping to reduce expenses, therefore, to increase profits, and to
position themselves better against the competition with stronger and more accurate
demand estimates. This systematic review is structured as follows: First, we describe
the methodology with the inclusion and exclusion criteria; subsequently, we detail
the fields of the chosen sources, included and excluded, we present the results and
discuss each one of them, with the limitations that we had for the investigation; and
we close with the conclusions.

2 Methodology

2.1 Information Search Process

In this paper, a systematic review (SR) of the scientific literature in the last 17 years,
between 2002 and 2019, was carried out, taking as a guideline the research and anal-
ysis of the theoretical basis of thismethodology. SR as scientific research inwhich the
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Fig. 1 Flowchart of the information search process

units of analysis are the original primary studies, from which it is intended to answer
a research question clearly formulated through a systematic and explicit process [4].

The objective of this investigation was to determine to what extent does an ELM
system helps the SFs of companies, described in the scientific literature of the last
17 years. For this, Google Scholar, Scielo, and Redalyc were used as repositories,
mainly, in which the following keywords (and their pair in Spanish) were used indi-
vidually and in combination: sales forecast, machine learning, and extreme learning
machine; from the results, theses and papers were selected and downloaded for the
elaboration of this review. Figure 1 shows a flowchart of the information search
process.

2.2 Inclusion and Exclusion Criteria

Original papers and theses published based on indexed scientific data, in English,
Spanish, and Portuguese, between 2002 and 2019, were included, which:

• It defines the theoretical basis of SF, ML, and ELM,
• It describes the importance of an SF in the processes of a company,
• It compares the efficiency between SF models and how to make them,
• It compares ML and ELM system models for forecasting,
• It determines how an ML and ELM system affects the processes of a company,
• And it determines the suitability of using ELM systems for SFs.

Sources whose conclusions did not meet any of the points of the inclusion criteria
raised by the author were excluded, and were not included for the deepening of this
research. Figure 2 shows a flowchart of the inclusion and exclusion criteria.
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Fig. 2 Flowchart of the inclusion and exclusion criteria

3 Results and Discussion

The searches for sources were carried out based on the variables, for which the
keywords were used, this helped to deepen the topic and clarify the objective raised
in this research. However, there are few previous research studies on the specific
subject, because its inquiry has recently gainedmomentum in recent years. In addition
to this, most of the articles only had paid access, so we had to turn to people who had
purchased articles to have full access to them. Most of the sources were in English,
which was not inconvenient because the language is mastered; however, with articles
in Portuguese, therewas a slight difficulty in understanding, despite the use ofGoogle
Translator, due to little mastery of the language.

The search for sources in the repositorieswas virtual and yielded a total of 43 docu-
ments extracted from Google Scholar (20), Scielo (14), Redalyc (5), Hindawi (2),
Taylor & Francis (1), and World Scientific (1), through the individual and combined
use of keywords. These documents are distributed in 42 papers and only (1) thesis.
To this total, a filter was applied according to the defined inclusion and exclusion
criteria. The sources selected by inclusion criteria, which was determined by the rela-
tionship of the sources with the objective of this investigation, were the following:
[2, 3, 5–25]. In total, 23 sources were included to deepen the topic according to the
period between 2002 and 2018. Therefore, the sources not considered by exclusion
criteria were: [26–45]. In total, 20 sources were excluded.

Figure 3 shows the number of sources by periods of years, and most of the publi-
cations are concentrated in 2015 with a total of eight (8), followed by the years 2014
and 2017 with five (5), and 2011 and 2019 with four (4). The series of events that
ocurred in 2015 prompted the study and use of ML: Amazon launched its own ML
platform [46]; Microsoft created the “Distributed Machine Learning Toolkit,” which
enabled efficient distribution of ML problems across multiple computers [47]; Elon
Musk and Sam Altman, among others, founded the non-profit organization OpenAI,
endowing it withUS$ 1 billion to ensure that the development of artificial intelligence
has a positive impact on humanity [48].
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Fig. 3 Number of sources by periods of years

When the years of publication were grouped by time periods, it was clear that
the subject of study has gained momentum in recent years. The events that accom-
panied the momentum of ML in these years were: In 2016, Google DeepMind beat
professional gamer Lee Sedol in Go (considered one of the most complicated board
games) by 4 games to 1, expert Go players affirm that the algorithm was able to
perform “creative” movements that had not been seen so far [49]; in 2017, OpenAI
trained chatbots or conversational agents, who invented their own language to coop-
erate and achieve their goal effectively [50]; soon after, Facebook also successfully
trained agents to negotiate and even lie [51]; an algorithm also developed by OpenAI
defeated the best players in 1-versus-1 matches of the online game Dota 2 [52]. The
percentage of sources found by countries involved is Brazil with 23% of the total
(11 papers), China with 18% (nine papers), and the USA with 10% (five papers)
as shown in Fig. 4; and this is directly related to the contribution of these countries
to the scientific ecosystem. The English language is the one that monopolized the
results of the SR with 86% of the total sources (37 papers), followed by sources
in Spanish and Portuguese with 7% each (adding six sources between them). To
better understand this phenomenon, Carlo Duarte, oceanographer at King Abdullah
University of Science and Technology in Saudi Arabia, explained in an interview
with “El Mundo”: “English is the vehicular language of science, as Latin was before
and, for a while, the French. Proficiency in English is essential to access research
results, which are mostly published in this language, and share the results of our own
research” [53].
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Fig. 4 Sources by language

4 Conclusions

A large-scale SF based on ELM has a reduced error in the square root of the fore-
cast mean and improves its accuracy and speed; furthermore, an hybrid ELM model
can effectively extract the underlying information from the sales data and improve
SF performance by producing lower prediction error, and improves training speed
more than other SF models.

This work aims to help companies understand the benefits of using a SF and
implement an ELM system for it, in order to increase their profits and improve
their internal processes. SFs are directly related to the increase in sales, because an
accurate forecast is a fundamental basis for decision-making in the management of
a company, providing relevant information to coordinate with the production area
and thus reduce the loss of products without turnover, which translates into more
products sold and fewer losses due to in-stock or expired products. It is understood
that there is no specific SF model that is more beneficial than another, within the
traditional models; but it is concluded that the use of ELM systems greatly improves
the accuracy of SF compared to traditional models.

Although there is notmuch literature that refers explicitly to ELMsystems for SFs,
more than a limiter it is an opportunity for this paper to be an important contribution
for people interested in the subject. That is why an in-depth study with real data from
a company or a product is suggested to better understand how an ELM algorithm
works in the efficiency of a SF and the cost–benefit of implementing it.
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Abstract Charge imbalance is common events in electrical distribution systems,
which are introduced by the irregular allocation of single-phase loads by the phases
that make up the three-phase power distribution. The direct consequence of this
imbalance is the drop in operating performance and the reduction in the useful life
of network assets (transformers, cables, etc.), as well as affecting the quality of
energy distributed from a product standpoint over distances from active sources of
the distribution circuits, therefore voltage drops are present. The technique used to
correct voltage drops is to redistribute the loads more evenly, but this activity is not
an easy task and almost always the effectiveness of the way it is performed in most
utilities is questionable, including incurring infringement claims. Quality indicators
are inadequate supply voltage level at delivery points and customer connection. The
model proposed in this work has the aid of the load-balancing task, using a fuzzy
logic tool for the interpretation of the dynamic behavior of the loads connected in the
system and the optimization of the best allocation of single-phase consumer units
with an algorithm based on the simplex model. Both decisions making with fuzzy
logic and distribution were simulated with data provided by the local concessionaire
Eletrobrás Amazonas through the grid management system.
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1 Introduction

In Brazil, the growth of electricity consumption has always been the subject of
speculation, so much so that in the 2008 scenario of Brazil, whose economy was
accelerating, therewas some concern about the absorption capacity of energy demand
by the industrial and commercial sector [1].

Considering the complexity of operation and maintenance, the distribution
subsystem is the most complex of the three subsystems, since it is at this stage
that the interface between the distributors (private, mixed or state utilities) and the
consumer units (UC’s) occurs [2]. In line with [3], the distribution can still be subdi-
vided into primary and secondary distribution and this was largely impacted by the
issuance of normative resolution—RN 223 of the National Electricity Agency—
ANEEL, which according to its wording obliges the concessionaires to meet free of
charge requests for new connections as long as the applicant’s installed load does
not exceed 50 kW. Because of this RN, there was a difficulty in answering new
calls at the local concessionaire, that is, it overloaded the sector responsible for this
service, given the significant growth of both regular and irregular calls (clandestine
calls). All these factors negatively affect the power distribution of this concessionaire,
leading to complaints and fines for breach of collective indications of both product
and service quality. However, of all the problems of the distribution subsystem, the
burning of the transformer asset is the most impacting for both the concessionaire
and the consumers served by it. This work proposes a method to mitigate one of
the main causes of the burning of this asset, which is the severe imbalance in its
secondary, which is closely linked to regions with large non-technical losses, with
the predominance of energy deviations and clandestine connections.

Concerning clandestine connections, the cause of which is due to social prob-
lems, and the unplanned and unplanned expansions of the city of Manaus can be
cited, it occurs that such connections generate harmful impacts to distributed energy,
since most of them are carried out criminally, without the use appropriate connec-
tions between network installations and the customer and without measurement
approved by the concessionaire, in addition to non-compliance with the technical
criteria provided for in the concessionaire standard. All these factors together and
added to the advanced age of the networks, in addition to the contingency faced in
the electrical system as a whole, require robust asset optimizations, aiming at preser-
vation and continuity of supply, in addition to improving operational quality and
performance indicators.

In order to optimize the physical resources in the face of the sudden demand
of the loads (consumer units) connected to the secondary distribution network, the
present work discusses a low-cost option, but using artificial intelligence resources
and the use of electronic devices, power for optimal or suboptimal allocation of
connected loads along the distribution network. Aiming at improving the conces-
sionaire’s performance against the indicators, increasing the useful life of the assets
and postponing the reinforcement and expansion of the networks, in line with what
is established in [4].
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The balancing of UCs is one of the first procedures to be adopted as a prophylactic
measure in problems of violation of energy quality indicators from the product point
of view (poor or critical voltage), but its need is not so evident until they occur.
Complaints by UCs are evidenced in the RN 398 sample set (PRODIST-ANEEL),
and however, the method applied in the concession area of Eletrobrás Amazonas
Distribuidora de Energia SA is still rudimentary, without the aid of continuous
measurements, without the support of automation or with a history of load demand
requests. Sometimes the process is done based on the knowledge acquired by the
performing teams, and its result is not assertive and passive to question, besides
imposing the need to expose people to electrical risk during system interventions,
perform shutdowns of transformation units, which affects collective quality indica-
tors, such as those that measure service continuity. The whole scenario described
shows the lack of a more effective, intelligent action that optimizes the available
resources. In this sense, this work proposes the adoption of a device capable of
balancing loads (UCs) connected to the distribution network in a way guided by a
simplex model algorithm, adopting artificial intelligence for the decision-making
stage using fuzzy logic and without the presence of human intervention in the
switching process, which is now performed by switching circuits as a final control
element, using the power electronics.

2 State of the Art

2.1 Balancing of Consumer Units—UCs

The optimization of the electric power distribution networks is the subject of many
works, almost all concentrated in the medium voltage networks, being scarce works
with the low network, however, in [5] a completely combined programming model
was presented, which addressed the improvement of load redistribution losses in
distribution circuits.

The allocation of loads of more equitable manner throughout the three phases of
the distribution system is configured as a combinational problem in this respect [6,
7] has an integer linear programming model with the use of solver open, supporting
the design of distribution networks projects. Sidewalk in these works [8] presents
a computational system in which it is possible to simulate the load distribution,
resulting in the reduction of neutral current, very present in severe imbalances and
preserving the integrity of conductors and transformers in distribution networks.

However, it was in [8, 9] that mathematical modeling was presented for various
maintenance and optimization actions in distribution networks, focusing on load
balancing in this work, as it served as the foundation for the development of this
work.
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Fig. 1 Graphical representation of the approach constraints of a load balancing. Source [9]

As Fig. 1 shows the graphical representation of load balancing, with the polygon
formed by six edges representing the approximations of balancing, i.e., the greater
the number of edges, the closer the ideal balance would be, however, the fact that
it increases the amount of edges that requires greater mathematical effort and when
implemented in algorithm, results in greater computational effort.

With (1) summarizes the circuit balance determination.

bal =
(
1 − R

A + B + C

)
(1)

At where:

bal = Load balancing in the circuit;

A, B and C = Total loads in each phase;

R = Total circuit unbalance.

2.2 Fuzzy Logic

Proposed by L. A. Zadeh (1965), it is a promising branch of artificial intelligence
that is based on the issue of pertinence, allowing it to work with vague or difficult to
interpret information. The difference compared to Boolean logic (true and false) is
that in fuzzy logic propositions can present degrees between the two extremes. The
fuzzy logic is applied in control systems, systemmodeling, economical engineering,
and in this work in the decision-making step in order to optimize the distribution of
single-phase PAs, thus translating and seeking to minimize the uncertainties inherent
to the dynamic behavior of loads connected to the distribution subsystem.
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Fig. 2 Structure of the fuzzy logic controller. Source Adapted from [11]

2.3 Mamdani Model

The main idea of Mamdani’s method is to describe process states through linguistic
variables and use these variables as inputs to control rules; the rules connect input
variables with output variables and are based on the description of the fuzzy state
that is obtained by defining the linguistic variables. Each crisp input (either a real
number or a real number of real numbers) is expected to match a crisp output and, in
general, a fuzzy system matches each input with output. In this case, [10] states that
a fuzzy system is a function of Rn in R, built by a specific methodology according
to 3 modules. Figure 3 shows the general structure of a fuzzy logic-based controller
(Fig. 2).

2.4 Mathematical Optimization

In general, concepts and optimization problems seek to maximize or minimize a real
function by choosing input values from a specific set and evaluating the assumed
value for a given function, which is, finding the best results for an objective function
in a given domain. In [12], mathematical programming studies problems, properties,
solution algorithm creation, and real-world applications.

Also, according to Boyd and Vanderberghe [12], an optimization is composed
of variables, objective function, and constraints, and the objective function is the
mathematical expression that one wishes to optimize, whereas the constraints are
the limits for the variables such that the solution is feasible and the variables are
the values for the objective function. (2) presented the generic form of problems
associated with optimization.
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min f0
sujeito fi (x)≤ bi ;i=1,...,n

(x) (2)

At where:

Min f 0 (x) = objective function;

Bi = Restrictions.

2.5 Simplex Method

Still, according to [12], the simplex method walks in the vertex region until obtaining
a solution that does not have better than it in the neighborhood, and therefore, this
solution found is the optimal one. However, there are scenarios where the optimal
solution cannot be reached, in which case there is no viable optimal solution to
the problem, because of incompatible constraints or the variables tend to infinity,
causing the objective function to find no limits. Simplex is commonly used in optimal
linear-PL programming solutions when it meets the following criteria:

1. All variables are no negative;
2. All bi is nonnegative;
3. All initial equations of the systems are of the same or smaller type (≤), such that

only the gap variables are found.

It happens that sometimes some of the criteria cannot be met, and for that, the
technique of the two-phase simplex is employed.

2.6 Usual Allocation of UCs in Distribution Circuits

According to the procedures in [13], low-voltage consumer units, when connected
to bare cable distribution networks, are usually anchored close to the supporting
structures of the networks near the posts and due to the incompatibility of the metal
alloys that make up the network (usually aluminum) and service branches (usually
copper insulated cables), wedge-type or parallel-type connectors compatible with
the gauges in the circuit sections are employed, thus preventing oxidation at the
connection points. Figure 3 generally demonstrates the allocation of consumer units
along with the n nodes that make up the low-voltage distribution network.
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Fig. 3 UC extension connected to the distribution network. Source [13]

3 Materials and Methods

3.1 Data Collection and Work Design

The survey of the data applied in this work was carried out with the local conces-
sionaire, Eletrobrás Amazonas Distribuidora de Energia S.A., directly from its
SGDREDE database, whose purpose is the remote monitoring of transformation
units scattered in various neighborhoods of Manaus city.

The adoption of the limits for the linguistic variables of the fuzzy sets employed
in the decision making of the balanced system proposed in this paper obeyed the
expert knowledge and experience of the concessionaire’s design body, but was also
based on the two-year histograms 2017 and 2016, aiming at a better approach to the
objective of this theme.

The methodology applied in this proposal of the automatic balancing system of
UCs was carried out in first-moment searches in collections of similar themes, works
published in journals and periodicals, in order to better base the foundation of the
theme. In a second stage, the hardware schematic was developed, using the CAD
PROTEUS 8 Tool. The development of the control system, i.e., the third stage of the
work,was performed in a computer environment simulation, theMATLABR2014a®,
which the Fuzzy Logic Toolbox allows the creation of Mamdani models, as well as
an open solver available in the Excel 2010 tool for validation of the simplex method
algorithm model.
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3.2 Fuzzy Block Determination for Decision Making

Figure 4 shows theMamdani model proposed in this paper, whose purpose is to assist
the daily control strategy to be performed by the proposed system in the interpretation
of the inputs, which are presented as the demand requests of the three system phases
and the time of day, so depending on the interpretation by themodel, theUC’s balance
enable block can be activated.

Mamdani model variables. The construction of the proposed Mamdani method
uses four input impacts: Phase A Demand; Phase B Demand; Phase C Demand; and
Schedules, for output only one output: Balance Ckt. The division of impacts into
language levels was defined according to Table 1.

Fig. 4 Proposed Mamdani model

Table 1 Description of linguistic variables and result

Linguistic variables Fuzzy set

Type Description

INPUT Schedule Light (HL)

Moderate (HM)

Critical (HC)

Phase A Demand Light (DFLA)

Moderate (DFMA)

Critical (DFCA)

Phase B Demand Light (DFLB)

Moderate (DFMB)

Critical (DFCB)

Phase C Demand Light (DFLC)

Moderate (DFMC)

Critical (DFCC)

OUTPUT Balance circuit ON (ECL)

OFF (ECD)
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Fig. 5 Variable Phase A Demand

Input variables. Demand from the connected consumer units in the transformation
unit phases varies throughout the day, but the winding of each transformation unit
can only provide a power that is compatible with its transformation capacity and
when overdemand occurs, the entire system is put at risk of overload shutdown
or untimely actuation of the protections. Figure 6 shows the parameterization in
MATLAB’s Fuzzy Logic Toolbox for the input variable called Phase A Demand,
and the same is true for the other phases that make up the system (Fig. 5).

The circuit consumption profile in home feeders shows that in the early hours
of the day, many loads are less likely to be connected and requesting large power
blocks, but at system peak time (most critical time defined by RN between 18:30
and 21:30), any sudden increase may incur a severe risk to customer service. The
parameterization of the variable named time is shown in Fig. 6.

Rule base. The determination of the linguistic rules,which totaled for this application
81, followed the expert advice of the concessionaire that was the target of the study,
based on the occurrences recorded in the Administration andManagement System—
SIAGE and SGDREDE, in addition to observing the cost ratio unit of operation and
quality of supply. Figure 7 demonstrates a part of the 81 rules that make up themodel.

Fig. 6 Time variable
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Fig. 7 Rules of inference of linguistic variables

3.3 Reconfiguration of Simplex-Based Solver Assist UCs

In order to perform the distribution of the UCs by the three phases of the secondary
low-voltage distribution system—SDBT in order to obtain the balance in load alloca-
tion (best distributionor optimal distribution), the presentwork adopts the distribution
method based on simplex, which is briefly based on offerors and plaintiffs, subject
to restrictions inherent in the process.

(3) and (4) present the restrictions imposed on the algorithm in the search for the
best load balancing.

A + 2 × Demtotal × bal

3
≤ Dem total (3)

2 × Demtotal × bal

3
− A ≤ Dem total

3
(4)

At where:

Dem total = total circuit demand;

A = phase demand any phase.
The offerors would be the three phases of the transformation unit with their

maximum and finite capacity to supply power and the demanders would be all the
loads connected to the secondary of the transformation unit.

3.4 UC’s Switching Interface

The switching process of UCs is performed by electronic keys, in which case the
SCR thyristors are used in the anti-parallel configuration, as shown in the schematic
of Fig. 8. To avoid switching by electrical noise and out of time determined by the
control block, the main thyristors are protected with a snubber circuit-type relief
filter.



Automatic Balancing System of Single-Phase Consumer Units … 107

Fig. 8 Simplified schematic of the consumer unit switching circuit

4 Results and Discussion

To simulate the system proposed in this work, a circuit selection was performed
based on the measurements indicated by the SGDREDE, and the target circuit of
this study presented high unbalance and served a zone with a high rate of technical
and non-technical loss. Figure 9 shows the sketch of the circuit, whose data were
simulated in this work.

Table 2 presents the circuit characteristics in the elaboration stage of this work.
Figure 10 shows the flow diagram of the proposal’s internal system operations,

where all the sub-blocks that make up the system as a whole are arranged.
Based on the information in Table 2, the electronic input sensing circuits of the

balancing system in Fig. 10 send data to the microcontroller input, sensitizing it
to initiate an analysis of the demand per phase and the amount of UCs per phase.
circuit, based on the decision making of the fuzzy block, obeying the fuzzy logic
and parameterization of Table 1 of the fuzzy sets, the fuzzification of the inputs
occurs, provided that the set of rules that best expresses the interaction is observed.
The output of the fuzzy block enables the optimization block, which with a simplex
model-based algorithm seeks load redistribution and the microcontroller enables the
switching block of consumer units connected to the network.

Table 3 shows the result of the simulation of the single-phase PA redistribution
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Fig. 9 Sketch of circuit CC-03-0188. Source SGDREDE, 2018

by the three phases of the distribution circuit, that is, the distribution performed by
the solver (optimization block) of the system proposed in this work phase capacity
constraints and maximize load balancing.

Figure 11 shows thebehavior of the fuzzydecision-makingblock,which responses
by enabling the optimization block in the face of demand greater than 80% in Phase
A and time greater than 18 h, therefore at the tip.
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Table 2 CC030188 circuit distribution and circuit technical data

Code Nº Alm Pot. Transf SE No. of UCs 1ϕ 2ϕ 3ϕ

0188 3 150 CC 71 34 23 14

Phase Current (A) Voltage F-N Voltage F-F Qty UC1ϕ Qty UC by Potência (kVA)

0.5 1.5 3.0

A 409.4 140 230 16 14 12 8

B 472 139.8 228 10

C 557.8 139.5 227 8

Fig. 10 Simplified diagram of action flow in the balancing system

Table 3 Distribution of UCs for the CC030188

Load distribution

UC System phases

A B C

TYPE 1 6 4 4

TYPE 2 4 4 4

TYPE 3 2 3 3
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Fig. 11 Fuzzy block response graph

5 Conclusion

Using fuzzy sets artificial intelligence methods for better decision making in the face
of increased energy demand in a power distribution system and using a combined
optimization algorithm inspired by the simplex model, with respect to each phase of
the transformation unit, open the possibility of more effective reconfiguration from
the point of view of reducing the imbalance in three-phase distribution systems.

The use of embedded and microcontroller systems, allied with power switches
(SCR) in the anti-parallel configuration and playing the role of actuators in the
handling of the UCs, proves to be a viable and economically more favorable option
than the traditional team shift method.

The simulated results showed that, in general, the balancing model proposed here
made it possible, from the information collected from the network, to determine the
necessary redistribution to balance the loads and at the same time to reduce the need
for interventions to improve the distribution of loads energy, i.e., reducing the cost of
commuting, optimizing the resources of available assets, improving the performance
of imbalance losses, and stress levels associated with severe imbalances.
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Model Predictive Controllers:
Development of a Tuning Methodology
Using Sensitivity Functions

André Luiz P. de Lima and Luz Adriana Alvarez

Abstract In this work, a practical tuning methodology for model predictive
controllers (MPC) is introduced, in which the control parameters are determined
using sensitivity functions. The controller applied in this project was the general-
ized predictive controller (GPC), which possesses a considerable presence in the
industry, relative to other types. The closed-loop system with the GPC controller
can be represented through sensitivity functions. Here, we define indexes based on
those sensitivity functions that measure the impact of each tuning parameter on the
closed-loop performance. The sensitivity functions can be associated with a specific
control objective, such as error minimization, disturbance rejection and reduction
of control effort. Then, through an optimization problem, we propose to find the
control parameters that let the processing system to reach the desired control objec-
tives. The importance of each objective can be defined through a numerical weight.
The proposed approach is tested through simulation in a typical chemical engineering
system: the level control of a tank reactor.

Keywords Model predictive control · Tuning · Sensitivity functions

1 Introduction

Advanced controllers have been producing a positive impact in improving industrial
processes operation, and inside this group, it is worth mentioning model predictive
controllers (MPC). They are able to promote significant process changes, thanks to
the capability to work with multivariable problems close to the constraints. Besides,
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MPC’s are intuitive, a process model allows the output error estimation based on
internally calculated inputs, and an optimizer that minimizes the output error by
determining the best input sequence. However, despite its advantages, MPC still
lacks a well-determined tuning methodology [1].

When discussing the tuning of an MPC, it should be considered that there are
many different parameters to be adjusted that can overlap the effects of each other,
creating an issue when dealing with this problem [2]. Besides that there are many
different types of model predictive controllers, and each one presents a specific set of
parameters to be tuned, which will affect the optimization problem to be solved [3].
Many articles published in the past few years have been focusing on the universal-
ization of tuning methods, in order to improve robustness and standardization [4–6],
showing how this topic is still relevant even in recent times.

Among the many parameters that require adjustments in an MPC, we may high-
light the weight matrices contained in its cost function, which can be classified by
their characteristics: while one is responsible for minimizing the output error (Q),
the other one reduces the input effort in controlling the system (R). These parameters
are usually tuned by trial-and-error, damaging its general attractiveness.

In this work, a novel methodology for tuning theQ and R parameters is proposed.
The approach is based on the closed-loop sensitivity functions, which are treated
as indexes in a global equation that represents the cost function of an optimization
problem. Between the many types of controllers that could have been used for this
purpose, it has been chosen to apply the generalized predictive controller (GPC)
because of its presence both in the industrial and scientific environments [7]. There
are three different objectives that are contained in the tuning function: the output
error minimization, the reduction of control effort and the disturbance rejection. The
method was applied to a single-input, single-output (SISO) problem.

2 Sensitivity Functions

In the MPC tuning field, the concept of sensitivity function is well known, with other
works applying them in order to obtain adequatemethods [8, 9]. Sensitivity functions
can be defined as expressions that represent the relation between system input data
(such as disturbance, reference and noise) and variables of interest for the system
(such as inputs and outputs). In order to determine the closed-loop influence of the
disturbance on the output, it is quite frequent the use of this relation, which is desired
to be as small as possible [1].

As an example, let us consider Eq. 1, which details the closed-loop dynamics of
the system in the presence of disturbance. Here, y represents the system output, while
d and w represent the disturbance and the reference, respectively. This allows us to
define the term that relates the output to the input data (in this case, d and w). We
may analyze the physical meaning of Eqs. 2 and 3 and specify rules about the desired
closed-loop behavior. Equation 3, for example, represents the effect of a reference
change on the output. For such variables, the ideal situation is to obtain output values
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Fig. 1 Block diagram of a closed-loop system

as close as possible to reference values, which means E(s) close to one. Equation 2,
on the other hand, can be interpreted as the influence that disturbance has on the
output, and it is usual to dictate that this should be null.

y(s) = D(s) ∗ d(s) + E(s) ∗ w(s) (1)

D(s) = y(s)

d(s)
(2)

E(s) = y(s)

w(s)
(3)

Wemay apply this concept to a closed-loop systemcontaining a controller, process
and sensor, as shown in Fig. 1. For this system, we may define a set of sensitivity
functions, they are summarized in Table 1 with a brief description of their physical
meaning.

3 Tuning Methodology Using Sensitivity Functions

As mentioned before, the methodology is focused on the tuning of the weighting
matrices Q and R. Here, we propose to minimize a function FT according to Eq. 4.
In this, I represents the set of indexes considered in the proposed method, which
depends on the weighting parameters (i.e., R and Q).

min
R,Q

FT (I (R, Q)) (4)

Three different indexes related to different objectives:
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Table 1 Sensitivity functions in a closed-loop system

Sensitivity functions Description
y(s)
d(s) = Gd

GcG pGs+1 The relation between system output and disturbance. Represents the
influence of the disturbance on the output. It is usually desired for its
value to be near zero

y(s)
w(s) = GcG p

GcG pGs+1 The relation between system output and reference. Represents the
proximity between those variables. It is desired for them to be equal
(value of 1)

u(s)
d(s) = Gd

G p(GcG pGs+1)
The relation between system input and disturbance. Represents the
disturbance effect on the input. It is usually desired for its value to be
small to avoid an excessive control effort

�u(s)
w(s) = �Gc

GcG pGs+1 The relation between the control effort and reference. Represents the
effect of a reference change on the control effort. It is usually desired
for its value to be near zero

• Minimization of error (ISt). This index aims the approximation between the
system output and reference.

• Reduction of effort (IdMt). This index will focus on reducing the control effort.
• Rejection of disturbance (IS0). It aims to minimize the effect promoted by the

disturbance in the system.

The methodology consists of the minimization of the difference between each
index and its desired value I*, as described in Eq. 5.

FT = wST ∗ (
ISt − I ∗

St

)2 + wdMT ∗ (
IdMt − I ∗

dMt

)2 + wS0 ∗ (
IS0 − I ∗

S0

)2
(5)

Here, each difference is squared and weighted. Note that in this formulation, the
optimization problem of the MPC tuning procedure is more intuitive than the MPC
problem itself, since each weight is related to a control objective. Additionally, the
system is previously scaled in order to ease the choice of the weighting values wST,
wdMT andwS0. The proposed indexes and their respective ideal value I* are presented
in Table 2.

The indexes are obtained through their frequency response to the disturbance.
Here, we consider the frequency rangewhere the system can operate. The frequencies
may have values between 0 and f crit, which is the maximum frequency to operate
the system. Frequency values above the maximum frequency promote the “aliasing”

Table 2 Typical sensitivity functions in a closed-loop system

Type Symbol Indexes (I) Ideal (I*)

Error minimization ISt
y(s)
w(s) = GcG p

GcG pGs+1 1

Effort reduction IdMt
�u(s)
w(s) = �Gc

GcG pGs+1 0

Disturbance rejection IS0
y(s)
d(s) = Gd

GcG pGs+1 0
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phenomenon, in which it is impossible for the system to distinguish the oscillatory
signal due to the limitation in the sampling time TS . Equation 6 describes the value
of f crit.

fcrit = π

TS
(6)

Each index Ix is calculated at the system operating range. It considers the integral
of the amplitude ratio of the frequency response of each sensitivity function, as
described by Eq. 7. For the case where the disturbance is known, the amplitude ratio
can be multiplied by a Gaussian function [represented through function g(·)] with a
center located in the disturbance frequency, as described in Eq. 8. Both approaches
will be compared in order to check their performance in tuning a SISO system with
known disturbance.

Ix =
∫ fcrit
0 |Ix ( jω)|dω

∫ fcrit
0 dω

=
∫ fcrit
0 |Ix ( jω)|dω

fcrit
(7)

Ix =
∫ fcrit
0 g(ω)|Ix ( jω)|dω

∫ fcrit
0 dω

=
∫ fcrit
0 g(ω)|Ix ( jω)|dω

fcrit
(8)

4 Process Simulation

The methodology is applied in a typical example in the chemical engineering field.
Consider the level control inside a tank reactor, in which the input stream is fixed, and
the output stream is located at the bottom of the tank. The reactor level is controlled
via the use of a valve in the output stream, then the valve opening is considered as
the manipulated variable. The process model is presented in Eq. 9. Here, L is the
liquid level (in m), Fo is the input flow rate (in m3/min), A is the transversal area of
the tank (in m2), g is gravity (in m/min2) and CV is the valve opening (in %).

dL

dt
= 1

A
Fo − Cv

√
gL

A
(9)

Process Operation Scenario: During this simulation, we have that Fo has a value
of 0.06 m3/min, the diameter of the tank is 0.5 m and the nominal value forCV equals
to 0.0002 m2. The maximum level capacity of the tank is 1.4 m.

Process Transfer Function: The model is simulated in order to obtain a transfer
function that represents this one. The variables have different ranges: The manip-
ulated variable operates between 0 and 100%, while the tank level is between 0
and 1.4 m. The obtained transfer function was scaled to improve the numerical
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Table 3 Simulation scenario for the tank system

Reference parameters change with time

Time (min) 0 24 136 200 400

Reference (m) 1.1 0.9 1.1 1.1 1.1

dSP 0 0 0 15 −10

Reference and disturbance parameters ω = 0.05 (min−1); test = 24 min; tsim = 504 min;

Controller parameters HC = 15; HP = 10; TS = 8 min; τ cur = 8 min;

performance, it is presented in Eq. 10, considering a time scale in minutes.

GP(s) = −2.586

8.69s + 1
[%/%] (10)

Reference Curve: Here, we defined a reference curve that behaves exponentially,
like a first-order function. This concept has been applied in other works and has
shown an increase in efficiency and process performance [10]. In this simulation, the
time constant for the reference curve (τ cur) equals to 8 min.

Disturbance: In Eq. 11, the transfer function of the disturbance is presented. The
Eq. 12 describes the disturbance behavior over time, showing the presence of
oscillation. The variable dSP is a scalar value.

Gd(s) = 1.5

10s + 1
[%/%] (11)

d(t) = dSP + 10 ∗ sin(ωt) (12)

Simulation Scenario: Table 3 describes the simulation parameters along the time.
We have in this case that test and tsim are, respectively, the reference stabilization time
(approximated time for the curve to reach 95%of its set point) and the total simulation
time, while HC and HP are the GPC control and prediction horizon, respectively.

5 Results and Discussion

5.1 Error Minimization (ISt)

To analyze the first index, we performed a tuning procedure with wSt= 1 and wdMt=
wS0= 0 for both simulations utilizing the different frequency response calculations
methods (Eqs. 7 and 8). The results are presented in Table 4, Here, the methods are
compared in terms of integrated square error (ISE). We observed that the method
of applying Gaussian produced an error-index approximately 20% smaller than the
method proposed in Eq. 7. The simulation of the closed-loop system with the tuning
results obtained for the second method is shown in Fig. 2.



Model Predictive Controllers: Development … 119

Table 4 Results for simulation with wSt=1 and wdMt= wS0 = 0

Parameters Method without Gaussian Method with Gaussian

R 0.1835 0.1528

Q 72.0026 68.2812

ISE 0.0084 0.0065

Fig. 2 System response after tuning with wSt = 1 and wdMt = wS0 = 0 (Gaussian method)

5.2 Reduction of Effort

In order to quantify the reduction of control effort, we propose to apply an index
similar to ISE for the input variation, the integrated square input variation (ISV ).
The tuning method was applied to the closed-loop system with different weights.
Table 5 summarizes the results of the simulations. Notice that the increase in the
weight resulted in a decrease of the ISV, consequently, the control effort. Specially,
the reduction of the effort seems to intensify since both wSt and wdMt have similar
values, reinforcing the intuitiveness of the method.

Table 5 Results for simulations changing the weight for reduction of effort

Simulation R Q ISE ISV

[wST, wS0, wdMt] = [1; 0; 0] 0.1528 68.2812 0.0065 2766.9141

[wST, wS0, wdMt] = [1; 0; 0.5] 0.0856 18.1585 0.0288 2761.5660

[wST, wS0, wdMt] = [1; 0; 1] 244.5960 366.0569 208.9728 2146.1654

[wST , wS0, wdMt] = [1; 0; 3] 199.9999 100.0010 865.1708 1776.2346
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Table 6 Results for simulation with different weights for rejection of disturbance

Simulation R Q ISE

[wST, wS0, wdMt] = [1; 0; 1] 244.5960 366.0569 208.9728

[wST, wS0, wdMt] = [1; 1; 1] 50.5989 136.0242 89.2377

5.3 Rejection of Disturbance

In this case, a new scenario was calculated, where the tuning weights are equal. Table
6 shows that in comparison with the simulation without the action of the disturbance
rejection, the ISE is smaller.

6 Conclusions

In thiswork, amethodology for tuning theweighting factors of anMPCcontrollerwas
proposed, focusing on three different actions: minimization of output error, reduction
of control effort and rejection of disturbance. The method was simulated in the level
control of a tank, where we evaluated the effectiveness of the indexes related to each
objective. The first indexminimized the output error, resulting in a response behavior
close to the reference. The results for the control effort were measured through
the ISV. The controller performance was improved using a Gaussian function. It is
important to highlight that the method is intuitive, practical and adaptable since it is
simple to define the importance of each objective. The results showed that the desired
behavior was achieved, resulting in a simple method for MPC tuning. In future work,
this method will be extended to multivariable systems.
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Development of an Intelligent Parking
Aid System

Lucas Amaral Costa , Alessandro Corrêa Victorino ,
and Pedro Antônio Diniz Chaves

Abstract The increase in the number of cars in urban areas is causing an urban
problem regarding the occupation of large areas for parking space. One possible
solution for this problem is within the vertical parking. Thus, in a previous paper
published by this research group, an innovative device that parks two vehicles in the
same space required by only one was created. The patent request for this device has
the registration number BR1020140118142. In the present discussion, technologies
that communicate with the driver and help him park easily and safely have been
incorporated into this device. This technology implanted in the device is composed
of a position sensor and two cameras. In the first step, the proper position sensor
and cameras for the problem were selected. On a second step, the optimal posi-
tions for the chosen laser sensor and cameras were defined. On a third and last step,
the maneuvering of the vehicles during the parking task was simulated in the soft-
ware Blensor®. The obtained results were effectively used to determine the vehicle’s
position precisely, assisting the driver in the task of parking and avoiding collisions.
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1 Introduction

The Engineering School of the University of São Paulo presented the study [1]
showing that about one quarter (25%) of the built area of São Paulo capital is occupied
by parking space, based on historical records evaluated from 1930 until 2010. The
parking problem [2] requires a solution, once this parking space could be much
more efficiently used, as for the housing area. A possible solution for the mentioned
problem is verticalizing the parking lot, efficiently increasing the number of parked
cars in a reduced area. Although this idea already exists, a vertical parking device was
proposed in a previous discussion [3, 4] as an efficient innovation [5] for the suchlike
devices currently on the market. The proposed device in Fig. 1 has a combination
of simplicity in the assembly and state-of-the-art attributes. The device is composed
of a lift platform, an electric hoist, and a movable pulley. It has a lifting platform that
allows parking two automobiles in the same area required by one automobile. Also,
intending to facilitate the parking by freeing up the maneuver area, its lift platform
has only 3 fixities (instead of 4), i.e., one corner is hanging. Hence, the lift platform
is designed with a structural carbon steel grid dimensioned to sustain all the strain
on the platform as in [6, 7].

The operation of the parking device is simple. The first car (the red one in Fig. 1)
parks on the lift platform. Then, the electric hoist raises the lift platform through a
movable pulley, that divides the applied force by two. Finally, the second vehicle (the
black one in Fig. 1) parks below the first car. The lift platform features a geometry
that prevents fluids such as oil and water from falling over the bottom car. Also, the
platform works as a second-class lever, with the resistance force acting between the
electric hoist and the fulcrum.

Fig. 1 Parking duplicator device
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For the purpose of making the parking task easier, this modern vertical parking
system is also equipped with a position sensor and two cameras that communicate
with the driver to help his parking. The outputs from the sensor and the cameras are
merged, and the pose (position and orientation) of the vehicle relative to the free
parking space is tracked while the car is parking. This is accomplished through an
algorithm that also predicts the next pose of the vehicle based on its prior state. A
small display shows the distance of the car to any object closer than 50 cm and a
beep warns the driver if a collision is imminent, or if the car is oriented in a position
that probably will not lead to properly parking. This technology aims the proper
positioning of the vehicles while parking and the driver’s safety. The present paper
is centered on the development of this assistive technology. Except for the writing
of the algorithm, it comprises all the steps in the conception of the aid system.

In the first stage, this paper approaches the selection of the specific position sensor
and cameras to be used on the parking device. The position sensor and the cameras
detect with precision the position of the car and other obstacles in relation to the
parking space as a function of time as the car is parking. In the second stage, the
optimal positions for the sensor and cameraswere defined.On a third step, the parking
task was simulated on the software Blensor®. The obtained results were effective
when applied in precisely determining the vehicle’s pose, assisting the driver in the
task of parking and avoiding collisions.

2 Materials and Methods

The methodology adopted in the development of the sensor-based system aiming to
facilitate the maneuvering of the car was divided into 3 steps: Sect. 2.1 Selection
of the Proper Sensor and Cameras; Sect. 2.2 Definition of the Optimal Location
for the Sensor and Cameras; and Sect. 2.3 Simulations on the Software Blensor®.
It is important to notice that these steps did not happen linearly, they happened
simultaneously or with intersection points.

2.1 Selection of the Proper Sensor and Cameras

In the first step, the appropriate sensor and cameras for the presented problem were
selected. The fusion of the outputs from the position sensor and the cameras must
show the precise pose of the vehicle as a function of the time. Thus, the vertical
parking device needs a sensor and cameras that can precisely determine the vehicles’
pose throughout the entire maneuvering. At the same time, they cannot be financially
expensive, as this would impair the commercialization of the device. So, in this
step, the position sensors and cameras available on the market were technically
and financially compared. Besides that, suchlike parking aid systems such [8] were
studied helping in the selection of the proper sensor. Simulations of various sensors
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and cameras took place on the software Blensor®. Thereby, the sensor and camera
that offered the best benefit–cost ratio were selected.

2.2 Definition of the Optimal Location for the Sensor
and Cameras

In the second step, the position inwhich the sensor and the cameraswould be installed
was defined. The sensor and cameras need to detect the vehicle from the start to the
finish of the parking task, beginning at a distance of at least 7 m from de device.
This minimum distance is necessary so that the driver can maneuver the vehicle and
get to the park. The locations of the sensor and cameras were evaluated so that there
were few obstacles between them and the vehicle. Suchlike analyzes were made
through the prototype in Fig. 2, which was modeled in the software SolidWorks®

and 3D printed. It helped with the definition of the optimal location for the sensor
and cameras. The maneuvering of the two vehicles was simulated and studied on the
3D print aiming to understand the location that would make both cars (superior and
inferior) be in the range of the position sensor and the cameras during their whole
parking task. Situations such as possible blind spots and interferences were also

Fig. 2 Small-scale 3D printed prototype
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evaluated through this same method in the present step. Thus, the optimal locations
for the sensor and cameras were defined.

2.3 Simulations on the Software Blensor®

In the third step, the sensor and cameras on de parking device were simulated in the
software Blensor® [9]. First, the vertical parking device was modeled in the software
SolidWorks®, then it was exported to the softwareBlensor®. OnBlensor®, the sensor
and the cameras were installed in the parking device according to the location defined
in step “Sect. 2.2. Definition of the Optimal Location for the Sensor and Cameras.”
Then, the sensor and the cameras were simulated during the maneuvering of the
vehicles in the parking task. The obtained results are exhibited in Sect. 3. Results.

2.4 Development of the Algorithm

This step is not concluded yet. It will be presented in future work. It consists of the
development of an algorithm and a control system [10] that will merge the data from
the cameras with the information from the sensor, detecting the pose of the vehicle
through corner recognition, measuring the distance from the vehicle to obstacles,
interacting with the driver, avoiding collisions, and assisting the driver throughout
the entire task of parking. Bymeans of Kalman Filtering [11], this algorithm predicts
the next pose of the vehicle based on its prior state. Also, if a person or an animal
enters the parking device operational area, presenting a possible injury condition,
this algorithm will stop the parking device and alert the driver with a beep.

3 Results

The selection of the proper sensor and cameras and the definition of its optimal
location in the vertical parking have a strong influence on the efficiency of the parking
task. Therefore, the results present the selection and the location of the cameras and
the sensor which explore the maximum efficiency of the devices.

3.1 Selection of the Proper Sensor and Cameras

Several lidar laser sensors were simulated on the software Blensor® to define the best
one for the vertical parking. The generic lidar laser sensor with one ray that reaches
10 m proved to be efficient in the action of detecting the position of the vehicle near
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the vertical parking. Besides that, it is cheap in the market of laser sensors which
makes it a good option considering the benefit–cost ratio.

Also, in the software Blensor®, many types of cameras were simulated to define
the best one for the vertical parking. The type of camera Canon APS-C proved to be
efficient in the action of detecting the position of the vehicle in relation to the time
while it parks. The type Canon APS-C proved to be a good option for the device
because it can see very well the space necessary for the vehicle to make maneuvers
to park and it can follow the vehicle during the entire parking task. Besides that, this
type presents a better benefit–cost ratio than other types of cameras for the needs of
the device.

3.2 Definition of the Optimal Location for the Sensor
and Cameras

The definition of the best location for the sensor is very important to improve sensor
efficiency. After testing many places in the software Blensor®, the best location was
defined. As presented in Fig. 3, it is located in the same column where the electric
hoist is, and at 0.73 m above the floor. This height is ideal because the generic lidar
sensor can detect the position of the vehicle reaching more areas of the vehicle than
other heights. Also, the lidar sensor is installed at an angle of−35° in relation to the
red cartesian axis shown in Fig. 3. This angle is important because the sensor angle
together with the sensor height can allow the parking aid system to properly see
obstacles and detect the vehicle during the entire task of parking, including within
the platform.

Fig. 3 Location of cameras and sensors
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The position of the camera in the vertical parking is essential so that its maximum
potential is used in the device. The camera was simulated in different places on
the software Blensor®, and it was concluded that the device needs two cameras.
Figure 3 shows the locations of the installation of the sensor and the cameras. One
camera is located at the wall at a height of 2.7 m above the floor. This height is
necessary so that the camera can properly see the space available for parking when
the platform is not suspended. After the platform with a vehicle is suspended, the
camera’s vision becomes poor, so another camera is needed to see the other car that
will park underneath. The other camera is located below the platform at a height of
0.45 m above the floor. Now, this height is necessary so that the camera can properly
see the free space for parking when the platform is suspended, i.e., when the vehicle
is parking in the bottom parking slot. Therefore, the two cameras are essential to the
operation of the device when the platform is suspended, or when it is not.

It is possible to see that the sensor is big in Fig. 3 because in the software Blensor®

it is unfortunately not possible to let the sensor in its original size, which would be
smaller than presented in Fig. 3.

3.3 Simulation on the Software Blensor®

After proper selection of the sensor and cameras and definition of the optimal location
for the sensor and the cameras, the whole system was simulated in the software
Blensor®. Therefore, four images were generated as shown in Fig. 4, two of them
show the camera and sensor views. The camera view in Fig. 4 shows the simulation
of the camera with excellent results because the chosen camera can follow the vehicle
during the entire maneuver with an accurate definition of the pose of the vehicle in
the space of the parking lot. Also, the scan view in Fig. 4 can detect the position
of the vehicle with precision in the parking area. In the image Scan View in Fig. 4,
the orange line is the back of the car seen by the laser. Also, it is possible to realize
that a piece of the platform was detected, which was expected as the laser can reach
the vehicle with precision until the very end of the parking task when the vehicle
is finally on the platform. The coordinates of the sensor view are presented on the
image with the description “Location” on Fig. 4, in relation to the origin presented
on “General View” in Fig. 4.

The driver will receive the information from the parking aid system, which will
help him to avoid collisions and park smoothly.A small displaywill show the distance
from the vehicle to any obstacle closer than 50 cm in relation to any exterior part of
the vehicle. A beep will alert the driver if a collision is imminent. The frequency of
this beep increases as the vehicle gets closer to any obstacle. Thus, the driver will
get assistance throughout the maneuver and collisions will be avoided.
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Fig. 4 Parking maneuver

4 Conclusion

The present paper proposed a parking aid system able to assist the driver throughout
the entire parking task in a specific parking duplicator device presented on a previous
discussion [3]. This parking aid system is composed of cameras and a laser sensor.
After its development according toSect. 2 of this paper, its operationwas simulated on
the software Blensor®, where the cameras and sensors were evaluated. The obtained
results showed that the developed system is robust. The selected sensor/cameras
and their locations were able to precisely detect the vehicle throughout the entire
maneuver on both parking spaces. The system can effectively warn the driver to
avoid collisions and assist him through the entire task of parking.

The next step in this research is the development of the algorithm that will make
the fusion of the data from the sensor and the cameras, localizing the car through
corner recognition, evaluating the distance of the vehicle to obstacles, and interacting
with the driver while assisting him.
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High-Dynamic-Range Imaging Using
Nanowires

Juan C. Barbaran , Victor Murray , Munib Wober ,
and Fawwaz Habbal

Abstract High-dynamic-range (HDR) imaging applications are increasing rapidly
due to their advantages to increase the color quality of the pictures that can be
accessed now even from the cellphones. Combining HDR with multispectral images
could give us the opportunity to not only have great color information but also to
analyze different compositions of materials. However, the use of these techniques is
still limited due to portability and costs. In this work, we present linear and nonlinear
methods to generate HDR images using a novel single capture multispectral camera
based on nanowires sensors. The results presented here show an error reduction in
color estimation compared to previous methods.

Keywords High-dynamic-range imaging ·Multispectral imaging · Nanowires

1 Introduction

Several methods to capture multispectral images have been developed over the years
due to the different advantages of these images in different applications like precision
agriculture [1], cancer detection [2], or food quality [3]. Some of the techniques
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use a scanning process, which means that the filters are tuned or changed every
time that a new spectral frequency is needed to be captured, or use a line-scan
hyperspectral imager, while other sensors use snapshot methods to capture all the
spectral frequencies at the time. One disadvantage of using the first technique is that
motion artifacts are generated into the generated images. For this reason, in recent
years, there are different efforts to build a sensor that can capturemultispectral images
in a single capture which could imply reducing the motion artifacts.

Likewise, non-scanning techniques do not use moving parts, thereby, in several
cases, the manufacturing cost is low, the design is simple, and the sensors become
portable [4]. In the industry, themost used technique to capturemultiband images in a
single capture is the color filter array (CFA), which uses a Bayer array to obtain three
bands: red (R), green (G), and blue (B). The extension of this technique to images
with more than three bands is called a multispectral filter array (MSFA). In MSFA,
like CFA, there is a pattern that is repeated throughout the sensor called amacropixel,
which corresponds to a set of geometrically distributed filters. On the other hand,
the use of high-dynamic-range (HDR) imaging is increasing basically thanks to the
new cellphones [5]. The combination of HDR with multispectral images could give
us the opportunity to both analyze different compositions of materials and to obtain
great color information. However, the use of these techniques is still limited for most
people due to the high costs and the dimensions of these cameras.

The main objective of this work is to show a novel method to recover color infor-
mation using a novel prototype of a multispectral camera that is based on nanowires
sensors. Color information is always a must in any single camera since it allows us
to relate what we are looking with that we are analyzing in different parts of the
spectrum. In the next subsections, we describe the novel multispectral camera proto-
type and how it obtains the images. Then, in the next sections, we describe a new
technique to obtain multispectral information. Later, the results and discussions are
presented.

1.1 Multispectral Filter Array-Based in Nanowires

A prototype of anMSFA camera has been developed, in the Harvard John A. Paulson
School of Engineering and Applied Sciences, using nanowires in the manufacture of
filters. Since the nanowires have the characteristic of emitting colors [6] and the fact
that they could also absorb colors outside the visible spectrum, for example, in the
near-infrared (NIR) [4], they also have the property of refracting light at different
wavelengths. This characteristic is due to the dependence of the wavelength to pass
through certain spaces, in this case, the space between each nanowire [7], thus it
can be considered that the refraction depends on the radius of the same. Grouping
nanowires of the same radius, in a determined area, can generate a filter capable of
absorbing a specific wavelength. For the construction of these filters, first, a group
of nanowires is fabricated in a silicon wafer and covered with a transparent polymer,
after that, the encapsulated nanowires in the polymer are separated from the wafer
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using a knife. Finally, the entire set of filters is superimposed on monochromatic
light sensors, allowing them to filter the designed frequency. This technique allows
us to manufacture multispectral cameras in a size equal to the conventional digital
cameras, that is, much smaller than common multispectral cameras in the market.

Fig. 1 Distribution of the nanowires filters in the sensor. Each of the colors represents a type of
filter grouped into sections of 3×3 pixels called the spectral band. Likewise, a group of 9×9 pixels
containing the 9 filter types is defined as a macropixel

The used prototype presents nine multispectral bands using an array of
macropixels shown in Fig. 1. Each filter is grouped in squares of 3 × 3 pixels and
the total set of filters has a size of 1080 × 1350 pixels. These filters were superim-
posed in a monochromatic DMK 27AUP0311 camera, which has a CMOS sensor
MT9P031 with a resolution of 2592 × 1944 pixels (5 megapixels), where each of
them measures 2.2 × 2.2um. The data stored by the camera has an 8-bit resolution.

1.2 Image Dataset

The dataset created for the current status of the research can be divided into three
groups: (i) images of the Macbeth grid, (ii) images of bottles, and (iii) white back-
ground images. In addition, for each group, three cameras were used, where each
camera corresponds to a camera similar to the prototype but with no alteration. In

1DMK 27AUP031 Monochrome Camera. Information available at www.theimagingsource.com.

http://www.theimagingsource.com
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this sense, we have three types of images for each group: (i) color images, (ii) gray
images, and (iii) images captured with the prototype (multispectral). All captures
have a set of images of the same scene with 12 different exposure times ranging
from 1 to 1/600 s. In Fig. 2, we show some examples of the images in the database.
On the left, we show the color images obtained with a color camera with the same
characteristics in the sensor as the prototype. On the right, we show examples of
images obtained with the prototype.

Fig. 2 Some images used as the dataset. aMacbeth grid from a color camera. bMacbeth grid with
the prototype. c Bottles with the color camera. d Bottles with the prototype

The most important images are the pictures of the Macbeth grid shown in Fig. 2a,
b, which is an instrument used to calibrate all types of color cameras. It has twenty-
four colors distributed in 4 rows and 6 columns. The main characteristic of this color
checker is that the RGB values of each color are known, and for that reason, images
of Macbeth grid captured with the prototype will be used to train and validate the
model obtained from the color reconstruction.

2 Methodology

In the previous work, [8], to estimate color, information using multispectral images
from the prototype was carried out in three stages: (i) demosaicing or separation
of samples, (ii) model acquisition, and (iii) post-processing. In a second work, [9],
high-dynamic-range imaging was introduced before the first stage to improve the
results.

In this work, a new stage is introduced before the separation of samples that
consists of performing a saturation correction in each of the pixels; likewise, the use
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of multivariable nonlinear regression is introduced to obtain the color model and is
compared with previous results. The following section will detail the methodology
performed and each of its parts.

2.1 Reducing Image Degradation

Assuming that pixel values should be fully saturated when a light source covering the
full spectrum is applied, a correction to the degradation is applied. For this, a white
background image is used under different exposure times. Thus, the image with all
the filters was multiplied by a correction matrix, which was obtained using the white
background images. The median of this was calculated and divided between each
pixel of the image using:

Ai j = median{B}
Bi j

, (1)

where A is the correction matrix, B the matrix the white background images, and
(i, j) each position of the pixels in the image.

2.2 High-Dynamic-Range Imaging

High-dynamic-range (HDR) images are images generated from two or more pictures
with different exposure times. Thus, the dynamic range increases in the image, i.e.,
the darker and lighter parts will be highlighted correctly. Due to that characteristic,
the second step for color reconstruction is to obtain an HDR image from the images
obtained in the previous step under different exposure times.

2.3 Multispectral Demosaicing

The next step is to separate the data of each of the nine spectral frequencies. In the
beginning, we have a 1080 × 1350 image where the nine types of filters are found.
First, we separate that image into nine different ones, in which each one only contains
the information of a single multispectral filter. Since the prototype has an orientation
error between the pixels and the filters that originated when joining the two parts
(nanowires on to the image sensor), we only take the central pixel of each group of
3 × 3, since that pixel has the highest probability of not presenting the orientation
error.
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With this procedure, the nine images are reduced to 360× 450 pixels. These new
images have missing information in some of the pixels, and for that reason, the final
step is performing a linear interpolation to complete the data.

2.4 Model Acquisition

Using the nine images belonging to the Macbeth grid, obtained in the previous step,
a model for the reconstruction of color was obtained. First, we need to put the matrix
form the information of each pixel. Thus, rectangular portions of the image that
contain a color of the twenty-four available from the Macbeth grid were selected. In
the obtained filter matrix, each row would correspond to one pixel and each column
to a different filter. The size of this matrix is n × 9, where n is the total number of
pixels.

Then, a second color matrix was created that will contain the ideal color values
that each pixel should have. These values were obtained from the datasheet of the
Macbeth grid. In this second matrix, each row corresponds to one pixel and each
column corresponds to a color value (R, G, or B). These two matrices were used to
obtain coefficients that represent the color model. These coefficients were obtained
using three types of multispectral regressions: (i) linear regression, (ii) nonlinear
regression of second order, and (iii) nonlinear regression of third order. Thesemodels
can be defined as Y = bX + E or

⎡
⎢⎢⎢⎣

y1
y3
...

yn

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

1 x11 x12 . . . xnp
1 x31 x32 . . . xnp
...
...

. . .
...

1 xn1 xn2 . . . xnp

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

b1
b3
...

bn

⎤
⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎣

e1
e3
...

en

⎤
⎥⎥⎥⎦, (2)

where y represents the target value, xi j the sampled value, b the coefficients, and
e the error. Then, we can use linear and nonlinear methods of the form of:

yi = b0 +
n∑
j=1

b j xi j + ei , (3)

yi = b0 +
n∑
j=1

b j xi j +
n∑

k=1

bkxik
2 + ei , (4)

yi = b0 +
n∑
j=1

b j xi j
2 +

n∑
k=1

bkxik
3 + ei . (5)
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The first model is a linear polynomial, while the second model is the combination
of a linear and a quadratic polynomial, and, the latter, combines a quadratic and a
cubic polynomial. The objective of this method is to obtain the coefficients b0, b j ,
bk and ei for every color band (R, G, B). Using these coefficients, the R, G, and B
values of each pixel are obtained.

2.5 Post-processing

The last step in color reconstruction is post-processing. First, the outliers of each
color band (RGB) are removed. Recalling that we are using an 8-bit camera, the
values are in a range between 0 and 255. For this reason, negative values or greater
than 255 are considered atypical or saturated. To eliminate these values, any negative
pixel was replaced by 0 and any value greater than 255 by this same value. The second
procedure performed is a 3 × 3 median filter. This filter aims to blur the image to
avoid sudden changes of color between adjacent pixels.

3 Results and Discussions

For the tests, the images of the Macbeth grid were used as ground truth. We use
two different methods to measure the error: the mean squared error (MSE) and the
structural similarity index (SSIM) [10]. The MSE measures the average squared of
the numerical difference that exists between the reconstructed value and the ideal
value that should be obtained for each pixel. The SSIM measures how similar are
two images in structure and form regardless of the numerical values of the pixels.
The value of SSIM varies between 0 and 1, being 0 totally different images and 1,
identical.

In Table 1, we show the results of the three regression methods (3), (4), and (5),
for six combinations of exposures times in terms of the peak signal-to-noise ratio
(PSNR), derived from the MSE and SSIM. Both nonlinear regression methods have
better results compared with linear regression. However nonlinear regression of third
grade has the best results in PSNR and SSIM. Also, it can be noticed that the best
combination of exposures times is [1/10, 1/20] seconds.

Some of the color images obtained are shown in Fig. 3. The first set of images,
Fig. 3a–d, was obtained using linear regression and the second one, Fig. 3e–f, using
nonlinear regression of third order. The most important characteristic that has to be
highlighted from those images is that there is a big difference between the images
obtained with and without saturation correction. In the pictures with the correction,
some defects of the prototype originated in the building process were eliminated and
also the background is smooth and has homogeneous tonalities.
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Table 1 Results of color reconstruction using correction in terms of SSIM and PSNR for six
different combinations of exposure times in each of the regression methods: linear and nonlinear
(NL)

Exposure times (s) Error type Linear NL 2nd Order NL 3rd order

[1/5, 1/10] PSNR 21.8044 dB 23.2388 dB 23.8695 dB

[1/10, 1/20] PSNR 21.5604 dB 23.0131 dB 23.5959 dB

[1/20, 1/40] PSNR 20.7309 dB 21.9950 dB 22.8471 dB

[1/5, 1/10, 1/20] PSNR 21.6298 dB 23.0740 dB 23.7162 dB

[1/10, 1/20, 1/40] PSNR 21.2076 dB 22.6478 dB 23.1363 dB

[1/5, 1/10] SSIM 0.4580 0.5541 0.5248

[1/10, 1/20] SSIM 0.4525 0.5392 0.5474

[1/20, 1/40] SSIM 0.4510 0.5193 0.5589

[1/5, 1/10, 1/20] SSIM 0.4529 0.4856 0.5532

[1/10, 1/20, 1/40] SSIM 0.4509 0.4633 0.5387

4 Conclusions

We have presented a new technique to estimate high-dynamic-range color informa-
tion using linear and nonlinear methods from data obtained using a novel single-shot
multispectral camera. This novel prototype is based on nanowires sensors located
on the top of a regular image sensor. Each group of nanowires sensors can select
a specific frequency based on their dimensions. The results presented here reduce
the error, in terms of both PSNR and SSIM, compared to previous methods. The
nonlinear methods are about 22% better than the linear systems. The matrix correc-
tion used as part of the process is key to reduce the errors due to the degradation
that appears during the implementation of the nanowires sensors. As future work,
the goal is to reach a higher SSIM value that could imply that the HDR images are
getting closer to commercial cameras but with these novel nanowires sensors.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3 Color image reconstruction for different methods using high-dynamic-range imaging. a–
d Linear regression. e–hNonlinear regression of third order. The left column images were obtained
without using the matrix correction and the right column images were obtained using the matrix
correction. (a), (b), (e) and (f)Macbeth grid. (c), (d), (g), and (h) test bottles (see Fig. 2 as reference)
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Abstract The Internet of Things (IoT) has grown wildly in the last years but the
security of the generated data has not improved at the same proportion as the number
of devices connected to the Internet has multiplied, and this is very worrying because
privacy is one of the most important topics when a private IoT application is devel-
oped. As the growing number of IoT application is taking place more strategies for
data security is required to deal with different scenarios of the wide and vast type
of IoT applications. An investigation in order to find proper solutions to common
IoT applications that have been challenged for improvements in data security is
the goal of this paper. Through blockchain technology that offers security naturally
without any expensive investment, the data security that is required by IoT devices
become reachable. This paper presents a discussion in order to clarify how the secu-
rity on Internet of Things applications can be enhanced using blockchain providing
a correlation between the capabilities of both technologies.
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1 Introduction

Internet of Things (IoT) brings a current and transformative concept about connecting
physical objects using sensors, chips, and software to connect and exchange data
with other devices and systems over the Internet, where these devices vary from
ordinary household objects. Even sophisticated industrial tools, these IoT “things”
are related to any object that has had the implementation of sensors and other digital
systems to work smarter by exchanging information with people and other objects,
not necessarily using Internet connections [1].

Internet of Things devices are becoming more common and increasingly revo-
lutionizing the ways of thinking and building technologies, and they can be any
hardware that can collect data from the physical world, such as temperature, size,
speed, and share this data with the Internet, through of virtual world [2].

These exchanges of information can occur via Radio Frequency (RFID), Wi-
Fi, Ethernet, Bluetooth, among other forms of connection currently existing, and
communication network systems exist in different proportions and can be connected
to the world wide web or the user’s car or just to the home network, for example.
In this sense, “things” through digital systems added to them are able to connect to
other objects and people, allowing the sending of commands, the return of usage
data, the identification of each other’s presence, among others. Other applications
[1, 3].

IoT refers to a current trend of connecting all kinds of physical objects to the
Internet, especially the most unusual ones, it is possible to connect everyday objects
like cars, thermostats, appliances, baby monitors to the Internet through embedded
devices, perfect communication between people, processes, and things is possible.
Through growing computing technologies over the years like cloud, big data, big
data analytics, and mobile technologies, physical things can share and collect data
with minimal human intervention, making the modern world hyperconnected, digital
systems can monitor, record, and adjust every interaction between connected things.
The physical world meets the digital world, and they cooperate [4].

Due to the growing usage of devices connected to the Internet, the integrity and
access to the dense cloud of data that have been stored on the Internet have worried
many investors. Similar to a personal computer and mobile phones, which are likely
to be hacked, when using an IoT device is identical, since security and privacy are
the biggest challenges facing today as all devices collect user’s personal information,
share with other devices, and consequently, the data is stored in the manufacturer’s
databases which can be hacked [1, 2].

However, the more devices connected to the network, the greater the exposure to
risks such as data hijacking or theft, alteration of information or even the connected
environment, due to security breaches that can occur on both sides, manufacture,
and user, from an information security standpoint, we also need to consider the
possible security breaches that industriesmayoverlook, aswell as from the standpoint
of using as an insecure non-encrypted network and insecure web interfaces with
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authentication. Weak or insufficient, unsafe mobile and cloud interface, and security
settings that make software unsafe are examples of failures [5].

Thus, the main challenge of ensuring the security of IoT systems is that some
devices have limited capabilities, and therefore cannot perform traditional security
functions, where many of these IoT devices were not designed with security in mind
because their main objective was to add functionality at a low cost. One answer to
these two questions lies in a technology known as the blockchain, technology incor-
porated in bitcoin that is a cryptocurrency introduced in 2009 by Satoshi Nakamoto,
where blockchain can be conceptualized as a decentralized database [6, 7].

Blockchain technology is a public ledger (or ledger) that records a virtual currency
transaction, the most popular of which is bitcoin, so this record is reliable and
unchanging, it records information in a group of block transactions, marking each
block with a timestamp and date, and at each time period (about minutes on the
blockchain), a new transaction block is formed which binds to the previous block; as
the amount of tradedbitcoins,who sent/received, andwhen this transactionwasmade,
and wherein the book it is recorded, in the virtual currency transaction scenario. This
shows that transparency is one of the key attributes of blockchain. In short, blockchain
technology is a public, distributed ledger that records all virtual transactions in a
blockchain that anyone can participate in [8, 9].

In this sense, this paper aims to clarify how the security on Internet of Things
applications can be enhanced using blockchain providing a correlation between the
capabilities of both technologies.

2 Methodology

This survey carried out a bibliographic review focusing on the rationale for linking
security on the Internet of Things applications with the use of blockchain technology
developing a correlation between both technologies.

3 Background Knowledge

The concept of Internet of Things (IoT) refers to a wide variety of smart devices that
connect to the Internet, interacting with each other to automate processes, is based on
the concepts of connectivity and intelligence, for better viewing in an industrial plant
scenario, containing thousands of sensors in a factory can give the impression that
everything is under control, however, if the collected data is not used for achieving
operational excellence, so much information will only generate waste [1].

IoT offers a compelling insight into applications that can turn raw data from
hundreds of thousands of sensors into meaningful information, as critical issues
such as performance, availability, and security take precedence over interoperability.
Interoperability in IoT is related to the software that must have the ability to transmit
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and receive information correctly, i.e., senders and receivers must understand data
from the same perspective, creating the complexity of IoT, which has been developed
in different segments, making it difficult to standardize protocols as well [10].

Thus, the challenge related to the integration of layers in an IoT application is still
just in its infancy, and considering that the total potential value of an IoT application
depends on the ability to achieve interoperability between different IoT systems.
An IoT system can be the very definition of a heterogeneous system, comprising a
widely diverse set of devices and resources collected in its multiple layers, which
to work together, and these parts need a common structure of protocols and higher-
level models to safely recognize each other and exchange information about data,
resources, and status. Thus, this diversity of devices and resources, even in a single
IoT application, requires a more extensive set of standard methods to deal with
possible interactions between the various parts of an IoT system [5].

IoT device interoperability is nowadays based on the client-server model (Fig. 1)
where the clients are the IoT devices, and the servers are databases present in the
Internet; this database normally are characterized as centralized databases; in other
words, the management and data storage of all IoT devices data is centralized in a
single database. The client-server model does not offer data security in its nature,
then is necessary for the implementation of security techniques like data encryption
to keep the data secured on the Internet. Most IoT devices are constrained having
no great power to run the encryption algorithms needed to bring security to the data
generated by the IoT devices [11].

According to [12], nowadays, in order to have safety automation in an IoT process,
the involved IoT devices need to accomplish some requirements like:

• Device and data security, including the authentication of devices and confiden-
tiality and integrity of data;

• Implementing and running security operations at IoT scale;
• Meeting compliance requirements and requests;
• Meeting performance requirements as per the use case.

Fig. 1 Current manner management [10]
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The same author also presents some IoT devices vulnerabilities and security issues
as follow:

• Unpatched vulnerabilities, regarding connectivity issues or the need for end users
to manually download updates directly from a C&C center, often result in devices
running on outdated software, leaving them open to newly discovered security
vulnerabilities.

• Weak authentication, with respect to manufacturers, often release IoT devices
(e.g., home routers) containing easily decipherable passwords, whichmight be left
in place by vendors and end users. When left open to remote access, these devices
become easy prey for attackers running automated scripts for bulk exploitation.

• Vulnerable APIs, concerning as a gateway to a C&C center, APIs are commonly
targeted by a variety of threats, including man in the middle (MITM), code
injections (e.g., SQLI), and distributed denial of service (DDoS) assaults.

The author of [13] concludes that security is the key issue affecting IoT
development; only by ensuring security can IoT be more universal.

In order to guarantee the implementation of an IoT application in a more secure
way, a technology known as blockchain can be used, it was first introduced in 2009
by Satoshi Nakamoto with the advent of the cryptocurrency known as bitcoin [14].
From a generic perspective, a blockchain is defined as an immutable ledger [15]; in
this way, everything that happens within the blockchain network cannot be changed.

Technically speaking the blockchain is a chain of blocks where each block inter-
acts with the previous block (Fig. 2); in other words, each block is a peer of a P2P
(peer-to-peer) network; in this way, each peer or block has a digital identifier known
as a hash. The hash function is an algorithm used in cryptocurrencies that transform
large numbers of information into a fixed-length hexadecimal number sequence, each
hash is created with the aid of a double-SHA-256 algorithm, which creates a random
512-bit number or 64 bytes [7, 16, 17].

Fig. 2 Blockchain organization
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So, the hashes are generated by an algorithm SHA-256, such as each block has
a respective hash, the subsequent block points to the hash of the previous block,
wherein this interaction this link between blocks continue until the first block of
the entire blockchain can be reached, which block is known as the genesis block.
This connection between block forms a chain of the block that means a blockchain
[16, 17].

This is also the point that makes cryptocurrencies so secure, due to blockchain,
since each block has a hash based on the previous block. Therefore, if someone
modifies a block already added to the blockchain to create a fake transaction, then this
hash will be modified; and since each block is built on information from the previous
block, a modification to the blockchain would affect the entire chain, resulting in
users’ ability to identify fraud and keep the system free from failure [17].

That way, since IoT, looks for methods that are secure enough to automate
processes and exchange data in real-time; blockchain could be the perfect fit, whereas
the number of sensors in vehicles, factories, buildings, and urban infrastructure
grows, companies are looking for safe and automated ways to enable a process
network. In this scenario, blockchain could offer a standardized method for acceler-
ating data exchange and enabling processes between IoT devices without an inter-
mediary, commonly used a server that acts as the central communication according
to requests [18].

IoT devices are constrained, this means that they are very limited devices in terms
of memory, power of processing and requires security to be lightweight, scalable,
distributed, and private. Blockchain has the potential to overcome these IoT device
requirements because it is distributed, secure, and private in nature [19] (Fig. 3).

Or in a possible blockchain-based network, but in an interconnected transaction
flow, where transactions can be verified directly by the users requesting them, as long
as they perform two other transactions previously, and can have a limit of transactions
per second that can be processed is directly related to the number of users on the
network [17, 19].

Themajor benefit of using blockchain in an IoT application is because the security
of a blockchain increases with the number of devices and is also more difficult to
carry out the dreaded 51% attacks [20]. In this sense, blockchain will allow IoT
ecosystems to break with the traditional connector-based network paradigm, where
devices rely on a central cloud server to identify and authenticate individual devices
[7].

In the last few decades, the centralized model has been the most used; however,
it can be problematic since the number of network nodes increases in the order of
millions and consequently results in billions of transactions. Consequently, there is
an exponential increase in computational requirements, which culminates in costs.
In this context, servers can be seen as bottlenecks, creating vulnerability for IoT
networks to be attacked by denial of service (DoS/DDoS). In view of this, it will be a
laborious task to establish centralized networks in several industrial sectors, mainly
in large farms, since the IoT nodes will be able to expand in large areas with a lack
of connection possibilities [7, 16].
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Fig. 3 Flow diagram for deciding when to use blockchain in an IoT application [19]
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By contrast, using blockchain will allow for safer network meshing where IoT
devices reliably interconnect, avoiding threats such as device spoofing and imper-
sonation as long as each legitimate node can be registered. In the lock chain, devices
may be able to authenticate and identify each other without requiring central servers
or certification authorities, where the network will scale to support billions of devices
without the need for additional resources [7, 16].

4 Results and Discussion

In [19], with blockchain implementation was created a chain of smart home devices
that improved security naturally. In a smart homeblockchain network, the IoTdevices
share their data in the blockchain network that protect them against hackers, all
transactions performed by the IoT devices have to be validated by the miners. The
validation procedure is an inherent feature of blockchain.

Although still in its early stages of development, IoT is primarily comprised of
technologies that enable data collection, remote monitoring, and device control due
to hyper connection of users when using IoT devices, the need to invest in security
solutions is increasing. As IoT progresses, it will become a network of stand-alone
devices that can interact with each other and their environment and make smart
decisions without human intervention.

The Internet of Things has enabled the creation of a hyperconnected world,
where the number of sensors in vehicles, houses, buildings, and urban infrastruc-
tures grows, but there is also a growing need for safe and automated measures to
enable these devices for networks and networks; since most devices and objects used
in everyday life by society at large are gaining the ability to connect to the Internet
or device networks that share information with each other, and these IoT applica-
tions now require enhanced security that sensors and integrated devices will transmit
information to each other and over the Internet.

Blockchain enters this scenario to ensure the protection of these communications
by preventing devices from being compromised by cyberattacks and user behavioral
patterns from being unraveled, where blockchain technology has become a great ally
for companies by providing a standardized method for accelerating data exchange.
Enabling processes to be executed between IoT devices without intermediaries and
securely.

Blockchain will also enable data monetization, where owners of IoT devices
and sensors can share IoT-generated data in exchange for real-time micropayments.
It can help companies improve security through decentralized interaction and data
exchange. Optimize the reliability of devices, applications, and platforms. By uniting
blockchain + IoT, companies are able to reduce challenges through innovative
processes. The encryption and decentralized control offered by blockchain are highly
effective alternatives to replace traditional security mechanisms.
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This technology can easily deal with IoT security issues ensuring that the data
shared in the blockchain network will not be changed or deleted, can be guaranteed
due to the fact that, in a blockchain network to an intruder modify or delete a date
it has to have control of most part of the devices that are members of the network.
Still considering that this attacker has to rewrite the modification or deletion on the
consecutive blocks from the blockwhere the data wasmodified or deleted, depending
on howbig is the blockchain network, the effort to be practically impossible because it
requires much power of processing that can’t be offered by a conventional computer.

Blockchain, therefore, presents many promising opportunities for the future of
IoT, but the challenges nonetheless remain, such as consensus models and compu-
tational transaction verification costs, still in the early stages of blockchain devel-
opment, with these obstacles eventually overcome, further paving the way for many
application possibilities.

5 Conclusions

Despite the ease and benefits of connecting objects around us today, IoT is still a
recent technology that is constantly improving and growing, but a downside to being
fully connected all the time is data leakage, intrusion, privacy, and any viruses that
may cause problems with digital systems. However, the focus of technology and
endeavors with innovative ideas is to provide users with greater peace of mind and
comfort, since data obtained from physical objects connected to networks only have
to contribute positively to our future.

Equipping Industry 4.0 smart devices, connected cars and appliances, busi-
nesses, and factories with the right security solutions from the start is critical to
helping prevent attacks, even though gateways that connect IoT devices to enterprise
and manufacturer networks need to be protected. However, in contrast to human-
controlled devices, gateways that go through a single authentication process can
make perfect sources of infiltration on corporate networks; in this context, it is clear
that the more security implemented the better for overall system protection. Still
considering that having an effective risk management mechanism is an important
part of this process.

So, in the context of blockchain for that kind of IoT application that supports the
implementation of blockchain, the integrity of the IoT devices would naturally take
place because the transactions are recorded and grouped into blocks, the blocks are
protected because they use the hashing encryption, due to decentralization and data
security provided by this encryption, theoretically, it is impossible to make changes
when something is written to the blockchain [19].

Whereas applying the right security strategy in addition to helping to protect a
company’s data also maintains customer trust. Finally, the right security solutions
for IoT help both an enterprise activate new business models and save costs.
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Abstract An approach to study Distributed artificial intelligence is through soft-
ware agent-based intelligent systems. Instead of having a large centralized system
that collects complete system information, there is a small number of subsystems
or agents, which are focused on the effort to cooperate to solve a given problem.
Agents can communicate with each other, exchange views and find various strate-
gies to obtain a specific solution. Due to the exponential growth of network devices
and themassive use of broadband networks, current centralizedmanagement systems
are reaching limits in terms of managing the amount of information to be managed,
which is why distributed management based on the paradigm of intelligent agents
can be applied in this domain. In the literature, there are several experimental and
academic prototypes that attempt to demonstrate how the use of distributed artifi-
cial intelligence can be an interesting alternative to the classic centralized network
management systems. This article benchmarks these prototypes, emphasizing two
aspects (i) the strategy and (ii) the inherent functional blocks of each proposal.
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1 Introduction

It can be affirmed that network management is the set of activities carried out so that
the network provides an adequate level of service to the users. The main objectives
of network management are to improve the availability and performance of system
elements, as well as to increase their effectiveness [1]. The growth of networks
meant serious changes in network management, it making necessary to control an
increasing number of equipment and technologies from different suppliers, and grad-
ually introduce new services [2]. The efficiency of network administrators to manage
networks decreases as they become more complex and heterogeneous. Managing
large networks created a crisis for many organizations [3]. That is why it is not
enough to know the faults that may be occurring on the network at a given time, but
it is essential to be able to anticipate them and know how to react in case they occur.
In that sense, intelligent agents are a suitable tool for self-management in the area of
telecommunications, specifically autonomous networks [4].

2 Theoretical Framework

Distributed artificial intelligence (DAI) has emerged as a new branch of artificial
intelligence that aims to study intelligent systems formed by a set of agents [5],
with the aim of solving problems where collective behavior is more efficient than
individual behavior. One of the branches of theDAI is systemswithmultiple agents or
multi-agent systems (MAS),which studies the behavior of a collectionof autonomous
agents with the aim of solving a problem [6]. In generic form, we can say that an
agent is any entity with the ability to perceive the environment in which it is located,
and that has the ability to act on the same environment [7]. Software engineering
is the application of a systematic, disciplined and quantifiable approach to software
development, operation and maintenance [8]. Object-oriented methodologies (OO)
fail to meet the development needs of these new systems [9] because an object is not
autonomous, nor proactive. As for the agent-oriented software engineering, there is
no uniform consensus regarding the software engineering methodology to be used,
so, several proposals for agent-oriented methodologies have been made: TROPOS,
MaSE,Message, Ingenias, Zeus, Prometheus, GAIA,MAS-CommonsKADS,Vowel
Engineering, among others [10].

The ISO management model classifies the tasks of network management systems
into five functional areas. The task of the person in charge of managing a business
networkwill be to evaluate themanagement platform to be used in terms of the extent
to which said platform forms the management problem of these areas [11]:

• Configuration Management. It obtains data from the network and uses it to add,
maintain and remove components and resources to be monitored.

• Fault Management. Location and recovery of network problems.
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• Security Management. Offer mechanisms that facilitate the confidentiality,
availability and integrity of communications.

• Accounting Management. It measures network usage parameters that allow
decisions to be made to optimize the network infrastructure.

• Performance or Performance Management. It maintains the level of service that
the network offers to its users.

3 Intelligent Agent Integration and Network Management
Solutions

In recent years, several researchers have proposed work that integrates network
management with intelligent agents in different fields. Each work addresses a partic-
ular problem of a part of the reality of management, so it is important to take into
account research advances in this field.

3.1 An Improved Network Monitoring System that Uses
Multi-agent-Based Technology

The authors [12] present a system based on multiple agents to monitor nodes in a
network environment. The models developed for the proposed system define certain
deliberative agents that interact with each other to achieve the objectives and require-
ments of the multi-agent organization and the integration of fault services, security
services and configuration services into a single platform. The automated network
monitoring system integrates configuration, fault and security management services
into a single software platform to monitor nodes in a network environment effec-
tively using amulti-agent-based approach as recommended byAkinyokun et al. [13].
Figure 1 shows the system architecture based on eight agents that cooperate in the
same domain to perform network monitoring services to meet the main objective.

The functions of the agents are

• Server Agent: Performs the initial configuration, network testing, data collection,
analysis andmining functions programmed by the network administrator. You can
accept and send requests to and from other agents. Send messages to the report
manager for later transmission to the network administrator’s screen notification
system and also integrate with Web services for SMS alerts via mobile phone.

• Client Agent: Searches for information on each computer on which it resides and
also gives instructions to the client’s operating system to perform specific tasks
such as the shutdown operation.

• Failure DetectionAgent: The fault detection agent is designed as a reactive agent
that monitors all nodes in the local area network to detect nodes in an active or
inactive state.
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Fig. 1 Proposed system architecture based on multiple agents

• IntrusionDetectionAgent: The intrusion detection agent uses an anomaly detec-
tion mechanism in a node (s) of the network environment. The agent is trained
for the task of intrusion detection using Fuzzy ART techniques.

• Notification Agent: Performs the function of sending an almost real-time alert
message of all network events as alert messages on the network monitor screen
and short message service (SMS).

• Shutdown Agent: It is an autonomous and reactive agent designed to shut down
all profiled nodes with the active state in the network, using a pre-programmed
time.

• Security Agent: Creates a secure end-to-end communication between the server
agent and the client agent residing on each node of the network, encrypting and
decrypting messages.

• Service domain controller: Directly oversees and controls all agent services in
the domain. It must first be started before activating any other agent.

• Mobile Agent: It is the messaging agent that can be sent from the service domain
controller to other nodes in the network environment.

According to the authors, the tests of the proposed networkmonitoring application
using themulti-agentmodel proved highly efficient. The integration of the services of
the ontology of failures, detection of intruders and configuration in a single platform
that uses multiple agents for the network environment is an important advance to
solve the problems of the administrator of the network.
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3.2 Network Management Based on Multi-agent Architecture

The authors of the document [4] have the objective of proposing a network manage-
ment architecture based on intelligent agents. The focus of this architecture is the
autonomous management of networks by designing a collaboration method based
on the task-oriented domain. This method implements a negotiation mechanism for
agents to improve the performance of network management through a multi-agent
hierarchical architecture.

The specific network administrator maintains high-level policies. At the lower
level, there is a set of agents that collect data related to the QoS parameters, which
when detecting the current state of the network, these agents transfer the data to the
level that contains the decision-making module, through a negotiation mechanism
between a set of collaborating agents that are governed by network policies. The
proposed multi-agent architecture specifies two types of agents:

• Sensing Agents (SA): They are reflex agents based on models that store infor-
mation about the current state of the world using an internal model; the action
performed by an agent is based on their perception and rules.

• CollaboratingAgents (CA): They are utility-based agents that use a worldmodel
and a utility function that will allow rational decision making by each agent.

In this way, the authors use the task-oriented domain as a way to use artificial
intelligence methods to implement a negotiation protocol because the agents have
a function that qualifies the usefulness of each agreement so that they can make a
decision and optimize its current utility.

3.3 Network Management Using Multi-agent Systems

The authors [14] present a multi-agent network management system that defines
a set of intelligent agents that interact to achieve the objectives and requirements
of the multi-agent organization. These agents have the property of being adaptive,
acquiring knowledge and skills to make decisions according to the real state of the
network that is represented in the information base (MIB) of devices that use the
SNMP protocol. The ideal state of the network policy is defined by the end-user,
who configures the values that the performance variables and other parameters must
have, such as the frequency with which these variables must be monitored.

Architecture and Construction of a Multi-agent System: The multi-agent system
is composed of the “Agent Interface”, “Managing Agent”, “Information Agent” and
“Trap Agent”. Figure 2 shows the system collaboration diagram where agents and
messages are exchanged with their own performatives, and the action implemented
in the ontology is represented.

Each of the agents in the system is described below:
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Fig. 2 Agent collaboration diagram

Interface Agent: This agent is dedicated to receiving the IP and OID addresses
specified by the user, this information is necessary to know the device, in addition, this
agent will present the information related to abnormal actions during the operation
of the network, and this information is displayed as notifications and alarms.

• Information Agent: This agent is dedicated to interacting with the “Trap Agent”,
with the “ManagingAgent” andwith the SNMPAPI used for communicationwith
the network devices. This agent acts as an intermediary between the multi-agent
system and the monitored network.

• Traps Agent: This agent is dedicated to receiving SNMP traps that are sent
from the “Information Agent” and stores the data (date, source IP address and
OID-SNMP) in a database. Notifies the “Managing Agent” about the notification
received.

• Management Agent: It is the intermediary between the “Interface Agent” and
the “Information Agent”. Receive the OID request and send it to the “Information
Agent”; in addition, it receives the results and responds to the originating agent
(“Agent Interface”).

• Ontology: The ontology developed consists of concepts such as IP address, OID,
value, description and the actions search, update and alarm.

The authors indicate that the execution of the system in a controlled environment
gave the expected results in accordancewith the limitations of the established policies
and the defined thresholds. The effect of the execution of the multi-agent system is
to monitor the network and be able to detect if the policy associated with the device
is being violated.
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Table 1 Comparison of related works from the perspective of network management

Research work Area of
application

ISO management model Network
management
protocol

Agent
architecture

Network
management
based on the
multi-agent
architecture [4]

Generic
architecture

Configuration
management–performance
management

Communicative
acts of the
agents

Layer model
(collaborative
and reactive
agents)

An improved
network
monitoring
system that uses
multi-agent-based
technology [12]

Local area
network

Fault management–security
management–configuration
management

Mobile agents
and
communicative
acts of the
agents

Hybrid
(deliberative
and reagents)

Network
management
using multi-agent
systems [14]

Local area
network

Fault
management–performance
management

Simple network
management
protocol

Collaborative
agents

4 Discussion

Research projects related to network management using software agent engineering
are currently in the early stages of research, as well as tools, methodologies and
technical specifications. As observed in Table 1, most of these works focus on local
area networks (LANs), so research projects that cover telecommunications networks,
WAN networks or that meet all areas are almost nonexistent of application of the
ISO management model. It is not expected that this issue will be developed widely
until it is mature enough for the industry to market products based on this paradigm,
which in theory has important advantages over traditional centralized management
models.

5 Conclusions

Academic studies that relate network management and multi-agent systems cover
only some specific aspects ofmanagement in small local area networks. Although the
academic prototypes shown in this paper show that the implementation of network
management systems using software agents is feasible, it is expected that a future
will appear new innovative proposals in this regard, which provide new features for
the solution of the problems that current systems are presenting due to the growth of
the networks and consequently the complexity of their management.
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There is no consensus and even less a standard, regarding the use of agent-oriented
software development methodologies. Because of this, the development of agent-
oriented systems has not been massively developed and driven in the creation of
commercial solutions, as it does in the development of object-oriented software.
We must bear in mind that the characteristics of the development of multi-agent
systems are much more complex than the development of object-oriented since the
agent must have the autonomy, social ability, communication with his environment,
etc., in comparison with the object that it is simply reactive. There is still much to
investigate on the multi-agent systems and network management, it is expected that
new innovative proposals will appear in the future, which will provide new features
for the solution of the problems that current systems are presenting due to the growth
of the networks and consequently the complexity of its management.
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Reference Model to Identify the Maturity
Level of Cyber Threat Intelligence
on the Dark Web
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Abstract In this article, we propose a reference model to identify the maturity level
of the cyber intelligence threat process. This proposal considers the dark web as
an important source of cyber threats causing a latent risk that organizations do not
consider in their cybersecurity strategies. The proposed model aims to increase the
maturity level of the process through a set of proposed controls according to the
information found on the dark web. The model consists of three phases: (1) Identifi-
cation of information assets using cyber threat intelligence tools. (2) Diagnosis of the
exposure of information assets. (3) Proposal of controls according to the proposed
categories and criteria. The validation of the proposal was carried out in an insurance
institution in Lima, Peru, with data obtained by the institution. Themeasurement was
made with artifacts that allowed to obtain an initial value of the current panorama
of the company. Preliminary results showed 196 emails and passwords exposed on
the dark web of which one corresponded to the technology manager of the company
under evaluation. With this identification, it was diagnosed that the institution was
at a “Normal” maturity level, and from the implementation of the proposed controls,
the “Advanced” level was reached.
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1 Introduction

The dark web is the hidden network where most stolen data is sold. There is a lot of
information hosted here, but few companies know how to access this data, evaluate
it and minimize the damage they might cause [1]. Cybercriminals are changing their
approach to information trafficking because the risks are much lower compared to
other crimes. When data is stolen, cybercriminals turn to the dark web and black
markets to make a profit from “digital products,” such as compromised login creden-
tials of employees, stolen data, source code, credit cards, amongothers [2].According
to a recent report on April 2019 made by the renowned threat intelligence company
Insights, there is a 129% increase in the first quartile of 2019 compared to the first
quartile of 2018 in filtered credentials, likewise, an increase of 212% in credit cards
on the dark web [2].

In 2018, about 547,000 customers’ data from the British company Bupa were
put up for sale on the black market, putting personal information at risk [3]. Failure
to have adequate controls, this leak could lead to significant economic losses and
possible reputational damage. Open-source intelligence (OSINT), or intelligence
collected from publicly available sources, can offer significant value to the proactive
cyber intelligence by alerting organizations about threats they were not previously
aware of [4]. This document evaluates and proposes a reference model that identifies
the level of maturity in the cyber threat intelligence process when considering the
dark web as an important source of cyber threats.

2 State of the Art: Maturity Models

We review the previous literature to better understand the existing work and lay the
foundations for our research. First, we review OSINT tools for the identification
of information assets filtered on the dark web, and then, we review cybersecurity
maturity models.

2.1 Tools for Identifying Filtered Assets

In this section, we review cyber intelligence threat tools to identify compromised
information assets on the dark web. We take as main criteria: open-source, onion site
data volume level, tool installation complexity level, and the available documentation.
Table 1 outlines the tools needed for finding network accounts, private accounts, and
email accounts filtered on dark web.

Table 2 outlines the tools that were reviewed to find vulnerabilities in information
assets, both infrastructure, and web.

Table 3 outlines the tools needed for finding cards or bank accounts.
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Table 1 Comparison between tools to find filtered accounts

Criteria Tools to find filtered accounts

Pwndb [5] Karma [6] Torcrawl [7]

Open source Yes Yes Yes

Onion site data volume level High Medium High

Installation complexity level Low Medium Low

Documentation Yes Yes No

Table 2 Comparison between tools to find filtered vulnerabilities

Criteria Tools to find filtered vulnerabilities

Photon [8] Onionscan [9] Freshonions [10]

Open source Yes Yes No

Onion site data volume level High High Medium

Installation complexity level Low Medium Medium

Documentation Yes No No

Table 3 Comparison between cybersecurity capacity maturity models

Criteria Tools to find filtered vulnerabilities

The inspector [13] Torbot [14] Onionoff [15]

Open source Yes Yes No

Onion site data volume level High Low Medium

Installation complexity level Low Medium Low

Documentation Yes No Yes

2.2 Maturity Cybersecurity Models

The main components and structure of the maturity models that focus on cyber-
security were evaluated. According to this review, the maturity models considered
are C2M2, SSE-CMM, CCSMM, NICE [11]. The FFIEC Cyber Assessment Tool
(CAT) was also reviewed, which, despite not finding it in the review of the preceding
literature, is consistent with the cybersecurity framework of the National Institute of
Standards and Technology (NIST), as well as with cybersecurity practices accepted
by industry [2]. Finally, we take into account COBIT 2019 because it considers
cybersecurity as a priority area [12]. Table 4 shows a comparison between them.
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Table 4 Comparison between cybersecurity capacity maturity models

Criteria Maturity cybersecurity models

C2M2 NICE CCSMM SSE-CMM CAT-FFIEC COBIT
2019

Oriented to
cybersecurity

Yes Yes Yes No Yes No

Application
sector

Energy Labor
force

Any Communities Finance Any

Includes threats
on the dark web

No No No No No No

Documentation
level for
implementation

Medium Medium High Medium High High

Level of
complexity of
the
documentation

High High Medium Medium Low Medium

3 Asset Discovery Information: Model Proposed Reference

3.1 Model Description

Following the frameworks with their maturity levels found in the literature review,
we propose a reference model to identify the maturity level of cyber intelligence of
threats on the darkweb. The following stages describe the process bywhich themodel
operates. First, the OSINT tools identify if it is compromised or filtered information
on the dark web. Then, the level of exposure of the filtered data is measured with
tables proposed by the model. With this information, the maturity level is calculated
using a formula that obtains measured data. Finally, security controls are proposed
so that the institution can increase the level of maturity in the threat identification
process, this time considering the dark web scenario. Figure 1 shows the stages of
the proposed model.

3.2 Model Phases

Identification. In this stage, eachof the assetswhich are going tobe tracked andmoni-
tored on the dark web is identified. For the purpose of ordering the information with
the artifacts presented by the model, three categories have been considered: carding,
accounts, and vulnerability. The first category contains user bank information, for
example, bank accounts and cards.
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Fig. 1 Referential model design

The secondone contains information that allows the identification of a person from
the institution, whether internal or external, that is network accounts, administrative
or privileged accounts, email accounts. Finally, the last category consists of the
vulnerabilities found in the dark web with respect to the information assets of the
institution.

Diagnostics. In this process, a measurement of the exposure level of the information
assets committed on the dark web is made. To carry out this measurement, tables are
used to allow obtaining a numerical value, to later calculate the maturity level.

Finally, by crossing the information obtained previously and with the support
of a formula of the proposed model, the level of cyber intelligence maturity of the
institution for the dark web scenario can be obtained. Figure 2 shows the maturity
model that has been considered, and these are initial, basic, normal, advanced, and
optimal.

• Initial level. At the initial maturity level, CTI processes are characterized by a
tendency to focus only on common attacks and disregard the dark web. The sum
of the numerical results that are obtained from the category tables is greater than
200.

• Basic level. At the level of basic maturity, there are efforts to define CTI processes
of threats; however, these are not well defined in their entirety. The sum of the
numerical results that are obtained from the category tables is in the range of
101–200.

• Normal level. At the normal maturity level, the CTI processes are already defined;
however, they are not properly managed. The sum of the numerical results that
are obtained from the category tables is in the range of 51–100.
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Fig. 2 Maturity levels of the proposed model

• Advanced level. At the advancedmaturity level, CTI processes are not only defined
but also maintain proper management. The sum of the numerical results that are
obtained from the category tables is in the range of 10 to 50.

• Optimal level. At the optimummaturity level, CTI processes are very well defined
and managed. In addition, they are in constant continuous improvement, and
activities are carried out that are no longer manual, but almost automatic. The
sum of the numerical results that are obtained from the category tables is less than
10.

Deployment. Finally, after obtaining the quantitative results of the diagnosis phase,
controls are proposed that allow the institution to increase the current level of matu-
rity. For this, Table 5 of security controls was developed in which the institution must
implement according to the level at which it is located.

4 Case Study

4.1 Organization

This investigation was validated in a Peruvian insurance company. For reasons of
confidentiality and security of company information, the name will not be disclosed
in this document. The organization has approximately 3500 workers within all its
areas. This Peruvian company indicated that it was at level 2 according to the FFIEC
standard with respect to the security it presents in its operations and systems. The
organization has an information security area that is working to raise one more level
based on the controls provided by the regulations. They were consulted if within
its controls the dark web was being considered, and the answer was that it was not
considered.
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Table 5 Security controls according to the maturity level

Security controls according to the maturity level

Level Category Control

Initial Carding Set encryption method for fields in tables that have card information
(scrumble)

Sending timely emails to users/customers for the cancelation of their
cards

Accounts Sending mail to the institution about the constant change of its
password

Have an information repository (at least an encrypted excel) for
password management

Establish password expiration periods for users in the institution

Vulnerability Perform a vulnerability scan using an annual ethical hacking

Basic Carding Set encryption methods for fields in tables that have card
information (scrumble)

Automation for sending timely emails to users/customers for the
cancelation of their cards

Accounts Establish an awareness program for the institution regarding the
correct use of their passwords

Only the information security team should store privileged account
credentials

Establish password expiration periods for users in the institution

Vulnerability Perform a vulnerability scan using a semi-annual ethical hacking

Normal Carding Set encryption method for fields in tables that have card information
(scrumble)

The DBA must monitor the productive databases of the organization
where card information is located

Implement an array of roles at the level of roles and profiles in the
applications where card information is displayed

Accounts Establish an exercise of social engineering on the proper
management of passwords in the institution

Store privileged account credentials in a secure environment

Implement guidelines (policies and procedures) for password
management in the institution

Vulnerability Establish an ethical hacking of the institution’s SOX applications by
the information security team

Advanced Carding Set at least MD5 encryption method for fields in tables that contains
card information

Establish a database monitoring for the audit of logs and actions in
the database

Implement an array of roles at the level of roles, profiles, and
permission options in applications where card information is
displayed

(continued)
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Table 5 (continued)

Security controls according to the maturity level

Level Category Control

Accounts Establish a data dictionary for the content of passwords, they should
not have words that refer to the institution

Implement monitoring of privileged accounts on all platforms on a
monthly basis

Vulnerability Establish an ethical hacking of the institution’s resources by the
information security team

Implement a vulnerability identification tool in dark web

Implement alert management for cyber threats on dark web,
identification of IOCs, etc.

Optim Carding Set AES-256 encryption method for fields in tables that have card
information

Establish automatic alerts immediately to the banking institutions
for the cancelation of cards of the users/clients of the institution

Implement a database monitoring tool for the audit of logs and
actions in the database

Compliance with the requirements of the normal PCI DSS

Implement an identity access management (IAM) for the capture,
registration, and management of user identities with their respective
access and permissions on the institution’s platforms

Accounts Establish a data dictionary for the content of passwords, they should
not have words that refer to the institution

Implement a privileged access management (PAM) system for
logging the activity of privileged accounts

Vulnerability Establish an ethical hacking of the institution’s resources with a
specialized provider

Implement a licensed tool for identifying vulnerabilities in dark web

Implement a specialized SOC for timely warning and constant
monitoring of cyber threats on dark web, identification of IOCs, etc.

A test was carried out on the exposure of the institution’s assets on the dark web,
and the results were corporate credentials in plain text. With this demonstration, they
were receptive to evaluate our reference model in their threat identification process.

5 Validation

Gathering information. The institution provides us the information about the
endpoint servers regards assets so that they can complete the information that serves
as input in the search.
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Search for assets on the dark web. With the information assets collected, a search
is performed with the support of OSINT tools. This allows getting results on the
level of exposure they present on the dark web. This information will subsequently
serve as input for the information security team to take corrective actions regarding
the results.

Tables 6 and 7 present the carding and vulnerability results, respectively. Hence,
after analysis, no exposed informationwas found. Also, in Table 8, for the category of
the account, 196 emails were found with their passwords exposed. The most critical
issue of this finding was that the credential of the IT manager was encountered.

With this information, the maturity level of cyber intelligence of threats of the
institution was calculated, and the results indicated the value 67 which refers to the
normal level. The proposed controls of this level caused them to consider first the
category of the account as the most critical one.

Table 6 Carding results

Carding category

Level Concept Criteria Weight of criteria Total weight

1 No findings found on dark
web about the accounts of
the institution’s
collaborators

Other banks 1 1

Corporate group bank
cards

1

2 Information assets exposed
on dark web (<10) about
the debit or credit cards of
the clients/users of the
institution are found

Other banks 4

Corporate group bank
cards

5

3 Information assets exposed
on dark web (10–30) about
the debit or credit cards of
the clients/users of the
institution are found

Other banks 5

Corporate group bank
cards

6

4 Information assets exposed
on dark web (31–50) about
the debit or credit cards of
the clients/users of the
institution are found

Other banks 6

Corporate group bank
cards

7

5 Information assets exposed
on dark web (>50) about
the debit or credit cards of
the clients/users of the
institution are found

Other banks 7

Corporate group bank
cards

8
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Table 7 Vulnerability results

Vulnerability category

Level Concept Criteria Weight of criteria Total weight

1 There are no topics or
discussions about the
information on dark web
that are associated with
the institution’s
information assets

Scenario 1—infrastructure 1 1

Scenario 2—application 1

2 Topics or discussions
from the same people are
found on dark web (<10)
about the information
associated with the
institution’s information
assets

Scenario 1—Infrastructure 1

Scenario 2—application 2

3 Topics or discussions
from the same people are
found on dark web
(10–30) about the
information associated
with the institution’s
information assets

Scenario 1—infrastructure 2

Scenario 2—application 3

4 Topics or discussions
from the same people are
found on dark web
(31–50) about the
information associated
with the information
assets of the institution

Scenario 1—Infrastructure 3

Scenario 2—Application 4

5 Topics or discussions
from the same people are
found on dark web (>50)
about the information
associated with the
institution’s information
assets

Scenario 1—Infrastructure 4

Scenario 2—Application 5

6 Conclusions

We proposed a reference model to identify the maturity level of cyber threat intelli-
gence. The information assets filtered on the dark web are identified to then diagnose
the cyber intelligence threat process based on the exposure level of the committed
assets. The model was tested in an institution of the insurance sector in Lima, Peru.
The maturity level of cyber intelligence threats of the institution increased from
the “Normal” level to the “Advanced” level. These results were obtained through the
information provided by the categories tables of the proposedmodel. The information
security area of the institution expressed its satisfaction by having as an additional
scenario the dark web within its cybersecurity plan.
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Table 8 Accounts results

Accounts category

Level Concept Criteria Weight of criteria Total weight

1 No findings found on
dark web about the
accounts of the
institution’s collaborators

Network accounts 1

Corporate email accounts 1

Privileged accounts 1

2 Information assets
exposed on dark web (<
50) about the accounts of
the institution’s
collaborators are found

Network accounts 2

Corporate email accounts 2

Privileged accounts 3

3 Information assets
exposed on dark web
(51–100) about the
accounts of the
institution’s collaborators
are found

Network accounts 3

Corporate email accounts 3

Privileged accounts 4

4 Information assets
exposed on dark web
(101–200) about the
accounts of the
institution’s collaborators
are found

Network accounts 4 4

Corporate email accounts 4

Privileged accounts 5

5 Information assets
exposed on dark web
(>200) about the accounts
of the institution’s
collaborators are found

Network accounts 5

Corporate email accounts 5

Privileged accounts 6

As future work, analytical techniques such as sentiment analysis and social
network analysis can be used to identify key hackers on the dark web as well as
the use of machine learning techniques to identify key features of these hackers. All
of the above can greatly increase the maturity level of any organization.
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Critical Event Manager Module for IP
Networks Using Software Agents

Juan Carlos Zegarra-Vásquez and Nestor Mamani-Macedo

Abstract In the management of IP networks, the collection and classification of
notifications is a critical task. In addition to unexpected events, such as hardware
and software failures, the collected notifications are important to make the proper
diagnosis of the failure that occurred and based on that, propose and apply efficient
solutions to the problems presented. This work develops a critical event manager
using the “Ingenias” methodology for the analysis and design of the prototype. The
developed software agent has the characteristic of being proactive, forwhich it perma-
nently listens to notifications from a network of IP routers and interacting with it to
mitigate problems and propose solutions to network failures.

Keywords Software agents ·Multi-agent systems · IP network ·Management of
IP networks · IP network failures

1 Introduction

Network management deals with aspects of planning, organization, supervision, and
control of communications elements to guarantee an appropriate level of service
according to a specific cost [1]. The liberalization of the old telecommunications
monopolies, at the end of the 80s, supposed serious changes in network manage-
ment, making it necessary, among other things: to control an increasing number
of equipment and technologies from different providers and introduce new services
gradually [2]. The efficiencyof network administrators tomanagenetworks decreases
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as they become more complex and heterogeneous. Managing large networks created
a crisis for many organizations [3]. So, it is not enough to know the faults that may
be occurring in the network at a given time, but it is essential to be able to antici-
pate them and know how to react in case they occur. In that sense, intelligent agents
are an adequate tool for self-management in the telecommunications area, specif-
ically autonomous networks. The problem observed in some Network Operation
Center (NOC) is the large volume of notifications from the growth of communica-
tions networks. In general, network systems and devices generate many notifications.
Being able to properly identify and prioritize notifications is a laborious task because
the review must be carried out manually [4] by the network operator, which results
in the work identifying the source of the fault being slow, unreliable, and inaccu-
rate. How to deal with the problem of unavailability of communications network
services intelligently? We consider that among the artificial intelligence techniques,
the approach of software agents would be appropriate to develop an intelligent event
management system with the capacity to be proactive and effective; to detect and
diagnose network problems [5] to support the tasks of the NOC operators.

2 Theoretical Framework

2.1 Agent Concept

In the literature that investigates the field of agents, a weak and not very controversial
notion and a second strong controversial notion are distinguished:

The weak notion of an agent: It is a hardware- or computer-based software
system that includes the following properties [6]:

• Autonomy: Agents operate without the direct intervention of humans or others
and have some kind of control over their actions and their internal state.

• Social ability: Agents interact with other agents through some kind of agent
communication language.

• Reactivity: Agents perceive their environment and respond in a timely manner to
the changes that occur in it.

• Proactivity: Agents do not simply act in response to their environment; they
exhibit behavior directed toward goals taking the initiative.

Astrongnotion of an agent: An agent has the properties of aweak agent, but it is also
conceptualized and implemented using concepts that are most commonly applied to
humans. For example, it is very common in artificial intelligence to characterize
an agent using mental notions, such as knowledge, desires, even some have gone
further and considered emotional agents. The basis of the strong notion of an agent
is intentionality [7].
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2.2 The Social Organization of the Agents

It is the way agents are organized at a given time. Agents make use of social skills
and interactive behavior to communicate, cooperate, coordinate, and negotiate with
each other. In that sense, agents can be organized in the following ways:

• Coordination: It refers to the distribution of tasks in order to achieve common
objectives [8].

• Cooperation: Through mutual interaction, agents solve tasks jointly or maximize
their usefulness.

• Communication: Allows synchronizing actions, sending, and receiving knowl-
edge, solving conflicts in order to overcome a problem.

2.3 Tools, Protocols, and Methodologies

The development of this work involved the use of:

• Ingenias: It is a methodology and a set of tools for the development of multi-agent
systems (MAS) [9], considering this methodology five complementary points of
view: organization, agent, tasks and goals, interactions and environment. “Inge-
nias Development Kit” [10] is a development tool written in Java language that
supports the “Ingenias” methodology.

• JADE (Java Agent Development Framework): [11] Is a framework that simpli-
fies the implementation of a MAS through middleware and a graphical interface
and a set of tools that support the debugging and deployment phases.

• The Syslog protocol: Initially defined in RFC 3164 [12] and later in RFC 5424
[13], Syslog is a service used to send event notifications on IP networks.

• Esper: It is an engine written in Java language that allows us to process events or
messages in real time and obtain patterns from the events [14]. “Esper” allows us
to process complex events and analyze the flow of these events.

3 Background

In recent years, works that integrate network management with intelligent agents in
different fields have been proposed. Each work addresses a particular problem of a
part of the reality of management, among the main works we have:

• An improved network monitoring system that uses multi-agent-based tech-
nology: [15] It is based on multiple agents to monitor nodes in a network environ-
ment. The models developed for the proposed system define certain deliberative
agents that interact with each other to achieve the objectives and requirements of
the multi-agent organization.
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• Network management based on multi-agent architecture: [16] It defines an
architecture for autonomous network management by designing a collaborative
method based on the task-oriented domain, implementing a negotiation mecha-
nismbetween agents to improve the performance of networkmanagement through
a multi-agent hierarchical architecture.

• Network management using multi-agent systems: [17] A multi-agent system
has the property of being adaptive and has knowledge and skills to make decisions
according to the real network state that is represented in the information base for
management (MIB:Management InformationBase) of devices that use the SNMP
protocol.

4 Methodology and Solution Developed

The occurrence of one or more failures in communications protocols, links of the
network or hardware of the equipment will cause the routers to notify the critical
eventmanager. Depending on the nature of the failure, themanagerwill take a passive
(inform and indicate the possible resolution of the fault) or active (mitigate the impact
of the network failure). The work carried out by the NOC operators and the critical
event manager for network fault management can be organized through processes
and activities, which are explained in Table 1.

Only some meta-models of the collecting and reasoning agents that implement
the proposed characteristics for the system will be described.

Table 1 Management processes and activities of the critical event management module

Agent Management process Activity

Collector Network event collection Collection of events through notifications
from the managed network

Collector Network event collection Filtering events. Only relevant events are
analyzed, leaving aside those events that
are not important

Collector Network event collection They are classified as events according to
their nature. Classification based on
protocol failure, physical link failure,
hardware, etc.

Expert Inference engine Application of logical rules in a knowledge
base to deduce new information

Expert Inference engine Detection of causality relationships
between events (cause and effect)

Expert Mitigate negative impact events in the
network

Execution of actions on the managed
network, in order to mitigate that event
that has a negative impact on the network
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Fig. 1 Agent meta-model: event collector

Meta-model agent of the “Collecting Agent”: Manages the collection of noti-
fications obtained from the routers (Syslog). The agent verifies the format of the
notifications, filters them, transforms them, and sends them to the “ExpertAgent.”
Figure 1 shows the “CollectorAgent” model.

The “CollectorAgent” aims to manage event collection or “GCollectionManage-
ment.”For this, it plays the role of collector or “RCollector,” and in that role it executes
the tasks of reading, filtering, classifying, transforming, and storing notifications from
the network (TReadSyslog, TClassifyAndFilter, TTransform, TSaveSyslog).

Meta-model goal/task of the “CollectorAgent”: The “TReadSyslog” task is one of
the tasks that allow fulfilling the objective “GCollectionManagement.” “TReadSys-
log” reads an event or set of notifications from the network (AEventLogSlot). The
data read is made up of Syslog notifications. The data obtained is stored temporarily
in a slot (CollectedSyslog) of the “Collector Agent.” The task “TClassifyAndFilter”
is one of the tasks that also allow fulfilling the objective “GCollectionManagement.”
“TClassifyAndFilter” reads an event (CollectedSyslog) of the “TReadSyslog” task.
The data is classified and filtered as specified in the detailed requirements, then stored
temporarily in a slot (SyslogFiltered) of the “Collector Agent.” The “TTransform”
task is one of the tasks that allow the objective “GCollectionManagement” to be
fulfilled. “TTransform” reads an event (SyslogFiltered) of the “TClassifyAndFilter”
task. The data is formatted and adequate and then stored temporarily in a slot (Syslog-
Transformed) of the “Collector Agent.” The task “TSaveSyslog” is one of the tasks
that also allow fulfilling the objective “GCollectionManagement.” “TSaveSyslog”
reads an event (SyslogTransformed) from the “TTransform” task. Finally, the data
is stored in a database.

Agent meta-model of the “ExpertAgent”: The “ExpertAgent” manages the
reasoning of the event management module based on the filtered and classified
events received from the collection management. Based on previously established
patterns, the agent performs reasoning to obtain knowledge of what is happening
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Fig. 2 Agent meta-model: expert

on the network and acts on the network by switching off the network interface that
causes flapping. In Fig. 2, the reasoning agent model is shown.

Meta-model goal/task of the “ExpertAgent”: The task “TCEP” is one of the
tasks that allow fulfilling the objective “GExpertManagement.” “TCEP” reads a
filtered event (SyslogTransformed) of the “CollectorAgent.” The data read is made
up of critical event logs, which are processed by the “ComplexEventProcessing”
engine.

The task “TDetectFlapping” is one of the tasks that allow fulfilling the objec-
tive “GExpertManagement.” “TDetectFlapping” reads a fact (SyslogTransformed)
from the “CollectorAgent” and as a protection measure, the event manager module
executes the shutdown action of the network interface that is causing the failure.
The task produces action on an application script called “expect,” giving it the
data so that the application itself turns off the intermittent network interface. The
result of the event correlation work and the action is stored in a register called
“PerformedActions.”

5 Results and Discussion

The tests of the critical event manager module are divided into two types:

1. Detection of a relevant event among many unimportant events: They consist
of sending a hundred events (noise) and an important event inserted randomly.
The tests were performed with each of the following events:

a. LINK-3-UPDOWN,
b. LINEPROTO-5-UPDOWN,
c. LINK-5-CHANGED,
d. OSPF-5-ADJCHG,
e. OSPF-4-CONFLICTING_LSAID,
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f. SFF8472-5-THRESHOLD_VIOLATION,
g. OSPF-4-ERRRCV,
h. PLATFORM-ASM-0-FAULT_RECOVERY,
i. PLATFORM-ASM-3- MALLOC_FAILED,
j. MALLOC_FAILED,
k. PLATFORM-ENVMON-0-CARD,
l. PLATFORM-ENVMON-2-CHASSIS_OVERTEMP,
m. PLATFORM-ENVMON-2-FAN,
n. PLATFORM-ENVMON-2-FAN,
o. LINK-3-LINK_FAULT,
p. LINK-3-FCS_ERROR,
q. LINK-3-TOOSMALL,
r. CDP-4-NATIVE_VLAN_MISMATCH,
s. EQUIPMENT-5-DOWN,
t. EQUIPMENT-5-UP.

The critical event manager was able to identify and extract the important event of
the “noise” and alert that the event occurred and the actions to be taken to solve the
problem.

2. Pattern detection among many unimportant events: They consist of
sending one hundred events (noise) and a small number of important
events (LINEPROTO-5-UPDOWN and OSPF-5-ADJCHG) inserted in a non-
consecutive manner for detection of “flapping” in the network, so that four
consecutive intermittencies in one minute determine the “flapping.” The critical
event manager was able to identify and extract the temporal sequence of “noise”
events, determine the “flapping” in the network, alert the event that occurred, and
turn off the interface in “flapping” to mitigate the problem.

6 Conclusions

This paper has covered the issue of fault management in IP communication networks
from the perspective of software agents. From this work, it has been proposed that
the development of network management systems using the advantages provided by
software agent engineering is feasible. In addition, in the academic field, there are
several methodologies for the design of systems using agents of software; in this
particular case, it has been verified that it is valid to develop this type of application
using the “Ingenias” methodology. The critical event manager detected, alerted, and
took action almost in real time. The length of this process was shorter than the work
done by a human being, which has a positive impact on reducing the time to detect
and correct failures in IP networks.
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AMultispectral Image Compression
Algorithm for Small Satellites Based
on Wavelet Subband Coding

Joel Telles and Guillermo Kemper

Abstract This article proposes a lossy compression algorithm and scalable multi-
spectral image coding—including blue, green, red, and near-infrared wavelengths—
aimed at increasing image quality based on the amount of data received. The algo-
rithm is based on wavelet subband coding and quantization, predictive multispectral
image coding at different wavelengths, and the Huffman coding. The methodology
was selected due to small satellites’ low data rate and a brief line of sight to earth
stations. The test image database was made from the PeruSat-1 and LANDSAT 8
satellites in order to have different spatial resolutions. The proposed method was
compared with the SPIHT, EZW, and STW techniques and subsequently submitted
to a peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) evalu-
ation; it showed better efficiency and reached compression ratios of 20, with a PSNR
of 30 and an SSIM of approximately 0.8, depending on the multispectral image
wavelength.

Keywords Image compression · Wavelet transform · Small satellites · Entropy
coding

1 Introduction

Currently, there are various space programs encouraging the creation of small satel-
lites. These programs are aimed at training human resources, conducting experiments
and acquiring images of the Earth. Some international programs promoting the devel-
opment of small satellites are the American Institute of Aeronautics andAstronautics
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(AIAA) and the American Society of Astronautics (AAS) through the Texas CanSat
Competition, which is a collaborative effort between students and faculty at univer-
sities and high schools and high power rocketry enthusiasts to build, launch, test, and
recover prototypes of miniaturized satellites. In Europe, the Competition is promoted
by the European Space Agency (ESA); e.g., in Norway, it is organized by the Norwe-
gian Center for Space-Related Education (NAROM), and, in France, by the National
Center for Space Studies (CNES). In Japan, the Competition is organized by the
University Space Engineering Consortium (UNISEC) [1].

There are mainly two limitations to the development of the image acquisition
module in small satellites: (1) they have a line of sight to earth stations for a short
period of time; (2) they have a low data rate.

The previous work has developed image acquisition modules by using JPEG
image encoders with data rates of 1200 bits/s [2–4]. One study proposed a lossless
thermal image compression method for nanosatellites using predictive techniques,
the discrete wavelet transform (DWT), and a fixed-length entropy encoder. However,
tests were performed on grayscale non-satellite images with a 512 × 512 resolu-
tion and compression ratio of 1.42–1.57 [5]. In [6], after a comparison between the
Huffman, DWT, and fractal compression techniques, it was concluded that the fractal
encoder showed better quality according to the peak signal-to-noise ratio (PSNR),
followed by the DWT and Huffman encoders. The study was performed on six non-
satellite images using PSNR as metrics. The study in [7] used the 9/7 biorthogonal
wavelet to compare EZW, JPEG, and JPEG 2000 encoders on Lena and Barbara
grayscale test images with a 512 × 512 resolution (8 bpp). When comparing the
EZW encoder and the JPEG encoder, results showed that EZW performed signif-
icantly better according to the PSNR evaluation for the same number of bits per
pixel (bpp). When compared with the JPEG 2000 encoder, they showed similar
performance. In the same work, another comparative study was conducted on Lena,
Barbara, and Goldhill grayscale test images with a 512 × 512 resolution, using a 9.7
biorthogonal wavelet with six levels of decomposition. The results of the compar-
isons made between the SPIHT, EZW, and JPEG 2000 methods showed that SPIHT
had a higher compression and quality rate when compared to EZW and JPEG2000.

This article proposes a lossy compression algorithm and scalable multispectral
image coding—including blue, green, red, and near-infrared wavelengths—aimed
at increasing image quality based on the amount of data received. The algorithm is
based onwavelet subband coding and quantization, predictive coding ofmultispectral
images at different wavelengths, and the Huffman coding. The test image database
was made from the PeruSat-1 and LANDSAT 8 satellites in order to have different
spatial resolutions. The proposed method was compared to the SPIHT [8], EZW [9],
and STW [10] techniques.

The article is organized as follows: Sect. 2 details the procedure of the proposed
algorithm; Sect. 3 shows the results obtained, and Sect. 4 contains the discussion and
conclusions.
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Fig. 1 Block diagram of the proposed encoder

2 Proposed Algorithm

2.1 Block Diagram

The block diagram of the proposed algorithm is shown in Fig. 1. A description of
the processing steps can be found below.

2.2 Experimental Data—Input Images

PeruSat-1 satellite images have four bands: red (0.63–0.7 µm), green (0.53–
0.59 µm), blue (0.45–0.50 µm), and near-infrared or NIR (0.752–0.885 µm). The
spatial resolution of the multispectral bands is 2.8 m per pixel. 50 PeruSat-1 satellite
images from different geographical areas (e.g., tropical rainforest, desert, agricul-
tural areas, urban areas, and images with clouds) were used. The resolution of the
test images is 1024 × 1024 pixels at 8 bpp [11].

LANDSAT 8 satellite images have four bands: red (0.64–0.67 µm), green (0.53–
0.59 µm), blue (0.45–0.51 µm), and near-infrared or NIR (0.85–0.88 µm). The
spatial resolution of the multispectral bands is 30 m per pixel. 50 LANDSAT 8
satellite images from different geographical areas were used. The resolution of the
test images is 1024 × 1024 pixels at 8 bpp [12].

2.3 Differentiation

Image INIR(x, y) was taken as a reference because it has a higher pixel value
compared to the R, G, and B input images. This block differentiates image
INIR(x, y, n) from the other images, as shown in (1). This procedure allows for
reducing the entropy of the difference images. Figure 2a shows a PeruSat-1 image
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(a) PerúSat-1 Image (b) Difference Image

Fig. 2 a PerúSat-1 image b difference image

in its blue component and respective entropy value of 6.54, and Fig. 2b shows the
difference image and its entropy value of 0.61.

I
′
R(x, y) = INIR(x, y) − IR(x, y)

I
′
G(x, y) = INIR(x, y) − IG(x, y)

I
′
B(x, y) = INIR(x, y) − IB(x, y) (1)

2.4 Wavelet Subband Decomposition

The wavelet families that were used in the study are shown in Table 1. To define
the wavelet that was to be used, the test satellite images were evaluated and their
entropy was measured after each wavelet subband decomposition. The wavelet with
the lowest average entropy was the 5.5 biorthogonal. The results are shown in Fig. 3.

After the differentiation stage, images I
′
R(x, y), I

′
G(x, y), I

′
B(x, y), and INIR(x, y)

were submitted to the wavelet decomposition tree (Fig. 4) for subband generation.
Theperiodic convolutionmethodwas usedon the input image [13] so that convolution
operations did not produce larger sizes than expected; thus, wavelet coefficients did
not increase with convolution.

Table 1 Wavelet family

Daubechies DB1, DB2, DB3, DB10, DB20

Coiflets Coiflet 1, Coiflet 2, Coiflet 3, Coiflet 4, Coiflet 5

Biorthogonal Bior1.1, Bior1.3, Bior1.5, Bior2.2, Bior2.4, Bior2.6, Bior2.8, Bior3.1, Bior3.3,
Bior3.5, Bior3.7, Bior3.9, Bior4.4, Bior5.5, Bior6.8
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Fig. 3 Entropy evaluation of wavelet families on satellite images

Fig. 4 Level-3 wavelet subband decomposition tree

2.5 Rounding to the Nearest Integer

Wavelet coefficients RP(x, y), GP(x, y), BP(x, y), and NIRP(x, y) were divided
by ten and rounded to the nearest integer, as shown in (2). It should be noted that the
operation is reversed in the reconstruction stage.

R
′
P(x, y) = Round

(
RP(x, y)

10

)

G
′
P(x, y) = Round

(
GP(x, y)

10

)
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Fig. 5 2D-1D conversion

B
′
P(x, y) = Round

(
BP(x, y)

10

)

NIR
′
P(x, y) = Round

(
NIRP(x, y)

10

)
(2)

2.6 2D-1D Conversion

The NIR
′
0(x, y) coefficients, i.e., the rounding coefficients, were converted to vector,

as shown in Fig. 5. Subsequently, the signal passed through a retarder and the
subtraction was performed, as shown in Fig. 1.

2.7 Entropy Coding

Entropy coding exploits the statistical redundancy of signals R
′
P(x, y), G

′
P(x, y),

B
′
P(x, y), and NIR

′
P(x, y); the values of these coefficients are represented by vari-

able size codes generated by the Huffman method. The codes are assigned from a
table generated from the input image probability distribution. In this case, the tables
were generated from the Laplacian probability distribution, as shown in (3). This
distribution is the closest to the subband histograms. A variance of 3.8 was used.



A Multispectral Image Compression Algorithm … 187

LX (x) = 1√
2σX

e
[ −√

2|x |
σx

]
(3)

3 Results

3.1 Metrics for Image Quality Measurement

Digital images are prone to distortions during lossy compression. It is, therefore,
necessary to use quality assessment metrics. The metrics used in this work were
peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM).

3.1.1 Structural Similarity Index (SSIM)

The structural similarity index (SSIM) is used to compare local patterns of pixel
intensities; that is, it quantifies the visibility of errors between a reference image and
a distorted image. This index attempts to reproduce the human visual system [14].

3.1.2 Peak Signal-to-Noise Ratio (PSNR)

The peak signal-to-noise ratio (PSNR) is shown in (4), where max is the maximum
value of a pixel in the image, while M and N are the numbers of rows and columns
in the image. A high PSNR value points to small distortions. This value is related to
the mean square error (MSE), which is calculated by averaging the squared intensity
differences of distorted and reference images. PSNR does not always correlate with
the perceived visual quality.

MSE = 1

M ∗ N

M∑
i=1

N∑
j=1

(
Ioriginal(x, y) − Idistorsion(x, y)

)2

PSNR = 10 log10

(
max2

MSE

)
(4)
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3.2 Compression Ratio Measurement

The compression ratio is the division of the size of the original or uncompressed
image by the size of the compressed image, as shown in (5).

FC = Size of original image

Size of compressed image
(5)

3.3 Comparison of Results

A comparison was performed between the results of the SPIHT [8], EZW [9], and
STW [10] techniques and those of the proposed algorithm on the PeruSat-1 images.
The proposed algorithm proved to be better than the SPIHT, EZW, and STW tech-
niques for compression ratios of approximately 4–20. A visual comparison is shown
in Fig. 6.

Subsequently, another comparison was made between the results of the SPIHT
[8], EZW [9], and STW [10] techniques and those of the proposed algorithm on
the LANDSAT 8 images. Once again, the proposed algorithm proved to be better
than the SPIHT, EZW, and STW techniques for compression ratios of approximately
2–15, and significantly more efficient when using the SSIM metrics.

4 Discussion

In the proposed algorithm, the NIR image is transmitted with the highest possible
quality, which is why its compression ratio is in the order of 2–5. However, when the
algorithm is applied to the R, G, and B images, it achieves a high compression ratio
and better quality, as evaluated byPSNRandSSIM. Itwas critical to performa quality
assessment usingmetrics to evaluate different types of distortions. PSNR is used in the
previous works as the only image quality measurement value; however, as shown in
Fig. 6, sometimes it does not perfectly correlatewith the human perception of images.
For this reason, the SSIMmetrics proves very useful. On the other hand, biorthogonal
wavelet families have a linear phase,which is an advantage. It is an important property
in digital image processing, as it allows us to obtain a reconstructed image with less
distortion.
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(a) Original Image

(b) EZW: TC=20, PSNR 21.30, SSIM 0.55 (c) EZW: TC=64, PSNR 18, SSIM 0.32 

(d) SPIHT: TC=28, PSNR 20, SSIM 0.53 (e) SPIHT: TC=88 PSNR 17 SSIM 0.31

(f) STW:TC=19,PSNR21, SSIM0.57 (g) STW TC=62 PSNR 18 SSIM 0.33 

Fig. 6 Image comparison
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(h) Proposed Method: TC=21 PSNR 31.6 
SSIM 0.81

(i) Proposed Method: TC=81 PSNR 11 
SSIM 0.71

Fig. 6 (continued)

5 Conclusion

As demonstrated by the PSNR and the SSIM evaluation, the proposed algorithm
applied to PeruSat-1 images proves to be more efficient than the SPIHT, EZW
and STW methods for compression ratios of approximately 4–20. When only the
SSIM measurement metrics are considered, the proposed algorithm shows better
performance.

When evaluated by the same quality metrics, the proposed algorithm applied to
LANDSAT 8 images proves to be better than the SPIHT, EZW, and STW techniques
for compression ratios of approximately 2–15.When only the SSIMmetrics are used,
it is significantly more efficient.

Wavelet subband coding allows for progressive decoding; that is, it allows us to
visualize the image improvement based on the amount of data received, which is
important given small satellites’ low data rate.

For futurework, the implementation of a lossless satellite image compressor using
the whole wavelet transform is proposed.

Acknowledgements The authors would like to thank the Peruvian Aerospace Research and
Development Commission (CONIDA) for providing the PeruSat-1 images used to conduct testing.
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Patch Antenna Array Operating at 5G
New Radio (NR) Frequency Band
with the Ability of Beam Steering

Dennis Noel Arizaca-Cusicuna and Jorge Luis Arizaca-Cusicuna

Abstract This article presents the design of an antenna array operating at 3.7 GHz
band for applications of the future 5G technology. This arrangement has as its basic
element a patch antenna designed in microstrip technology on the FR4 substrate and
will allow switching the beam in order to change the radiation direction.

Keywords Microstrip antenna · Antenna array · 5G · Mobile communication

1 Introduction

The International Telecommunication Union (ITU) has defined 5G networks and
artificial intelligence as the main fields of innovation necessary for the generation
of smart societies [1]. 5G technology brings the promise of improving the end-
user experience, offering new applications and services capable of reaching speeds
of several gigabits, as well as significantly increasing the quality of operation and
reliability [2, 3]. The 5G specifies the spectrum in three fundamental frequency
ranges to provide extended coverage and support all forms of use. The three ranges
are: below 1 GHz, between 1 and 6 GHz and above 6 GHz. Within these, the band
1–6 GHz offers a good combination between the benefits of coverage and capacity
[4], but the Association GSM expects the spectrum of the 3.7 GHz band to form the
basis of many of the first 5G services [5], in particular, the provision of improved
mobile broadband, and this is because this frequency range is practically agreed on a
global scale and, therefore, is capable of promoting the economies of scale necessary
for low-cost devices. According to the GSM Association, in the medium term, there
will be an allocation of 100 MHz in the 3.7 GHz band.
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To meet the requirements of this technology, it will be necessary to improve the
quality of transmission and reception in communication systems.One solutionwill be
to focus the radiation in one direction, in which the interference signals are canceled
and the desired signals are improved to increase the carrier/interference ratio and
that is why the use of beamforming networks associated with an array antennas will
play an important role in the development of wireless communications [6].

2 Patch Antenna Array and Feed Network Design

The proposed antenna array begins with the design of a single radiating element, in
this case, a patch antenna, which has shown a balance in technological design issues
and commercial criteria: low cost, compact size, radiation efficiency, high gain, good
performance in high-frequency bands, among others. Groups of these antennas are
joinedby a feednetwork, thus forming an arrayof 16 elements.Both the patch antenna
and the feed network system are evaluated using CST Studio electromagnetic field
simulation software [7].

2.1 Patch Antenna Design

The proposed antenna uses the FR4 ( 1r = 4.3) as a substrate, which is available
and low-cost material. For the design of the antenna, the following parameters have
been considered: the operating frequency (f = 3.7 GHz), the appropriate material
with its dielectric constant for the substrate ( 1r) and the thickness of the substrate
(H = 1.6 mm), that will allow us to calculate the dimensions of the patch using the
following equations [8].

The width of the antenna can be calculated with:

W = C

2 f

√
2

εr + 1
= λ

2

√
2

εr + 1
(1)

And the length with:

L = Leff − 2�L = C

2 f
√

εeff
− 2�L (2)

Using

�L = 0.412
(εeff + 0.3)

(
W
H + 0.264

)
(εeff − 0.258)

(
W
H + 0.8

) (3)
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And

εeff = εr + 1

2
+ εr − 1

2

(
1 + 12

H

W

)− 1
2

(4)

where:

W width of the patch antenna.
L length of the patch antenna.
f resonance frequency.
C speed of light.
εr dielectric constant of the substrate.
�L length extension.
H thickness of the substrate.
εeff effective dielectric constant of the substrate.

The resulting dimensions were optimized with the software and are shown in
detail in Table 1.

Figure 1 shows the antenna that has been designed for the 3.7 GHz frequency
and the quarter-wave transformer method that it uses to couple the impedance of the
patch with the transmission line.

The simulation results are shown in Fig. 2 where we can see that return loss of
the proposed patch antenna at 3.7 GHz is −44.45 dB with a bandwidth of 143 MHz
taking as criteria value of −10 dB to define bandwidth.

Also, the 3D and 2D radiation pattern can be obtained with the software simulator,
and Fig. 3 shows us that the maximum gain obtained is 3.46 dB in the radiation
direction z-axis, which is considered a good value in a compact rectangular patch
antenna.

Table 1 Patch antenna dimensions

Parameter Dimension (mm)

W 23.32

L 18.107

Ws 34.504

Ls 28.68

W1 0.58

L1 11.49

W2 2.82

L2 4.48
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Fig. 1 Patch antenna dimension

Fig. 2 Return loss of single patch antenna
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Fig. 3 a 3D radiation pattern, b radiation pattern in YZ plane, c radiation pattern in XZ plane

2.2 Feed Network Design

Patch antennas are commonly used in arrangements to improve their performance,
increase their gain, directivity and add functionalities such as electronic beam scan-
ning that would hardly be achieved with a single element. For the feed network
system of this arrangement, two types of power dividers were chosen: the T-junction
power divider and theWilkinson power divider. Both were designed on FR4material
because they will share the substrate with the previously analyzed antennas.

T-Junction Power Divider. The T-junction power divider is a three-port network
used to feed and split power. These can be modeled as the junction of three trans-
mission lines [9] as shown in Fig. 4 whose impedance characteristics are reduced to:

1

Z1
+ 1

Z2
= 1

Z0
(5)

Fig. 4 Transmission line model of Wilkinson divider
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Fig. 5 T-junction divider designed

Fig. 6 S-parameters of T-junction divider

Figure 5 shows the model designed in the simulation software. This model is
coupled to two quarter-wavelength transformers in order to obtain an impedance of
50 � in all ports.

The simulation results are shown in Fig. 6. In this image, we can see that the
reflection coefficient S11 is −68.448 dB indicating a good level of coupling at the
input port. Similarly, the parameters S21 with a value of -3852 dB and S31 with a
value of −3854 are shown. These results suggest that the input power is transferred
equally to the output ports 2 and 3.

Wilkinson Power Divider. For the union of radiating elements, a Wilkinson power
divider of uniformdistribution (3 dB)was used,whose equivalent transmission circuit
is shown in Fig. 7.And also, in Fig. 8,we can observe its design in the electromagnetic
simulation software.

Figure 9 shows the results obtained in the simulation software ofWilkinson power
divider, where we can see that the reflection coefficient S11 at 3.7 GHz is−62.35 dB
which represents an excellent level of coupling at port 1. It is also shown that the
transmission coefficients S21 and S31 are −3.58 dB and −3.64, respectively, which
indicates that the input power is equally distributed between port 2 and port 3.
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Fig. 7 Transmission line model of Wilkinson divider

Fig. 8 Wilkinson divider designed

2.3 Antenna Array Design

The previously designed elements are part of the proposed antenna array. This
arrangement consists of 16 radiating elements with approximately a half wavelength
spacing in order to achieve a switched beam system. Figure 10 shows the design
in the electromagnetic simulation software. As can be seen, a feed network is used
to form four columns of four antennas each one, resulting in an arrangement of 16
elements with four inputs, which will serve to introduce signals with different phase,
so that the main lobe will be oriented to different addresses according to the input
ports.
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Fig. 9 S-parameters of Wilkinson divider

Fig. 10 Antenna array designed
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3 Results

The proposed antenna array was simulated in the CST Studio electromagnetic
simulation software. The results are shown below.

As it is an antenna array formed by four identical groups with independent input
power, the return losses of one of the columns are analyzed obtaining a reflection
coefficient S11 under 34 dB Fig. 11. The array operates in a potential band proposed
for the fifth mobile generation (5G) and shows a bandwidth of 249 MHz taking −
10 dB as a reference value.

Figure 12 presents the 3D and 2D radiation pattern of the proposed 4 × 4 array,
obtaining a maximum gain of 11.3 dB for the operating frequency. These results
satisfy our requirement of an antenna for 5G applications since a high gain value
will compensate for the attenuation suffered by wave propagation.

Fig. 11 S-parameters of one column of the array antenna

Fig. 12 a 3D radiation pattern of antenna array, b YZ plane radiation pattern of antenna array
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In order to test the beam address, signals with different phases were introduced
into the array inputs using the electromagnetic simulation software. The offsets used
and the direction of the theoretical main lobe are detailed in Table 2 [10], and the
results are shown in Fig. 13.

The directions of the main lobe correspond to the expected result according to
Table 2 [5]. However, in future work, it is necessary to improve the accuracy and
reduce the presence of side lobes.

Table 2 Main lobe direction according to input ports

Input port Direction 1 (deg.) Direction 2 (deg.) Direction 3 (deg.) Direction 4 (deg.)

1 135 45 90 0

2 90 180 −45 45

3 45 −45 180 90

4 0 90 45 135

Phase
difference

−45 135 −135 45

Main lobe
direction

15 −45 45 −15

Fig. 13 Radiation patterns in XZ plane with the main lobe in different directions according to
Table 2
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4 Conclusions

This work designs and simulates an array of 4 × 4 elements antennas that operate
in a 5G band and allows the beam to be oriented in a specific direction depending
on the phase shifts introduced in each antenna array input ports. The results show a
bandwidth greater than 200 MHz, a maximum gain of 11.3 dB and different beam
directions were obtained. These suggest the good performance of our arrangement
for 5G applications in the 3.7 GHz band. In future works, it is intended to improve
the accuracy of the results and achieve a scalable system with the addition of a phase
shifter circuit.
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A Development of a Mobile Application
for Monitoring Siemens S7-1200
Controller Variables Through Firebase

Alexander Diaz , Steven Rivera , Leonardo Vinces ,
and Christian Del Carpio

Abstract Production systems need to be monitored because failure to do so can
cause a delay in production due to a lack of remote monitoring. There are solutions
that provide this information, but they are limited, because they are owned and very
expensive solutions. This paper proposes the development of a mobile application
for the monitoring of S7-1200 programmable controller variables through Firebase.
The goal is to use open-source-type tools to develop a real-time variable monitoring
application of a programmable controller capable of hosting a Web server, and the
sent data to the Firebase cloud, in order to avoidmodifying the driver software and the
data stored in memory. The implemented system of sending, handling and presenting
variables is developed with tools of open source type, since they have as an advantage
to have greater freedom in programming, unlike proprietary solutions or services.
The tests were performed on the Siemens S7-1200 controller with a plastic injection
molding machine.

Keywords Raspberry Pi · Programmable controller ·Web server ·Windows 10
IoT
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1 Introduction

Manufacturing in Peru has a high share of the country’s economy, making up 75%
of the industry according to the National Society of Industries (SNI), along with an
increase of 3.7% in March 2019 according to the Ministry of Production of Peru. As
a result, the main Peruvian industrial branches are currently increasing production
[1].

In this way, the increase in product orders generates companies engaged in these
items to increase their production through more specialized machines. Indeed, most
commercial machines have an additional infrastructure that facilitates the production
of their parts. For example, commercial machines have a programmable automaton,
but not all have the same characteristics, such as having the ability to monitor
information online.

The importance of having real-time programmable controller internal informa-
tion helps in better decision-making; preventive and predictive maintenance; better
traceability and quality in the product, this is always because we have data, allows us
the best decision to continue with production. For example, to make plastic parts in
a partially automated extruder machine, it is necessary to be aware of the amount of
plastic needed and the number of parts manufactured by the machine, causing a lack
of attention in certain parts of the such as part quality or wear of some parts of the
machine. However, this can be avoided in the following ways, first by manufacturing
the product slower and the second having more staff in the process, for verification
of these incidents, but in both cases leads to delays and high costs in production. In
addition, it is worth mentioning that this type of company dedicated to the field of
injection has 4, 5 or moremachines working in parallel. So, one of themain problems
is not having the data in real time, and the lack of this monitoring forces to perform
this task manually, resulting in a delay in production.

The companies dedicated to the injection industry in Peru have different types
of electrical, hydraulic, pneumatic and mechanical machines, which do not provide
the variables of their respective processes, causing delay and production disorder.
However, there are companies that offer monitoring assistance, in real time through
Web pages or mobile applications [2, 3]; but these are limited to delivering expensive
and complicated tools that only allow a limited number of variables and do not fit
the needs of the user. In view of this need, a method of real-time monitoring of the
variables of a controller is proposed.

In similar work, it is proposed to use data acquisition modules separate from the
programmable controller, which are connected by means of a switch module for
communication with the embedded system, this is quite practical for communication
with different controllers at the same time with the embedded system, in addition
to using the conventional Ethernet connection that allows easy communication [4].
However, this application requires a great cost in extra hardware and software, and
data acquisition devices are not robust enough for industrial applications.

Debbag Y. and Yilmaz E. N. on the offering to use the CP 1242-7 GPRS module
for long distances and with an Internet connection, which is one of the most robust
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and used implementations in the industry [5], but is excessively expensive if you
want to use it in applications of little scope and budget.

Britto F., Foncesa I. and Torres Farinha J., in sending the variable information of
an OMRON Programmable Logic Controller using Industrial Ethernet protocols, for
the purpose of coupling low-cost electronic platforms such as Arduino or Raspberry
Pi. However, the acquired information is only maintained locally, limiting its display
only for devices that are on the same network as the programmable controller [6].

Another document introduces the development of Android-based monitoring of
the digital and/or analog inputs and outputs of a programmable controller with the
use of the RS-485 industrial communication port and an Arduino with the Bluetooth
module connected, with the purpose of visualizing logical controller data in a low-
cost system designed in real time and without cable [7]. However, the Bluetooth
module is limited for office, home, and short-range use, because of the number of
noise sources in the industry is not applicable to such environments.

In this way, the proposed system is to acquire the variables of a programmable
controller, with the ability to create and host aWeb server in JavaScript Object Nota-
tion (JSON) format, connected by Ethernet to an embedded system with internet
availability. The Siemens S7-1200 controller is used for the increased demand which
has on the local market and an embedded Raspberry Pi 3B system for versatility in
programming custom applications. Therefore, the embedded system reads the Web
server from the controller and sends the data to the Firebase real-time database. In
fact, Firebase is a node service provided by Google in the cloud, used for storing and
hosting a real-time database; achieving effective monitoring, management, visual-
ization of historical data and remote control [8]. Then, amobile appmade in Xamarin
connected to the Internet is developed that reads the database generated in Firebase
database. This will allow you to visualize at any time the acquired variables of the
process. For the demonstration of the developed system, the variables that were
monitored were from a plastic injection molding machine, these variables were,
temperature, the opening of the machine and the number of parts manufactured. In
this way, it is proposed to maintain order and a real-time knowledge of the process
variables of a machine that has a built-in programmable controller.

2 Description of the Proposed Algorithm

Figure 1 describes the block diagram that allows the sending and monitoring of
programmable controller variables to Firebase through an embedded system.

Sending data 
to the cloud

Data 
acquisition

Reading 
variables

Web 
publishing

Fig. 1 Description of the proposed method
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Raspberry Pi 3B 
(192.168.0.3) 

Controller S7-
1200 

(192.168.0.10)

PC test 
(192.168.0.11) 

Desktop Switch

Fig. 2 Networking of the S7-1200 controller, CPU and Raspberry

2.1 Data Acquisition

For the acquisition of data from the Siemens S7-1200 controller, it was networked
via a desktop switch with a Raspberry Pi 3B and a personal computer (PC), which
featuresWindows 10 IoT [9] and TIA Portal 13 [10] software, respectively. In Fig. 2,
the connection and static IP address of each networked component are observed.

The PC is incorporated into the networkmomentarily for the purpose of displaying
the status of the programmable controller variables, in this case, are variables of
type Double Word (Dword), which represent the temperature, and type Dint, which
represent the number of parts manufactured by the machine.

2.2 Web Publishing

With the information acquired in Dword variables within the Siemens controller,
the programmable controller Web server is designed in JSON format. Indeed, the
controller’s Web server works with Automation Web Programming (AWP), which
are commands developed by Siemens that allow you to access the driver application
in the daily job without having to modify the Driver program or affect process data
[11]. In addition, the JavaScript Object Notation (JSON) language is a lightweight
data exchange format primarily used to sort an unordered set of variable pairs [12].
The string designed on the Web server consists of the following variables (Table 1):

Table 1 Programmable controller variables

No. variables Sensor Type

4 PT100 Real

1 Photosensor Dint
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Firebase real-
time Database

Web Server 
Local 

(192.168.0.10)

Raspberry Pi 3B
(192.168.0.2)

Fig. 3 Data transmission to Firebase database

Subsequently, to generate the Web server package is activated and loaded into a
DB of the programmable controller, resulting in the local network extension that is
then acquired by the embedded system. In this way, you have the following Web
address: http://192.168.0.1/awp/Control/index.htm.

2.3 Sending Data to the Cloud

With the Web server on a local network, the Raspberry Pi 3B is programmed in
the Universal Windows Platform (UWP) environment of Visual Studio 2017, with
library support, Windows 10 IoT for embedded system detection, NewtonSoft for
the deserialization of the JSON format, and finally the FireSharp library for reading
and writing variables to the Firebase database.

The operation is as follows: The Raspberry Pi 3B reads the source code of theWeb
server every second and is then deserialized into a list consisting of five variables
of the float type. Therefore, the IFirebaseClient function on the embedded system is
used to upload the variables to the cloud in node format, where each node represents
a variable. This updates each node in the cloud every second. In Fig. 3 The static IP
address and the sending of data developed by the Raspberry from the programmable
controller to the Firebase database environment are observed.

2.4 Reading Variables

With variable information in the database, a mobile app is designed in the Visual
Studio 2017Xamarin environment, with support from the NewtonSoft and FireSharp
library. In this case, maintaining a constant real-time data refresh uses the FireSharp
function calledEventStreamResponse that allows asynchronous and constant reading
of a database node for each time it is updated. This way, in Fig. 4 the application
developed is observed, where it indicates the number of parts produced by the plastic
injecting machine, in addition to visualizing that the machine has been turned on and
off.

http://192.168.0.1/awp/Control/index.htm
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Fig. 4 Application mobile cloud information receiver Firebase. In a the number of parts manu-
factured is observed, in (b) and c the notification representing the start and off the machine,
respectively

3 Results

The two tests that will be seen on the Siemens S7-1200 1214C AC/DC/RLY [13]
controller of a plastic injection molding machine are plotted in Figs. 5 and 6, using as
variables the 4 PT100 sensors attached to the thermal wells of each belt resistor that
the machine has, and the photosensor of the cooling line of this same machine for
the final counting of manufactured parts. For the first test, polyethylene production
was manufactured for 2 h and 30 min and monitored with the implemented system.

In Fig. 5a, the variable behavior of the number of parts manufactured in real time
is observed with respect to the time it was sampled and uploaded to the cloud by the
Raspberry Pi 3B, where for each piece of polyethylene manufactured, an average
load time of 3.76 is 64 s to get into the cloud.

For the second test, the temperature of each belt resistance of the injector machine
was stabilized. In Fig. 5b, you see the behavior of the temperature variations of the
resistors in real time with respect to the time it was sampled and uploaded to the
cloud by the Raspberry Pi 3B, where you have an average load time of 3.4117 s to
get into the cloud.

Likewise, there is a data load time to the cloud, approximately 3 s, which is
acceptable formonitoring variables in themobile application. In addition, the amount
of time it takes for the system to upload information to the cloud is a variation due
to the available internet connection speed.
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Fig. 5 Real-time PLC variable sampling result. In a the factory parts in 2 h 30 min sampled by
Raspberry Pi 3B and b temperatures of the four ceramic band resistances sampled by the Raspberry
Pi
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In the same way as proprietary monitoring modules, the proposed method
responds appropriately in the same data transfer protocol, but with a slight delay,
this being acceptable for the cost difference.

4 Conclusion

In conclusion, it was possible to visualize in a mobile application the variables of a
Siemens S7-1200 PLC stored in Firebase by a Raspberry Pi 3B. In addition, among
the achievements, adequate time was obtained for the acquisition and writing of data
in the cloud through the Raspberry, although it is observed that the amount of time
depends on the proximity of the system embedded to the Wi-Fi router.

Also, it is expected that in future works, the Raspberry or other derivatives of the
same brand can be changed but at a lower price, along with a better direct reading of
data, in order to avoid delay time.
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Implementation of a Real-Time
Communication Library Between Smart
TV Devices and Android Devices Based
on WebSocket for the Development
of Applications

Gian Gabriel-Caycho , Miguel Blas-Perez , and Alfredo Barrientos

Abstract The smart device industry has grown in recent years, so the vast majority
of people have a smart TV and at least one smartphone in their homes. The trans-
formation of the digital era seeks to improve the user experience and facilitate the
use of different smart devices. Due to this, it is proposed to develop a communica-
tion library that allows multiple Android devices to be connected to an LG WebOS
Smart TV and thus promote the development of applications for Smart TVs, avoiding
implementation from scratch and speeding up the deployment of new applications
that generate great value for users. In this article, a comparison was made of the main
communication protocols existing and compatible with the devices involved. During
the development stage, the communication library based on the WebSocket protocol
was implemented. Also, a retro videogame was implemented that used the commu-
nication library to connect the LG WebOS smart TV with the Android Smartphone.
Finally, the results obtained and the opportunities for improvements found for the
development of future applications will be shown.

Keywords WebOS ·WebSocket · Android · Real-time communication · Smart TV

1 Introduction

At present, the vast majority of people have at least one smart device for daily use,
which allows them to interact with other devices on their network or through the
Internet, so the world of IoT has been growing with the passage of years. The use
of Smart TVs has become very common in homes around the world because it has
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become a fundamental device. The emerging Smart TV model has marked a new
generation of screens due to its connection with other devices such as smartphones
or tablets [1]. In addition, the growth of Smart TVs has led companies to look for
new proposals that replace conventional remote control and allow these devices to be
handled through smartphones [2]. In this way, we propose the development of a real-
time communication library capable of connecting multiple Android devices with a
Smart TV and that they can exchange information quickly. Likewise, it is proposed to
use the communication library developed as a basis for future development projects
and in this way developers can implement and deploy their applications in a more
agile way, avoiding implementation from scratch.

2 State of the Art

2.1 Communication Protocols

There are different investigations where the different communication protocols
that are used in IoT are compared as in [3] that compare the Web performance
of messaging protocols such as Message Queue Telemetry Transport (MQTT),
Advanced Message Queuing Protocol (AMQP), Extensible Messaging and Pres-
ence Protocol (XMPP), and Data Distribution Service (DDS) by measuring the
latency of the arrival of messages to a sensor. Also, protocols are used within an
HTML5 (HyperText Markup Language) Web site to measure latency, performance,
and coding. Finally, it is mentioned that the use of the MQTT protocol and the
WebSocket protocol is recommended for the implementation of Web applications
that use JavaScript and HTML5. In the investigation of [4], they focused on the
transmission of data through the different protocols used in the world of IoT where
MQTT, CoAP, AMQP, and WebSocket were considered. A comparison of the main
characteristics between the protocols was made considering security, architecture,
and communication protocol as the most important points.

The authors in [5] analyze different communication protocols using different
scenarios, different applications, and different devices because each protocol can be
used in the best way in a specific scenario. Therefore, choosing a protocol depends
on the scenario and the environment in which it will be used. When applications
need to update data frequently it is recommended to use the publication/subscriber
protocols. The WebSocket protocol is ideal for use in applications that use Web
browsers because it provides full-duplex communication asynchronously between
the server and the client allowing for a continuous session until those involved finish
the need for communication.
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2.2 Applications with Bidirectional Communication

Teamwork or collaborative work requires platforms capable of supporting multiple
requests from different users in real time. In [6], an algorithm for collaborative
graphics editing is developed using HTML5 Canvas, WebSocket, JQuery, and
Node.js. To display a graphical user interface and perform the tests of the proposed
model, a Web page is developed that allows collaborative editing of multiple users
in real time because each modification is reflected for all users. Collaborative work
tools allow optimizing the analysis time to improve the quality of the results. In [7],
a Web site called OnGraX is developed that allows changes to be made to a graphic,
which can be modified by different people in real time. In addition, a chat is included
for conversations between users during the session. HTML5, JavaScript,WebSocket,
and Java were used to implement the prototype. For the development of the world of
IoT, it is important to establish a correct architecture that meets the requirements of
the environment in which it will be used.

The work done by the authors of [8] shows a Web solution, which consists of the
monitoring of actions in real time. During the tests, examples are shown that allow
us to see the importance of having a flexible system for changes. In addition, it is
mentioned that the proposed system was developed using the MQTT protocol and is
prepared to be able to relate to other systems with which it can communicate in real
time for the exchange of information.

3 Implementation of the Solution

According to the investigation of the different communication technologies we have
selected the WebSocket protocol. Our project seeks to improve the user experience
by combining the use of smartphones with Smart TVs, which is why this section
has been divided into two stages: implementation of the communication library and
development of a retro videogame.

3.1 Implementation of the Communication Library

For this stage, thework environmentwhere the development and proof of conceptwill
be carried out was defined. The main tools that were used were the following: Visual
Studio Code, WebOS TV IDE, WebOS TV CLI, Google Chrome, Chromium, and
Android Studio. To perform all the necessary tests of the development, LG WebOS
Smart TV, and an Android Smartphone were used.

Technology and construction. For the development of the library, JavaScript was
used for the WebOS part. To obtain the private IP of the Smart TV, an interrupted
version of the WebRTC protocol was implemented, which attempts to communicate
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with the network devices. The IP obtained must be cut, since we only care about the
first 3 octets of the IP, which serves to identify the network in which the device is
located and then travel through the 255 IP’s candidates to be a WebSocket server.
During the IP route, a list of servers will be filled, which will be stored temporarily
and will be displayed where necessary for users. In the tests that will be carried
out in the next part, the list will be shown on the main screen of the applications
so that users can then choose which server they want to connect to. On the other
hand, for the part of the library that will be implemented in the Android device, the
JAVA programming language will be used, in which the Java_WebSocket and GSON
library will be used. The library in Android can be used as a client and server so the
library was divided into two classes which contain all the necessary functions for
each scenario in which it is required to create a server or a WebSocket client. Next,
the proofs of concept of the communication library are presented, which are divided
into two parts because it must be implemented in an Android application and an LG
WebOS Smart TV. So, an APK application was developed that will implement the
communication library and act as the WebSocket server while the IPK application
will act as the client and be placed on the LG WebOS Smart TV.

Proof of concept—Android. The Android application will have two main options:
Create a server and create a client that will connect to another server. The main
control has five buttons to send messages to the application on the LGWebOS Smart
TV (“up,” “down,” “left,” “right,” “Send a message to TV”). The “Send a message
to TV” option allows you to write a text that can be displayed on the Smart TV.
The buttons will act as commands to move the object to be displayed in the IPK
application.

Proof of concept—WebOS. In this section, three applications developed with
JavaScript, HTML, and the communication library were developed. The first appli-
cation receives the commands of the mobile application to be able to move a box in a
section of the screen, and the movement is slowly done by frames. The second appli-
cation shows the continuous movement of a box after receiving a command from
the APK application. The third application was developed to validate the behavior
of Smart TV by simulating a small game. This application shows a box that must
move through obstacles.

3.2 Development of a Retro Video Game

This section will show the defined architecture and the two parts of the development
where a mobile application was developed for the smartphone, and the WebOS
application that will be used on the Smart TV. The video game is called “Aliens On
Earth” and the theme used is that of the “Prince of Persia” of Nintendo. The graphics
will be of a retro style and the control of the application will be like that of a Nintendo
Nes30.
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3.2.1 Architecture

Logical architecture. The logical architecture diagram is shown in Fig. 1. For the
part of the LG Smart TV, the WebOS operating system is shown as the main layer,
then the communication library, the Phaser Framework, the JavaScript language, the
HTML language, the CSS for styles are shown and finally the video game “Aliens
On Earth.” On the other hand, we have the Android Smartphone part. The main layer
is the Android operating system, then the communication library, the GSON library
for the JSON files, the Java WebSocket library are shown and finally the video game
“Aliens On Earth” is shown.

Physical architecture. The logical architecture diagram is shown in Fig. 2, which
shows the three main parts that allow interaction between devices. The diagram
represents the communication of devices in a local network. Our central point is the
Router, which is responsible for creating the local network. Also, LGWebOS Smart
TV device and Android device are shown, which will be communicated through the
WebSocket protocol.

Android application. The Android application works as the server, so the WebOS
application must be connected to start the video game. The main interface of the
application is shown in Fig. 3, where it can be seen that a retro style is used. This
logo shows the logo, the name of the videogame and the “Iniciar sala y control”
button.

After pressing the “Start room and control” button, the commandwill be displayed
to control the character that will be shown in the video game.

Fig. 1 Logic architecture diagram
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Fig. 2 Physical architecture diagram

Fig. 3 Main interface of the mobile application
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WebOS application. The WebOS application works like the WebSocket client and
to start the video game it is necessary to follow the steps shown in the main interface,
as shown in Fig. 4. In step 1, the user must scan the QR code to be able to download
the Android application from Google Play. After downloading and installing the
application, the application interface will appear as shown in Fig. 3. Finally, using
the Magic Remote of the LGWebOS Smart TV, you must press the “Refresh” button
and the WebSocket servers available for that the user can connect. When the Smart
TV manages to connect to the WebSocket server, the main videogame interface will
be shown as shown in Fig. 5. In which three options will be shown. The “Play” button
is responsible for starting the game and displaying Level 1. The “Instructions” button
will display a menu containing the description of each button that must be used to
control the character and move between levels. Finally, we have the “Exit” button,
which is responsible for closing the connection to the WebSocket server and return
to the main menu as shown in Fig. 5.

Thevideogameconsists of five levels as shown inFig. 6 and thedifficulty increases
as it passes between each of them. In each level, there are different obstacles, enemies,
potions, control points, levers, and a portal to move to the next level. The character
of the video game must be controlled through the retro video game controller shown
in the mobile application. To improve the game experience, a background sound and
sounds that play when the character acts were added. Also, the video game can be
paused when the user needs it without losing the connection to the Android device.

Fig. 4 Main interface of the WebOS application

Fig. 5 Main videogame interface
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Fig. 6 Video game levels

4 Conclusions

The analysis of the different communication protocols helped us choose the
WebSocket protocol, which acts correctly in the environment in which we have
used it.

After carrying out the different proofs of concept we have seen that the communi-
cation library fulfilled the objective established at the beginning of the project. The
communication between the devices involved worked correctly and met each of the
requirements to be used in the video game developed.

5 Discussion and Future Work

Finally, we have been able to identify some improvement points that can be devel-
oped in the future projects. In the following applications that are developed with
the communication library for IOS devices could be used because our research only
covered Android devices. In addition, as we have seen that multiple devices can be
used, applications that involve the interaction of several smartphoneswith a Smart TV
can be developed allowing more users to interact with an application or a multiplayer
video game.



Implementation of a Real-Time Communication … 223

References

1. Francisco, M., Jaime, C., Jhon, I., Gustavo, R., Davinia, H.: Smart TV-smartphone multiscreen
interactive middleware for public displays. Sci. World J. 2015, 534949 (2015)

2. Hae-Jong, J., Hwa-Young, J.: A study on the control of smart device set-top box using image
based reverse mirroring technology. Multimedia Tools Appl. 78(5), 5523–5534

3. Zoran, B., Jelica, P., Veljko,M.:Web performance evaluation for Internet of Things applications.
IEEE Access 4, 6974–6992 (2016)

4. Abdullah, O., Selvakumar M.: A brief review of messaging protocol standards for Internet of
Things (IoT). J. Cyber Secur. Mobility 8(1), 1–14 (2018)

5. Muneer, B., Mohammed, S., Wail, M., Dua’, A.: Internet of things’ business impact and its
application layer protocol in embedded systems. Int. J. Intell. Enterprise 4(1–2), 143–154 (2017)

6. Chunxue, W., Langfeng, L., Changwei, P., Yan, W., Naixue, X., Changhoon, L.: Design and
analysis of an effective graphics collaborative editing system. Eurasip J. Image Video Process.
(1), 50 (2019)

7. Björn, Z., Andreas, K.: OnGraX: a web-based system for the collaborative visual analysis of
graphs. J. Graph Algorithms Appl. 21(1), 5–27 (2017)

8. Pedro, D., Nuno, V., Luis, P.: An ideal IoT solution for real-time web monitoring. Cluster
Comput. 20(3), 2193–2209 (2017)



Synchronization Reduction
of the Conjugate Gradient Detector Used
in Massive MIMO Uplink

Juan Minango , Yuzo Iano , Pablo Minango , David Allan Ibarra ,
Andrea Flores , and Gabriel Gomes de Oliveira

Abstract In massive multiple-input multiple-output (M-MIMO) systems, with the
increase of the number of receiving antennas at the base station (BS), linear detectors
are able to achieve near-optimal performance due to M-MIMO channel property of
asymptotic orthogonality. However, these detectors involve exact matrix inversion
with high complexity. To avoid the matrix inversion, the iterative conjugate gradient
(CG) algorithm for signal detection has been recently proposed. However, this algo-
rithm is highly synchronous. In this paper, we propose a modified CG (M-CG)
algorithm to reduce the synchronization steps in order to shorten the computational
time. Simulation results show the efficiency of the proposed algorithm.

Keywords Massive MIMO · Conjugate gradient · Matrix inversion · MMSE ·
BER
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1 Introduction

Massive multiple-input multiple-output (M-MIMO) systems are considered as an
emerging technology for wireless communications due to its high spectral efficiency
[1–4]. Unlike the traditional small-scale MIMO (e.g., at most eight antennas in LTE-
A [5]), M-MIMO systems with a very large number of antennas at base station (BS)
to simultaneously serve a relatively small number of users (in the orders of tens) in
the same frequency band have been proposed [6]. Theoretical results have proved that
M-MIMO systems provide higher peak data rates and energy efficiency by orders of
magnitude with respect to conventional MIMO [7]. However, realizing the attractive
merits of M-MIMO systems in practice faces several challenging problems, one of
which is the signal detection at the uplink.

Linear detectors, as zero-forcing (ZF) and minimummean square error (MMSE),
achieve near-optimal performance in M-MIMO systems due to the channel prop-
erty of asymptotical orthogonality [6], which makes them more attractive. Unfor-
tunately, these detectors involve large matrix inversion, whose complexity is cubic
with respect to the number of users. To avoid matrix inversion, the iterative conju-
gate gradient (CG) algorithm for signal detection has proposed in [8], where it has
been demonstrated that the CG algorithm requires low computational complexity
while achieving near-optimal performance in M-MIMO systems. However, the CG
algorithm is highly synchronous, that is, the CG iterative procedure must be stopped
until all the data, which are necessary to move to the next step of the procedure, have
been computed and collected.

The performance of an algorithm can be measured in two main ways: (i) the
amount of time that the algorithm takes to produce the final solution and (ii) the
number of floating-point operations (flops) performed to arrive at the final solution.
The first one is fairly self-explanatory, and the second one represents the total number
of all the elementary mathematical operations performed. Remark that the relation
between the computational time and the number of flops performed is not always
direct [9].

In this paper, we propose a modified CG (M-CG) algorithm for M-MIMO detec-
tion, which reduces the synchronization steps in order to shorten the computational
time in comparison with CG. The remainder of this paper is organized as follows.
Section 2 briefly introduces the uplink of an M-MIMO system. Section 3 introduces
the CG algorithm used for signal detection and presents the proposed M-CG algo-
rithm. Simulation results are presented in Sect. 4. Finally, conclusions are drawn in
Sect. 5.

Notation: Vectors and matrices are represented by the lower and uppercase bold-
face, respectively, x and X. (·)T , (·)−1, |·|, ‖·‖, and 〈·〉 denote the transpose, matrix
inversion, absolute value, matrix norm, and inner product, respectively. IN denotes
the N × N identity matrix, and E{·} represents expectation. �e{·} and �m{·} are the
real and imaginary parts of a complex number, respectively.
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2 System Model

In this paper, we consider the uplink of an M-MIMO system equipped withM which
receive antennas at BS and K single-antenna users, where K � M , e.g., M = 128,
K = 16. The information bits from all users K are modulated by taking symbols
from a set of a constellation alphabet �. Let xc ∈ � denote the K × 1 transmitted
signal vector of complex values andHc ∈ C

M×K denotes the flat Rayleigh fadingM-
MIMOchannelmatrix,whose entries are assumed tobe independently and identically
distributed (i.i.d.) with zero mean and unit variance.

Then, the M × 1 received signal vector yc at the BS is given by yc = Hcxc + nc,
where nc is a M × 1 additive complex white Gaussian noise (AWGN) vector with
each element assumed to be i.i.d. complex normal random variables with mean zero
and variance N0. The per-user uplink transmits power for user i which is defined as
E

{|xi |2
} = Es , the average uplink SNR is given by K Es/N0 [8], and the complex-

valued system model can be also directly converted to a corresponding real-valued
system model:

y = Hx + n (1)

where y = [�e{yc},�m{yc}
]T

is the 2M × 1 real equivalent received signal
vector x = [�e{xc},�m{xc}]T represents the 2K × 1 real equivalent transmitted
signal vector and H denotes the 2M × 2K equivalent channel matrix given by

H =
[ �e{Hc} −�m{Hc}

�m{Hc} �e{Hc}
]
, and n = [�e{nc},�m{nc}]T is the 2M × 1 real equiv-

alent noise vector. In this paper, we use the real-valued system model given by
(1).

2.1 MMSE Detection

It has been proved that theMMSE linear detector achieves near-optimal performance
for the uplink of M-MIMO systems [6], and the estimate of the transmitted signal
vector x, denoted as x̂, coming from K different users is given by

x̂ = (
HTH + σ 2I2K

)−1
HT y = W−1ỹ, (2)

where ỹ = HT y is the matched-filter output of y, and the MMSE weighting matrix
W is denoted by

W = (
G + σ 2I2K

)
, (3)
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whereG = HTH represents the Grammatrix, and σ 2 = N0/Es is the transmit SNR.
Note that the direct computation ofW−1 requires a cubic complexity with respect to
the number of users, that is O

(
K 3

)
.

3 Conjugate Gradient for M-MIMO Signal Detection

In this section, we first introduce the conventional conjugate gradient (CG) algo-
rithm used in [8] for low-complexity M-MIMO signal detection, which is highly
synchronous. Then, we propose a modified CG (M-CG) algorithm to reduce the
need for synchronization steps.

3.1 Conventional Conjugate Gradient Algorithm

In order to avoid the computation of the matrix inversion of W given by (3), the
MMSE detector can be interpreted as solving the following linear equation [3]:

Wx = ỹ (4)

The authors of [8] have proposed a low-complexity M-MIMO signal detection
based on the CG algorithm. Basically, CG is an efficient iterative algorithm that tries
to minimize the quadratic function:

φ(x) = 1

2
xTWx − xT ỹ (5)

whereW is symmetric
(
WT = W

)
and positive definite

(
xTWx > 0

)
matrix [3]. The

minimum value of φ(x) given by (5) is ỹTW−1ỹ/2, achieved by setting x̂ = W−1ỹ.
Thus, minimizing (5) and solvingWx = ỹ given by (4) are equivalent problems. CG
algorithm iteratively computes the solution x̂, where each iteration requires a low
computational complexity of O

(
K 2

)
. Algorithm 1 summarizes CG for M-MIMO

signal detection.

Algorithm 1 The CG for M-MIMO signal detection

1: input:

2: H and y

3: initialization:

4: ỹ = HT y and W = HTH + σ 2I2K
5: x̂0 = 0, r0 = ỹ, and p0 = r0
6: for k = 0, . . . , 2K − 1 do

(continued)
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(continued)

Algorithm 1 The CG for M-MIMO signal detection

7: αk = ‖rk‖2
/(

pTk Wpk
)

8: x̂k+1 = x̂k + αkpk
9: rk+1 = rk − αkWpk

10: βk+1 = ‖rk+1‖2
/‖rk‖2

11: pk+1 = rk+1 + βk+1pk
12: end for

13: output:

14: x̂2K

From Algorithm 1, we note that a search direction vector pi is chosen at each
iteration, which is W-orthogonal to and linearly independent from all the other
previous search direction vectors.W-orthogonality means that pT

i Wp j = 0,∀ j < i .
Once a suitable direction vector pk was found, a step in that direction is taken
x̂k+1 = x̂k + αkpk (see line 8) using an αk that minimizes the quadratic func-
tion φ

(
x̂k+1

)
. Therefore, a sequence

{
x̂0, x̂1, . . . , x̂2K

}
is generated and x̂k → x

as k → 2K , where x is the exact solution to (4). Theoretically, the CG iterative
procedure (lines 6–12) can reach the exact solution after 2K iterations, because of
the search direction vectors {p0,p1, . . . ,p2K } covers the whole search space [9].
However, usually, the CG iterative procedure can be terminated early while still
obtaining a solution close to the exact one, which leads to (often significantly) lower
computational complexity.

3.2 Modified Conjugate Gradient Algorithm

Based on the algorithm 1, we note that CG is highly synchronous. Thus, the compu-
tation of pk at the k-th iteration depends on having already computed βk and rk , d
βk depends on rk , rk depends on αk−1, and αk−1 depends on pk−1. Accordingly, we
propose a way to compute the search direction vector pk without directly relying on
already having rk .

By assuming that we are on the k-th iteration, so we already have k W-orthogonal
search direction vectors {p1,p2, . . . ,pk}. Then, the next search direction vector can
be computed as follows:

1. Compute: e = Wpk .

2. W-orthogonalize e and pk to get e′ as follows: e′ = e − pT
k We

pT
k Wpk

pk .

3. W-orthogonalize e′ and pk−1 to get pk+1 as follows: pk+1 = e′ − pT
k−1We

pT
k−1Wpk−1

pk−1,

where pk+1 is automatically W-orthogonal to {p1,p2, . . . ,pk−2} because Wpk
is W-orthogonal to {p1,p2, . . . ,pk−2}. We can prove the W-orthogonality of Wpk
with p j , j < k − 1 as follows:
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Lemma 1 The set of vectors Kk = {
ỹ,Wỹ,W2ỹ, · · · ,Wk−1ỹ

}
that form the k-th

Krylov subspace are linearly independent.

Proof. By supposing that the set of vectors Kk are not linearly independent for
some k and that some vector Wi ỹ for i ∈ {0, 1, 2, · · · , k − 1} can be expressed
as a linear combination of the vectors in

{
Wi ỹ

}
j=0,2,··· ,i−1 = Ki . This implies

that Wi+1ỹ = WWi ỹ can also be expressed in terms of vectors in Ki and that
span(Ki+1) = span(Ki ). On the other hand, the CG algorithm chooses x̂i as a
linear combination of vectors in Kk such that the residual vector rk is minimized.
As the CG iterative procedure solves the problem in a finite number of iterations
2K , then, r2K = 0. Furthermore, as the span of Kk is the same as of Ki , thus, ri
must be a zero vector and the solution has already been found at the i-th iteration,
consequently, the vectors in the k-th Krylov subspace Kk are linearly independent.

Theorem 1 By assuming that the final solution has not yet been found at the
k-th iteration of the CG iterative procedure. Then Wpk is W-orthogonal to
{p1,p2, . . . ,pk−2}, where pi is the search direction at the i-th iteration.

Proof By taking any pi , with i ∈ {1, 2, . . . , k − 2}. We can expressWpi in terms
of {p1,p2, . . . ,pk−1} asWpi = w1p1 +w2p2 +· · ·+wk−1pk−1, where wi ∈ R. This
can be done because pi span the Krylov subspace Ki = {

p1,Wp1, . . . ,W
i−1p1

}
.

Since the set of direction vectors {p1,p2, . . . ,pk−1} are linearly independent based on
Lemma 1, the expansion is unique and therefore wi = 0 for j > i + 1. Straightaway
pi ,WpkW = pT

i WWpk = (
Wpi

)T
Wpk due to the matrixW is symmetric, thus, we

have that

(
Wpi

)T
Wpk = (w1p1 + w2p2 + · · · + wk−2pk−2)Wpk

= w1p1Wpk + w2p2Wpk + · · · + wk−1pk−1Wpk = 0 (6)

due to pi which is W-orthogonal to p j when i �= j . Thus, Wpk is W-orthogonal to
pk .

Finally, we use this new search direction vector pk+1 to update x̂k+1 as follows:

αk = ‖pk+1‖2
pT
k+1Wpk+1

, (7)

x̂k+1 = x̂k + αk+1pk+1. (8)

One of the key advantages of the proposed M-CG algorithm is the fact that the
search direction vectors can be computed independently of any x̂i and ri . Thus, the
computations can be done in parallel, and the search direction vectors are used as
soon as they are available to minimize the residual vector. In this way, the M-CG
algorithm runs in a slightly more parallel way and can shorten the computational
time in comparison with the CG algorithm.
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4 Simulation Results

Figure 1 compares the bit error rate (BER) performance against the average received
SNR (in dB) between the proposed M-CG and CG algorithm reported in [7] for the
M × K = 128 × 16 M-MIMO system, where k denotes the number of iterations.
During each channel use, all theK users transmit their uncoded information 64-QAM
modulation symbols simultaneously. The BER performance of theMMSEwith exact
matrix inversion is included as the benchmark for comparison. It is clear that the
BER performance of both algorithms improves with the number of iterations, but the
proposedM-CG outperforms the CG algorithmwhen the same number of iteration is
used. For three iterations,we note that theM-CGalgorithm is able to achieve the near-
optimal BER performance of theMMSE. Note thatM-CG performance is superior to
CG performance because the computation of the search direction vector pk implies a
better orthogonalization between search direction vectors, and consequently, a faster
convergence rate is achieved.

In Fig. 2, we show the computational time comparison between theM-CG andCG
algorithm for the M × K = 128× 16 M-MIMO system with 64-QAM modulation,
where three iterations were considered (see Fig. 1). The computational time of the
MMSE detectors with matrix inversion is included as the benchmark. From this
figure, we can clearly notice that the M-CG algorithm obtains a computational time
reduction of about 66.42% in comparison with CG, which shows the shortened
computational time of our proposedM-CG algorithm forM-MIMO signal detection.

Fig. 1 BER performance comparison in the M × K = 128 × 16 M-MIMO system



232 J. Minango et al.

Fig. 2 Computational time comparison in the M × K = 128 × 16 M-MIMO system

Table 1 Computational time reduction for different M-MIMO relations M/K

M/K Computational time for CG
(min)

Computational time for
M-CG (min)

Computational time
reduction (%)

2 54.404 23.647 56.53%

4 42.314 16.653 60.64%

8 21.018 7.379 64.89%

16 19.973 6.783 64.03%

32 18.042 5.497 69.53%

Table 1 shows the comparison in terms of the computational time reduction
between the proposed M-CG and CG algorithm for different M-MIMO system rela-
tions M/K , where three iterations were considered for the convergence of both
algorithms. The computational time of both algorithms is given in minutes. We note
that the M-CG algorithm achieves a reduction of more than 50% in comparison with
the CG algorithm in all cases. Furthermore, as theM-MIMO relationM/K increases,
the percentage of computational time reduction increases too, thus, for aM/K = 32,
the M-CG algorithm achieves a computational time reduction of around 69.53% in
comparison with CG algorithm.
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5 Conclusion

In this paper, a modification to the conjugate gradient algorithm for M-MIMO signal
detection has been proposed, which reduces some synchronization steps in order
to shorten the computational time and allow parallel implementation arriving at the
final solution quickly. Simulation results verify the efficiency of the synchronization
reduction of the proposed M-CG algorithm for M-MIMO signal detection.
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Analysis of AMQP for Industrial Internet
of Things Based on Low-Cost Automation

Carlos A. Garcia , Jose E. Naranjo , and Marcelo V. Garcia

Abstract Internet of things (IoT) is a new trend increasingly used in industrial
applications, and one of the key technologies is the low-cost automation used as
the controller during the manufacturing process. This approach gives new insights
that enhance decision-making processes and allow a business advantage. This
research work uses a low-cost board like Raspberry Pi to control a FESTO indus-
trial process integrating shop-floor communications using the AMQP (Advanced
Message Queuing Protocol) protocol. Most of the recent researches are conducted in
the use of low-cost automation on high-level abstract models, and this paper shows
specific architectural frameworks in a simulated process.

Keywords Shop-floor communications · Low-cost automation · AMQP protocol ·
Internet of things (IoT)

1 Introduction

Today, the application of the IoT becomes a competitive advantage, as it describes
a scenario in which objects are identified and connected to the Internet, enabling
remote control of critical or relevant situations for a domain, through sensors and
strategically distributed actuators [1]. However, in order to detect such situations, it
is necessary to communicate, store, analyses, and process efficiently a large amount
of information generated each day by these intelligent devices [2].

Several communication models are compatible with messaging technologies
systems that define how information is exchanged between producer and consumer.
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The producer/consumer method has different problems, for example, when there
is no consumer of the message, the method cannot manage the semantics for the
queues and distribution of the information among several consumers. A protocol
that manages the complexity of semantics is required in industrial systems; for this
reason, the scope of standard protocols for messaging systems becomes the key to
the efficiency of cyber-physical production systems (CPPS) developed in low-cost
devices [3].

The protocol AMQP (Advanced Message Queuing Protocol) has a set of commu-
nication standards that control the whole messaging process in brokers. This is an
open protocol that allows messaging interoperability between industrial systems,
ease the information exchange implementing the machine-to-machine (M2M) archi-
tecture. This protocol is defined both in the network layer protocol and a high-level
architecture for the message within brokers [4].

AMQP is an oriented to messages protocol and defines a group of messages
capabilitieswhich should be available by implementation ofAMQPcompliant server.
AMQP focuses on process-to-process communication over IP/TCPnetworks.AMQP
is into the compact protocol schema because AMQP is a binary protocol; all that is
sent overAMQP is a binary data.A binary protocol avoids sending useless data across
the communication channel. This protocol must be tested in industrial environments
to calculate the efficiency of themessage size and communication rates. This protocol
must be used in low-cost CPPs systems [5].

The paper shows a method for shop-floor integration using low-cost automation
for CPPS architecture using theAMQPprotocol. This paper uses like low-cost device
the Raspberry Pi (RPI) board. The goal of this paper is to identify the characteristics
and limits in industrial simulated environments across IoT architectures. The results
show that this protocol has low latency and fluctuations, lowmessage losses during a
period of time where massive AMQP messages from the controller are sending over
the architecture [6].

The paper outline is structured as follows: Sect. 2 shows the related literature;
Sect. 3 presents the case study used for the development of the CPPS architecture
and AMPQ protocol transmission. In Sect. 4, the architecture and methodology of
the communication system are shown. Later in Sect. 5, the implementation of the
shop-floor integration in the Festo™ Testing station is presented; the analysis of
results obtained in the communication architecture is addressed in Sect. 6; finally,
the conclusions and ongoing work are stated in Sect. 7.

2 Background Literature

This section states the related literature about the use of protocols based onmessaging
protocols. Furthermore, the use of AMQP is analyzed in industrial environments
where is used for solving issues in communications networks.

The research work addressed by Subramoni et al. [4] shows the use of AMQP
designed a suite of benchmarks for AMQPpsilas Direct, Fanout, and Topic Exchange
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types. The authors of this research teste the performance of this protocol with a simu-
lated stock exchange application. The results presented show an appreciable bottle-
neck as far as scalability is concerned. For this reason, the authors use other protocols
such as remote directmemory access but to integrate information in industrial systems
is considered AMQP protocol for future works.

Luzuriaga et al. [7] highlight that message-oriented middleware (MOM) is a soft-
ware infrastructure that supports sending and receivingmessages between distributed
systems. The authors test two types of MOM protocols, the AMQP and MQTT
(Message Queuing Telemetry Transport) protocol. This research shows an evalua-
tion in scenarios characterizing their behavior of latency, message loss, and jitter
values. The conclusions are that AMQP protocol is useful to build scalable, reliable,
and advanced clustering messaging infrastructures over a communication channel.

Nowadays, the researchers compare in an IoT scenario the AMQP and MQTT
protocols. This kind of protocol has a routing feature, and this is the process by
which an exchange decides which queues to place the message on. Unlike MQTT,
the AMQP has reliability and security features. Reliability offers service quality
levels (QoS) for message delivery: format destabilization (unreliable) and settlement
format (reliable). This protocol canbe configured to ensure themessages are delivered
to the subscriber. In conclusion, AMQP is used because of supports far better use of
security resources than MQTT [8, 9].

The paper addressed byWang et al. [10] shows the use of Wireshark as a network
protocol analyzer. This software presents the structure of different TCP/IP protocols
in a comprehensive way. Specifically, when this software is used to analyze AMQP
protocol, all the fields of the packet header and layer could be monitored. This is a
tool that networks administrators use to implement traffic analysis tasks.

In the same focus, which previously we reported the integration based on AMQP
protocol with distinct technologies within the industrial environment [11, 12].

All of the researches mentioned above show the methodologies to compare the
MOM protocols but there are not papers focusing on the transmission of data in
industrial systems,where the speed and loss of data transmission are key technologies
in the use of this type of protocol at industrial level. For this reason, this paper
presents the development of AMQP in low-cost boards integrating the data from a
programmable logic controller (PLC) and transmitting it to a Web interface.

3 Case Study

Due to industry quality control methods, which are often inappropriate, and products
are exposed to errors as a result of malfunction and improper use of materials used
by workers for such work, therefore, it becomes the main constraint to improving
and finding solutions. The goal of the case study integrates a shop-floor commu-
nication using a communication stack of AMQP protocol for low-cost CPPS. This
case study classifies the quality of the pieces in the Festo™ testing workstation using
an inspection analysis model called “pass–fail report.” This report is sending to an
AMQP broker that monitors the process in real time.
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Fig. 1 Study case communication system architecture

The testing station of FESTO is in charge of detecting the material color and the
height of workpieces and classifies them. The classification criteria used is if the
height of the workpieces is 22.5 mm (black workpieces), these are rejected. If the
height of the workpieces is 25 mm (red and silver workpieces), these are accepted.
This information is sending to a Web interface using an AMQP broker. In the Web
interface, the user sees in real time howmany rejected workpieces are in the process.
The interface will report these issues and send alert messages to the operator of this
process.

This interface permits to the user take control of the testing process using concepts
of digitalization and lean workflow. This open-source tool gives a manufacturing
dashboard to increase the quality and profitability of the process. The communica-
tion to the process using an AMQP protocol permits to develop an industrial IoT
architecture. This type of system is aimed to show detailed production and mainte-
nance information that is vital in forecasting and capacity planning. Figure 1 shows
the proposed study case.

4 Communication Architecture Proposed

Industrial CPPSs are devices with high computing capacity. The new trend is used
CPPSs tomonitor and control the industrial process in real time. This system uses the
producer/consumer architecture using the AMQP protocol. The CPPS is designed
using a low-cost board like Raspberry Pi (RPI). The RPI reads the memory data from
a programmable logic controller (PLC). This PLC controls all the testing process.
The RPI is considered as the hardware of the CPPSs system.
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To read the PLC memory where all tags of the process are, the RPI uses Snap
7 which is an open-source stack for Ethernet communication suite for interfacing
natively with Siemens S7 PLCs. Once the tags are read, these values are sending to
an AMQP protocol using the Node-RED software.

Node-RED uses the node called node-red-contrib-amqp to send the values of the
tags to the AMQP broker. The AMQP consumer is into the Web interface which
works as a dashboard to show the data.

To implement AMQP, the authors use the software RabbitMQ™, this an open-
source tool to createmessage brokers. This tool allows creating a lot of a different kind
of brokers, since brokers in embedded devices until large-scale brokers. RabbitMQ™
permits to create instances at the cloud level to develop an IoT architecture.With these
open-source tools, the author of the papers uses AMQP communication protocol at
the industrial level. All of this aimed to analyze the performance and latency of the
protocol, and if the result is good for the industrial plant.

5 Implementation Proposed

5.1 Shop-Floor Data Integration on Festo™ MPS Testing

The simulated factory process using the Festo™MPS Testing platform permits inte-
gration data from the field level using the AMQP protocol. This is possible due to
the use of low-cost devices as RPI. The RPI reads the PLC memory using the Snap
7 open-source stacks. Snap 7 uses Ethernet communication to read and write data
and specifically uses the Profinet protocol. Once all the values of inputs/outputs are
in the RPI memory, it uses the Node-RED software to create AMQP nodes which
are used to send the data to the broker. The nodes are developed in JavaScript Object
Notation (JSON) format to ease the integration of the data.

The Node-RED node verifies some characteristics like IP address, port, rack,
and slot configured in the CPU. The Node-RED software flow works by passing
messages between nodes. The flow has two properties, msg-topic, and msg-payload,
in the transmission of cyclically loaded values every time a variable changes its value.

5.2 Communication Flow in Node-RED

These messages are passed in as an object called msg. The body of the message is
into a property called msg.payload. If the client identifies the IP network and port, it
can access through a web browser.

Snap7 server andAMQPbroker are considered byNode-RED as components, and
this software communicates them using an abstract connection. As explained before,
the body of the message is in the payload property. This is important for the message
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topic transfer component. The propertymsg.topic is a string that contains the routing-
key of the AMQP protocol message. The topic property takes the value of the user
final destination of the message. The communication message flow continues across
the AMQP broker if the component that accepts the message load has configured the
property msg.amqpMessage.

The instance of the AMQP output data verifies for the first time the user ID, JSON
scheme, and password of the message. Once the information of the output node is
verified, all the consumer that wants to connect to the broker identifies data in the
payload property.

Figures 2 and 3 present the design of the communication architecture. In the
Node-RED dashboard, the process starts with the nodes to communicate with the
Snap 7 server. In this figure, there are two configured inputs whose aim is to read
the memory from PLC where the sensor’s values are stored. The aim is to measure
the height and detect the presence in the input of the machine the workpieces. These
signals are sending to the AMQP broker implemented using RabbitMQ.

Fig. 2 Data integration on CPPS using Snap7 and AMQP server

Fig. 3 Data visualization on client side
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The nodes which are created with Node-RED send messages to the broker. The
broker has inside an exchange, and this part of the broker manages the message to the
queues. The functions are: (i) append messages to many queues. (ii) get discarded
messages. (iii) The rules for the exchange type. Next, the data from the queues are
sending to the consumers. In this paper, the Web interface shows the workpieces
accepted and rejected in a statistical chart. A historical chart shows the elements that
pass through the process are stored in a timeline.

6 Discussion of Research Outcomes

The measuring module is made by an analog height measuring sensor. This value is
reading by the RPI using the Snap 7 library. Later, this value is produced by theNode-
RED using the AMPQ protocol. An IoT dashboard is presented in the research. This
dashboard shows 100 workpieces measured. The result of the measure is presented
as a rejected or accepted product. On the left side, there is a pie chart where the blue
part states the defective products, while the light blue part shows the non-defective
products (see Fig. 4). On the right side of Fig. 4, there is a historical time-series graph
displays data during one day of production. This type of graph measures trends over
time. The x-axis shows the specific time where the workpieces are measured. This
historical chart shows the products rejected and accepted over the day. This helps
the industrial operator to decision making in the plant.

Figure 4 shows additionally the IP address where is the RPI acquiring the data.
These two graphical charts permit that the user sees all the possible difficulties in
the process. With this information, the operator can take corrective or preventive
maintenance in the manufacturing processes.

The AMQP packet frame is analyzed using the software Wireshark (See Fig. 5).
Wireshark is a network tool that displays in a real-time chart the amount of bandwidth
used by the AMQP producer/consumer activity. The default AMQP port is 5672. The
chart shows that the AMQP protocol is efficient for transporting the messages over
the TCP/IP network. There is not a high bottleneck in the transmission. The load for
RPI is low for this reason, and this protocol is suitable to be installed in the low-cost
boards.

Fig. 4 Screen with statistical data
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Fig. 5 AMQP analyzer over architecture proposed

7 Conclusions and Ongoing Work

The low-cost shop-floor integration via the AMQP protocol is presented in this
research. The proposed architecture has a low bandwidth consumption during the test
using theWireshark software. TheWeb interface shows in real time the accepted and
rejected workpieces. This interface is an IIoT dashboard that permits the operator of
the simulated factory process to take a good decision when evaluating the production
process.

The AMQP protocol is a light MOMmiddleware that permits the communication
of the data with high-quality control using a secure message routing, good manage-
ment of queues and reliable delivery of the message to the consumer. This protocol
was successfully used with a board with low capabilities as RPI without performed
an overheating of its.

The traffic measured across the network has fewer errors because the messages
forwarded to the broker or producer objects are not present in the Wireshark chart.
The AMQPmodel used in this paper has message acknowledgments, and this type of
message is delivered to the broker notifying the reception of the message produced.
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As future ongoing works will be the evaluation of these results with other applica-
tion contexts and next determine according to characteristics in the communication,
their ability is to adapt to other industrial applications. This dashboard used for
Industrial IoT applications could be implemented using other industrial protocols
like OPC UA or XMPP.
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An Interval Insight to Adomian
Decomposition Method for Ordinary
Differential Systems by Considering
Uncertain Coefficients with Chebyshev
Polynomials

Navid Razmjooy , Mehdi Ramezani , and Vania V. Estrela

Abstract Generally, parameters in the mathematical models of engineering prob-
lems are considered deterministic, although, in practice, there are always some uncer-
tainties in the model parameters. Uncertainty can make an accurate or even wrong
representation for the analyzedmodel. There is awide reasonwhich causes the uncer-
tainties, like measurement error, inhomogeneity of the process, etc. This problem
leads researches to analyze the problem from a different point of view. When the
uncertainty is present in the process, traditional methods of exact values cannot solve
the problemwith no inaccuracies and mistakes. Interval analysis is a method that can
be utilized to solve these kinds of problems. In this paper, an intervalAdomiandecom-
position method combined with Chebyshev polynomial is introduced. The proposed
interval Adomian method is then validated through ODE systems. The simulation
results are applied on four practical case studies, and the results are compared with
interval Euler and Taylor methods. The final results show that the proposed method-
ology has good accuracy to find the proper interval and to effectively handle the
wrapping effect to sharpen the range of non-monotonic intervals.
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1 Introduction

Generally, during the mathematical modeling of a practical phenomenon, the corre-
sponding parameters have considered as exact values. However, the parameters of
these phenomena have some uncertainties. These uncertainties can be generated from
different reasons like neglecting some nonlinear terms on the model, simplifications,
etc. These uncertainties lead the researcher to solve problems in the wrong way,
and consequently, the final result will be wrong. There are different ways to illustrate
these uncertainties [1].Uncertainties can bemodeled by probabilistic variables, fuzzy
variables, interval variables, etc. But the most proper method is to use the interval
arithmetic. In the interval arithmetic, uncertainties stand throughout a definite lower
and upper bounds. In other words, although the uncertainty quantity is unknown,
an interval can be defined to them. Ordinary differential equations (ODEs) include
a wide range of applications like system modeling, optimal control, etc. There are
different techniques that are introduced to solve these types of systems.

In the recent decades, decomposition methods have been shown as an effective,
easy, and accurate method to solve a great deal of linear and nonlinear, ordinary,
partial, deterministic, or stochastic differential equations by approximation. They
have also rapid convergence to achieve accurate solutions [2–5].

Among thesemethods, theAdomian decompositionmethod has been transformed
into a popular technique for solving functional differential equations like ordinary
differential equations [6], differential-algebraic equations [7], nonlinear fractional
differential equations [8], delay differential equations [9], etc.

From the above, it is clear that the Adomian decomposition method is a proper
method for solving the ODE systems. Now, what happened if these systems have
some uncertainties. In this study, an improved domain decomposition method is
introduced to achieve a proper and robust solution. The main idea is to find a proper
interval bound which keeps the system stable even if the parameters are changed in
the considered interval uncertainty.

We also benefit from the Chebyshev orthogonal polynomial for simplifying the
complicated source terms to achieve a more compressed solution rather than the
Taylor series.

2 Interval Arithmetic

When amathematical model of an engineering system is built, there are always some
simplifications; although simplification reduces the system complication, it makes
some natural uncertainties on the model. In other words, some uncertain coeffi-
cients are appeared in the model [10]. Hence, utilizing normal methods for modeling
or solving these types of systems cause some problems. However, an uncertainty
coefficient has an unknown quantity, but it is bounded and can be considered in an
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interval. Interval arithmetic provides a set of methods to keep track of these uncer-
tainties during the computations [11]. The interval set for an interval number can be
described as:

X = [
x, x

] = {x |x ∈ R ∪ {−∞,∞}, x ≤ x ≤ x},
I (R) = {X |X = [

x, x
]
, x, x ∈ R, x ≤ x}, (1)

where X defines an interval integer over I (R) and x and x are the lower and upper
bounds, respectively. The midpoint value, the width of the interval number, and the
radius of an interval can be defined as:

xc = (
x + x

)
/2, xr = xw/2 , (2)

xw = x − x (3)

The basic interval arithmetic operations are described so that the interval guaran-
tees the reliability of interval results. Themain interval arithmetic operations between
two interval numbers are:

X + Y =
[
x + y, x̄ + ȳ

]
(4)

X − Y =
[
x − ȳ, x̄ − y

]
(5)

X × Y =
[
min

{
x y, x̄ y, x ȳ, x̄ ȳ

}
, max

{
x y, x̄ y, x ȳ, x̄ ȳ

}]
(6)

X/Y = X × 1/Y , (7)

1/Y =
[
1/ ȳ, 1/ y], 0 /∈[y, ȳ

]

Xn =

⎧
⎪⎨

⎪⎩

[
0,max

(
xn, x̄n

)]
, n = 2k , 0 ∈ [x][

min
(
xn, x̄n

)
,max

(
xn, x̄n

)]
, n = 2k, 0 /∈ [x][

xn, x̄n
]
, n = 2k + 1

⎫
⎪⎬

⎪⎭
(8)

The interval function F is an inclusion function of f (F) ⊂ F(X) if ∀X ∈ I (R).
The main objective of this study is to find an interval function F from f to achieve
an interval form of our method.
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3 Chebyshev-Based Adomian Decomposition Method

In the Adomian decomposition method, the unknown function (i.e., y(x)) is decom-
posed into an infinite series y(x) = ∑∞

i=0 yi (x), where y0, y1, . . . is evaluated recur-
sively. It is important to know that if the function has nonlinearity (N (y(x))), it
should be obtained by the following equation:

N( y(x)) =
∞∑

n=0

An (9)

where An = An(y0(x), y1(x), . . . , yn(x)) are the Adomian polynomials:

An = 1

n!
dn

dλn N

( ∞∑

i=0

λi yi (x)

)

|λ=0 n = 0, 1, 2, . . . (10)

Consider an ordinary differential equation as follows:

Ly + Ry + N y = g(x), (11)

where N describes the nonlinear operator, L defines the highest invertible derivative,
R is the linear differential operator less order than L and g represent the source term.
By applying the inverse term “L−1” into the expression Ly = g − Ry − Ny, we
have:

y = γ + f − L−1(Ry) − L−1(N y), (12)

where the function f describes the integration of the source term and γ is the given
conditions. By considering the last equation, the recurrence relation of y can be
simplified as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

y0 = γ + f,
y1 = −L−1

(
R y0

) − L−1
(
N y0

)

...

yk+1 = −L−1
(
R yk

) − L−1
(
N yk

)
, k ≥ 0

(13)

Adomian decomposition theoretical convergence can be found in [12]. If the series
converges to the considered solution, then

y = lim
M→∞ ỹM(x), (14)

where ỹM(x) =
M∑

i=0
yi (x) [2].
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In [13], a new improved version of the decomposition method is introduced using
a Chebyshev approximation method. The illustrated method has overcome to the
Taylor series inaccuracy to expand the source term function. The advantage of the
modified approach is verified through several illustrative examples. Since, in this
paper, we expand the source term in the Chebyshev series:

g(x) ≈
M∑

i=0

ai T i (x), (15)

where Ti (x) represents the first kind Chebyshev polynomial and can be evaluated as
follows:

T 0(x) = 1,
T 1(x) = x,

Tk+1(x) = 2 x Tk(x) − Tk−1(x), k ≥ 1
(16)

Since we have:
⎧
⎨

⎩
y0 = γ + L−1

(
n∑

i=0
ai T i (x)

)
,

yk+1 = −L−1
(
R yk

) − L−1
(
N yk

)
, k ≥ 0

(17)

4 Interval Adomian Decomposition with Uncertainty

Consider the following ordinary differential equation (ODE)with considered interval
initial conditions:

F
(
X,Y ′, . . . ,Y (n), �

) = 0,
Y (x0) = Y 0, . . . ,Y (n)(x0) = Yn,

(18)

where� = (δ1, δ1, δ2, δ3, . . . , δm)T are uncertain parameters and δk ∈ [
δk, δk

]
, k =

0, 1, . . . , (n + 1) .
The main purpose of this paper is to introduce an interval version of the Adomian

decomposition method for solving the ODE problems with uncertainties. To do this,
let us consider a standard form as below:

δnY (n) + δ3Y ′′ + . . . + δ2Y ′ + δ1Y
︸ ︷︷ ︸

R{ y(x)}

+αN {Y (X)} = β G (X)

α ∈
[
α,α], β ∈[β,β

]
,

(19)
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The first step is to convert the system into the uniform mode,

δnY (n) + δ3Y ′′ + . . . + δ2Y ′ + δ1Y︸ ︷︷ ︸

R{ y(x)}

+α̃N{Y(X)} = β̃ G (X) (20)

where the term (~) shows the division of the coefficients with δn . For instance, β̃ is

[β]/[δn] = [β] ×
[

1
δn

, 1
δn

]
.

δn is assumed non-singular, i.e., 0 /∈ δn . From the previous section, by using the
given conditions we obtain:

Y = Pn + F − L−1(RY) − L−1(N y), (21)

where Pn =
[
p
n
, pn

]
is an interval polynomial which has been achieved from the

initial conditions Pn = Y0 +Y1x + . . .+Ynxn . If the given conditions have the exact
value, then Pn = [pn, pn]; these kinds of exact values in the interval analysis are the
so-called degenerative intervals. The function F describes the interval integration of
the source term. For computing the inverse operator of the source term, we have:

F =
[
L−1(βg(x))]=[β,β]×[L−1

(
g
−
(x)

)
, L−1(g(x))

]
, (22)

By assuming g = gc + δg where gc and δg comprise the certain and uncertain
terms of g,

[
L−1

(
g
−
(x)

)
, L−1(g(x))]=[L−1(gc(x) + [

δg
])

]
(23)

A similar operation can be also utilized for achieving the linear and nonlinear
differential operators. Since the total proposed interval Adomian method can be
formulated as follows:
⎧
⎪⎪⎨

⎪⎪⎩

Y 0 = [
γ
] +

[
β
−
,β]×[L−1

(
g
−
(x)

)
, L−1(g(x))

]
,

Yk+1 =
[
−L−1

(
R y

− k

)
− L−1

(
N y

− k

)
,−L−1

(
R yk

) − L−1
(
N yk

)
]
, k ≥ 0

(24)

And the source term can be achieved as:
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G (x) =
n∑

i=0
[ai ] [T i (x)] =

[
β
−
,β

]
× L−1

(
n∑

i=0
[ai ] [Ti (x)

]
,

n∑

i=0
[ai ] [T i (x)]),

(25)

5 Illustrative Examples

To demonstrate the effectiveness of the proposed method, we give four different
examples of linear and nonlinear ordinary differential equations. The algorithms are
performed by MATLAB R2017b.

Case study 1

Consider for −1 ≤ x ≤ 1

Y ′′(x) − [δ] Y (x) = 0, [δ] ∈ [1, 2]
Y ([0]) ∈ [1], Y ′([0]) ∈ [β] = [−0.1, 0.1],

The above equation shows a differential equation where uncertainty in the coef-
ficient term ([δ]), the initial condition [β] is also uncertain and appeared the only
thing we know is that it stands in an interval.

The purpose of the solution is to find a region that includes all different values
within the represented interval. According to the formula,

LY + [δ]RY = 0

We can define that L = d2

dx2 ,
�

R = [δ] Y (x), NY = G(x) = 0. By applying the

inverse operator L−1 =
x∫

0

x∫

0
{.} dxdx into the main equation,

Y (x) = [1, 1]+[ − 0.1, 0.1] x + [δ]

x∫

0

x∫

0

∞∑

n=0

Yn(x)dx dx,

and finally, the recurrence relation below can be utilized to achieve the Y (x):
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Y 0(x) = [1] + [β] x,

Y 1(x) = [δ]
x∫

0

x∫

0
Y 0(x) dx dx = [1, 2] x2

2! + [−0.2, 0.2] x
3

3! ,

Y 2(x) = [δ
x∫

0

x∫

0
Y 1(x) dx dx = [1, 4] x4

4! + [−0.4, 0.4] x5

5! ,

...

Yn(x) = [δ
x∫

0

x∫

0
Yn−1(x)dx dx = [1, 2n] x2n

(2n)! + 2n[−0.1, 0.1] x(2n+1)

(2n+1)!

Since the final solution can be achieved by:

Y(x) = [cosh(x)] + 0.1

(
x + 2

x3

3! + · · · + 2n
x(2n+1)

(2n + 1)!
)
[−1, 1].

By calculating the problem in the time interval between 0 and 2 and the same
step size h = 0.4, the minimum and maximum values of y at each step are obtained
and given in Table 1. In this case, we also applied a random value in the considered
interval and the results showed that the random solution is placed in the interval
solution. We also compared the proposed method by the interval Euler [14] and
Taylor methods [15]. Table 1 shows more details of this comparison. As can be
seen, the interval space in the proposed interval Adomian method achieves generally
narrower intervals than the others.

Case study 2

In this example, we consider a problem with more uncertainty both in the linear
differential operator and in the source term. Consider for −1 ≤ x ≤ 1

Y ′(x) − [δ1] xY (x) =[δ2]
(
6 − 3 x2

)
,

Y (0) = 0, 0.5 ≤ δ1 ≤ 1 , 0.5 ≤ δ2 ≤ 1 .

Table 1 Region bound achieved by the interval Adomian method and a limited random input for
case study 1 which stands in the considered region

Time Interval Adomian
method

Interval Euler’s
method [13]

Interval Taylor method
[14]

Random value

0 [1, 1] [1, 1] [1, 1] 1.00

0.4 [1.081, 1.164] [1.02, 1.16] [1.04, 1.21] 1.081

0.8 [1.337, 1.711] [1.20, 1.68] [1.25, 1.81] 1.337

1.2 [1.810, 2.819] [1.57, 2.69] [1.66, 3.01] 1.810

1.6 [2.576, 4.838] [2.17, 4.48] [2.34, 5.19] 2.577

2 [3.755, 8.378] [3.09, 7.56] [3.4, 9.08] 3.762
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where L = d
dx ,

�

R = [δ1] xY (x),NY = 0, and
�

g(x) = [δ2]
(
6 − 3 x2

)
. In this

problem, we have:

Y(x) = 0 + [δ1]

x∫

0

∞∑

n=0

xYn(x)dx + [δ2]

x∫

0

(
6 − 3x2

)
dx.

Now using the Adomian decomposition method, we get

Y 0(x) = [δ2]
(−x3 + 6 x

) = [−x3/2 + 3 x, −x3 + 6 x
]
,

Y 1(x) = [δ1]
x∫

0
xY 0(x)dx = ([δ1]×[δ2])

x∫

0
x
(−x3 + 6 x

)
dx

= [0.25, 1]
(−x5/5 + 2 x3

) = [−0.05 x5 + 0.5 x3, −0.2 x5 + 2 x3
]

Y 2(x) = [δ1]
x∫

0
xY 1(x)dx = ([δ1×[δ2]

) x∫

0
x
(−x5/5 + 2 x3

)
dx

= [0.125, 1]
(−0.03x7 + 0.4 x5

) = [−0.004 x7 + 0.05 x5,−0.03x7 + 0.4 x5
]

...

Yn(x) = [δ1
x∫

0
xYn−1(x)dx

So, we have:

Y (x) = [−0.03x7 + 0.2 x5 + x3 + 6 x − + · · · ,−0.004 x7 + 3 x − + · · ·].

From Table 2, we can say that the interval Euler method fails the interval in the
“time = 0.4”. It is also obvious that the proposed interval Adomian method has a
narrower interval rather than the interval Taylor method.

Case study 3

Now, we consider a problemwith complicated source terms. Consider for−1 ≤ x ≤
1,

Table 2 Region bound achieved by the interval Adomian method and a limited random input for
case study 2 standing in the considered region

Time Interval Adomian
method

Interval Euler’s
method [13]

Interval Taylor method
[14]

Random value

0 [0, 0] [0,1] [0, 0] 0

0.4 [1.826, 2.466] [2.23, 2.44] [1.20, 2.46] 1.826

0.8 [3.850, 5.371] [3.55, 5.26] [2.40, 5.38] 3.850

1.2 [6.457, 9.323] [4.98, 9.11] [3.60, 9.54] 6.457

1.6 [10.271, 15.026] [6.59, 15.42] [4.80, 16.84] 10.271

2 [15.943, 22.743] [8.51, 27.81] [6.00, 32.52] 15.943
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Y ′′(x) − [δ] Y (x) = ex ,

Y (0) = 1, Y ′(0) = 1, 0.5 ≤ δ ≤ 1 ,

where L = d2

dx2 ,
�

R = [δ] Y (x), NY = 0, g(x) = ex . By letting M = 4 and using
the Chebyshev approximation, we have:

g(x) = 0.0432 x4 + 0.1772 x3 + 0.4998 x2 + 0.99 74 x + 0.9892

Error (|g(x) − ex |) for this approximation is 0.0006397, while using the Taylor
series gives us an error of about 0.0099. From the main equation, we have:

Y(x) = 1 + x − [δ]

x∫

0

x∫

0

∞∑

n=0

Yn(x)dx dx +
x∫

0

x∫

0

(
ex

)
dx dx

Now using the Adomian decomposition method, we get

Y0(x) = 1 + x +
x∫

0

x∫

0

g(x)dxdx = 1 + x + 0.4946x2 + 0.1662x3

+ 0.0417x4 + 0.0089x5 + 0.0014x6

Y1(x) = −[δ]

x∫

0

x∫

0

Y0(x)dxdx = [−2.5e−5x8 − 2.119e−4x7 − 0.0014x6

− 0.0083x5 − 0.0412x4 − 0.1667x3 − 0.5x2,

− 1.25e−5x8 − 1.059e−4x7 − 0.0007x6 − 0.00415x5

− 0.0206x4 − 0.0833x3 − 0.25x2],
...

Yn(x) = [δ1
x∫

0

xYn−1(x)dx,

And finally using ỹM(x) =
M∑

i=0
yi (x), the solution has been achieved.

From Table 3, it is obvious that the interval Euler and Taylor methods fail their
interval and do not include the random value, but the interval Adomian method
includes the value.

We also apply Chebyshev approximation to the source term of the interval
Adomian method. As can be seen from Fig. 1b, Chebyshev polynomial gives us
a tighter interval and from the interval arithmetic, it has better performance rather
than the Taylor series. Furthermore, it is important to know that sometimes lower
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Table 3 Region bound achieved by the interval Adomian method and a limited random input for
case study 3 standing in the considered region

Time Interval Adomian
method

Interval Euler’s
method [13]

Interval Taylor method
[14]

Random value

0 [1, 1] [1, 1] [1, 1] 1

0.4 [1.112, 1.126] [1.16, 1.50] [1.21, 1.54] 1.112

0.8 [1.408, 1.439] [1.73, 2.32] [1.87, 2.44] 1.409

1.2 [1.934, 1.986] [2.87, 3.64] [3.20, 3.91] 1.934

1.6 [2.773, 2.858] [4.91, 5.71] [5.59, 6.23] 2.774

2 [4.070, 4.202] [8.38, 8.92] [9.70, 9.86] 4.071

Fig. 1 a The region bound achieved by the interval Adomian method and a limited random input
which stands in the considered region and b comparison of the solution using Taylor and Chebyshev
approximation for case study 3

and upper bounds have crossover with each other in some ODEs. In this situation,
we should consider the general bound in between them as the reliability region.

Case study 4

Consider the nonlinear ordinary differential equation for 0 ≤ x ≤ 1

Y ′′(x) − [δ1] xY 2(x)Y ′(x) − [δ2]Y 3(x) = ex − 2e3x − 3xe3x ,

Y (0) = 1, Y ′(0) = 1, 1 ≤ δ1, δ2 ≤ 2 ,

where L = d2

dx2 ,
�

R = 0, N1Y = Y 2(x)Y ′(x), N2Y = Y 3(x), g(x) = ex − 2e3x −
3xe3x

By considering fourth-order Chebyshev approximation to the source term,

g(x) ≈ −32.612 x4 − 45.0884 x3 − 14.2512 x2 − 1.7918 x + 7.1530
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Since

Y(x) = 1 + x + [δ1]

x∫

0

x∫

0

x N1(x)dx dx + [δ2]

x∫

0

x∫

0

N2(x) dx dx +
x∫

0

x∫

0

g(x) dx dx

The Adomian polynomials for N1(x) and N2(x) are (Table 4):
So, following the same illustrated approach,

Y0(x) = 1 + x + 3.5765 x2 − 0.2986 x3 − 1.1876 x4 − 2.2844 x5 − 1.0871 x6

Y1(x) = [δ1]
x∫

0

x∫

0
Y0(x)2Y

′
0(x)dxdx + [δ2]

x∫

0

x∫

0
Y3
0(x) dx dx = [x2 + 2 x3 + 2.8 x4

+ · · · , 2x2 + 4x3 + . . .]
...

yn(x) = [δ1]
x∫

0

x∫

0
Y2
n−1(x)Y ′

n−1(x) dx dx + [δ2]
x∫

0

x∫

0
Y3
n−1(x) dx dx

Table 5 shows that interval Euler and Taylor methods fail the interval from “time
= 0.8”, but the proposed method is total including the random value.

Table 4 Adomian polynomials for nonlinear terms

N1(x) N2(x)

A0(x) = Y 2
0 Y

′
0

A1(x) = Y 2
0 Y

′
1 + 2Y0Y1Y

′
0

A2(x) = Y 2
0 Y

′
2 + 2Y0Y1Y

′
1 + 2Y0Y2Y

′
0

.

.

.

A0(x) = Y 3
0

A1(x) = 3Y 2
0 Y1

A2(x) = 3Y 2
0 Y2 + 3Y0Y

2
1

.

.

.

Table 5 Region bound achieved by the interval Adomian method and a limited random input for
case study 4 standing in the considered region

Time Interval Adomian
method

Interval Euler’s
method [13]

Interval Taylor method
[14]

Random value

0 [1, 1] [1, 1] [1, 1] 1

0.4 [1.398, 1.401] [1.06, 1.37] [0.99, 1.33] 1.399

0.8 [1.780, 1.819] [0.27, 0.95] [-0.67, 0.04] 1.781

1.2 [2.092, 2.307] Divergent Divergent 2.092

1.6 [2.234, 2.961] Divergent Divergent 2.235

2 [2.042, 3.941] Divergent Divergent 2.043
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6 Conclusions

The interval Adomian decomposition is introduced for solving differential equations
with uncertainties. This approach provides a robust approximation of the solution.
The main advantage of this approach over traditional numerical methods is that the
proposed method is the first time which used the interval arithmetic to provide a
robust result for ODEs with uncertain coefficients. In addition, for increasing the
system accuracy, Chebyshev polynomial is utilized for the expansion of the source
term.
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Abstract Nowadays, there are many technologies commercially available to
perform gait analysis. However, most of those technologies present limitations and,
therefore, their applicability in clinics is reduced. The measuring system proposed
in this study consists of hardware, an algorithm recorded in microcontrollers and a
human–machine interface software installed on a computer. This device was vali-
dated through tests, in which an individual walked barefoot and in footwear on a
certain surface while her steps were mapped and the spatial–temporal gait parame-
ters were quantified. The measured values were compared with other gait analysis
methods such as podogram and filming. The results demonstrated that the measured
spatial–temporal parameters are similar to others mentioned in the literature, and
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they are correlated with the values obtained in the podogram and filming methods. It
is concluded that the measuring system presents adequate functionality and connec-
tivity, capable of mapping the gait cycle, and quantifying the spatial–temporal
parameters.

Keywords Spatial–temporal parameters · Gait analysis · Measuring system · Gait

1 Introduction

Gait can be described as a sequence of complex and coordinatedmovements between
various body joints, especially the lower limbs [1]. The gait analysis provides essen-
tial information about the functional capabilities of individuals, through kinematic
and kinetic measurement of the body segments. Among the relevant measures,
spatial–temporal parameters are widely used in the clinical context. These include
speed, step and stride length, step and stride time, cadence, and support base width.
These parameters quantitatively describe the main gait events, and they are used to
identify deviations from normal gait, define the therapeutic intervention, and evaluate
the results [2].

There are several methods to perform gait analysis, being the most common
clinical observation. The observational analysis allows us to know the speed (by
timing the time spent to walk a known distance) and the cadence (by counting how
many steps are performed in a given unit of time). On the other hand, it is possible
to identify the length of the step and stride using podogram methodology, which is
defined as an imprint of the foot sole on a paper mat. The foot support pattern, when
associated with a stopwatch, determines the speed, cadence, and the total walking
cycle time of an individual.

Methods of gait analysis have evolved with the influence of technology. Advances
in the field of engineering have increased the reliability of these methods, improved
the acquisition speed, and the storage of the obtained data. Thus, this has allowed
the information to be accessible for clinical interpretation. The technological devel-
opment makes possible the creation of special surfaces with pressure sensors. They
allow the evaluation of spatial and temporal gait parameters, without the need to
adhere to or couple sensors in the patient’s body [3, 4]. Methods that include optical
systems of motion capture and force platforms have become gold standards [5].

Nevertheless, there are some limitations in most technologies that perform gait
analysis. These are related to portability, acquisition cost, physical space and time,
difficult handling and maintenance, and reduced applicability in health centers [6].
It is difficult (rare) to see, especially in clinics and doctor’s offices, the use of such
(excessively costly) equipment. This is because clinical problems can be adequately
managed using simpler and cheaper resources that have comparable reliability in
results [7].

In this context, the development of new gait analysis devices aims to reduce costs
and, hence, facilitate access to a larger number of health professionals as well as
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increase the accuracy and efficiency of the analysis. Therefore, the objective of this
study is to develop and validate a device capable of mapping the footsteps of an
individual as well as measuring the spatial–temporal gait parameters automatically,
obtained by momentary contact sensors.

2 Methods

The measuring system for mapping the footsteps and the quantification of spatial–
temporal gait parameters was developed and validated at the Bioengineering
Laboratory of the Federal University of Minas Gerais.

2.1 Development of the Measuring System

The measuring system of gait consists of hardware, an algorithm programmed in
microcontrollers and a human–machine interface (HMI) software installed on a
computer. The hardware consists of one or more modules representing the elec-
tromechanical part of the entire measuring system, which operates individually or
together. Each module (see Fig. 1) consists of five overlapped layers that form a
sandwich structure, which allows preserving the lifespan of the electronic circuit, as

Fig. 1 Representative scheme of the applied sandwich structure



262 W. D. Dias et al.

well as to protect it (as a whole) to guarantee adequate robustness. The main layer
consists of an electronic circuit that includes microcontrollers, momentary contact
sensors and diodes arranged in a matrix, fixed in areas and distances pre-established
empirically. The layout of the electronic circuit was designed from software for
creating and generating the layout of printed circuit boards.

The connection between the modules occurs at the upper and lower ends through
USB male–female connectors. Two columns of the modules make up a satisfactory
width of the measuring system. They are connected to each other at the upper or
lower end by a male–female USB extender cable. These columns form a “U” shaped
bus for control, power, and data transfer. The spatial resolution of the contact area of
the plantar region is defined by the constant spacing between the momentary contact
sensors that make up the matrix. An external source is used as a power supply.

The algorithmwas developed using theArduino IDE platform and programmed in
the microcontroller of each module. This algorithm performs a sweep of all sensors
and, consequently, reads their logic level continuously.

The human–machine interface software was developed using MATLAB. During
the measurement of an individual’s gait on the system, this software provides the
functionality to request the scanning of the sensors for the acquisition and trans-
mission of data to the main microcontroller. Then, the information is transmitted
to the computer through serial communication using the USB port. In addition, the
HMI software performs the processing of information and displays the results of
the mapping of the gait cycle and the quantification of spatial–temporal parameters.
Figure 2 shows this operation cycle of the measuring system in a flowchart.

The sweep routine of the momentary-contact sensors is essential to perform data
acquisition for further processing. The rows and columns of the sensor matrix are
each connected to a pin of the secondary microcontroller. Initially, one column is
enabled in the sensor matrix. Then, each matrix row is verified looking for a state
change. If this change is identified, it is stored a list in the memory of the secondary
microcontroller. This process is continually repeated on each columnwhile the sweep
is active. At the end of each sweep, a list informing any state changes is generated
and sent to the main microcontroller, which collects all the lists and transfers them
to the computer for further processing and generation of results via HMI.

The momentary-contact-sensors matrix that integrates the electronic circuit of the
measuring system is one of the most important parts because it provides essential
information to data analysis. In this way, the implementation of a matrix sweep
routine to identify sensor failures was fundamental. If any sensor fails or presents
problems, the HMI software will print a warning containing the coordinates (row,
column) in which the failed sensor is located. Therefore, preventive maintenance
may avoid information loss during data acquisition. This matrix sweep for failure
identification occurs at the start (at the first reading), when the measuring system
is powered on and connected to the computer. Then, if the HMI indicates that it is
working properly, the system is ready to start the activities.

Whenever a state change of any of the momentary contact sensors occurs, it is
associated with a proper timestamp. In order to calculate the time of the gait cycle,
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Fig. 2 Flowchart of the operating cycle of the measuring system

only the first activation is considered (when the first heel touches the system surface)
and the last one (when the last heel touches the system surface).

By analyzing the time stamp of those events, it is possible to obtain the time
interval (�t):

�t = (
tfinal(Bx,y) − tinitial(A(x,y)

)
(1)

The distances for step, stride, and base width are calculated by the HMI through
the Euclidean distance metric defined by:

D(x, y) = √(
(x1−x2)2 + (y1−y2)2 + (· · · ) + (yn−yn)2

)
(2)

where x= (x1, x2,…, xn) and y= (y1, y2,…, yn) are the coordinates (x, y) of activated
sensors within the sensor matrix.

The speed (v) will be determined by the quotient of the variation of the distance
(see Eq. 2) with respect to time (see Eq. 1), according to the equation:

v = D(x, y)/�t (3)

The identification of the first step (distance between each foot’s initial contact) is
performed from the first detected activation. Then, the algorithm checks the distance
between the current activation and the previous one, defining the step distance.
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For a new step detection since the first activation, the algorithm checks the distance
between the current activation and the previous one considering a corresponding
distance of three sensors. The same applies to the analysis of the accommodation
period or intermediate states in which the individual is balanced on the supporting
leg. For gait analysis is examined the distance between the heels and themean support
(the moment when the foot is totally in contact with the surface) is considered in the
image generation of the mapping the footsteps.

Now, for stride detection, that is the distance between the initial contact of the same
foot (right to right, left to left), the same procedure is adopted as in the identification
of step distance (right to left, left to right). In addition, the distances between the
current activation and the first one of the last and penultimate identified steps are
also checked.

Base width is the horizontal distance between the initial contact of the feet in one
step (right to left, left to right). The measurement is performed by calculating the
mean of distances obtained during the gait cycle on the measuring system.

2.2 Measuring System Validation

The functionality of the measuring system was evaluated by the measurement of
the spatial–temporal gait parameters, which are step length, stride length, cadence,
and speed. The parameters were measured using three methods: application of the
proposed measuring system, podogram, and filming.

The measuring system consists of an area of approximately 3.08 m (length) by
0.74 m (width). The separating distance between sensors is 4 cm. The algorithm
programmed in the microcontrollers of the electronic circuit of the measuring system
performs the sweep in the sensormatrix after being requested by theHMI.As the indi-
vidual walks over themeasurement system, the pressed sensors are activated, causing
their logic state to change from high to low in the circuit. Then, the information of
the logical state of the sensors is saved as arrays of data elements “n”, allowing
the representation of maps of the individual’s gait cycle and the quantification of
spatial–temporal parameters.

Now, podogram is a method composed of a demarcated paper track for a plantar
print of feet. In addition to the track, there is a stopwatch to take the start and end
time of the individual on the demarcated surface.

In turn, filming consists of positioning a camera at a predetermined distance
from the area to be analyzed. Then, a video is recorded of the individual’s gait on
the demarcated and predetermined surface. Subsequently, the analysis is performed
through proper software.

The instruments of the three methods used in the measurement of the spatial–
temporal parameters were positioned on a leveled and flat surface, without disturbing
factors. Firstly, the proposed measurement system was positioned. Then, the demar-
cated paper track of 7.08 m was placed on it. For the respective filming of the tests,
a camera was mounted perpendicularly to them and at a distance of 2.0 m from
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them. Two types of tests were performed: 1—barefoot individual and 2—footwear
wielding individual (with walking shoes). All tests were performed by the same
healthy individual, being female and 44 years of age.

Data acquisition for the three methods occurred simultaneously, triggered by
the user, over a length of 7.08 m, the central region of 3.08 m corresponding to
the length of the proposed measuring system, and the region of interest used for
means of comparison. Within this region, the proposed measuring system generated
results automatically. However, from the podogram and filmingmethods, the spatial–
temporal parameters were calculated manually.

The individual walked at her preferred speed, starting at a distance from the
measuring system with the intention to cause a natural tread in the region of interest,
which foot initiates on the surface of the proposed measuring system is arbitrary.
To eliminate the acceleration and deceleration component, the individual started the
walk two meters in front of and finished two meters behind the region of interest at
a natural speed. The time was obtained by equation “1” implemented as a software
routine in order to sweep through the sensors matrix. For the purpose of comparison
of the methods described above, the gait was considered only obtained within an
area sensor matrix of 3.08 m (length) and 56 cm (width), coinciding with the active
surface of the proposed measuring system. Thus, when requested by the user, the
HMI displays as a visual result the image of the mapping the footsteps referring to
the gait cycle in gif form.

The impressions of footsteps from the podogram method were analyzed to deter-
mine the spatial variables, such as step length, stride length, and basewidth, according
to the protocol described in the literature [8]. The distance between the two heels
impressions of different feet (from right to left) was linearlymeasured by ameasuring
tape in order to determine the step length. The distance between the impressions of
two heels of the same foot (from the right to the right) was also measured in a linear
way, by tracing at the base of the heels, in order to determine the stride length. Finally,
cadence and speed were determined from the timed clocked.

For the analysis of video recording, the marking frame by frame of points (those
associated with a position as well as time) was done manually using the motion
analysis software. As a result, data sets (distance vs. time) are generated that can be
analyzed. In order to provide reliable results, ametric referencewas placedwithin the
region of interest and all spatialmeasures obtained from the imageswere according to
such standard. The timestamp stored naturally within each frame was used as a time
standard. All measures containing the relevant information for the gait analysis, such
as demarcated track length, initial and final time in seconds, right and left step length,
and right and left stride length in meters were determined by using these standards. It
is worth mentioning that the tests carried out did not have the objective of analyzing
the individual gait for clinical purposes, but rather, validate the functionality of the
developed measuring system as proposed.
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3 Experimental Results and Analysis

Figure 3a, b shows the images obtained from test 1 (barefoot individual) and test 2
(individual with footwear), respectively, after the gait on the surface of themeasuring
system. These images represent themapping of the gait cycle of the individual. These
results are consistent with the study of Mohammed et al. [9], in which images of the
plantar mapping of the phases of the gait cycle were generated from pressure sensors
placed inside the shoes of two individuals.

When comparing the same individual, barefoot and using footwear, it is possible
to affirm that there are differences between the spatial–temporal parameters of the
gait. These differences are justified because footwear interferes with the functional
capacity of the human foot, which corresponds to changes in gait [10, 11].

Besides the images, the values of spatial–temporal parameters of the gait obtained
in tests 1 (barefoot individual) and 2 (individual footwear) were calculated from the
measuring system (Table 1).

The values of the spatial–temporal parameters of the gait obtained by the
measuring system in one 44-year-old female using footwear, correspond to the stride
length of 124 cm, step length of 62 cm, and cadence of 123 steps/min (Table 1).
Novaes et al.; de Almeida Busch [12] analyzed the gait of 11 females, in the age
group of 40–49 years and using footwear, through the 10 m walk test. In this study,
the authors find the following spatial–temporal gait values: stride length of 127 cm,
step length of 63 cm, and cadence of 120 steps/min. For the same gender and age,
the values of our study resemble those found by Novaes et al. [12]. This fact proves
the applicability of the developed measuring system in this paper.

Fig. 3 a Test 1 (barefoot individual) and b test 2 (individual footwear)

Table 1 Results of test 1 (barefoot) and test 2 (footwear) by the measuring system

Spatial–temporal gait parameters Test 1 Test 2

Mean stride length (cm) 123 ± 0.18 124 ± 0.18

Mean step length (cm) 62 ± 0.18 62 ± 0.18

Cadence (steps/min) 124 ± 0.5E-3 123 ± 0.5E-3

Speed (cm/s) 0.613 ± 0.5E-3 0.608 ± 0.5E-3
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Table 2 Results of test 1 (barefoot) and test 2 (footwear) by podogram

Spatial–temporal gait parameters Test 1 Test 2

Mean stride length (cm) 122.3 ± 0.18 126.0 ± 0.18

Mean step length (cm) 61.9 ± 0.18 63.5 ± 0.18

Cadence (steps/min) 124 ± 0.22E-3 122 ± 0.15E-3

Speed (cm/s) 0.762 ± 0.037E-3 0.749 ± 0.037E-3

Table 3 Results of test 1 (barefoot) and test 2 (footwear) by filming

Spatial–temporal gait parameters Test 1 Test 2

Mean stride length (cm) 141.5 ± 0.03 141.4 ± 0.03

Mean step length (cm) 70.7 ± 0.03 70.0 ± 0.18

Cadence (steps/min) 120 ± 0.0011 115 ± 0.002

Speed (cm/s) 0.738 ± 0.5E-3 0.710 ± 0.037E-2

In another study, Pau et al. [13] analyzed the gait of 40 healthy individuals, using
footwear, being 11 males and 29 females, in the age range of 26–64 years, with a
mean of 41.3 years. The spatial–temporal parameters of gait were evaluated using
a wearable accelerometer located at the bottom of the spine. The authors obtained
the following values from their study: step length of 131 cm, the cadence of 113
steps/min, and speed of 1.24 m/s. According to Table 1, it is possible to evidence that
these values differ from the ones found in our study. This is because the variety of
gender and age may interfere with gait parameters [14], as well as the characteristics
of the studied population and even the conditions during data collection.

The values of spatial–temporal parameters of tests 1 (barefoot individual) and 2
individualswith footwear) extracted from the podogrammethod are shown inTable 2.
The same comparison of results obtained from the filming method is demonstrated
in Table 3.

One can infer from Tables 1, 2, and 3 that the values of the spatial–temporal
parameters measured by the proposed measuring system are consistent with the
values obtained by the podogram and filming methods. This fact very well proved
its functionality.

Regarding the performance of the proposedmeasuring system, the results obtained
from the developed software using the Arduino and MATLAB platforms were satis-
factory. It allowed for user-friendly and robust handling of the system in order to
automatically acquire and calculate the necessary parameters that characterize the
gait, besides its subsequent analysis. The developed algorithm was able to estimate
the spatial–temporal parameters relevant to this study, namely the length and the time
of the step and the stride, the cadence and the speed, showing uncertainties equal or
inferior to classic non-automated techniques of measurement.

The developed device combines versatilitywith practicality, easy handling,modu-
larity, andmobility. The tests demonstrated that it has adequate connectivity, allowing
easy adaptation and extension of the system, when adding a number of modules
according to the needs of the user.
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4 Conclusion

Based on the results found, it can be stated that the measuring system is reliable
in performing all the functions necessary in order to automatically map the gait
cycle and quantifying its spatial–temporal parameters. The modularity and, thus,
high mobility of this prototype make it a perfect tool for human gait analysis in adult
and elderly individuals.

However, themeasuring systemneeds to bevalidated for clinical purposes. Prelim-
inary results obtained for the proposed spatial–temporal parameters demonstrate the
importance of this study. Therefore, it is proposed that software refinements be made
to identify the variability of spatial–temporal parameters of human gait, as well as
the development of modules with more robust software algorithms, inserting new
interfaces. After implementation, a new evaluation of the robustness of hardware
will be required.

It is suggested to continue with experiments containing larger sample sizes of
individuals in order to adequately describe healthy gait parameters and their possible
variability, especially gait speed in individuals between 60 and 65 years of life.
Further, the development of this measuring system may include clinical application
in reliably quantifying habitual gait variations as a resource for rehabilitation. Some
refinements in the project will make it possible to provide an on-board measuring
system in homes and nursing homes to monitor the health of the individual from
the analysis of daily gait in the home environment. This can be considered as a
promising tool for its large-scale application in research laboratories as well as in
doctor’s offices and clinics.
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Energy Quality Monitoring, Testing,
and Measuring System Through Mobile
Networks

Felipe Henrique Ribeiro Dos Santos , Vicente Idalberto Becerra Sablón ,
and Annete Silva Faesarella

Abstract This article describes the development of a methodology for the commu-
nication of Weg’s MMW02-M multimeter with a computer using the serial drive. Its
communication happens throughModbus RTU protocol; thus, it is possible to extract
and store the necessary information to make the analysis of the quality of the electric
power based on Module 8—PRODIST dictated by the Brazilian National Electricity
Agency (ANEEL). This data will be stored in an SQL database and processed by
two softwares, Elipse E3 and Visual Studio, which have the function of processing
and make available for consultation. After that, Visual Studio processes the data and
sends it to a Web site, where it is available for anyone to view at any time. With
real-time information, it is possible to analyze the current electrical demand, view
the behavior of the power factor, active power, reactive power, three-phase voltage,
phase current balancing, sags, and elevations.

Keywords Elipse E3 · Energy · Laboratory ·Multimeter · Visual studio

1 Introduction

Power quality has become a major topic that is increasingly being addressed by
companies. In recent years, many standards have grown around this subject, such as
the International Organization for Standardization (ISO) 50001 [1].

The Brazilian National Electric Energy Agency (ANEEL) is also increasingly
strict regarding the quality of electricity, in which modules were created to delimit
certain parameters in some variables. One of them is Module 8—PRODIST, which
reports mainly the harmonic requirements and their relationship and interaction with
other variables present in the power grid.

When it comes to electricity, there is a very complex issue to look at, as it is not just
the energy that is available at the power outlets of homes, businesses, or industries.
It has some elements that, if they are wrong or in the wrong proportions, can shake
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and damage the sinusoid. As Sadiku [2] explains, the perfect sinusoid is one free of
imperfections or interferences, presenting the 60 Hz in all its extension [2].

Themain sinusoid in the system is the voltagewave amplitude. They are expressed
in Hertz, and the consequences of amplitude deviations are large, including the risk
of damaging some sensitive electronic equipment, even the general shutdown of
transformer power. For an electrical system to be in good condition, it must have
no disturbances or anomalies, and be based on a pure sine waveform, i.e., without
changes in amplitude and frequency. Therefore, when it comes to low-quality energy,
it is considered that there are deviations or disturbances in the sinusoid.

As already mentioned, the low quality of electricity causes many problems, and
another disadvantage of this phenomenon is the increase of electricity consumption,
making a substandard installation to demandmore, when it comes to the consumption
aspect, than an installation is in good condition. The Joule effect is also present when
conditions are not good [3].

In order to verify the quality of energy, it is necessary to analyze several
parameters, among them:

(a) Three-phase voltage: The presence of voltage difference between phases is
analyzed;

(b) Three-phase current: The presence of phase unbalances is analyzed;
(c) Three-phase power: The power values in the phases are analyzed;
(d) Power factor: is one of the main aspects, for which the ratio of active power to

apparent power is analyzed. Such a parameter must always be above 0.92.
(e) THD I: The current harmonic index is analyzed;
(f) THD U: The harmonic index existing in the voltage is analyzed;

In this context, it is necessary to seek solutions to solve the problems related to
power quality andmeasurement of such parameters in real time. For this, multimeters
are used in communicationwith computers, in which they play all the role of bringing
information to the software, where it is processed and exported to an online graphic.

This study aims to develop a test platform to analyze and evaluate the performance
and quality of electricity through software or some online hosting platform, which
will allow the visualization of some parameters contained in electricity.

2 Theoretical Framework

In order to better understand the operation of the project and the whole set, it is
important to have some knowledge and notions beforehand. It is necessary to under-
stand basically the composition of the electric power, the communication methods
adopted, the programming languages, and the other components.
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2.1 Electric Energy and Its Variables

In electricity, many factors are present that canmakemajor changes to the power grid
and load, depending on their characteristics. Certain elements may even be grounds
for fines by power utilities as they dramatically increase electrical consumption and
“pollute” the original waveform, also known as the sine wave [4].

2.2 Voltage, Current, and Three-Phase Power

Sadiku [2] explains that voltage and current fluctuation is a random, repetitive or
sporadic variation of its effective value. Thus, the determination of the quality of the
potential difference of a distribution system bus with regard to voltage fluctuation
aims to evaluate the discomfort caused by the effect of light flicker on the end
consumer who has his lighting points fed at low voltage [2].

For variations to bewithin themaximum limits established by the regulatory body,
the variation from phase to phase may not exceed 7% between them.

2.3 Power Factor

Most loads from consumer units consume inductive reactive energy, such as motors,
transformers, discharge lamp reactors, induction furnaces, among others. Inductive
loads require electromagnetic field for their operation, so their operation requires
two types of power:

(a) Active power: the one that definitely performs work generating heat, light,
movement, etc., being measured in kW.

(b) Reactive power: used only to create and maintain the electromagnetic fields of
inductive loads. It is measured in kVAr.

Cogo [5] explains that when using alternating current, there are two types of power
to consider: active or peal power and reactive power. The first is the one that does the
expected work, for example, the production of light in a lamp or the generation of
heat in an electric shower or the movement of the axis of an engine. Reactive power
is used for the production and maintenance of electromagnetic fields in inductive
loads and electric fields in capacitive loads [5].

The Brazilian Legislation, ANEEL, establishes that the minimum admitted PF
is 0.92. This means that the consumer units must turn active power at least 92% of
apparent power.

If the consumer’s electrical installations are less than 92% efficient, the conces-
sionairewill be charged a tax under FP. This tax is charged directly to the bill delivered
to the consumer. If fines are being levied by the power utility, it is the customer’s
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responsibility to resolve the issue. There are several ways to correct a low PF and
therefore fail to pay a tax.

2.4 THD

The THD, or total harmonic distortion, indicates the disturbances of voltage and
current waves, the level of distortion generated by harmonics. Such a phenomenon
can have harmful effects on electrical installations and on quality, causing problems
or instabilities in the systems, and therefore, ANEEL establishes some maximum
acceptable values for the parameters:

Tolerable THD levels for voltage:

• Up to 5%: Normal levels may be considerable;
• 5–8%: Indicates significant harmonic distortion. Anomalous equipment malfunc-

tions may occur;
• Above 8%: Reveals an important harmonic distortion. Anomalous equipment

malfunctions are likely. An in-depth analysis and an attenuation system are
required.

THD tolerable levels for current:

• Up to 10%: Normal levels can be considerable;
• 10–50%: Indicates significant harmonic distortion. Anomalous equipment

malfunctions may occur;
• Above 50%: Reveals an important harmonic distortion. Anomalous equipment

malfunctions are likely. An in-depth analysis and an attenuation system are
required.

THD can be generated by many components, but the biggest villains are the
equipment that implements electronic power systems. To power these devices, the
equipment has a power supply switching system with an input rectifier that absorbs
harmonic currents. Computers, variable speed controllers (frequency inverters), and
fluorescent lamps are the main generating agents of the phenomenon [3].

2.5 The Software

To develop this project, we use three software, which is: Elipse E3, SQL Server, and
Visual Studio 2017. All of them are free and can be downloaded without difficulty.

Elipse E3 is a software developed by a Brazilian company: Elipse. It has
an HMI/SCADA base, i.e., platforms for supervisory monitoring and control.
It has simple interfaces, but requires knowledge to operate and configure the
communication protocols existing in it. It works with a block architecture [6].
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Microsoft SQL Server was developed by Microsoft, a US company focused
on creating operating systems and software. Such a program has the function of
managing databases, creating and editing tables and their data. This is a security
feature where only authenticated people or machines can make changes to the data,
thus gaining more reliability and security for the project. In this work, he will do all
the management of the data read by the electric meter.

Already Visual Studio 2017, also developed by Microsoft, is a software aimed at
compilation and development of programs. It can work with several programming
languages, including C, C++, C#, F#, ASP.NET, and others. In this project, VStudio
has the function of collecting the last read data from the SQL database and exporting
it to the online server.

2.6 PhpMyAdmin

PhpMyAdmin is known to be a free and open-source Web application. It allows
database management, table creation and editing, and table alteration. Created in
1995, this language is characterized as versatile and easy to program [7].

For this project, the information is hosted at https://br.000webhost.com/, but there
are cases where the server is directly linked to the phpMyAdmin directory.

One of the reasons for using it in the project is that it does not depend on operating
licenses, is completely free, and is available in any browser. Through it, it is also
possible to graph the parameters, thus facilitating the visualization of the analyzed
variables.

2.7 RS485 Communication Protocol

Recommended Standard-485 (RS-485) is a type of communication protocol in which
machines and meters exchange data. It is one of the most used media and can
reach speeds of approximately 50 Mbps. From this type of communication, an open
protocol, Modbus remote terminal unit (Modbus RTU), is used to take readings from
the multimeters connected to the computer [8].

The Modbus protocol works with a master and a slave, in which the master sends
a command to the slave and he responds with the read values. Such communication
is via the Recommended Standard network-485 (RS-485). From the output of the
equipment, a cable is connected to theRS-485/USBconverter,where it is connected to
the computer,where the information is read, removed, andprocessedby theprograms.

https://br.000webhost.com/
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3 Methodology

For this project, an integrated system for reading and storing data extracted from
a multimeter of electrical quantities was developed. For this, the Weg MMW02-M
multimeter connected to an RS-485 to USB converter was used, which in turn Elipse
E3 software communicates and extracts data, saving it into an offline SQL database.
The Visual Studio program captures them and generates a link to write them to the
phpMyAdmin server, which is later read by a Web site and generates the complete
graph [9].

In Step 1, the multimeter data acquisition is done through its connection to the
power grid and the CTs, as Fig. 1 illustrates in more detail.

In the test of this project, there were no CTs, so only the voltage and frequency
variables were analyzed, as shown in Fig. 2.

Because readings are performed at a 127V regime, only phaseA to neutral voltage
is available.

It is also important to make the correct configuration of the device, because if
it is parameterized incorrectly, it becomes impossible to connect to Step 2. For this
purpose, a 9600 bps 8N1 Baud was adopted, with the multimeter addressed in 1.

In Step 2, the Elipse program is charged with making the informed readings. In
this example, three-phase voltage, the three-phase voltage to neutral, THD reading of
phase A voltage to neutral, three-phase current, and three-phase power are scanned.
As can be seen in Fig. 3, the values of V2, V3, U1, U2, U3, and P are null because
the CTs were not connected to the meter.

Fig. 1 MMW02-M electrical connection

Fig. 2 Electrical meter display
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Fig. 3 Ellipse E3 taking measurements

Fig. 4 SQL database

In Step 3, after acquiring the values, the program saves them to the SQL database.
The same is fed every minute with new information, and the Elipse triggers the
information in the database to save in this period. This time is fully adjustable and
can be tenminutes or one hour, depending on customer preference. Figure 4 illustrates
the saved information.

In the fourth step, theMicrosoftVisual Studio software is responsible for designing
aURL that will fire the latest data to the PHP online server. The basis of this generated
link is the latest database information, and the last readings are taken every minute.
Inside Visual Studio, a programming code, written in C# language, is generated,
which one will do all this process of collecting information and generating the URL
automatically, without requiring manual authentication. It is happening through this
URL that the values will go to phpMyAdmin. Inside it, and on the hosting site, there
are some functions that are the key to the proper functioning of the entire system.

In the fifth and last Step, the index.php file collects data from the online server
and generates a graph. In the graph, the power factor, active power, reactive power,
and apparent power values are not explicit because these variables are too low or too
high, thus changing the accuracy of the readings. You can access this data through
the main database dashboard, either online or offline, and download the complete
table with all measurements.
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Fig. 5 Generated graph

To have access to the database and its values, you must enter the page domain,
access the desired table, and select the export option. Here, you can select several
different file extensions to save or generate a spreadsheet through online banking.

In Fig. 5, you can see the graphic generation by the site.

4 Results and Discussion

It was noted that for the operation of the project, no equipment is required or require
a lot of investment, just need to purchase the Weg MMW02-M multimeter and three
TC’s, since all software was downloaded for free from the suppliers’ Web site. It
was also possible to observe a good data transfer speed in Elipse E3, without data
loss or operating instability. This situation was also present in the SQL Database,
where at no time were there any records of crash or loss of information. In Visual
Studio, however, there was a slight problem with the programming code. The same
was solved by replacing some codes. And for the phpMyAdmin server and the site,
during the entire testing period, no jitter points were generated either, as it depends
on the third part server. It was possible to validate the application and found that it
obtained great performance.

With a project in operation, it is possible to get more easily measure the electrical
quantities in plants or substations that are difficult to access. The most important
results obtained from this research are:

(a) Easily evaluate the quality of electricity;
(b) Easy reading electrical data of long-distance installations;
(c) Availability of data via online platforms;
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(d) Critical point alarmswhen the electrical installations are presenting poor quality.
(e) Easy visualization of the curves of the configured electrical quantities.

5 Conclusion

All project stepswere successfully completed.Multimetermeasurementswere easily
performed. Data acquisition by E3 took some work until the settings were adjusted,
and the data writing to the SQL database was completed without much work, but the
Visual Studio programming code had a certain difficulty, but it was fixed, and the
program runs correctly, and finally, the graph generation on the online platform was
completed with difficulty the medium degree as there were some script changes due
to the installed version of PHP on the local server.

It was also concluded that it was possible to perform allwork requests, first reading
the data at the installation site, then communicating with the Elipse E3 software, then
storing the data in the SQL Bank and generating the programming scripts in Visual
Studio, and finally, the generation of graphics on the online platform, thus making
it possible to better evaluate the quality of electricity, facilitate the reading of these
parameters in long-distance installations, still making this data available on online
platforms and making it available by the alarms and curves of the electrical variables
selected in the program.
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Analysis of Electrical Adequacy
in Riverside and Road Schools
in the Amazon

Thainá Reis Brasil Ribeiro and Rubens de Andrade Fernandes

Abstract The Amazon region is composed of riverside and indigenous commu-
nities, which have a way of life integrated with the dynamics of nature. Through
governmental social projects, these communities now have access to technological
and social development. Electricity is one of the factors driving development in
these communities, as well as education. However, due to the lack of inspection and
maintenance processes, local facilities remain in a precarious condition and constant
physical wear, especially in local schools. This paper aims to present an analysis of
the current adequacy of the electrical installations in some schools to contribute to
the improvement of the teaching quality and the supply of electric energy in these
localities.

Keywords Riverside communities · Indigenous communities · Energy efficiency ·
Electrical installations · Sociotechnological development

1 Introduction

Brazil, one of the world’s references in natural resources, has much of its energy
use from hydroelectric, thermoelectric, nuclear, wind and solar plants, reaching an
installed capacity of 150,338 MW of electricity in 2016 [1]. However, much of
Brazil’s rural environment does not have the benefit of electricity. This not only
affects the technological development of the interior of the region, but also the social
and economic aspects of the population. This includes the riverside and indigenous
communities of the Amazon region.

The “Luz para Todos” program aims to reduce social and technological inequal-
ities through universal access to electricity in rural areas [2]. The goal is to promote
electricity distribution services for the social inclusion of low-income families. This
has also made it possible to implement other rural development programs, including
the installation of photovoltaic solar systems in these communities [3].
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However, indigenous and riverine populations are in hard-to-reach regions,
making it even more difficult to supply electricity and implement the program with
quality. With the poor economic and technological performance of rural Amazonia,
these communities lose visibility and often lose social relevance for the urban
community.

In seeking alternative sources of income or livelihoods, many rural households
live off agriculture. As this livelihood is explored in the Amazon, fauna, and flora are
affected by burning and land demarcation,which imposes an unsustainable livelihood
and compromises one of the most important ecosystems on the planet [4].

One of the social sectors most affected by the quality of program implementation
is education. Many of them are located near state highways to facilitate access to
electricity. In addition to the low indicators of electrical performance quality, rural
school facilities have malfunctions in their structure, compromising the health of the
students and teachers of the institutions.

The purpose of this paper is to present a case study regarding the evaluations of the
electrical structural part of four municipal roads, riverside or indigenous schools near
the municipality of Manaus, in the state of Amazonas. The intention is to propose,
along with the responsible bodies, notes of improvements regarding the input of
energy, lighting, and adequate cooling for the comfort of students, teachers, and
staff. Besides, it is also expected to increase students’ school performance and also
add visibility to the riverside community, often overlooked by the urban community,
seeking to highlight its social relevance through the real changes in schools visited
socially, economically, and environmentally.

2 Materials and Methodology

To carry out the research regarding the analysis of electrical structure in rural schools,
it was granted from the appropriate permissions of the responsible authorities of the
Municipal Department of Education, SEMED, of the city of Manaus.

The study conducted in this work was based on the Brazilian standard ABNT
NBR 5410, which establishes the requirements to be met in low voltage electrical
installations, to ensure the safety of people and animals, the proper functioning of
the installation and the conservation of aggregate goods [5]. From it, it is possible to
obtain the minimum specifications of materials, instruments, and equipment of the
installation, as well as the definition of the electrical structure of the installation and
its respective dimensioning.

2.1 Recommendations for Elaboration of Electrical Projects

Following NBR 5410 and the guidelines of the Municipal Department of Educa-
tion, SEMED, of the city of Manaus, all school units must have a low voltage
electrical project made with a minimum power forecast for the lighting circuits,
general-purpose and specific use outlets to be installed.
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Table 1 Provisions on electricity distribution boards of school units

Item Provisions

1 All school units that have more than one distribution board must have a three-phase
busbar box, with neutral and ground, or general distribution board

2 For schools with more than one floor, a minimum of one three-phase distribution board
per floor should be installed, and this distribution board should only supply circuits
contained on the floor where it is installed

3 Each classroom shall independently contain its lighting circuits, sockets, and air
conditioners, with minimum cross-sectional cables of 2.5 mm2, 2.5 mm2, and 6 mm2,
respectively

4 Install a junction box near the switchboards and the switchboard. Its dimensions should
be at least 80 × 80 × 80 cm

The types of electricity supply to schools in rural areas, whether riverside, indige-
nous or road, are defined according to the installed load, the demand, the type of
network and shall have a substation or generator compatible with the installed load
[6, 7].

2.2 Electricity Distribution Boards

The distribution board is one of the main elements in the electrical installations of
education centers, as they concentrate the protection devices and the terminal circuits
that feed the loads. There are indispensable criteria for configuring the distribution
boards of SEMED-linked schools, which are listed in Table 1 [6].

2.3 Power Quality

Regarding the quality of the performance of electrical parameters, the procedures
for distribution of electricity in the national electrical system, known as PRODIST,
define inModule 8 the terminology that characterizes the phenomena and establishes
the indicators and limits related to the conformity of electric voltage.

When it comes to the voltage levels in the power supply to the interior commu-
nities, the points of connection to the distribution network between distributors and
with the consuming units should be evaluated.

Voltage readings can be classified as adequate, precarious or critical, based on the
deviation of the reading voltage value from the reference voltage, as defined in Table
2 [8].
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Table 2 Connection points in nominal voltage or under 1 kV (220/127 V)

Service voltage (SV) Rated voltage (V) Reading voltage range (V)

Adequate 220 202 ≤ SV ≤ 231

127 117 ≤ SV ≤ 133

Precarious 220 191 ≤ SV ≤ 202 or 231 ≤ SV ≤ 233

127 110 ≤ SV ≤ 117 or 133 ≤ SV ≤ 135

Critical 220 SV < 331 or SV > 403

127 SV < 191 or SV > 233

2.4 Photovoltaic Solar Power Generation

The direct conversion of solar energy into electrical energy occurs by the effects of
radiation on semiconductor materials, which we call the photovoltaic effect. Photons
contained in sunlight are converted into electrical energy through the use of solar
cells. These systems can be configured in connection with the on-grid distribution
system or installed in isolation from the grid, known as off-grid systems.

Off-grid systems are an excellent solution to problems related to the isolation
of rural and riverside communities in the Amazon region and can be deployed as a
primary or secondary generator.

There are also hybrid systems integrating photovoltaic panels and diesel generator
sets, such as the system implemented in 2001 in the municipality of Nova Mamoré
in the state of Rondônia, Brazil [9].

3 Case of Study

For the implementation of this work, the electrical structure of four rural schools was
analyzed, with support from SEMED’s engineering department, among them, two
road schools and two riverside schools.

These schools work in a single shift (morning or afternoon) and serve from two
to seven classes of children attending grades 2–9. The verified data were cataloged
through reports and summarized in the following subsections.

3.1 Abílio Alencar Municipal School

Following is the information obtained from the Abílio Alencar municipal school,
whose facade is shown in Fig. 1:

• Address: Torquato Tapajós Highway, Km. 35—AM 010 (Manaus—Itacoatiara);
• Classification: road school;
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Fig. 1 Facade of Abílio Alencar municipal school

• Supply type: four-wire (three phases and one neutral), medium voltage, 75 kVA
substation;

• Service status: the phase-to-phase and phase-to-neutral voltage measurements
were in an adequate state;

• Installed power: 40.6 kW;
• Average power consumption: 5.323 kWh;
• Electrical distribution board: two electrical distribution boards without the

presence of a general distribution board or busbar;
• Power generator: The school has no additional power generation system;
• Protection and cabling system presented in Table 3.

Table 3 Cabling and protection data of Abílio Alencar municipal school

Item Protection element Cabling

Power supply input Fuses, 300 A Features 50 mm2 cross-sectional cabling from the
input branch to the power meter input and 70 mm2

at the meter output

Distribution Board 01 Breaker, 125 A Powered through 16 mm2 rigid cables without
grounding

Distribution Board 02 Breaker, 150 A Powered through 50 mm2 rigid cables without
grounding
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3.2 Prof. Paulo César da Silva Municipal School

In this subsection information about the Prof. Paulo César da Silva municipal school
is presented, whose facade is shown in Fig. 2:

• Address: Nova Esperança Community, Igarapé do Tiú - Rio Negro;
• Classification: riverside school;
• Supply type: four-wire (three phases and one neutral), low voltage, 25 kVA

substation;
• Service Status: It was observed that the service tension presented a critical level,

as shown in Fig. 3;
• Installed power: 21.6 kW;
• Average power consumption: 1500 kWh;

Fig. 2 Facade of Prof. Paulo César da Silva municipal school

a) b) 

Fig. 3 Measurement of phase-neutral (a) and phase-to-phase (b) electrical voltage
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Table 4 Cabling and protection data of Prof. Paulo César da Silva municipal school

Item Protection element Cabling

Power supply input Breaker, 100 A Powered through 35 mm2 rigid cables, without
grounding

Distribution Board 01 Breaker, 50 A Powered through 10 mm2 rigid cables, without
grounding

Distribution Board 02 Breaker, 100 A Powered through 35 mm2 rigid cables, without
grounding

Distribution Board 03 Breaker, 63 A Powered through 16 mm2 rigid cables, without
grounding

• Electrical distribution board: three electrical distribution boards without the
presence of a general distribution board or busbar;

• Power generator: The school has a disused 24 kVA generator set due to lack of
maintenance;

• Protection and cabling system presented in Table 4.

3.3 Nossa Senhora do Carmo Municipal School

Here will be presented the information of the municipal school Nossa Senhora do
Carmo, where the facade is shown in Fig. 4:

• Address: Paraná da Eva—Amazon River;
• Classification: riverside school;

Fig. 4 Facade of Nossa Senhora of the Carmo municipal school
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Table 5 Cabling and protection data of Nossa Senhora do Carmo municipal school

Item Protection element Cabling

Power supply input Breaker, 63 A Powered through 16 mm2 rigid cables, without
grounding

Distribution Board 01 Breaker, 50 A Three-phase, 100 A, busbar frame, powered by 10
mm2 rigid cables without grounding

• Supply type: three-wire (two phases and one neutral), low voltage, 25 kVA
transformer;

• Service status: At the time of the visit, it was contacted that only one phase was
energized in the distribution board; as a result of this, several types of equipment
were not working;

• Installed power: 8.3 kW;
• Average power consumption: 342 kWh;
• Electrical distribution board: only one electrical distribution board in the school;
• Power generator: The school has a disused 24 kVA generator set due to lack of

maintenance;
• Protection and cabling system presented in Table 5.

3.4 Epitácio Nunes da Fonseca Municipal School

Here will be presented the information of the municipal school Eptácio Nunes da
Fonseca, where the facade is shown in Fig. 5:

Fig. 5 Facade of Eptácio Nunes da Fonseca municipal school
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a) b)

Fig. 6 Measurement of phase-neutral (a) and phase-to-phase (b) electrical voltage

Table 6 Cabling and protection data of Eptácio Nunes da Fonseca municipal school

Item Protection element Cabling

Power supply input Breaker, 50 A Powered through 10 mm2 rigid cables, without
grounding

Distribution Board 01 Breaker, 50 A Powered through 10 mm2 rigid cables, without
grounding

• Address: Nova Luz Community—BR 174—Km. 21, branch Bom Destino;
• Classification: road school;
• Supply type: three-wire (two phases and one neutral), low voltage, 25 kVA

transformer;
• Service Status: the phase-neutral voltagemeasurements were in a precarious state,

as shown in Fig. 6;
• Installed power: 7.5 kW;
• Average power consumption: 1682 kWh;
• Electrical distribution board: only one electrical distribution board in the school;
• Power generator: The school has no additional power generation system;
• Protection and cabling system presented in Table 6.

4 Results Obtained

With the data obtained and the applicable technical standards, NBR-5410 and the
Construction and Rental Guide, already mentioned, it is possible to determine the
precariousness of the electrical installations described herein.
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Due to the difficulty of access and communication between schools and the support
provided by the capital, many changes in the initial electrical design of these schools
were made by the community itself in an attempt to meet emerging demands, losing
the standard technical identity. This compromises both the safety of people entering
the environment and the preservation of locally available material goods. For the
community, for the most part, it is not endowed with people qualified and qualified
to perform electrical maintenance.

Turning to the field of education, there are constantly burned out lamps, badly
sized air conditioners, faulty or nonexistent, exposed cabling, unprotected sockets,
among others.

It is noted that most of these schools do not have grounding systems and the
switchboards are connected without the presence of a busbar or a general distribution
board. Also, protective device sizing is often oversized and cabling is constantly
undersized.

Another worrying factor is the level of electrical voltage that reaches the entrance
branch of these schools since they participate in the “Luz para Todos” program, are
supplied by very long transmission lines and poor and critical voltage levels are a
worrying reality, but common. It was unanimous, among the four schools, the reports
about constant falls, power surge and equipment burn, which indicate bad parameters
of the quality of electrical performance.

To solve problems with power outages, rural schools must have an independent
power generation system. In the case of schools supported by SEMED, diesel gener-
ator sets are used, but the vast majority of these types of equipment are not regularly
serviced as there is no local labor specialized in this service and end up being rendered
unusable or poorly functioning.

5 Solution Proposal

Based on the previous topic, it is possible to cite some possible solutions according
to the current scenario of these rural schools.

5.1 Solutions for Problems Related to the Electrical Structure

It is plausible to design a new electrical project taking into account the particularities
of each school and to implement training programs to enable the local workforce to
effectively solve future electrical problems and to carry out minor electrical reforms
when necessary to improve the quality of service to students.

Replace damaged equipment and maintain a stock of equipment that is more
sensitive to electrical surges, such as light bulbs.
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5.2 Solutions for Power Outages and Power Surges

Knowing that rural schools operate in themornings or afternoons, that is, they operate
in the period of abundant sunshine, a solar generator can be used tomaintain the loads
in the event of a power outage or surge.

The off-grid photovoltaic generator is ideal for powering loads in remote locations
where there is no utility grid or when power surge is too frequent. In this way, this
type of system could replace diesel generators in both rural schools served by “Luz
Para Todos” and unattended schools. This generator type has a modular architecture
and can be extended to countless situations allowing flexibility and wide coverage,
adapting to the needs of the school.

6 Conclusion

The four schools analyzed in this project are used as a reference to understand the
reality of the 51 riverside schools and 36 road schools present in the interior of the
Amazon,whereweobserved problems in the supply of energy, under dimensioning of
the lighting and cooling of the school environment, oversizing of protective devices,
lack of grounding system, among others.

It is necessary to restructure the electrical installations and basic equipment used
within the building environment, so that students have a comfortable and safe environ-
ment to study. Besides, training plans should be implemented for the local population,
generating jobs, and facilitating themaintenanceof these systems. Investment in alter-
native energy sources can enable sustainable independent generation in indigenous
and riverside environments, as well as improve the power quality parameters.

It is hoped to raise awareness among the scientific community and the authorities
of the current scenario of electric power distribution in this environment to improve
social, economic, and technological development in isolated communities in the
Amazon.
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An Overview of Magnetic Field
Visualization Methods and Applications
for Macroscale Objects

Leandro Bachega Trujilho and Osamu Saotome

Abstract There are different techniques and devices for visualizing magnetic fields
in macro-, micro-, and nanoscale. A non-exhaustive literary overview of macroscale
magnetic field visualizationmethods is presented. Theoretical and experimental tech-
niques are briefly described and contrasted over computational cost, implementation,
and usability criterion. Finite element methods (FEM) have a higher computational
cost that finite volume methods (FVM) and that meshfree approximation method.
Scanning systems have a low computational cost as the input dataset size is small, and
there is no need to solve differential equations to reconstruct the fields. Augmented
reality (AR) systems have the largest computational cost of all methods. FEM and
FVM simulations are simple to implement in 2D and can become quite complex in
3D. All experimental setups are not trivial to build. Scanning systems requires the
construction of a linear X,Y mechanical table and a controller design to synchro-
nize sensor readings with probe movement. They are slow, mapping a single surface
can take 1 h (Tumanski in Handbook of magnetic measurements (Series inSensors),
1st edn. CRC Press, 2016). Magnetic cameras need hardware design, embedded
and application software development. They are simple to use and provide real-time
imagery of the field. Finally, AR systems depend on head-mounted devices, 3D FEM
models, image processing algorithms to identify fiducials and synchronism of real
and virtual objects (Matsutomo et al. in IEEE Trans Magn 53(6):1–4, Article No
8102004, 2017). Despite the high computational cost and the difficulty to build, it
provides an immersive interactive experience for the user.
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1 Introduction

Magnetism is a well-researched and extensive subject. The present overview
compiles theoretical and experimental magnetic field imagery techniques with a
focus on methods that can be applied to visualize the field from macroscopic scale
magnetized objects. The goal is to summarize, centralize, and list relevant develop-
ments updating the reader with the latest field advancements and highlighting the
main characteristics and drawbacks of each method. Micro- and nanoscale magnetic
fields are out of the scope of this work and are covered in detail byHopster andOepen
[1]. Field visualization has applications in nondestructive testing (NDT), localiza-
tion and tracking of metallic objects, human–machine interface and can be used for
educational purposes.

2 Simulation and Theoretical Models

2.1 Methods with Mesh

Finite Element Method. The classical way of simulating a static magnetic field
emanating from a permanent magnet is via the finite element method (FEM). This
method requires the definition of the magnet area and the boundaries surrounding it
so that a mesh can be generated within the limits. The mesh is formed by nodes and
regions called elements where magnetostatics partial differential equations (PDEs)
are numerically solved. Some advantages include simulation software availability
such as finite element method magnetics (FEMM) [2] which is easy to use for simple
geometries, the capability to handle complex geometries and dynamic fields, it is a
popularmethod that can accommodatematerial properties and can implement higher-
order elements.However, it is computationally expensive due to the necessity ofmesh
creation and solving the equations in each node and element. For instance, a simple
simulation of a bar magnet in FEMM in 2D within a radius of 1 cm as shown in
Fig. 1 generates 4359 nodes and 8356 elements. The size of the mesh grows fast in
3D.

Finite Volume Method. The finite volume method converts the divergence term
of the PDEs into surface integrals using the divergence theorem and evaluates the
fluxes at the surfaces of the magnetized object. This eliminates the need for free
space mesh and boundary conditions, limiting the mesh only to the active surface
region. Therefore, it is less computationally intensive than FEM, but the functions
that approximate the solution cannot be easily made into higher orders which are
a disadvantage. There are several integral formulations for solving magnetostatics
problems available such as the magnetic moment method that is based on uniform
magnetization on each element, B-Facet which is based on interpolation of magnetic
flux, and the volume integration method, based on the interpolation of the magnetic
vector potential on edge elements. They are listed and contrasted by Le-Van et al. [3].
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Fig. 1 aMesh on a 1 cm radius surrounding a bar magnet. b Field solved in all elements. Magnetic
intensity B is 0.08 T at 0.5 cm distance northbound

2.2 Meshfree Methods

Algebraic approach. The dipole equations can be used directly to display the distri-
bution of all the three components of the magnetic field. Equations (1) and Fig. 2
were extracted from Lima et al. [4]:

Fig. 2 Simulated x component field map calculated on a 128 × 128 horizontal square grid at 1 mm
above the sample target dipole aligned in the y-direction [4]
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Ren et al. [5] wrote that the dipole model is not suitable for the near field and
enhanced it by adding and tuning coefficients to fit the field distribution against
measured data via minimization of a sum of the squared error function, the least
squares method. There are several statistical learning algorithms used in regression,
such as the Gauss–Newton, gradient descent, and the Levenberg–Marquardt.

Machine Learning. Another approach is to learn and reconstruct the field from
sensor data.Magnetic fields do not diverge and follow aGaussian distribution. There-
fore, kernelized learning algorithms that use the positive-definite radial basis kernel
are well-suited to reproduce magnetic fields.

This kernel returns a Gaussian distribution between two points and has the capa-
bility of keeping symmetry when transformed spatially. That allows orthogonal
projection into higher dimensions via inner product and since the components of the
magnetic field are dependent on each other [4], it is also appropriate for component
estimation.Macedo andCastro [6] showed that amatrix-valuedRBFkernel (2) can be
used to learn divergence-free vector fields, andWahlström et al. [7] used this kernel to
estimate the field of a metallic table in a room using Gaussian process. Being able to
choose the kernel is an advantage of these methods as it considers expert knowledge.
Gaussian process is a nonparametric technique and uses the entire training dataset
for estimation, and thus, the computational costs go up with the number of samples.
Many machine learning libraries are freely available online.

For further details on meshfree approximation techniques, the reader can refer to
Chen et al. work [8] which is comprised of a 20 years survey on meshfree methods
covering a broad range of applications.

K (P, Q) = σ 2e− ‖P−Q‖2
2l2 + σ (2)



An Overview of Magnetic Field Visualization Methods … 297

3 Experimental Systems with Visual Effects

In 1820, Hans Christian Oersted demonstrated that a current-carrying wire could
deflect a compass needle, linking electricity and magnetism. Shortly after, in 1845
Michael Faraday observed that a beam of polarized light rotated proportionally to
the magnetic field, connecting magnetism with optics. In 1851, he also showed that
iron filings formed lines when placed in the vicinity of a permanent magnet. The
next advancement took place in 1963 when Stephen Papell invented the ferrofluid
[9] which allowed 3D visualization of magnetization.

The advent of sensors for measuring magnetic intensities gave rise to other
approaches to display the field.Henrichsen [10] provided an introductory overviewof
measurement and visualization methods, calibration concerns, and instrumentation
accuracy per field strength as summarized by Fig. 3.

Nuclear magnetic resonance (NMR) is the standard for calibrating magnetome-
ters. The most important issue for Hall effect and magneto-resistive calibration is
temperature effects on the measurements.

Tumanski [11] wrote a detailed review of modern magnetic field sensors. Figure 4
illustrates the range of field measurements per sensor type.

Hall effect and magneto-resistive sensors—AMR and GMR are available off the
shelf—are cheap and sensitive enough to for macroscale measurements involved in
metallic target localization and tracking [12] and non-destructive testing applications
[13, 14]. A detailed work of magnetic field measurements can be found in [15].

Fig. 3 Measurement methods: accuracies and ranges [10]
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Fig. 4 Magnetic sensors field intensity range per sensor type [11]

3.1 Scanning Devices

Scanning systems as illustrated by Fig. 5 consist of a magnetic sensor that is mounted
on the extremity of support and moved linearly following a raster pattern by step
motors on the top of a target magnetized object. Sensor data is captured in every
point that the probe moves, and intensity height maps are produced by a personal
computer when the scan is complete. The advantage of such a system is the map
resolution, but a single map takes a long time to be produced. Tumanski [15] reports
that to scan an area of 10 by 10 cm with steps of 0.5 mm takes around one hour
to complete. Building scanning devices is a complex task as it involves mechanical
movements and synchronization with sensor reading. If not done properly vibration
can affect the plot result.

Such systems can detect cracks on aluminum plates [14] and imperfections on
steel plates [15] as in Fig. 6.

Fig. 5 NDT scanning setup by Pasadas et al. [14]



An Overview of Magnetic Field Visualization Methods … 299

Fig. 6 Magnetic field height map of a steel sheet before and after writing the letter “A” on the
surface [15]

3.1.1 Magnetic Cameras

The concept of a magnetic camera is the inverse of the scanning system. An array of
sensors is held still, and the target magnetized object can freely move on the vicinity
of the camera. The data from the sensors are serialized and sent into a computer that
plots the field. The advantage of cameras is real-time imagery. However, the image
resolution depends on the number of sensors, and due to physical space constraints,
the system suffers from a lack of data. Nonlinear regression techniques such as the
least square method or standard curve smoothing algorithms as B-Splines can be
used to address it. The cost of the system also depends on the amount and quality of
the sensors. Commercially available MniCube 3D from MagCam Fig. 7 has 16.384
on-chip microscopic Hall sensors with a spatial resolution of 0.1 mm× 0.1 mm costs
around USD 58.00000 and it is described in Koen Vervaeke work [16].

Fig. 7 MiniCube 3D magnetic camera [16]
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Fig. 8 Metrolab MFC3045 NMR magnetic camera [17]

MetrolabMFC3045 camera [17] has 32NMRprobeswith a resolution of 0.01 ppm
and costs aroundUSD31.50000Fig. 8. Both theMiniCube and theMFC3045 capture
all the 3 components of the field, Bx, By, and Bz.

Tuan et al. [18] created a system comprised of 25 analogA1302Hall effect sensors
arranged in a 5 × 5 grid with the Hall element aligned in parallel with the table, a
camera Fig. 9, and a personal computer with custom software that draws the surface
plot of the field by connecting discrete measurement data points from the sensors via
triangular mesh, as shown in Fig. 10.

This system only captures the vertical component of the field and leaves the
horizontal components unexplored.

Fig. 9 Complete magnetic camera system [18]
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Fig. 10 Circular magnet north pole and its real-time height map [18]

We created a similar system without using a camera and displaying only the field
intensity height map in real time. Two boards were devised, one with 16 A1302
surfaces mounted (SMT) sensors that capture the vertical component of the field,
Fig. 11, and another with 25 trough hole (TH) mounted sensors which instruments
the horizontal component Fig. 12. Sensors from both boards were arranged with a
1 cm distance from each other. Figures 13 and 14 illustrate the field distribution from
the same south pole surface of a 1 cm cube magnet from vertical and horizontal
perspectives.

Fig. 11 SMT Board 1—Hall elements are aligned in parallel with the table. Captures the vertical
component of the field
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Fig. 12 THBoard 2—Hall elements are aligned orthogonallywith the table. Captures the horizontal
component of the field

Fig. 13 South pole of a cubemagnet on top of SMTboard 1, showing the B field vertical component
with a peak of 123.9 mT at approximate 4 mm height
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Fig. 14 South pole of a cubemagnet on top a TH board 2, showing the B field horizontal component
with peaks of −74.3 and 76.9 mT at approximate 4 mm height

Magnetic cameras are complex to build as it requires custom hardware and soft-
ware design; however, the user experience simply consists of moving the magnet on
top of the boards.

3.1.2 Augmented Reality

Augmented reality (AR) environment blends virtual objects with real-world objects.
Buchau et al. [19] developed an AR system using 3D FEM to display magnetic
field lines for educational purposes. As stated previously, FEM requires a mesh to
compute field values and is computationally intensive. In 3D, the number of nodes
grows fast. Figure 15 shows 3D the field lines of a bar magnet and Fig. 16 shows the
field of a Helmholtz coil.

Matsutomo et al. presented in [20] an immersive real-time system capable of
displaying the 3D field interference originated frommultiple magnetic sources. They
also described six steps for achieving it using a head-mounted display (HMD) and
fiducial markers as in Fig. 17a, d. The first step was to register the markers into
the visualization system, the second consisted of capturing the markers with a web
camera mounted on the HMD, the third identified the markers via image processing
techniques, the fourth computed the magnetic field distribution Fig. 17c, the fifth
was the generation of the parallax images for the stereoscopic vision on the HMD,
and finally the sixth combined the synthetic magnetic field distribution with the
magnetized objects images for simultaneous visualization on the HMD as shown in
Fig. 17b.
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Fig. 15 Visualization of the magnetic flux density of a permanent magnet in an AR environment
[19]

Fig. 16 Visualization of the magnetic field strength of a Helmholtz coil in an AR environment [19]
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Fig. 17 An immersive real-time visualization system for 3Dmagnetic field distribution. aOverview
of the system and the HMD with a camera. b The composite image displayed on the user’s HMD.
c The simulated magnetic flux lines in 3D space. d The markers which indicate the positions and
the type of the objects (e.g., magnet, coil, iron) [20]

4 Summary and Conclusion

A set of simulation and experimental techniques to visualize the magnetic fields of
macroscale objects were presented. In a simulation, finite element methods have the
benefit of handling complex geometries, but it is computationally expensive because
of the free space mesh; finite integral methods have better performance than FEM
because the mesh area is restricted only to the active surface, but it is not easy to
scale solution functions to higher orders. Algebraic meshfree methods are fast but
require equation parameterization and learning to increase precision and accuracy.
Nonlinear regression and statistical methods can estimate the data points in between
themeasured data from scanning systems smoothing the field distribution, but the can
suffer from performance issues when large training sets are used. Magnetic cameras
display the field in real timewith the drawback of low resolution, requiring smoothing
algorithms as well. Augmented reality systems provide immersion experience and
allow interaction among multiple magnetic sources, but it is the method that has the
largest computational cost of all the previous methods.

Acknowledgements Thanks to Ricardo Wandré Dias Pedro for reviewing and providing valuable
inputs to this paper on short notice.
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Assessment of Engineering Techniques
for Failures Simulation in Induction
Motors Using Numerical Tool

Gustavo Caiza , Carlos A. Garcia , Jose E. Naranjo ,
and Marcelo V. Garcia

Abstract Most industrial processes require reliability, safe and continuous operation
of electric motors. However, unexpected failures result in production losses, high
emergency maintenance costs, damage to other related machines and prolonged
shutdowns. Therefore, the development of failure analysis, detection and prevention
systems is of high importance for the industrial sector. The following paper proposes
the generation of a model of a squirrel cage induction motor in the software tool
Simulink capable of simulating: (i) broken bars and broken rotor rings and (ii) failures
in the bearings of the motor, based on theMotor Current Signature Analysis (MCSA)
technique which is a non-invasive method, and the fast Fourier transform (FFT)
algorithm to perform spectral analysis on the current to detect specific components
that characterize faults in these conditions.

Keywords Induction motor · Squirrel cage · Damaged bearings · Simulation
failures · Broken bars

1 Introduction

The induction motor is the most widely used electric motor in the industry. The
squirrel cage variant has the great advantage of being a simple, robust, low-cost
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construction engine that requires much less maintenance than any other rotary
machine with no brushes, ring collector or delta collector. Due to the induction
method of energy production, they are easy to operate. As a result, these engines are
quite suitable for large applications as in the oil extraction industry [1–16]. Although
these motors are robust and have good reliability, they are not exempt from suffering
some faults during their use and because of the application of strong forces in the
magnetic cores, bearings, shaft, stator and cage windings, or used in excessive times.

Component failure is usually defined as a condition of capacity reduction related
to minimum specification requirements. It is the result of normal wear, poor design
or poor specification, incorrect assembly, misuse or a combination of the aforemen-
tioned. If a failure is not detected in time or if it is allowed to develop further, it
can lead to the collapse of the machine [6]. Nowadays, it is important to consider
the implementation of online fault diagnosis strategies to increase the useful life of
machine components, thus increasing their availability and the productivity of the
plant.

The detection and diagnosis of electrical or mechanical faults in an induction
motor involve, in many cases, the interpretation of the frequency spectrum of the
motor current, the power or the Park vector, among others [3]. This requires an expert
to perform the task, based on the information obtained from the processed signals.
In the current days, the techniques of machine learning-based artificial intelligences
have taken great importance. Some of the reasons are that they require a minimal
interpretation of the studied system and greatly simplifying the diagnostic task [7,
14]. Machine learning-based fault diagnosis techniques have been widely studied
and have succeeded inmany applications of electrical machines and drives. However,
these types of solutions require a great amount of data to generate models capable
of identifying specific features.

The research area related to the following work aims to generate an online data
analysis system based on machine learning for failure detection in the inductive
motors of an oil extraction station. One of the main limitations while developing this
artificial intelligence is the amount of data available to train the model. However,
with the help of the software tool Simulink, a reconfigurable model of an inductive
motor can be generated. With the right understanding of the effects that some of the
most common failures have in the operation of this type of motors, the classic model
of the induction motor can be modified to also simulate: broken bars, broken rotor
rings, short circuits between copper winds and bearing failures. The following work
describes some of the advances done in the generation of the proposed simulation
model.

This paper is structured as follows: Sect. 2 shows some related works that have
been used as the starting point for this research. Section 3 describes the modeling of
a squirrel cage induction motor using the finite element method (FEM). Section 4
summarizes some of the most common failures in induction motors and their effects.
Section 5 shows the analysis of results, and finally, in Sect. 6, some conclusions and
ongoing work are given.
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2 Literature Review

The aim of this section is to show how other researches deal with the predict electric
motor damage using fault system detection based on the simulation or implementa-
tion of Motor Current Signature Analysis (MCSA) technique. In this regard, some
related works are shown, paradigms and development technologies, that present the
use of the MCSA technique at the electrical industrial level.

The Motor Current Signature Analysis (MCSA) is a classical technique for the
valuation of the rotor healthy condition in electric induction motors [1, 2, 5, 10] that
depends on acquiring the waveform of the current consumed by the motor during
steady-state operation and analyzing this waveform using the fast Fourier transform
(FFT). Calculating the amplitude of components and harmonics is amplified by
the rotor fault. This novel technique has given promises results for various kinds
of induction motors used in a diverse range of industrial applications, where the
operation regime is rather stable.

The use of math techniques like Motor Current Signature Analysis (MCSA) and
Motor Current Square Signature Analysis (MSCSA) to diagnose and detect faults
patterns, described by the stator current spectrum, in induction motors, is presented
in [8]. The authors of this research compared different faults in real motors the
waveform of the current, the types of signals compared are eccentricity in the air
gap and inter-turn short circuit in the stator winding. The results presented in this
article demonstrated that the MCSA and MSCSA techniques were suitable for the
detect electric motor faults, whose comparison between the techniques showed the
suitability of each one.

Themain goal of the paper [11] is to present an evaluation of theMCSAmethod to
be applied to detect inductor faults in the motor-driven load. This evaluation is based
on transfer functions which are derived from a small-signal model of the induction
motor calculating the space phasor per unit representation when determine the shaft
speed to load torque transfer function. This technique needs to connect more sensors
for voltage and current. This is cumbersome and impractical for many industrial
applications.

A research work presented in [4] develop a model capable of providing supple-
mentary information into the transient operation of damaged rotor cages. This ismade
by computing the rotor’s thermal, electrical and mechanical magnitudes under which
that damage occurs. This model is upgraded and re-adjusted based on the measure-
ments performed on the stator during the fatigue test. In line with the complexity
of the task, some techniques are used according to the degree of detail needed. This
paper shows preliminary results that provide a qualitative knowledge of the progress
of a bar breakage during a fatigue test.

In this paper, the integration of simulating techniques of the electric motor model
and different failures are addressed. Furthermore, this paper develops a new software
tool based on Simulink, enabling an easy and fast building of this kind of electric
systems.
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3 The finite element method (FEM) for Modeling Electric
Machines Faults

The finite element method (FEM) is a numerical method to deal with issues of engi-
neering. Once the FEM is used, partial differential equations that shape physical
systems with an infinite number of degrees of freedom are simplified to systems of
algebraic equations. The FEM approaches the unidentified function over the domain.
The basic idea of this method is divided the motor structure into several parts called
finite elements (FE), in these small parts can be applied calculation theories corre-
sponding to the scheme adopted. The character of the generality of the method gives
the advantage to adapt, with simple modifications, the most complex and varied
problems.

Dividing the structure into smaller parts called meshing operation will result
in obtaining simple forms for finite elements composing the electric motor. The
computational model used in the finite element analysis is approximately got by
finite element assembly components, considering the electric faults of the motor.
Connecting FE is achieved only at specific points called nodal points or nodes. The
simulation made in a computer system can resolve this large set of simultaneous
equations. The computer gets from the solution, the behavior of the individual FE.

The FEM gives specific information on the machine’s nonlinear effects. This
modeling approach is capable of obtaining an accurate and complete description of
an electricalmachine [9]. Themagnetic circuit is defined by amesh of small elements.
The field values are then supposed to be a simple function of position within these
finite elements, enabling interpolation of results.

A compromise must be reached between using finer meshes to achieve higher
accuracy and the processing resources needed to achieve reasonable simulation times.
The FEM is very flexible, especially for new designs incorporating new shapes.
However, long-time simulation requirements reduce its attractiveness for a casewhen
a control algorithm needs to be incorporated.

3.1 Simulation of the Induction Motor Using FEM Approach

The first problem found while trying to simulate the induction machine is that the
induction motor is defined by nonlinear differential equations. Therefore, it is neces-
sary to perform a transformation to a system of linear differential equations. These
transformations are performed to facilitate the analysis of the engine.

The first transformation that is performed during this analysis is the change from a
three-phase voltage reference (a, b, c) into a bi-phase voltage reference (α, β). Being
the three-phase system represented by the vector in Eq. 1.

−→
VS = 2

3

(
VA + a ∗ VB + a2 ∗ VC

)
(1)
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it can be represented in the αβ reference with Eqs. 2 and 3.

VSα = 2

3

(
VA − 1

2
VB − 1

2
VC

)
(2)

VSβ = 2

3

(√
3

2
VB −

√
3

2
VC

)

(3)

Normally, the motor parameters are measured from the stator winding, as shown
in Eqs. 4 and 5.

VSα = d(ψSα)

dt
+ ψSα ∗ w + RS ∗ iSα (4)

VSβ = d
(
ψSβ

)

dt
+ ψSβ ∗ w + RS ∗ iSβ (5)

Therefore, it is convenient to refer all rotor parameters to the stator winding. As
shown in Eqs. 6 and 7.

VRα = d(ψRα)

dt
+ ψRα ∗ (w − wR) + RR ∗ iRα (6)

VRβ = d
(
ψRβ

)

dt
+ ψRβ ∗ (w − wR) + RR ∗ iRβ (7)

wherew is the angular velocity of the random reference system andwR is the angular
velocity of the rotor.

From Eqs. 4–7, it can determine the equations of the stator and rotor fluxes with
the reference system fixed to the stator (w = 0). It also has to be taken into account
that the motor to be simulated in the present work is a squirrel cage model; therefore,
the rotor voltages VRα and VRβ are zero. After introducing these variants and solving
the equations system, the final fluxes equations are presented in Eqs. 8–11.

ψSα =
∫

VSα − RS ∗ iSα (8)

ψSβ =
∫

VSβ − RS ∗ iSβ (9)

ψRα =
∫

−ψRβ ∗ wR − RR ∗ iRα (10)

ψRβ =
∫

ψRα ∗ wR − RR ∗ iRβ (11)
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To obtain the equations from which calculate iSα, iSβ, iRα and iRβ , the analysis
process must begin with the Eqs. 12 and 13.

ψR = L ′
RiR + LmiS (12)

ψS = L ′
SiS + LmiR (13)

where
{
L ′}_R = L_R + L_m$ and $

{
L ′}_S = L_S + L_m.

After decomposing Eqs. 12 and 13 into their αβ components, solving the new
equations for the values of iSα, iSβ, iRα and iRβ , and solving the new system, it is
obtained that (see Eqs. 14–17).

iSα = LmψRα

L2
m − L ′

RL
′
S

− LRψSα

L2
m − L ′

RL
′
S

(14)

iSβ = LmψRβ

L2
m − L ′

RL
′
S

− LRψSβ

L2
m − L ′

RL
′
S

(15)

iRα = LmψSα

L2
m − L ′

RL
′
S

− LSψRα

L2
m − L ′

RL
′
S

(16)

iRβ = LmψSβ

L2
m − L ′

RL
′
S

− LSψRβ

L2
m − L ′

RL
′
S

(17)

The generated torque of the motor can be obtained from Eq. 18.

Mmi = 3p

2
∗ Lm

(
iSαiRβ − iSβ iRα

)
(18)

And the speed can be obtained from Eq. 19.

wR =
∫

p

J

(
Mmi − MC − f

p
wR

)
(19)

Finally, the three-phase currents must be recovered from the bi-phase reference
with the Eqs. 20–22.

ia = ia (20)

ib = 1

2

(√
3iβ − iα

)
(21)

ic = −1

2

(√
3iβ − iα

)
(22)
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Fig. 1 Simulation of an induction squirrel cage motor in Simulink

Using the expression depicted in Eqs. 2, 3, 8–11, 14–22, a simulation model can
be implemented in Simulink as shown in Fig. 1.

4 Simulation Methodology of Failures in Induction Motor

Since induction motors are rotatory machines with simple construction, their most
common causes of motor failure are bearing failures, insulation failures and rotor
failures. However, as depicted in [12], almost 40–50%of all motor failures are related
to their bearings. Table 1 describes the most common failures in inductive motors
and their respective effects on the normal operation of the motor.

Table 1 Most common motor failures and their respective effects

Failure Effects

Breakage of bars and rotor rings The magnetomotive force of the rotor rotating in the
opposite direction due to asymmetric currents

Static eccentricity Magnetic pulse unbalanced due to the minimum space
in the air gap

Dynamic eccentricity Magnetic pulse unbalanced and periodic due to the
minimum variable distance of the air gap

Mixed eccentricity An unbalanced magnetic pulse influenced by static and
dynamic eccentricity

Short circuit between copper turns Asymmetric magnetomotive force in the stator windings

Damaged bearings Increase in vibrations
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4.1 Broken Bars

A problem that occurs in induction motors is that one or more rotor bars fracture.
Despite this damage, the motor remains capable of operating in an apparently normal
way. However, one of these little problems can end up with serious consequences
since a fractured barwill progressively cause the fracture ofmore bars. Consecutively,
somanybars can break up causing that themotor stops operating normally in a sudden
way [15]. The physical effect that one or more broken bars will have in the induction
motor is the variation of the rotor resistance. Therefore, this failure can be replicated
in the generated model by partially or totally decreasing the nominal value of the
rotor resistance while running the simulation.

4.2 Short Circuit Between Copper Turns

A short circuit between turns reduces the ability to produce a balanced magnetic
field, which has consequences such as an increase in the vibration of the machine.
This effect accelerates the degradation of the insulation and damage to the motor
bearings. In most cases, the short circuit between turns includes the following possi-
bilities: “turn-by-turn,” “phase-to-phase” or “phase-to-ground,” causing the motor to
collapse.

However, there are cases in which the collapse of the motor occurs immediately
after the fault is detected [13]. Like the previous case, this failure can be replicated
in the induction motor model by partially or totally decreasing the nominal value
of the stator inductance while running the simulation. However, some limitations
and execution measurements must be taken into account, due to small values of
stator inductance can end up in mathematical indetermination while calculating the
simulation.

4.3 Damaged Bearings

Early detection of bearing failures allows the replacement of the bearings, instead of
the replacement of the motor. Although the replacement of defective bearings is the
cheapest solution among the three causes of failure, it is the most difficult to detect.
Bearings are formed by: interior track, balls or rollers, cage and an outer track. The
deterioration of each of these elements will generate one or several characteristic
frequencies in the frequency spectra that will allow a quick and easy identification.
The four possible frequencies of deterioration of a bearing are:

• Ball pass frequency of the outer race (BPFO) is the frequency of step of rolling
elements due to a defect in the external track. Physically, it is the number of balls
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or rollers that pass through a point of the outer track each time the axis makes a
complete turn.

• Ball pass frequency of the inner race (BPFI) is the frequency of step of the rolling
elements due to a defect in the internal track. Physically, it is the number of balls
or rollers that pass through a point of the inner race each time the axle makes a
complete turn.

• Ball spin frequency (BSF) is the frequency of deterioration of the rolling elements.
Physically, it is the number of turns made by a bearing ball every time the shaft
makes a complete turn.

• Fundamental train frequency (FTF) is the rotation frequency of the cage that
contains the rolling elements. Physically, it is the number of turns made by the
bearing cage each time the shaft makes a complete turn.

These different bearing failures can be simulated by adding some specific torques
to the final rotor speed equation.

5 Analysis of Results

This section presents signals of the current simulated in each fault to later be analyzed
and interpret their spectral characteristics of incipient faults as in the case of bearing
wear, broken bars and short circuits between turns of the same phase.

5.1 Broken Bar Fault Simulated Results

The methodology to simulate a broken bar fault is to produce three-phase current
with distortion in a nominal load operation. As can see in Fig. 3, the amplitude in
the frequency range from 75 to 110 (Hz) decreases below −40 dBv if this signal is
compared with the simulated signal without fault in normal operation. An increase
of the spectral amplitude in the fault simulated signal is appreciated at frequencies
from 100 (Hz) to 110 (Hz). This characteristic is recursive in the three phases of
the electric current simulated. In this kind of electric motor fault, its speed increase
by about 5% regarding the nominal speed and the other effect is the decrease of the
slippage. Figure 2 shown is cut at 100 (Hz) to get a better analysis of broken bar
faults. The broken fault of electric motors produces side peaks around 70 (Hz), 40
(Hz) and 50 (Hz) with an amplitude around −10 dBv, and these peaks appear in the
three phases simulated. This is another effect of a broken bar in the squirrel cage
motors.
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Fig. 2 Presence of broken bars, diagnosis by upper and lower lateral peaks

5.2 Short-Circuit Fault Simulated Results

The model developed in MATLAB software is possible to simulate the effects of
a short circuit in different turns of the stator in an electric motor. In this case, a
short circuit in 28 turns of phase three is simulated. Figure 3 shows that an increase
of spectral amplitude over the noise level around the frequency of 180 (Hz) occurs
in phase three. A small increase of about 0.53 dBv in phase three of the current
simulated over the noise level in the frequency of 300 (Hz) shows that there is a short
circuit in this phase. The next step of this simulation methodology is to add a short
circuit in 28 turns on phase one, the spectral signal moves about 11 dBv over the
fundamental signal without fault, showing an increase of distortion of the three-phase
currents. Finally, the spectrum of the fault signal around 180 (Hz) increases around
23.44 dBv over the noise level in all the phases, with which the simulated signals
show the existence of a stator fault.

5.3 Bearing Fault Simulated Results

Figure 4 shows the spectral amplitude change in the three phases of the system
around a range of frequencies from 68 to 110 (Hz); in these frequencies, a decrease
in the spectral amplitude is less than −40 dBv. Besides, there is a slight increase in
amplitude in the frequency of 300 Hz in regard to the signals of a healthy motor.
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Fig. 3 Distortion of stator currents due to a short circuit in phase 3

Fig. 4 Presence of bearing fault in all three phases
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6 Conclusions and Future Work

With the use of the software tool Simulink, a generic model of an induction motor is
generated. This model is designed, so it can also be capable of simulating failures in
the motor such as broke bars, short circuit between copper wind and bearing failures.
These failures can be replicated in the model by adding portions of code that modify
some specific parameters such as rotor resistance, stator inductance and rotor speed.

This model is developed with the aim of that in future works, we can generate the
data needed to create a machine learning-based system capable of detecting failures
in induction motor, while the whole industrial system is running.
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LQR Predictive Control of SISO
Time-Delay Processes Having Output
Disturbances

Arturo Rojas-Moreno

Abstract This paper proposes an approach to control continuous-time single-input
single-output (SISO) time-delay processes having output disturbances employing a
linear quadratic regulator (LQR) predictive controller in the discrete-time domain.
To demonstrate the validity of such an approach, this work performs the control of
SISO stable with large time delay, unstable, non-minimum phase, oscillatory, and
integrating benchmark time–delay processes, in other words, processes that have
been used by the researches to demonstrate various published control approaches.
In all cases, a pulse train disturbance signal on the output is rejected, while the
controlled outputs follow pulse-shape reference signals.

Keywords Linear quadratic regulator (LQR) control · Predictive control ·
Time-delay process · Integrating process · Non-minimum phase process · Unstable
process

1 Introduction

The control of the output of a time-delay process is more difficult, precisely, due to
the presence of the time delay. Any loop with a time delay can generate oscillations
and become unstable because of the unlimited growth of the phase lag. The control
difficulty increases with the presence of a disturbance signal acting on the process
output. This paper proposes an approach to control continuous-time SISO time-delay
processes of the form:

y(s) = G(s)e−τ su(s) + d(s) (1)

In (1), τ > 0 is a time delay, also known as a transport delay or dead time, s is the
Laplace operator, G(s) is either a stable, unstable, integrating, oscillating, or non-
minimum phase transfer function, and d(s) is the disturbance signal. The output y(s)
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in (1) is controlled if such output follows a reference signal or setpoint r(s), thanks
to the action of the designed control signal u(s), meeting the design specifications
previously established, despite the action of the disturbance signal d(s).

This work develops a controller design procedure to control processes of the form
given by (1), employing a discrete-time LQR predictive controller. To validate the
proposed design procedure, the designed controllers are applied to benchmark time-
delay processes, that is, processes used by researches to demonstrate their control
approaches. For the sake of information, a continuous-time LQR controller was
employed in [1] to control MIMO stable time-delay processes, while discrete-time
PI LQR controllers were used in [2] to control SISO disturbed time-delay processes.

This paper is organized as follows. Section 2 deals with the design of the discrete-
time SISO LQR predictive controller. Various time-delay processes having a distur-
bance signal on the output are controlled in Sect. 3, while Sect. 4 presents some
concluding remarks.

2 SISO LQR Predictive Controller Design

This section employs the LQR predictive control developed by Ikonen in [3]. Let us
consider an arbitrary SISO continuous-time time-delay process represented by (1).
For a sampling time Ts , it is possible to find the corresponding discrete-time process
G(z) (z is the shift operator) employing the z-transform operation. We have learned
that the order of G(z) grows as the sampling time Ts decreases. The discrete-time
state-space representation of G (z) can be obtained by using any available method,
resulting

xd(k + 1) = Adxd(k) + Bdu(k); y(k) = Cdxd (2)

In (2), Ad of order n × n, Bd of order n × 1, and Cd of order 1 × n are the state,
control, and output matrices, respectively. Also, xd of order n, y(k) of order 1, u(k)
of order 1, and the integer k ≥ 0 are the state vector, the output signal, the control
force, and the discrete-time index, respectively.

For predictive control, we compute the incremental control �u(k), but the actual
control u(k) is applied to the process

u(k) = u(k − 1) + �u(k) (3)

Replacing (3) in (2) produces the following augmented predictive state-space
representation

x(k + 1) = Ax(k) + B�u(k); y(k) = Cx(k) (4)
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x(k) =
[

xd(k)
u(k − 1)

]
;A =

[
Ad Bd

0 1

]
;B =

[
Bd

1

]
;C = [

Cd 0
]

Consider the following finite-time cost function:

J =
p∑

i=1

[
r(k + i) − ŷ(k + i)

]2 + λ[�u(k + i − 1)]2 (5)

In (5), r(k + i) is the reference signal, also known as a set point or desired output
signal, ŷ(k + i) is the predicted process output, and λ is a balancing factor, actually
a tuning parameter. The minimization of (5) with respect to the sequence �u(k), …,
�u(k + p − 1)), where p is the order of the sequence, results in a sequence of future
control signals. The first value of such a sequence is employed for the control law.
The optimization is repeated to generate a new sequence of future control signals.
Again, the first value of the new sequence Δu(k) is used for control, and so on. This
form of control is known as the receding horizon control. The predictive outputs
ŷ(k + 1) and ŷ(k + i) are formulated as:

ŷ(k + 1) = Cx(k + 1) = C[Ax(k) + B�u(k)] (6)

ŷ(k + 1) = CAix(k) +
i∑

j=1

CAi− jB�u(k) (7)

Let us define:

ŷ(k + 1) = [
ŷ(k + 1), . . . , ŷ(k + p)

]T
(8)

�u(k) = [�u(k), . . . ,�u(k + p − 1)]T (9)

Equation (7) can take the following form

ŷ(k + 1) = KCAx(k) + KCAB�u(k) (10)

= yp + G�u(k) (11)

KCA =

⎡
⎢⎢⎢⎣

CA
CA2

...

CAp

⎤
⎥⎥⎥⎦;KCAB =

⎡
⎢⎢⎢⎢⎣

CB 0 · · · 0

CAB CB
. . .

...
...

. . .
. . . 0

CAp−1B · · · CAB CB

⎤
⎥⎥⎥⎥⎦
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To make simpler the notation, we assume that y(k) = ŷ(k), and y(k) = ŷ(k).
The following procedure is to design a LQR predictive controller:

1. Formulate the time-delay transfer function to be controlled: G(s)e−τ s

2. Determine G(z) from G(s)e−τ s .

3. Compute the state-space model (2) of G(z).
4. Obtain the predictive discrete-time state-space representation given by (4).
5. Set the integer p to calculate KCA and KCAB (Eqs. (10) and (11)).
6. Set the integer c to compute G equal to the c first columns of KCAB .
7. Compute

H = [
GTG + λI

]−1
GT (12)

In (12), I is the identity matrix and λ is a tuning parameter.
8. Knowing that d(k) is the disturbance signal, compute

y p(k + 1) = KCAx(k) + d(k) (13)

e(k + 1) = r(k + 1) − y p(k + 1) (14)

9. Select the first value of the sequence

�u(k) = He(k + 1) (15)

10. Apply to the process the control force given by (3).

3 LQR Predictive Control of SISO Time-Delay Processes

All examples in this section follows the design procedure of Sect. 2. The tuning of λ

given in (12), as well as parameters c and p, were set using the trial and error method.
The reference signal r(t) is a pulse train mounted on a constant. The sampling time
Ts employed to obtain G(z) from G(s) is selected, so that G(z) can be modeled by
a low-order pulse transfer function without degrading the dynamic behavior of the
process model. The disturbance signal d(t) is a pulse train.

Example 1 The integrating processes given by (16), (17), and (18) were controlled
by Kaya in [4] based on optimum analytical formulas. This work uses sampling
times Ts of 1, 0.1, and 2 s in such processes to obtain G1(z), G2(z), and G3(z),
respectively. Figure 1 shows the controlled outputs with the presence of disturbances.
As an illustrative example, below is the listing of the code to generate G3(z) from
G3(s).
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Fig. 1 LQR predictive control of the disturbing processes given by (16) (top graph), (17) (second
graph from the top), and (18) (third graph from the top). The bottom graph shows the pulse form
disturbed signal d(t)

G1(s) = e−3s

s(s + 1)
;G1(z) = b4z + b5

z5 + a1z4 + a2z5
(16)

G2(s) = e−0.2s

s(0.15s + 1)(s + 1.2)

G2(z) = b3z5 + b4z + b5
z5 + a1z4 + a2z5

(17)

G3(s) = e−5s

s(10s + 1)(s + 1)(0.5s + 1)(0.3s + 1)

G3(z) = b3z5 + b4z4 + b5z3 + b6z2 + b7z + b8
z8 + a1z7 + a2z6 + a3z5 + a4z4 + a3z3

(18)
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% Generating G3(z) from G3(s) 

clear all; close all; clc; s=tf(‘s’); 

G3s = 3*exp(-5*s)/s/(10*s+1)/(s+1)/(0.5*s+1)/(0.3*s+1);   

% G3s 

Ts=2; G3z=c2d(G3,Ts)   G3(z) 

% 

%                 b3*z^5+b4*z^4+b5*z^3+b6*z^2+b7*z+b8 

%  G3z = ---------------------------------------- 

%          z^8+a1*z^7+a2*z^6+a3*z^5+a4*z^4+a5*z^3  

% 

     [nu,de] = tfdata(Gz,’v’); n=8; m=1; 

 a1 = de(2); a2 = de(3); a3 = de(4); a4 = de(5); a5 = de(6); 

 b3 = nu(1); b4 = nu(2); b5 = nu(3); b6 = nu(4); b7= nu(5);  

 b8 = nu(6);  

 num=[0 0 0 b3 b4 b5 b6 b7 b8]; den=[1 a1 a2 a3 a4 a5 0 0 0];   

[Ad, Bd, Cd, Dd]=tf2ss(num, den); 

A = [Ad Bd; zeros(1,n) 1]; B=[Bd; 1]; C=[Cd 0]; 

Example 2 The stable and oscillatory processes given by (19), (20), and (21), respec-
tively, were controlled by Mirzal in [5] using a Smith predictor. This work uses a
sampling time Ts of 1 s to obtain G4(z), G5(z), and G6(z). Figure 2 depicts the
controlled outputs in the presence of the disturbance signal d(t).

Fig. 2 LQR predictive control of the disturbing processes given by (19) (top graph), (20) (second
graph from the top), and (21) (third graph from the top). The bottom graph depicts the pulse form
disturbed signal d(t)
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G4(s) = e−3s

s + 1
;G4(z) = b4

z4 + a1z3
(19)

G5(s) = e−3s

s2 + 1.4s + 4

G5(z) = b3z + b4
z4 + a1z3 + a2z2

(20)

G6(s) = e−3s

s3 + 3s2 + 4s + 2

G6(z) = b4z2 + b5z + b6
z6 + a1z5 + a2z4 + a3z3

(21)

Example 3 The stable, integrating, and stable with large dead time processes given
by (22), (23), and (24), respectively, were controlled by Matusu and Prokov in [6]
using a modified Smith predictor. In this work, sampling times Ts of 1.5, 0.5, and 2 s
were employed in such processes to obtain G7(z), G8(z), and G9(z), respectively.
Figure 3 illustrates the controlled outputs subject to the action of the disturbance
d(t).

G7(s) = 3e−5s

10s + 1

Fig. 3 LQR predictive control of the disturbing processes given by (22) (top graph), (23) (second
graph from the top), and (24) (third graph from the top). The bottom graph shows the pulse form
disturbed signal d(t)
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G7(z) = b4z + b5
z5 + a1z4

(22)

G8(s) = e−2s

s

G8(s) = b4z + b5
z5 + a1z4

(23)

G9(s) = 5e−10s

(10s + 1)(2s + 1)

G9(z) = b6z + b7
z7 + a1z6 + a2z5

(24)

Example 4 The oscillating processes given by (25) and (26), and the non-minimum
phase process in (27) were controlled by Tala and Daxini in [7] employing a Smith
predictive controller. The unstable process in (28) was controlled by Kumar and
Singh in [8] using a PID controller. Sampling times of 1.5, 1.5, 2, and 0.1 s, were
used in this paper to obtainG10(z),G11(z),G12(z), andG13(z), respectively. Figure 4
shows the controlled disturbed outputs.

.

G10(s) = e−4s

s2 + 6s + 1

Fig. 4 LQR predictive control of the disturbing processes given by (25) (top graph), (26) (second
graph from the top), (27) (third graph from the top), and (28) (fourth graph from the top). The
bottom graph shows the pulse form disturbed signal d(t)
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G10(z) = b3z2 + b4z + b5
z5 + a1z4 + a2z3

(25)

G11(s) = e−4s

s2 + s + 1

G11(z) = b3z2 + b4z + b5
z5 + a1z4 + a2z3

(26)

G12(s) = (−4s + 1)e−4s

s2 + 6s + 1

G12(s) = b3z + b4
z4 + a1z3 + a2z2

(27)

G13(s) = 2e−0.3s

(3s − 1)(s − 1)

G13(z) = b4z + b5
z5 + a1z4 + a2z3

(28)

4 Concluding Remarks

This work developed a procedure to control continuous-time SISO time-delay
processes having output disturbances using discrete-time LQRpredictive controllers.
The design of the control algorithm requires the discrete-time state-space represen-
tation of the time-delay process. Successful control of continuous-time stable with
large dead time, unstable, integrating, oscillatory, and non-minimum phase disturbed
processes validates the proposed control approach. The sampling time should be
selected to obtain a pulse transfer function of the process model, preferably one
with low order, without degrading the dynamic characteristics of such a process. The
trial and error method was employed to set the tuning parameters in order to obtain
the desired time-response.

For future work, it should be necessary to introduce constraints on inputs and
outputs, perturbation signals on outputs and states, and robustness on process
parameters.
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Information Security Policies Based
on the Behavior of IT Users
in the Microfinance Sector
of Lambayeque-Peru

Ernesto Celi and Regis Díaz

Abstract Financial institutions in Peru are obliged to protect information through
security systems that are generally not effective in identifying, evaluating and treating
the risks resulting from internal threats, defined as an employee who intentionally
or not, accesses the information to negatively affect its confidentiality, integrity or
availability. The studydeveloped a conceptualmodel identifies and evaluates themain
factors that influence the behaviors, intentional or not, of IT users in organizations
of the microfinance sector of Lambayeque Peru. The evaluated factors are related
to the behavior, the influence of the environment and the perception of the control
established, to identify in advance the possible risk scenarios that later become an
internal threat. This work is based on the theories of planned behavior, reasoned
action and deterrence. A survey prepared by the researchers and validated using
the Conbach alpha statistic was applied to a sample of 110 IT users, belonging to
eight microfinance entities. Through the correlation analysis, it was obtained that the
factors related to the intentional behavior obtain a correlation coefficient of 0.695
with respect to the compliance of the information security policies, while the factors
related to the non-intentional behavior obtain a coefficient of correlation of 0.564.
The model explains 63.9% of the behavior with the identified factors.
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1 Introduction

To manage security risks, an organization must implement an information security
strategy by establishing a global framework that allows the development, institution-
alization, evaluation and improvement of an information security program. Informa-
tion securitymeans protecting information and information systems fromaccess, use,
disclosure, alteration, modification, reading, inspection, recording or unauthorized
destruction. Therefore, information security has a very important role in supporting
the activities of the organization [1].

The procedures, which generally end in a risk management matrix, achieve
acceptable levels of effectiveness in mitigating threats specifically from technology
(equipment, communication infrastructure, computer applications, database, etc.)
and processes (user account management, information backup, application develop-
ment, change control, etc.). However, they lack techniques and strategies to assess
threats frompeople’s behavior, specifically from ITusers, being these types of threats,
those that have the greatest negative impact and those that have the highest frequency
of occurrence, regardless of whether these are intentional or non-intentional.

The effectiveness of the security of organizational information depends on three
components: people, processes and technology; then, the “people” component is
not properly managed with the procedures and techniques that the financial sector
organizations have currently implemented [2]. The regulation of employee behavior
is never an easy task because bad actions are difficult to detect through the classic
monitoring mechanisms considered in the frames of reference currently used in
information security management. The attitude and bad behavior of people in the
performance of their work is influenced by a variety of organizational and individual
factors [3].

1.1 Theory of Planned Behavior (TPB)

TPB is a theory designed to predict and explain human behavior in specific contexts
[4]. The theory proposes a model that can measure how human actions are guided.
The occurrence of a particular behavior is predicted, provided that the behavior
is intentional [5]. The TPB postulates three intention determinants, conceptually
independent. The first is the attitude toward the behavior and refers to the degree
to which a person values, favorable or unfavorable, a certain behavior. The second
predictor is a social factor, called subjective norm,which refers to the perceived social
pressure to perform or not perform the behavior. The third antecedent of intention is
the perceived degree of behavior control which, as we have seen previously, refers to
the ease or difficulty of performing the perceived behavior, as well as the expected
impediments and obstacles. As a general rule, the more favorable the attitude and the
subjective norm with respect to a behavior, the greater the control over a perceived
behavior; then, the greater the intention of a person to perform that behavior [4].
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1.2 Rational Choice Theory (RCT)

Although RCT is generally identified with a paradigm of economic science, it is
a general theoretical perspective of the human behavioral sciences, and its scope
is that of human interaction, that is, it refers to all kinds of social situations. It
assumes that the individual tends to maximize his profit-benefit and reduce costs
or risks. Individuals prefer more than good and less than what causes them badly.
This rationality has to do with a certain intuition that leads individuals to optimize
and improve their conditions [6]. People do not tend to behave in a completely
arbitrary way, or in a way simply influenced by feeling; on the contrary, people tend
to develop strategies to maximize their interests, to meet their needs as much as
possible depending on the resources they have [7].

1.3 Deterrence Theory

Deterrence implies the threat of punishment through some form of sanction. Deter-
rence is a way of achieving control through fear. Deterrence, in general, is the control
of behavior so that a potential offender considers that it is not worth taking a risk
with certain behavior, for fear of its consequences [8].

The theory of deterrence postulates that individuals weigh the costs and benefits
when deciding whether or not to commit a crime, and choose the crime when it pays
[9]. Dissuasion advocates believe that people choose to obey or violate the law after
calculating the profits and consequences of their actions.

2 Methodology

The independent variables were defined: intentional behavior of information tech-
nology users and non-intentional behavior of information technology users; and the
dependent variable, such as information security policies.

The behavior-related factors, which were identified and considered in the model,
based on the application of the behavioral theories used, were:

a. Behavioral factors associated with the attitude

– Integration and commitment: how much it influences, the perception that the
individual has of feeling integrated, inserted and adapted with the security
system of the organization, in such a way that it implies a personal decision
to put into play all the capacities and do more than expected in relation to
compliance with information security policies.
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– Awareness: assesses the level of awareness that users have to efficiently
comply with the safety regulations associated with their functions in their
workplace, and that allows mitigating the risks that are present in daily tasks.

b. Behavioral factors associated with influence the environment

– Motivation: evaluates the factors generated by the organization to provoke,
maintain and direct the behavior of employees toward compliance with
information security policies.

– Training: evaluates the effectiveness of the activities carried out by the orga-
nization to achieve specific knowledge in users, in order to increase their
expertise in the management of information security controls.

c. Behavioral factors associated with the perception of control

– Technologies for control: evaluates the effectiveness of the technologies
implemented by the organization so that processes work based on regula-
tions or parameters established in security policies, specifically related to the
control of access to information by users.

– Usability of security tools: evaluates the ability of computer systems to
be understood, learned, easily used and attractive to a user, under specific
conditions of use.

d. Behavioral factors associated with deterrence

– Deterrence measures: evaluates the action and effect of the strategies imple-
mented by the organization to dissuade its employees from not attempting to
violate information security controls.

– Time pressure and work overload: evaluate whether an employee, working in
adverse conditions of time pressure or task overload, maintains efficiency
in his work and does not make more mistakes than usual, in relation to
information security.

2.1 Questionnaire

The research analysis unit was composed of the workers of eight financial entities
of the regional microfinance sector. A total of 365 questionnaires were distributed
among the workers of the selected entities, of which 133 responded, obtaining a
response rate of 36.44%, and 23 caseswere eliminated because theywere incomplete,
resulting in 110 consistent cases. For the collection of data, permissionwas requested
from each of the microfinance entities, applying the questionnaires at times available
by the workers. The questionnaire is published in [10].

The questionnaire was applied anonymously since the names or any identity docu-
ment of the surveyedworkerwas not requested or registered; the name of the financial
institution in which the questionnaire was applied was also not recorded. The ques-
tions in the instrument do not allow the worker or the entity to be identified. Still
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considering that each was informed about the academic objective of the research
as well as the guarantee of anonymity giving the choice of participation or not as
requested by the Research Ethics Committee of the Graduate School of the Pedro
Ruiz Gallo National University.

As the unit of analysiswas people, the ethical standards of the institutional research
committee and the 1964 Declaration of Helsinki and its subsequent modifications
were taken as a reference to carry out the research procedures.

2.2 Reliability and Normality Analysis

Cronbach’s alpha test was applied to determine the reliability of the internal consis-
tency of the instrument, resulting in 0.784, considering the instrument as good
according to the criteria proposed by George and Mallery [11].

For the test of normality of the data, the Kolmogorov–Smirnov test was used,
determining that the data does not follow a normal distribution, so the type of statistic
that was applied was a nonparametric type.

3 Results and Discussion

The results of the correlations in the conceptual model are shown in Fig. 1.

3.1 Analysis of the Dimensions of the Variable Intentional
Behavior

The hypotheses between intentional behavior and its dimensions were formulated as
follows:

H1: High levels of integration and commitment of employees to your organization
will reduce internal threats to information security from intentional behavior
H2: Deterrence measures that are reinforced by disciplinary actions will reduce
internal threats to information security from intentional behavior
H3: Technology-based control mechanisms will reduce internal threats to
information security from intentional behavior.

Considering the application of a nonparametric test, Table 1 presents the Pearson
correlation matrix tests performed to determine the relationship between intentional
behavior and its dimensions.
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Fig. 1 Conceptual model

Table 1 Correlation of the dimensions of intentional behavior

Variable/dimension Integration and
commitment (D1)

Deterrence measures
(D2)

Technologies for
control (D3)

Intentional behavior
(X1)

0.556
p-value:
<0.0001

0.637
p-value:
<0.0001

0.410
p-value:
<0.0001

The correlation coefficients indicate that there is a relationship between the dimen-
sions (D1) integration and commitment, (D2) deterrence measures and (D3) tech-
nologies for control with the variable intentional behavior (dependent variable X1).
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Therefore, if the levels of integration and commitment of employees in the organiza-
tion are increased, and deterrence measures are reinforced with disciplinary actions,
and control technologies are implemented, then internal threats from intentional
behavior will be reduced.

To obtain the coefficient of determination of this relationship, linear regression
was applied as follows:

X1 = C0 + C1 ∗ D1 + C2 ∗ D2 + C3 ∗ D3 + e (1)

The coefficient of determination of the set of dimensions that was obtained was
81.3% with respect to the intentional behavior. This means that intentional behavior
can be interpreted through these three dimensions.

3.2 Analysis of the Dimensions of the Variable
Non-intentional Behavior

The hypotheses between non-intentional behavior and its dimensions were formu-
lated as follows:

H4: Increasing the intrinsic motivation of the user will reduce internal threats to
information security from unintended behavior.
H5: Training users of security tools will reduce internal threats to information
security from unintended behavior.
H6: High levels of usability of security tools will reduce internal threats to
information security from unintended behavior.
H7: Reducing work-related stress and fatigue levels by adjusting the pressure
of time and workload will reduce internal threats to information security from
unintended behavior.
H8: Increasing user knowledgewill reduce internal threats to information security
from unintended behavior.

Considering the application of a nonparametric test, Table 2 presents Pearson’s
correlation matrix tests performed to determine the relationship between non-
intentional behavior and its dimensions.

Table 2 Correlation of the dimensions of non-intentional behavior

Variable/dimension Motivation
(D4)

Training
(D5)

Usability of
work tools
(D6)

Time pressure
and work
overload (D7)

Awareness
(D8)

Non-intentional
behavior (X2)

0.567
p-value:
<0.0001

0.525
p-value:
<0.0001

0.335
p-value:
<0.0001

0.669
p-value:
<0.0001

0.593
p-value:
<0.0001
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Correlation coefficients indicate that there is a relationship between the dimen-
sions (D4)motivation, (D5) training, (D6) usability of work tools, (D7) time pressure
and work overload and (D8) awareness with the variable non-intentional behavior
(dependent variableX2). Therefore, if the intrinsicmotivation of the user is increased,
and user training is conducted on safety tools, and the ability to use safety tools
is improved, and the levels of work-related stress and fatigue are reduced by
adjusting time pressure and work overload and increasing user awareness and secu-
rity, then internal threats from non-intentional behavior will be reduced. To obtain
the coefficient of determination of this relationship, linear regression was applied as
follows:

X2 = C0 + C4∗D4 + C5∗D5 + C6∗D6 + C7∗D7 + C8∗D8 + e (2)

The coefficient of determination of the set of dimensions obtained was 90.5%
with respect to non-intentional behavior. This means that non-intentional behavior
can be interpreted through these five dimensions.

3.3 Analysis of Intentional Behavior, Non-intentional
Behavior and Security Policies

Considering the application of a nonparametric test, Table 3 presents Pearson’s corre-
lationmatrix tests performed to determine the relationship between independent vari-
ables, non-intentional behavior and intentional behavior, and the dependent variable
security policies.

The correlation coefficients indicate that there is a relationship between the vari-
able’s intentional behavior and non-intentional behavior with the variable informa-
tion security policies. Therefore, if intentional behavior is improved, non-intentional
behavior will improve compliance with information security policies.

To obtain the coefficient of determination of this relationship, linear regression
was applied as follows:

X f = C0 + C1 ∗ X1 + C2 ∗ X2 + e (3)

Table 3 Correlation between the independent variables non-intentional behavior and intentional
behavior and the dependent variable Information security policies

Variable/dimension Intentional behavior (X1) Non-intentional behavior (X2)

Information security policies (Xf ) 0.695
p-value:
<0.0001

0.564
p-value:
<0.0001
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The coefficient of determination of the set of variables that was obtained was
63.9% with respect to compliance with information security policies. That is, the
variable’s intentional behavior and non-intentional behavior allow us to interpret
compliance with information security policies.

4 Conclusions

Given the low effectiveness of the tools andmethodologies currently used in financial
companies to manage the risks that come from the behaviors of IT users are the main
source of threats that negatively affect IT assets and businesses, and due to the scarce
literature and research on the subject in entities of the Lambayeque-Peru region,
this research paper poses the challenge of developing a model that identifies the
factors that influence the behavior of internal employees to commit malicious acts
and violate security controls.

As a consequence, we propose a set of research directions on the behavior of
IT users with other behavioral analysis theories, to find other factors that influence
people’s behavioral intensities, which have not been identified in this work. Like-
wise, based on the results obtained, we propose other investigations related to the
elaboration of strategies and techniques of behavior management, which allow those
responsible for the security of the information of the financial entities, to work this
problem more effectively.
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Productive Metrology as a Guide
for Dimensional Quality
Improvement—A Case Study

Fabio Luis M. Paulon and Crhistian R. Baldo

Abstract Quality is generally associated with adhesion to specifications, absence
of defects and minimizing variability. When specifications are unclear or incor-
rect, manufacturing and verification processes become questionable, and productive
metrology can provide the tools and guidance to improve knowledge of manufac-
turing systems, through SPC and gage R&R studies, and specification endeavors,
using GD&T definitions. In a case study, a methodology based on the reduction of
uncertainties using the aforementioned methods was proposed, leading to improve-
ments and a better understanding of the measurement systems, as well as suggestions
for improving geometrical product specifications.

Keywords Dimensioning and tolerancing · Statistical process control ·
Measurement system analysis ·Measurement uncertainty

1 Introduction

Quality can be defined as a feature of a product or service that enables it to meet
needs thatwere previously presented or implied or a disability-free product or service.
Within the context of manufacturing, quality is generally associated with the produc-
tion of items that physically adhere to specifications [1]. Quality is also associated
with costs: reworks, scraps, warranties, claims and damage to the company’s image
or market position [2]. In this view, a quality product or process not only conforms to
specifications, but consistently hits the target with reduced variation. The widespread
concept of total quality management gives a strategic dimension linking continuous
improvement of management, organizational or production processes to the center
of the system with quality. Within the context of dimensional product quality, the
responsibilities of associated processes, such as themanufacturing process, specifica-
tion and metrology process, increase, and metrology plays an essential role, as it can
support the other processes, whether in conformity assessment, inspection, process
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control or knowledge generation to support continuous improvement methodolo-
gies, such as the PDCA (Plan, Do, Check, Act), DMAIC (Define, Measure, Analyze,
Improve, Control) and the NPD (New Product Development) process.

When faced with a quality problem, the big question is: Which processes to work
on and how to develop this work? Assuming a specification is accurate, any deviation
from it can cause a functional failure, and there is a balance between the cost of the
metrology process and the cost of failure [3]. Finding the optimal solution without
the overuse or underuse of the metrology infrastructure is a challenge. The correct
specification of a product, including all characteristics and tolerances, depends on
the knowledge of the product function. Assessing the manufacturing feasibility of a
specification requires manufacturing process know-how which can be acquired from
sufficiently adequate metrology infrastructure. On the other hand, another problem
is: How to select the appropriate metrology package when specifications are unclear?
When resources are scarce, there is no room for trial and error methods. The main
hypothesis that this work brings is that it is possible to work on dimensional product
quality issues with metrology as a guide for decisions. Therefore, the objective of
this article is to present and apply the methodology in a case study with dimensional
and geometrical product characteristics. In this regard, some important concepts are
presented in the remainder of this section.

1.1 Productive Metrology

Productive metrology is “the field of knowledge concerned with measurement to
obtain information and, subsequently, knowledge to change something or someone”
[3]. This concept challenges the view that metrology is a non-value-added activity,
starting from the underlying interaction between bettermeasurement quality, through
reduced uncertainties and better information quality, whichwas shown byKunzmann
et al. [3] using the information theory, to many applications under the manufacturing
context, such as conformity assessment, process control, improvement and support
for the NPD activities, all achieved through the support of the gained knowledge and
know-how. To achieve those results, it is paramount that the following cautions are
being taken [3]: (a) The measurand is defined unambiguously and reflects functional
requirements; (b) the results are traceable and must have their associated uncertain-
ties; (c) measurement uncertainty is adequate for the specification requirements and
follows closely the manufacturing process.
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1.2 Measurement Uncertainty

Measurement uncertainty is defined in the ISO-VIM as a nonnegative parameter that
characterizes the dispersion of quantity values assigned to a measurand. The rela-
tionship between measurements, specifications and functional requirements is thor-
oughly addressed in terms of uncertainty in the ISO/TS 17450-1: Correlation uncer-
tainty is a measure of how well the specification expresses functional requirements;
specification uncertainty is associatedwith ambiguities in the specification;measure-
ment uncertainty is the sum of the method uncertainty and the implementation
uncertainty.

1.3 Geometrical Product Specification

Considering the increasing complexity of manufacturing interactions and supply
chains, where there is more distance between designers, productive sectors, tooling
workshops, and metrology professionals, communication is key. The well-known
mechanical drawing standards are ASME Y14.5 and ISO 1101. Their use permits
improved communication of function of the part, by using geometric characteristics.
In the ISO-GPS, there is the concept of duality of specification operator and verifi-
cation operator, stating that both specification and verification must use the same set
of operations. These operations are part of the specification itself, and therefore the
responsibility of the specification operator, and serve as a guide for implementation
in the verification step [4], and the implementation form is the responsibility of the
verification operator, who must also manage related uncertainties [5].

2 Proposed Methodology

Following the principles of productive metrology, which is the search for under-
standing the wholes and, consequently, the reduction of uncertainties, a method
was developed approaching from the measurement uncertainty aspects to speci-
fication and correlation uncertainties by using basic concepts such as statistical
process control (SPC), process capability index (PCI), measurement system anal-
ysis (MSA) and geometrical dimensioning and tolerancing (GD&T). The proposed
process improvement route follows the opposite direction as product realization.
The general idea is depicted in Fig. 1. The main tools are described in the following
subsections.
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Fig. 1 Improvement analysis route and the main tools considered in the methodology

2.1 SPC and PCI

Statistical control charts are used to view and manage variation within a process
characteristic over time. They are useful in identifying changes and discriminating
between causes of variation. They are particularly useful as a baseline for process
improvements and can also provide information on the measurement system [6].
Control charts are based on the existence of two sources of variation: (a) common
causes, which is the random variation present in all processes, and (b) special causes,
which is not explained by randomness and always has one ormore explanations, such
as tool wear, ambient temperature variation, tampering, among others. Control charts
can be constructed using individual observations or summary statistics obtained from
measurements, and the main purpose is to check if the variable is under statistical
control, i.e., the variation comes from common causes only. If the process is out of
control, the special cause associated with the out-of-control condition needs to be
investigated in order to remove it from the process or incorporate it, if beneficial,
into the process. Control charts are useful in two different phases: Phase 1, one has
a historical dataset that is evaluated using SPC charts, usually made retroactively,
i.e., after data collection to verify whether the process was in a statistical control
situation or not; phase 2, the process, which is known to be under statistical control,
is monitored to detect changes in this state [7]. When processes are in the predictable
state, which could be assessed with SPC, it is possible to compare the variability of
the process with the allowance of the engineering tolerance using PCI metrics such
as Cp or Cpk, demonstrated in [8].
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2.2 MSA and Gage R&R Study

MSA comprises a set of techniques to evaluate the quality of a measurement system.
The associated errors can be divided into accuracy, difference between the average
of a measurement and the true value, which is affected by stability, bias and linearity,
and precision, capability of a measurement system to reproduce its results, divided
into repeatability and reproducibility, usually quantified by gage repeatability and
reproducibility (R&R) studies. The R&R study quantifies the variation introduced
by the measurement system itself to the measurement results. The R&R index shows
the percentage of tolerance range or process variation that is consumed only by the
measurement system. The most usual methods are the MSA R&R [9] and the honest
R&R, which is explained within the EMP (evaluating the measurement process)
approach [10]. Both methods are explored in this work. Particularly, the honest
R&R provides insight on process signal attenuation, measurement system atten-
uation, ability to detect process shifts using SPC and ability to track the process
improvements.

2.3 GD&T

This paperwill focus on thoseGD&Tdefinitions related to the function of the product
under study. Datums are reference features or starting points for spatially locating
and orienting part characteristics and are usually defined on features of the type plane
and/or axis. Without these reference features, both the fabricator and the inspector
must decide how to fix the part according to their own experience and judgment.
Circularity is a feature that occurs when, on a surface of revolution, all points on
this surface, when intersecting a plane perpendicular to the axis, are equidistant from
this axis. Concentricity relates to the symmetry of an axis relative to the datum axis
and does not control either size or shape, but symmetry with respect to the datum.
Verification is complex as it requires two indicators at 180° to each other. Run-out
controls the surrounding surface and is perpendicular to a datum axis. When applied
to surfaces built around the datum, it controls circularity and coaxiality.

3 Case Study Description

The engineering drawing of the part considered in this case study is shown in Fig. 2.
It is a resin-impregnated carbon–graphite bearing used in submersible water pumps.
Those bearings are attached to the pump housing by mechanical interference, indi-
cated as an f7 shaft interference tolerance. The manufacturing process of this part
starts from a cylindrical blank, which is obtained after pressing, heat treatment and
impregnation processes. The blank is then machined on a CNC lathe. The key char-
acteristics presented in the study are the outside diameter (OD), inside diameter (ID)
and concentricity relative to the datum axis A, as presented in Fig. 2.
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Fig. 2 Simplified geometrical product specification and 3D view of the part

4 Results

4.1 Measurement Improvement

Characteristics such as the OD and ID displayed high variability and therefore insuf-
ficient process performance. The first measurements were made using a caliper that
has a resolution of 0.01 mm. Initially, control charts for individuals and moving
range (X-MR) charts were used over a dataset previously collected. According to
the EMP concept [10], there must be at least five categories within the range chart.
For ID, there were only four possible (see Fig. 3, left). This means that the measure-

Fig. 3 Control charts for the ID feature using a caliper (left) and a micrometer (right)
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ment process is not suitable for SPC. The OD charts showed wider control limits,
including six categories in the range chart. Since micrometers with a resolution of
0.001 mm were available, a new dataset was collected using these instruments for
OD and ID. Better discrimination ratio of the micrometers has improved drastically
the number of possible categories and increased range control limits in the range
chart, as shown in Fig. 3 (right). As for the individuals’ chart, both OD and ID show
correlation because the operator adjusts the process continuously to compensate for
the cutting tool wear, which is intense due to the abrasiveness of the carbon–graphite
material. In addition, measurement inconsistencies were observed between operators
and inspectors, thus requiring the analysis of the measurement process through R&R
studies.

4.2 Preliminary R&R Studies

The first R&R studies were performed using the ANOVA method. Ten parts were
chosen, along with three operators, that measured each part of the study twice. The
percentage of variation from R&R was higher than the marginally acceptable range
between 10 and 30% in theMSA [9]. The number of distinctive categories (NDC)was
the unity for both ID and ODwhich means this measurement system is unacceptable,
as a minimum of five categories is required. To better evaluate the results, average
and range charts per operator were plotted (see Fig. 4). Some operators presented
higher variation, as observed in the range chart, and significant operator bias could
be evidenced in the average chart.

Fig. 4 Average and range charts for OD and ID in the new R&R study
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4.3 S.W.I.P.E

To comprehend the measurement variability, a brainstorming based on the S.W.I.P.E
(Standard,Workpiece, Instrument, Person and Procedure, and Environment) concept
was carried out. Regarding the Standard, no issue was raised because the instruments
were regularly calibrated by an accreditedmetrology laboratory. TheWorkpiece char-
acteristic that was most concerning is the elasticity of the material, which is greater
than that of the measurement instrument, so that the contact force of the measuring
equipment could deform the part and provide inaccurate results. The fact that carbon–
graphite parts are black does not help to visualize the part during the measurement
procedure. As for the Instrument, micrometers, the main claim is that it is unreliable
to measure the diameter because the operator is in charge of defining the diameter
line, which results in errors of reproducibility and repeatability, and bias is caused
by the constant force ratchet. The ergonomics of holding the part in one hand to
measure with the micrometer with another hand, as well as the combination of irreg-
ular lightning with the black carbo-graphite parts and vibration and distraction from
the process are the Environment factor. Finally, for the Person, the main contributors
were associated with the operator’s familiarity with the instruments, as calipers were
the single standard device for such parts, and operational definitions were lacking.
Consequently, each operator was taking multiple measurements and trying to guess
the correct one.

To reduce the associatedmeasurement uncertainty, a new operational definition of
the measurement was made. The diameters would require readings in two different
sections, two readings for each section. The highest measurement would be recorded
for the OD and the smallest for the ID. The measurements were taken in a place with
better lighting and ergonomics. Operators were reminded of parallax errors, and a
two-ratchet-click rule was defined, so the measurements were made using a similar
contact force between the micrometer spindles and the part.

4.4 New R&R Study and Reference Values from a CMM

A new study was conducted after training and using the new operational definition
and knowledge brought by the S.W.I.P.E exercise. The total contribution of variation
fromR&R reduced considerably: from 39.7 to 32.0% for OD and from 65.0 to 40.2%
for ID. The honest R&R approach indicated that the new processes improved the
intraclass coefficient (ICC) ratio for both features, which means the measurement
systems better transmit the signal from the processes and could be used to track
improvements to some extent through SPC. In order to better assess the results of the
measurements, the same parts used in the previous R&R studies were measured on
a CMM (coordinate measuring machine) housed in a temperature-controlled room.
Both OD and ID results exhibited a similar pattern in the average charts, but with a
significant offset (see Fig. 4), which is, according to the S.W.I.P.E analysis, caused
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by the elasticity of the part material. Thus, it is fundamental to take the method bias
into account during the specification and evaluation of the conformity of the part.

4.5 Interactions with Geometrical Features
and Specifications

The part specification used the ISO 1101 concepts for dimensioning and tolerancing.
This means, by default, that the independence principle is assumed for verification,
which implies that every measured diameter should meet the specification regardless
of form or axial defects. As shown in Fig. 2, the part has a concentricity callout,
characteristic which is generally applied to parts that rotate and need some kind of
symmetry. In the case of anOD-axis concentric to ID-axis datum, it controls the coax-
iality between them. The measurement setup requires two indicators at 180° to each
other, from which the median points would be derived. This measurement is affected
by probable profile defects from the part, such as circularity, and is more difficult to
measure than run-out. Run-out only needs a single feeler gauge in contact with a part
rotating 360°, where the highest value is recorded; hence, it is easier to evaluate and
controls both circularity and concentricity. Run-out measurements performed on 20
parts showed it was never greater than 0.01 mm. By using the CMM, the average
concentricity was 0.004mm and themaximum value of 0.007mm; therefore, run-out
errors are below the 0.03 mm tolerance. To take advantage of that in the conformance
evaluation, run-out could be measured instead of concentricity. By controlling run-
out, there is control of the form of the OD, checking the occurrence of local surface
points below the lower specification limit that could affect the interference level
required in the specification. If an envelope specification could be applied to OD and
ID, it would enable the use of go/no-go gauges to evaluate conformance to specifi-
cation, avoiding possible misclassification of parts due to measurement uncertainty
and bias, reducing the compliance uncertainty of the part.

5 Conclusion

The presented results show that the methodology provided insights through all steps,
provoking discussions and actions that increased overall knowledge of the product
manufacturing process, metrology infrastructure applied, specification and applica-
tion by a small set of fundamental tools of productive metrology. Control charts
were a fundamental data visualization tool that started the analysis process and aided
measurement system analysis’ R&R by the EMP concept, along with S.W.I.P.E
analysis to further improve the measurement system, reducing the overall R&R
percentage contribution in the studies. GD&T definitions and concepts improved the
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knowledge of the part form and function, and permit the suggestion of an improved
specification, potentially reducing compliance verification cost and uncertainty.
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Understanding Quantum Computation
Concepts and Applications

Reinaldo Padilha França , Ana Carolina Borges Monteiro ,
Rangel Arthur , and Yuzo Iano

Abstract It is extremely important to point out that through quantumcomputing, it is
possible to obtain results previously unachievable until then by traditional computing.
Based on this, this paper aims to give an overview and glimpse of the potential horizon
of this area of study that has become increasingly robust in computing over the
recent past. It is beyond our scope to address deep concepts of quantum mechanics
on which quantum computing is based and reveals. It is rather to form a simple,
comprehensive and consistent intellectual scope, not only for specialists but targeted
common interest. Thus, this research was built on the latest studies on the subject
recognized within the scientific and academic fields.

Keywords Quantum computing · Bit · Qubit · Physical · Overlay

1 Introduction

Quantum computers are hundreds of thousands of times faster than all computers
and equivalents that exist nowadays, where such velocity is due to the use of atomic
particles in their construction, since they have speed close to that of light, and the
processing of information could be done in complete parallelism. To exemplify this
quantum parallelism, in theory, one should compare the execution of a quantum
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computer concomitantly with a “conventional” computer, wherein a chess game
scenario, the most powerful conventional computer can analyze 200 million moves
per second to overcome an opponent with a high level of expertise. On the other
hand, a quantum machine would be able to analyze 1 trillion movements every
second, where this processing power will allow problems that could take years to be
solved in seconds [1, 2].

In this essence, what establishes the quantum computer faster than a conventional
one is, its ability to progress from one probabilistic state to another probabilistic
state without having to enumerate all the possibilities involved, doing all of this in
one execution. While the conventional would have to perform a high number of
processing to achieve the same result with a similar confidence level, remembering
that this high processing number serves to reduce the margin of error to an accept-
able value (something both traditional and quantum have to do anyway). A system
distributed on conventional computers works on a similar principle, but instead of
processing on the same processor, as in quantum computing, data is divided into
several machines to be processed separately [3].

Thus, a quantum computer is a device that performs calculations establishing
direct use of quantum mechanical attributes, generating optimal gain present in the
possibility of efficient resolution of some problems that in classical computation
would take impractical time, such as factoring in prime cousins, natural numbers
(exponential in input size). It is important to note that quantum mechanics limits
and rules physical phenomena in the microscopic world, where atoms and molecules
exist, and overlap and interference are essential in this process [4].

Such a factor is relative that a computational task to quickly find prime factors
for very large integers is beyond the reach of conventional computers, since this
is a function that has exponential growth, and one of the most important features
of exponential growth is that although it starts slowly can result in huge amounts
quickly. Thus, one of the fields of application searched for quantum machines is
in cryptography, where they are capable of such a high amount of calculations per
second would be unbeatable in the analysis of complex cryptographic keys. That
reducing the resolution time of this problem would break vast majority of crypto-
graphic systems today have double bias, constituting authentication systems much
safer. Where virtually unbreakable algorithms could be developed with the aid of
quantum physics concepts and in the near future have machines with much more
processing power, with quantum technology offering a new, more secure channel
scheme [5].

To better illustrate the differences between a classical computer and a quantum
computer, just think of a car from the 1950s and an automatic car launched in the
year 2020, or think of a machine created at the beginning of the first industrial
revolution and today’s machines. That work based on deep learning techniques in
production line chains. Thus, this paper aims to provide an updated review of the
theme showing and approaching its particularities, through a concise bibliographic
background, categorizing and synthesizing the potential of technologies.
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2 Methodology

This survey carries out a bibliographic review of the main research of scientific
articles related to the theme of quantum computing, published in the last five years
on renowned bases.

3 Results and Discussion

Throughout the history of mankind, the most spectacular wave of technological
innovation has been seen in recent years, and yet there are certain computational
problems that the digital revolution cannot yet solve, some of which may be holding
backmajor scientific advances. Today’s conventional computers are built on a classic
and very limitedmodel of computing, in away, since their power and speed have been
doubling processing year after year, through Moore’s Law that signs of exhaustion
have been noticed for some time. The great computational advance of recent years has
been the miniaturization of electronic components, such as resistors and capacitors,
diodes, transistors, present in microprocessors and microcircuits, but this reduction
in component dimensions is reaching the limit, although the pace breakneck progress
may have started to slow down a bit [6].

What is seen over the last decades, the exponential growth of processors is only
accompanied by the reduction of the size of the hardware, which is a practical sense
made possible in many ways the technological revolution that is witnessed. Since
that silicon, the main component used in the construction of processors is already
reaching the physical limits inherent to the material structure itself that, due to the
miniaturization of the elements inside the chip, and even with such advancement,
they are still not close to solving complex problems [6, 7].

Thus, fruiting the information age, which has been an extremely prosperous time
for the world, where the power of computing has led to startling advances in almost
every field of human endeavor, greatly contributing to raising the quality of life
for most people. The present living age can be called the digital age, with people
generating more andmore new data and knowledge each year than has been recorded
throughout the history of previous humanity, the continual advancement of the power
of artificial minds, and the continuing evolution in research of a powerful tool that is
quantum computing, which will remove any conceivable boundary that an AI might
have between a singularity [8].

To make a simple analogy, today’s processors, while powerful and complex, can
be understood as extremely small lampswhere “off” represents 0 and “on” represents
1; similarly, they are transistors, dealing with a data (bit) stored in one of two possible
states: 0 or 1,where their speed and quantitywithwhich they change their state iswhat
allows a computer to perform the calculations. In computing, the “quantum bits,” or
qubits, this being the quantum version of the classic bits of traditional computing,
where they have not exclusively two states, however, an infinity of between 0 and 1.
While a bit assumes only 1 or 0, the qubit can assume 1, 0, can be in any overlap
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of these two states until it is measured, or a combination of both, collapsing to a
single value, as long as a small variation is enough to achieve a state change, so
more operations can be performed at one time. That is why the machine can do more
calculations and solve unsolvable problems compared to today’s computers [9].

Due to the laws of quantummechanics, which includes interlacing, it is described
as one of the foundations of quantum computing. Quantum entanglement occurs
when two particles are connected (though apart) so that they instantly share their
physical states, no matter how large the distance separates them, so what happens in
one particle is reflected in the other. A simple example of a clockwise spin on the first
particle will be equivalent to a counterclockwise spin on the second particle, with the
combined spin of the two is zero, which leads to two quantum systems interacting
with each other; they become hopelessly intertwined partners, where the state of
one system will give you accurate information about the state of the other system,
regardless of whether they are separated by light years and yet provide accurate and
instant information about each other, as illustrated in Fig. 1 [10].

In this horizon of knowledge, a quantum bit or qubit is a fundamental unit of
information, playing the same role in quantum computing, just as the bit in classical
computing, where even though both bits and qubits generate one of the two states
(0 or 1) as a result of a calculation, a qubit can be simultaneously in states 0 and
1 before that result, i.e., quantum superposition. Overlapping, unlike conventional
transistor bits, qubits are capable of storing three possible information, besides 0 or
1, the qubit can also be 0 and 1 at the same time. The quantum superposition admits
that it is possible for an object to exist in several distinct states, where a priori are
several of these states simultaneously. In order to illustrate this property, a ball can
either be outside or inside a box (classic), or in a quantum superposition of the two
states simultaneously, as shown in Fig. 2 [11, 12].

Considering a scenario of a switch (on/off), which is always in a state (on) or
another (off), putting in a two-state quantum scenario is something quite different,
yet considering that when performing state measurements, it will be indeed on or
off, just like a classic system, but between the measurements is the differential, as
long as this system can be in an overlap of “on” and “off” states at the same time, no
matter how counterintuitive it may seem [13].

Fig. 1 Quantum entanglement
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Fig. 2 Quantum superposition

Still taking into account the atomic level, identifying the position of an electron
in relation to the nucleus can also be uncertain. Where this third possibility makes
storage capacity at the most basic level of a processor dramatically greater, speaking
at second scales, quantum computers are capable of performing calculations that
conventional ones would take thousands of years [14].

Traditional computers require a lot of resources to calculate properties of more
complex molecules, just as modeling the behavior of molecules, where quantum
computing can trigger the complexity of molecular and chemical interactions, can
even lead to the discovery of new drugs and since it allows many calculations to be
performed simultaneously, and also since the molecular dynamics itself is based on
quantum physics [15].

Briefly, this is relative to the property of subatomic particles, which can assume
different states simultaneously until an observer determines their current state. Since
conventional computers are based on classical physics working essentially with two
states, represented by 0 and 1, (bits); in the quantum computing, the particle could
assume the value 0, 1, or both (qubits), working with an overlap of several different
information at the same time, running an algorithm simultaneously on a million data,
using an amount in qubits equivalent to your quantity of bits that a conventional
computer would use to execute the same algorithm on individual data [16].

This is one of the reasons that allow the quantum computer to perform in fractions
of time the work required by conventional computers, greatly increasing the ability to
manipulate information due to the quantum state. Thus, in an information context, a
bit is a single piece of information, and a qubit is seen as an imaginary sphere. While
a bit can only be at one of the poles of this sphere, the qubit, in turn, can occupy
any point of the form, so a computational structure with such a system can store an
absurd amount of information using less energy, as exemplified in Fig. 3 [16].
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Fig. 3 Bit x qubit

Qubits store information in the form of the orientation, or spin, of an atomic
nucleus or electron, where from that atomic spin, taking the photon as an example,
the information can be encoded in the polarization, angular momentum or other
degrees of freedom of light. The classic bit is through electromagnetic conduction.
With the qubit can be represented 25% of one value and 75% of another, imagine a
heads or tails toss equivalent to the classical theory, where the bits are absolute, and
qubits can represent different values [17].

Correlation is the phenomenon where the quantum states of different objects are
interconnected even though the objects are far apart. Putting in a practical setting,
a person is in the house and the neighbor outside, although the neighbor does not
enter the house, even so, the resident can talk to him (as if by telepathy), wherein
a quantum world. This is possible, but in this case, the particles that maintain this
“conversation” are via quantum correlation, regardless of the distance they are in,
losing their individual characteristics, operating as if they were a single entity, in two
different bodies [18].

Still, this quantum experiment, on the other hand, can be interrupted by certain
“noises,” or any other form of molecular agitation, by increasing temperature, for
example, thus weakening the correlation between particles. With the application
horizon brought by the quantum correlation, partly because it is possible to break
classic encryption used in today’s world and partly by a new and more secure
encryption method using properties of this technology [19].

There are already several quantum cryptographic standards created, but the phys-
ical aspects that these standards adopted to encrypt information are primarily Heisen-
berg’s uncertainty principle and are used to designate the state of an electron, since it
is impossible to know the position exactly what an electron occupies in the electro-
sphere of an atom, and the quantum correlation. Heisenberg’s uncertainty principle
has practical effects, ensuring that if a qubit communication channel is intercepted,
the data will be modified in such a way that the message will reach the other side
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enough to know that there is a spy on the line. Thus, a quantum computer has the
ability to operate on teraflops, where a classic computer can operate on gigaflops
[20].

However, there are certain practical disadvantages to the implementation of a
quantum computational structure, since they must operate under extreme conditions,
since they are very sensitive, and need to be in extremely isolated environments
from electrical or magnetic interference, where to ensure very specific operating
conditions, such as no noise and no electrical oscillation, plus temperatures so low
that they border on zero Kelvin, absolute zero, or −273 °C [21, 22].

There are programming languages with quantum purpose, among the pioneers
we can mention Quantum Computing Language (QCL), a derivation of C language,
whichuses virtual hardwareQuantumRandomAccessMemory (QRAM) towork in a
hybrid between quantum and classical, QuantumFlowChart (QFC) language consid-
ered functional, presented in 2004, having a text version called Quantum Program-
ming Language (QPL), and Quantum Modeling Language (QML), a language for
both quantum data control, based on linear logic, presenting the if conditional. Still,
there is a huge list of simulators and programming languages based on various
languages like C/C++, Java, JavaScript,Mathematica,Matlab/Octave, .NET, Python,
among others online services providing calculators, compilers, simulators, and
toolkits for the development of logic and quantum algorithms [1, 22].

Thus, it is possible to highlight among the many advantages of quantum
computing, features such as high processing speed, quantum parallelism, overlap
and security. On the other hand, it still has inconvenience as its production diffi-
culty, the issue of information instability, since the complexity of ensuring that the
information contained in a physical qubit does not change unexpectedly also repre-
sents an unsurpassed obstacle, where mere interaction with the quantum computer
produces certain instabilities. Its high sensitivity to the external environment, such
as electromagnetic noise, however, small, it can change the qubit state, which makes
it very complex to perform calculations and retrieve the results stably, and the room
temperature [1, 22].

Thus, quantumcomputing facesmajor obstacles to its scalability and consequently
to its use as an everyday product. Further research and enhancements should be
made on this subject, as quantum computing presents great possibilities for improve-
ments to telecommunications systems [23] and medical diagnostic methods based
on digital image processing techniques [24–26]. That is, it has enormous potential
to revolutionize many academic and industrial sectors.

4 Conclusions

Every day, there are several major new developments in computing, some endure and
are adopted as a standard, others disappear due to various factors, such as not being
widely accepted in the market or not being suitable to solve the new challenges that
are submitted.
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Quantum computing is not such a recent idea in the technology field, where it has
been conquering spaces as well as increasingly considered applications, leading to
an even more present future in computing.

Having received a lot of attention in recent years, and very clear power of it is
its ability to decrypt encryption, but today its potential can be seen in the matter
of being able to simulate other quantum systems of interest, such as the dynamics
of molecules. Where there are many efforts to produce such an architecture, it still
has errors in the logic gates, preventing it from simulating complex systems. Such
errors are caused by imperfections in today’s architecture; however, as technology
develops, these errors will be reduced sufficiently.
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Development of a Robotic System
with Movements Based on Computer
Vision Detection

Gabriel Gomes de Souza , Bruno Luis Soares de Lima ,
Rodrigo Vieira dos Santos , and Fábio Jesus Moreira de Almeida

Abstract Nowadays, with the increasing use of robots, and the high level of educa-
tion required to program and interact with these machines, it becomes necessary
to develop platforms that make the human–machine interaction simpler and more
precise. In the present work, a control system was developed for robotic manipu-
lators based on computer vision and image processing. An algorithm was devel-
oped in Python based on the OpenCV open-source library, which identifies gesture
commands captured by a webcam and, from a user interface, transforms them into
specific movements to be performed by a prototype manipulator that was designed
and built by the authors. The prototype, built-in MDF, has a range of 180 mm and 3
degrees of freedom, and its movements aremade from the activation of 3 stepmotors.
The activation of the motors takes place from a firmware that was developed for the
Arduino microcontroller, which receives the gestural command that was detected.
It was possible to establish critical operating conditions of the developed system in
relation to the ambient brightness, distance from the operator to the webcam and the
mechanical accuracy of the manipulator’s motor response. From the technologies
applied in this work, it may be possible to develop control systems by gestures for
other robotic mechanisms.

Keywords Robotic mobile · Computer vision · Collaborative robotics

1 Introduction

Over the past few decades, robots have been cooperating with a man in performing
numerous tasks, ranging from simple shop floor manipulation tasks to complex tasks
such asmedical surgeries. In high hazardous applications, for example, remote access
through robotic arms or mobile robots is possible, which can mitigate the risks to
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humans inherent in such applications. In 2016, the Robotics Industries Association
(RIA) [1] described four situations in which remote robot access stands out: marine
exploration, space exploration, welding and industrial tasks, and disaster response,
like landslides and floods. Today’s industry is based on large assembly lines for mass
production. This leads to the need for large complexes,which tend to growas society’s
demand for products increases. Each of the major paradigm shifts that occurred in
the history of industry, due to technological changes and innovation, constituted an
Industrial Revolution. These revolutions were caused [2] by the mechanization of
production (First Revolution), the use of electricity (Second Revolution) and the use
of electronics and automation (Third Revolution).

According to the International Federation of Robotics (IFR) statement, 3 million
industrial robots will be used in factories around the world by 2020. This means
that operational inventory will more than double within seven years [3]. However,
one of the negative points of this evolution stems from the need for a high capacity
of operators; therefore, only a small portion of professionals are qualified to work.
Robot programmers use various programming languages to program robot move-
ments. There are the proprietary languages of robot manufacturers, and basically,
every manufacturer has its own [3]. However, once a simple and efficient method of
control, combinedwith gesture detection, is implemented, the programming becomes
practicable by any operator. Another promising sphere is the area of medicine. The
award-winning “KUKAMedical Robotics” project has demonstrated how this tech-
nological field is able to contribute to the mastery of surgeries, imaging and patient
rehabilitation due to the development of precise, human-touch manipulators such
as the collaborative robot LBR iiwa. Future projection points to the increasingly
frequent application of these practices, mainly because they have advantages due
to the extreme precision of the movements and the mitigation of human failures,
being possible even to perform surgeries remotely by health specialists [3]. Simi-
larly, robotics, within the field of computer vision, has obtained high investments
in recent years. The Association for Advancing Automation (A3) found an expense
of $709 million in the first quarter of 2018 [4]. This was caused by technological
development, which made it possible to integrate industrial machines with cameras
and efficient processors, improving their control and interaction with the surrounding
environment. Thus, with the current context of increasing automation of industrial
processes and digital [5], the development of relatively low-cost remote-controlled
robotic platforms with programming interface is become increasingly necessary.

Following this premise, the present work proposes the development of a robotic
manipulator and its intelligent control, making it capable of recognizing gesture
commands through an algorithm based on the OpenCV computer vision library. The
robot will perform movements in response to the specific gestures detected by the
developed algorithm, from images captured by a camera. The system to be developed
in this work will allow a greater human–robot interaction and the possibility of
practical manipulations with the minimum of instructions to the operator.



Development of a Robotic System with Movements … 365

Fig. 1 General design of the proposed system

Figure 1 presents, in general, the system proposed in this work.
The general objective of this workwas to develop an intelligent control system of a

robotic manipulator controlled by gestures detected by a computer vision algorithm.
As shown in Fig. 1, a webcam detects the movements of a standard object manipu-
lated by the operator. From the OpenCV computer vision library, the image detected
by the webcam is treated and processed in order to identify the movements of the
standard object and to identify the commands to be sent to the Arduino microcon-
troller board which has a code responsible for receiving the commands and triggering
the command, robotic arm.

The following item deals with the computer vision and OpenCV library important
for understanding the work developed.

2 Computer Vision and the OpenCV Library

Computer vision is a field dedicated to high-level analysis, modification and recogni-
tion of images [3]. Its purpose is to determine what is happening in front of a camera,
and to use this understanding to control a computer or robotic system, or to provide
people with new images that are more informative or aesthetically useful than the
original images.

In computer vision applications, the open-source computer vision library
(OpenCV) is widely used because it is an open-source programming library with
numerous computer vision algorithms available in the literature and extensive docu-
mentation. It was initially developed as a research project by Intel Corporation in
1998 and has been available since 2000 [5].

OpenCV is divided into the following groups:motion analysis and object tracking;
image processing; structural analysis; pattern recognition and camera calibration
and 3D reconstruction. Computer vision applications need a preprocessing step,
encompassing image processing [6, 7]. Most of the time, the images you want to
extract some information from need to be converted to some specific format or size
and still need to be filtered to eliminate any noise.

In the present work, a computer vision application was implemented, which
consists of the development of an algorithm based on the OpenCV library, which
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allows the recognition of gestures, whichmade it possible to send specific commands
for the movement of the robotic arm.

3 Materials and Methods

3.1 Color Detection and Object Position

The present work deals with the development of a control system for robotic manipu-
lators based on gesture commands, using an object that will be detected by computer
vision. This applied technology aims to obtain information from an image using
hardware and software, replicating the human vision [8, 9].

The object detection process starts with the use of the OpenCV library, because
among its features, this library allows the process of “masking” the image in order
to “discretize” it in pixels that will correspond to a certain rule, which will result
in splitting the image into regions. The pixels of the pre-established RGB (red,
green, blue) color range are scanned, which will produce the binary effect on the
image where the rule’s pixel will have a value of 1, remaining white, and the pixel
non-belonging will have a value of zero, remaining black.

Figure 2 presents a diagram illustrating the process of triggering the roboticmanip-
ulator from detecting an image. A green ball was used as a standard object to detect
the commands to be sent to the robotic arm.

Initially, the green ball is placed in front of a webcam and is used to determine the
command to be executed according to the quadrants shown above. Python’s image
detection algorithm, based on the OpenCV library, makes it possible to locate the
ball’s position and its center. Once the chosen quadrant is determined, the algorithm
returns the appropriate command to be sent to the microcontroller that will start the
motors.

The grouping of these regions will produce image segmentation, a process applied
in computer vision to simplify image interpretation andused to locate object contours.
This process makes possible the application of the concept of invariant moment of
the image, technique present in image processing that allows, through calculations,
the definition of the total area of an object and consequently the geometric center of
the body referenced in the X- and Y-axes.

Thus, the identification of the position of the object located in the target quadrant
will follow a command to be written on the microcontroller serial port, which in turn
will drive the motors, leading to specific robot movement.
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Fig. 2 Overview of image detection process leading to robotic manipulator activation

3.2 Kinematics and Modeling

The main structure of the prototype is formed by the actuator base, arm, forearm,
mounting bracket. It also has as its main structure three degrees of freedom: the first
degree for manipulator rotation at its base, the second degree for arm movement and
the third degree for forearm movement.
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Fig. 3 Modeled robotic manipulator

Figure 3 on the left shows a design of the manipulator, with the location of the
motors showing the three degrees of freedom for robot movements.

The three detached motors are for the three degrees of freedom (left) and arm
segmentation for torque calculation (right).

4 Algorithm for Image Detection

The developed algorithm collects the commands to move the robotic arm, first iden-
tifying the parameterized color that will determine the movement to be detected.
After this, the algorithm identifies the image and draws an approximate circle on the
board. It then transmits the command to the Arduino microcontroller via the serial
port, and then the robotic arm activates. The object to be detected by the algorithm,
to determine the movements, is a green ball. The movement of this object relative
to the six quadrants displayed on the screen will determine the movements of the
robotic arm.

Figure 4 shows the human–computer interface that the operator sends the
commands to the system. The interface has quadrants that allow the user to send
commands to the arm, and the position of the object within each quadrant defines
the command to be sent.

It was defined that the object to be detected has the color green, because this color
has an easy perception in most environments. There are numerous combinations of
values that are recognized as some kind of green. Therefore, a range of values—a
lower bound and an upper bound—is defined within which the color is considered
to be green. Then, the radius of the circumference is calculated and its geometric
center (centroid) is identified. The program collects numerous radius samples of
the identified object, as some of the collected readings may be noisy. Thus, the
radius readings are compared to obtain the smallest possible radius for the object.
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Fig. 4 Scheme of quadrants of motion commands available to the user (author image Gabriel
Gomes)

After determining the center of the object, it is decided to inform on the screen
the direction of movement made by the user who controls the system through the
webcam (only if there is significant displacement made by the ball). The algorithm
recognizes commands given by the user from themovement of the green object (ball)
in 4 directions, being: north, south, east and west.

A total of four lines are drawn to delimit the quadrants; therefore, there are nine
quadrants in all. The quadrants adjacent to the side edges represent the commands
to be performed by the robotic arm, totaling seven commands—two for each of the
motors present in the arm. Already the three central quadrants emit the variable G to
signal the algorithm when the ball is in the three central quadrants.

In the last decision, one of the main aspects of the algorithm development is
to identify if the ball is in any of the determined quadrants. If true, a character is
transmitted via serial port to the Arduino platform. A communication protocol was
establishedbetween the image andmotiondetection algorithm for themicrocontroller
board responsible for sending the commands to the robotic manipulator motors.

5 Results and Discussion

To perform the concept tests of the robotic armmanipulation system, axismovements
were stipulated therein, in order to verify the accuracy of themovements commanded
by the computer vision algorithm.Angle deltas have been defined for themovements:
5°, 10°, 20° and 40° on each of the X-, Y- and Z-axes. These angles reflect the need
formore precise commandedmovements, alsowith greater pitch and therefore faster.
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Figure 5 shows a pair of tests performed, with a 5° angle on the left photographs
(85–90° on the Y-axis) and with a 40° angle on the right photographs (130–90° on
the X-axis). The starting position of the angle reference is shown to the left in each
pair and then to the right in each pair the reference after the movement performed
by the robotic manipulator (Fig. 6).

The tests performed to elucidate the positive points, but also the aspects that allow
improvements in the project actions, despite the accuracy obtained. Clearances and
structural points are critical in successfully executing the desired angle variations.
Since the commands were transmitted via the detection algorithm, the instructions
were successfully replicated in the robotic manipulator. To verify the functioning of
the prototype in relation to ambient light, a factor that affects the command detec-
tion algorithm, the tests were performed by checking the ambient light using a P7
photosensitive light sensor from GBK Robotics. This module makes use of the LDR
(“light-dependent resistor”) photocell sensor, which is a resistor whose resistance
varies with the brightness and incident light. Tests were performed by varying the
ambient light, measuring it through the described system and verifying the effective-
ness in detecting the movements of the object responsible for triggering the robotic
arm. The ideal illuminance operating ranges were then obtained for design between
450 and 550 lx, which is observed in conventional industrial installations.

Fig. 5 Color identification mask applied to the detected object
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Fig. 6 Demonstration of the movement performed by the stepper motor of the Y-axis, where the
movement of the motor is in the position of 85º–90º (left) and movement of 130º–90º in the X-axis
(right)

6 Conclusion

Was developed an intelligent control system for a robotic manipulator through the
use of computer vision. It was possible to develop the microcontroller firmware to
drive the robotic arm and the computer vision algorithm and to build the robotic
manipulator itself.

Initially, the proposal was to use Kinect for gesture recognition. Due to difficulties
with support due to the discontinuity of Kinect and its libraries, we opted to use a
webcam coupled with the OpenCV library. This enabled object detection, contour
extraction, and actual tracking and positioning. Thus, it became possible to apply
the control of the panel, the user interface of the proposed system, which receives
the gesture commands and successfully verifies their replication in the built robotic
manipulator.

The work allowed to define a methodology and a set of technologies and develop-
ment tools that can be applied to the development of other robotic applications with
gesture commands.

In the industrial context, where the training of programmers and operators is a
challenge, the work proposal may allow the programming or sending commands to
a robotic mechanism in a friendly way.

In the future, work may evolve into the context of a collaborative robot where
people, operators and other robots can collaborate to perform an industrial task. This
will require a system with sensors and actuators to provide safety for the operator
and those close to the robots.
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Lean Startup in a Commercial
Management Model Based on Digital
Marketing to Increase Sales
in Companies of the Health Food
Industry

Rafaela Lazo-Durand , Jose Rojas-Garcia , Carlos Torres-Sifuentes ,
and Carlos Raymundo

Abstract In 2018, theMinistry of Health of Peru reported that more than 50% of the
Peruvian population suffers from obesity. In total, 40% of the people affected by this
disease are in the metropolitan area of Lima. Moreover, a report by the newspaper
Gestión states that, on average, each Peruvian citizen consumes 52 kg of ultra-
processed food per year. These alarming figures show that a change in the lifestyle of
the citizens of Lima is necessary. It is imperative to increase peoples’ awareness of
the importance of leading a healthy lifestyle, which in turn means improving eating
habits and exercising. Given the increase of people with health problems caused
by poor nutrition, the manufacture of health products, such as nut butter, must be
natural, without added sugar, hydrogenated oils, added chemicals, or preservatives.
Nuts belong to the group of energy foods and eating them provides great health
benefits and helps fight obesity. They are a source rich in proteins and healthy fat,
provide energy, and contain vitamins and antioxidants, among other benefits. They
are also suitable for vegetarians, vegan, celiac, and diabetic people. Therefore, the
manufacture and sale of handmade nut butter is a business opportunity in Lima. To
prove this, the lean startup methodology was used, and through the development of
viable minimum products, the viability of the project was evidenced. The project
management bases of the Project Management Institute (PMI) are used as guidelines
to develop the project, and digital marketing tools are applied to make the products
known to the target market.
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1 Introduction

This paper aims to develop aminimumviable business plan using themethodology of
small business projects. To demonstrate the feasibility of a project for the sales growth
of a brand of natural nut butter in Lima, this paper proposes to use the lean startup
methodology, which allows companies to implement projects efficiently, minimizing
risks and maximizing success opportunities. In addition, the project will follow the
tools and techniques established by the Project Management Institute (PMI).

Thus, this paper proposes that natural nut butter, which provides great health
benefits and is an important source of vegetable protein and energy, are ideal for
diets based on healthy natural foods.

According to a survey conducted by IPSOS, a market research company, among
people between the ages of 18 and 70 in urban Peru in 2018, 60% care more about
their food, 32% exercise, and 55% care more about their personal [1]. Furthermore,
according to the same research company, in a study on the profile of homemakers in
Peru, it is concluded that 31% of housewives who follow a diet claim to do so with
the aim of eating healthy food, 23% to improve their health, 11% to lower their sugar
levels, and 2% to control anxiety and increase energy. It was also noted that 98% of
homemakers say it is important to eat food that is good for one’s health and 87%
agree that it is important to review the nutritional information of the products they
buy [1]. In conclusion, Peruvian consumers look for natural, nutritious and healthy
food when shopping.

2 State of the Art

In this project, the lean startup methodology will be used for the development of the
minimum viable product and its testing. Once approved, the commissioning of the
final product will occur and digital marketing tools will be used to reach the target
public and begin trading.

Lean Startup. Lean startup is an extremely popular method supported by
entrepreneurs, mentors and investors who participate in entrepreneurship courses
around the world. Companies using this method enter markets with a minimum of
viable products, so failure occurs quickly and at low costs, which allows them to
adapt their offers and business models to penetrate the market [2].

This methodology helps companies avoid the large-scale failure that often results
from the traditional development based on business plans. Therefore, losses are
smaller and, in the event of failure, it is easier to recover. In addition, entrepreneurs
can learn from their mistakes and less capital is required [3].
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DigitalMarketing. According to [4] social media currently plays a significant role in
the lives of most people. According to statistics, 93% of Russians using the Internet
use social media around three hours a day. For a long-time social media has not
only been a platform for communication, but also for users, an additional source
of information, a place to exchange opinions, and to seek entertainment, work, and
inspiration [5].

Project Management. Projects are essentially risky and project managers (PMs)
require various tools to succeed. Some of these tools are tangible, measurable, and
certifiable. PMs understand that a project involves the following five process groups
[6], which are considered in the latest edition of [7]: initiating, planning, executing,
monitoring and control, closing.

Lean startup in a commercial management model in a company from the health
food industry. In a sales analysis in a community, healthy food is put for sale at health
food stores and its impact on sales is analyzed. Due to the proximity of the health
products, people in the community began taking an interest in healthy eating and
they preferred healthy food to processed and industrial products [8]. This shows that
if people have access to health products, it is easier for them to be interested in a
healthy lifestyle.

Digital marketing in a commercial management model in the food industry.
Online shopping offers access to items from a global marketplace in e-commerce
space, increases customer value and builds sustainable capabilities. Consumers have
a tendency to buy items recommended by people they consider trustworthy. Over
the past decades, corporations such as Amazon, Alibaba, eBay, and Netflix have
become the main drivers of the modern economy. These corporations have stressed
the importance of building digital connectivity with their customers [9].

3 Contribution

3.1 Proposed Model

Based on the research and review of scientific articles [2–5], the lean startup method-
ologywill be used togetherwith digitalmarketing tools to promote advertising. These
will follow the project management guidelines described by the PMI for the sales
growth project of a company manufacturing and marketing nut butter in Lima. Thus,
the following tools will be used in each stage, as described in Fig. 1.

Definingneeds. Thefirst stepwill be the development ofmarket analysis to determine
the needs of the target audience. The determined market niche includes people from
the A and B socio-economic levels in the city of Lima, aged between 18 and 39,
who live in the geographical area known asModern Lima. According to the National
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Fig. 1 Project management model

Institute of Statistics and Informatics (INEI), there are 903,000 people from the A
and B sectors between the ages of 18 and 39 in the city of Lima.

Defining the products. At this stage, the use of the lean startup methodology is
suggested to test the butter currently on the market and receive comments and criti-
cism from current customers to improve and find defects in the products, to correct
them, and learn from them. With the use of this methodology, it is possible to know
if the people to whom the business is directed to accept the value proposition.

Process Generation. In this stage, lean manufacturing tools will be used to reduce
errors in the production process. In doing so, the plan is to use key performance
indicators showing the percentage ofwaste obtained during the process ofmaking the
butter and reprocesses. Moreover, the Kanban methodology is planned to eliminate
ongoing inventory and overproduction, reduce downtime, and improve delivery time.

Project Control. In this stage, the control andmonitoring of the activities designated
in the project and their compliance will be carried out.

Commissioning. In this stage, digital marketing tools will be used to reach potential
customers through socialmedia so that the brand is positioned in themarket. Thiswill
be achieved through stories, publications, the sponsorship of influencers related to a
healthy and natural lifestyle in social media, and a plan of promotions on significant
dates to achieve higher sales.

For this purpose, the use of digital marketing tools such as the following is
proposed:

• Advertising on social media.
• Investing in Facebook and Instagram advertisements.
• Using statistical analysis tools.

In Fig. 2, the steps for the implementation of the proposed model are detailed.
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Fig. 2 Implementation guide of the model proposed

Fig. 3 Indicators

3.2 Indicators

The indicators used before and after the implementation of the methodology are
mentioned and explained below (Fig. 3):

4 Validation

4.1 Case Study

The validationwas applied to TheButter Factory, a brand that belongs to the Peruvian
company, The Superfood Factory S.A.C., located in the city of Lima. It is a company
manufacturing, selling, and distributing handmade nut butter. It seeks to manufacture
100% natural products, without preservatives, sugar, or hydrogenated oils, to provide
its customers with quality products that contribute to their health.
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Fig. 4 Digital marketing application (As-Is)

4.2 Initial Diagnosis

The Butter Factory is a brand characterized by the various flavors of nut butter it
offers (currently, six flavors). Moreover, social media is its only sales channel, and
the network management of the company was basic, which did not contribute to the
expected sales growth.

Launching newflavorswas a simple process but onewith a lot of uncertainty on the
reactions of the customers. By contrast, the process of applying digital marketing—
a vital tool because sales are carried out online—was based on advertising some
images on social media and analyzing the results.

The model is shown in Fig. 4 governed the process of applying digital marketing
in the company. The results weremeasured according to the number of new followers
on social media owing to the company’s investment in advertising and, in turn, the
number of purchases.

4.3 Model Application

The lean startup methodology helped the company standardize the process of
launching new products by using social media surveys to validate proposals; the
Kanban methodology helped to sort products as pending, in process, finished, and
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validated. Once the proposal is validated, small batches called minimum viable prod-
ucts are launched to determine their success or failure based on feedback froma group
of strategic clients.

Conversely, a newmodel was proposed for the application ofmore efficient digital
marketing tools for the success of the sales of the brand, and this model enables the
registration and monitoring of returning customers. This model aims to create an
e-commerce system to simplify the sales process and make it more efficient (Fig. 5).

As can be seen in Fig. 6, sales of both peanut butter with cookies and cream and
sales of pack 4 that includes such butter, were increasing over the months. However,
the trend remains variable since there is only one sales channel. In total, the sale of
cookie and cream and pack 4 kinds of butter meant a total of S/. 2384.00 for the
company in the first 10 months of the year.

Fig. 5 Digital marketing application proposal

Fig. 6 Sales of cookies and cream flavored peanut butter
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5 Conclusions

The uncertainty in the launch of new products decreased considerably when imple-
menting the lean startup methodology. An annual sales growth of 15% is expected
with the implementation of e-commerce. The increase in the use of social media
entails an opportunity for the company, as social networking services and its delivery
service are currently the company’s only sales channels. It is recommended that the
company continue to innovate in the launch of new flavors to expand its customer
base and have a competitive advantage over competitors.

References

1. Álvarez, J.: Congreso: Perspectivas y Tendencias del consumo de alimentos en Latinoamérica.
IPSOS PERÚ. Obtenido de (2018). https://www.gcca.org/sites/default/files/2%20Perspectiva%
20y%20Tendencias%20del%20Consumo%20de%20Alimentos%20en%20Latinaom%C3%
A9rica.pdf

2. Cock, R.D., Bruneel, J., Bobelyn, A.: Making the lean start-up method work: the role of prior
market knowledge. J. Small Bus. Manag. 1–21 (2019)

3. Clement, T.: Excelsior-Henderson motorcycles: could lean start-up methodology have averted
a $100-million Mistake? Int. J. Entrep. Innov. 144–156 (2019)

4. Shabalina S., Shabalin E.,KurbanovaA., ShigapovaA.,VanickovaR.: Socialmediamarketing as
a digital economy tool of the services market for the population of the Republic of Tatarstan. In:
Digital Transformation of the Economy: Challenges, Trends and New Opportunities. Advances
in Intelligent Systems and Computing, vol. 908. Springer, Cham (2020)

5. Shabalina, S., Shabalin, E., Kurbanova, A., Shigapova, A., Vanickova, R.: Social media
marketing as a digital economy tool of the services market for the population of the Republic of
Tatarstan. Adv. Intell. Syst. Comput. 356–367 (2018)

6. Alexander, T., Caldwell, J.,Gonzalez,M.,Harvey,D.,Nye,B., Rodgers, C.,Washer,A.: TheRole
of Emotional Intelligence (EI) in Project Management Over the Next Five Years. Organization
Acceleration (2010)

7. PMBOK: sexta edición (2017)
8. Paluta, L., Kaiser, M. L., Huber, S., Wheeler, J.. Evaluating the impact of a healthy corner store

initiative on food access domains. Eval. Prog. Plan. 24–32 (2019)
9. Rajat Kumar, B., Angappa, G., Shivam, G., Shampy, K., Pradip Kumar, B.. Personalized digital

marketing recommender engine. J. Retail. Consum. Serv. (2019)

https://www.gcca.org/sites/default/files/2%20Perspectiva%20y%20Tendencias%20del%20Consumo%20de%20Alimentos%20en%20Latinaom%25C3%25A9rica.pdf


Lean Manufacturing Model Adapted
for Waste Reduction in Peruvian
Condiment Production Agri-Businesses

Axel Mesones-Guillén , Lizeth Palacios-Jesús ,
Edgardo Carvallo-Munar , Rosa Salas-Castro ,
and Luis Cardenas-Rengifo

Abstract The Peruvian export supply is primarily based on the segment of dressings
and condiments. This paper seeks to adapt leanmanufacturing tools using Poka-Yoke
techniques and process standardization, which may align with existing processes
to prevent production errors. This combination of tools is expected to reduce the
percentage of waste generated throughout the condiment production process. Subse-
quent to an initial evaluation of the current method combined with the application of
both the tools, 11.4% waste reduction was ultimately reported.

Keywords Lean manufacturing · Standard of procedure (SOP) · Scrap reduction ·
Poka-Yoke · Condiment production

1 Introduction

Perú ranks 16th among the suppliers of condiments and dressings to the USA.
According to the Commission for the Promotion of Peruvian Exports and Tourism
(PROMPERU) [1], mayonnaise exporters reported a sales of 2.5 million dollars in
2018. Therefore, waste levels must be reduced to maintain operating profitability.
However, as evidenced in a survey conducted by the National Society of Industries
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(SIN), this production is affected by the highmanufacturing costs of the product. The
study focuses on a small condiment producer with the waste rates of 40.39% in the
mayonnaise production process (dosimetry, liquefaction, and packaging process),
representing 12% of their monthly turnover.

The problem is evidenced by an indicator provided by the Food and Agricul-
ture Organization of the United Nations (FAO) [2], which defines average produc-
tion losses of approximately 28% for agro-industrial businesses, implying a gap of
approximately 12.39%. The key purpose of implementing an adapted lean manufac-
turing model is to use the combination of tools for the case study. On the other hand,
every process requires a preliminary study to reduce waste through the optimal use
of all resources [3]. Herein, the combination of tools is adapted to reduce waste in the
liquefaction process, as it reports 14.99% of waste, thereby generating the greatest
impact on losses in the different processes.

2 State of the Art

Implementing leanmanufacturing with continuous improvements in the agribusiness
sector generates greater process quality, safety, and productivity. Therefore, it is often
used for managing costs and increasing the quality of the production system [4].

Lean manufacturing is based on the principles aimed at eliminating waste and
maintaining coordination between processes [5], thereby operating with limited
resources in a production chain where costs not only can be reduced but can also be
improved [6]. In developing countries, even the implementation of lean is limited
to several factors that intervene in the success of the changes proposed [7]. These
barriers are present in companies, such as small and medium enterprises (SME),
where the lack of communication, leadership, commitment, and resources results in
long-term improvement proposals being usually discarded [5].

Nallusamy and Punna, in their small-scale manufacturing industry study,
addressed the problem of 25% capacity reduction due to process losses using lean
tools with root cause analysis [8]. Cauchick et al. provide a lean approach wherein
the project focuses on a Brazilian food processing company, obtaining an overall
productivity improvement of 17.5% [7]. Chutima and Ritprasertsri aimed their study
at reducing production times in a condiment line using lean manufacturing to boost
competitiveness and meet production goals. Consequently, total process times were
reduced by 47.76%, using an effort approach based on issue prioritization with
relevant causes.

2.1 Lean Tools

For the development of the proposed solution, the following tools are used in this
work:
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Poka-Yoke. Shigeo Shingo, who innovated this term, introduced simplemechanisms
to prevent errors and defects in production. These errors are classified based on
physical devices, functionality, and symbolism.There is also segregation of processes
for correcting the error on the spot (reagents) and for preventing errors (proactive)
[9].

Throughout the literature review, the possible correlation between human errors
and the potential problems thatmayoccur in the process is studied to suggest a process
improvement approach. Therefore, to obtain good results in the implementation, it
is necessary to assess the importance of the types of human errors in terms of the
solution based on their frequency and criticality [10].

As activities that systematically exclude the error are eliminated, the expected
error reduction for a Poka-Yoke mechanism is close to 100% because the problem
is detected at an early stage [11]. For a Poka-Yoke to appropriately work, it must
fulfill the following: have technical support for its implementation and changes in
working methods; maintain quality and safety in the process; maintain process-
related attributes, and maintain consistency for fault prevention [9].

Dhingra et al. [12] improved the process by reducing the impact of waste that
was preventing the demand from being met. At that time, waste was estimated to
cost 2,35,008 Indian rupees. Subsequent to implementing the Poka-Yoke tool, the
incidence of errors was reduced by 100%. Vinod et al. [9], while reviewing the
Poka-Yoke method, observed a relationship between this lean tool and the DMAIC
methodology; therefore, they encouraged further research and studies to accomplish
goals pertaining to productivity and the reduction of variability and incidents. Ahmad
et al. [11] implemented a Poka-Yoke that not only guaranteed operator safety but also
generated a 55% decrease in hazardous incidents for employees as well as for the
process itself.

Standard of Procedure (SOP). This technique identifies areas or processes wherein
methods or sequences could be improved to reduce process waste. For operators to
understand the SOP registration document, the SOP documentmust be supplemented
with instructions that facilitate understanding and help the resources adapt changes
in a quicker manner [13].

Process standardization is defined as a set of instructions that clearly show the
user how to sustainably achieve the results desired by the organization under standard
conditions. These documents are only suitable for repetitive tasks. On the other hand,
these are dynamic documents that reflect changes in work practices. If they are not
modified on a timely basis, they can quickly become irrelevant or produce potential
risks [14]. The standardization flow required is based on continuous improvement,
which should govern the future proposal, along with any corresponding corrections
[15].

In another study, Nallusamy and Saravananwere able to reduce lead times by 35%
in a small business through standardization, thereby increasing customer satisfaction
and productivity (owing to lesswaste generated). Costa andBragaça stated the advan-
tages of process standardization while observing the working of these processes, as
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well as their maximum capacity, and how collaborators can be assisted so that they
can maintain certain activities while performing their process sequence.

Naravanan et al. [6] further demonstrate that using leanmanufacturing through the
standardization generated a 28% increase in the process efficiency at an agro-industry
company.Mor et al. [13] also performed a process standardization in amanufacturing
company wherein a 65% increase was reported in the total productivity, thereby
evidencing how this lean tool may reduce activities that do not add any value to the
processes and negatively impact the economic aspects.

2.2 Pre-assessment Tool

Systematic Interview Technique. To determine which part of the process requires
modification, the system uses three phases (based on item prioritization). This assess-
ment tool implements a hierarchical change in a systematic way, wherein a current
situation can give way to a proposal that adds value to the selected process.

Miyagawa et al. [16] through statistical process monitoring concluded that while
separating water and oil during the mayonnaise production process, a very impor-
tant factor that contributes to destabilization is the exposure of the product to room
temperature. In addition, the use of certain ingredients (egg yolk) can reduce this
process affectation. As there is a factor that influences the production of mayonnaise
itself, it is relevant to perform a preliminary evaluation to obtain better results prior
to introducing process modifications.

3 Contribution

Based on the literature, lean tools are frequently directly used in processes that require
improvement. Furthermore, the existing standardization trends generate process
modifications based on their current situation. However, the International Labor
Organization (ILO) recommends conducting a previous assessment of the structure
used for current activities so that the tasks can implement a relevant improvement to
the problem.

Therefore, an adaptedmodel is used based on themodels proposed in the literature
review coupled with the previous assessment to mitigate the impact of the changes
proposed.

This comprises three phases as shown in Fig. 1: (I) initial phase, (II) middle
phase, and (III) final phase. The first phase is the evaluation of the current situation
to determine the points of improvement for the process assessed. The second phase
corresponds to the application of techniques to the process that will be modified with
the new components, as well as the changes applied to the existing process. The final
phase involves the preparation of a document wherein the processes are standardized
and can be replicated in the future, contributing to the continuous improvement of
the condiment production process.
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Fig. 1 Adapted proposed model. Note The gray squares are new components; whereas, the blue
square is the modified component

3.1 Components

Systematic Interview Technique. During the initial phase I, the systematic eval-
uation is conducted as the different possibilities are required to be prioritized in a
predetermined order. In this way, studymethodsmay be conducted based on the basic
conditions suggested by the ILO to achieve good results. To proceed with the subse-
quent stage where modifications to the current process are proposed, it is important
to reduce the complexity of process activities.

The deliverable for this component includes changes to the current method being
assessed, which may be evidenced using a flowchart.

Poka-Yoke. The reason for using Poka-Yoke is the need to grant operators less
control over the activities conducted as well as facilitating the vision of the order and
sequence corresponding to the production in the process. Therefore, subsequent to
the changes provided in the initial phase “I”, operators may be able to adopt the new
process guidelines during the middle phase “II”. Furthermore, the Poka-Yoke tool
provides visual support that prompts the operators of critical activities and those that
have become critical due to modifications.

The Poka-Yoke introduced in this component will be visual, and it must reduce
process variability subsequent to implementing the proposed changes. To measure
the results, an error incidence indicator is used as follows:

Error incidence = Number of occurrences of the error to be prevented using Poka-Yoke
(1)

Checklist. The checklist is another tool that complements the middle phase “II”.
With the help of this tool, the critical activities performed by the operator may be
reviewed for compliance with process parameters. In addition, Poka-Yoke may also
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be consolidated as a change in the current process. As a result of the complementation
of the tools, expected actions are achieved by the operators in their work.

SOP. In the final phase “III”, process modifications and aggregate values are consol-
idated through an SOP document for the new procedure adapted to the proposed
tools. At this stage, all key process players would already be acquainted with the
SOP document, as well as documenting all activities for future replication (e.g., to
address staff changes or to introduce modifications to the model proposed).

In addition, this phase also defines objectives, process owners, scoping, activities,
and all documentation required and generated during the process. In other words,
this phase provides an overview of everything this tool implies.

3.2 Case Study: The ABC Condiment Production Company

ABC is a Peruvian company that produces condiments, salad dressings, dried mash
potatoes, pasta, and beverages targeted to socioeconomic sectors B, C, and D. Over
the last two years, it obtained new contracts that allowed it to increase its capital and
invest in plant improvements to meet production levels.

The condiment production line at ABC accounts for approximately 90% of the
total sales. Based on the data from 2018, within the condiment varieties produced,
mayonnaise generates 66% of the average monthly revenue, which is why this study
focuses on this product.

3.3 Current Problem Indicators

ABC’s currentmayonnaise process exceeds thewaste limit established byFAO(28%)
as it produces 40.39% waste. Among the three primary production processes, the
liquefaction process contributes to 20.15% of the average waste.

Taking this into consideration, the causes that considerably affected the process
in terms of economic matters were determined, thereby concluding that 37.44% of
monetary losses were due to sequence errors when placing the ingredients in the
mixer (liquid ingredients must be placed before solid ingredients).

The current values that determine the foundation for subsequent validation are as
follows:

• Average weekly losses due to sequence errors: 20.21%.
• Process losses associated with sequence errors: 14.99%.
• Incidence of sequence errors: 11.33 times per batch.
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4 Validation

In agribusiness companies, the processes contemplate unique product characteris-
tics, which must also be achieved when consumed under regulated standards. For
condiments such as mayonnaise, an oil–water emulsion contains a large percentage
of the oil as the primary element. The separation of these elements easily occurs
during the preparation of the product; therefore, special care must be taken when
adding ingredients to the mixer, especially those ingredients acting as emulsifying
agents, as they allow the mayonnaise mixture to remain stable.

Therefore, the scenario shown focuses on the proper use of emulsifiers in the raw
material liquefaction stage to obtain the final product in the sequence established by
the company.

4.1 Scenario Presented by the ABC Company

The proposed model was validated through a pilot test in the liquefaction process
during the two-week period when more than 50% of the monthly production is
accomplished in the ABC company. For 30 batches, an order of 18,524.5 kg was
arranged.

In this test, a change was introduced to the order of the ingredients, grouping
activities to reduce the number of steps to perform the liquefaction process. In this
way, during the middle phase “II”, the implementation of the visual Poka-Yoke was
favored by adapting the process to the proposals.

Furthermore, the reduction in complexity of the process favorably impacted the
error incidence indicator in the sequence because the operators had not only the
Poka-Yoke mechanism but also a checklist and a counter to connect each step of the
liquefaction process with the corresponding ingredients.

Finally, the procedure was documented based on the results from the final phase
“III”, wherein both the method changes and the tools were added to the mixing
activities performed. Moreover, the records that were to be created, now that the
wrong sequence indicator was known, were also considered.

4.2 Results

Comparing the current process without modifications against the literature review, a
55% decrease in error occurrence and losses is expected.

Table 1 shows that the study was unable to achieve the desired indicator value for
weekly average losses and process waste; however, a 59.84% decrease was reported
in sequence errors.
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Table 1 Obtained results

Indicator Obtained results

Current Expected Validation

Weekly average waste (%) 20.21 9.20 11.40

Decrease in the liquefaction process (by sequence errors) (%) 14.99 6.67 8.77

Sequence errors (batches) 11.33 5.16 4.55

Note The weekly average is based on the weekly data obtained according to the results for the
period of time, and process waste is given by the relationship between the process losses and the
total number of kilograms entered during the period

Regarding the weekly average waste reduction due to sequence errors, a 43.59%
decreasewas reported, implying an 8.81% reduction from the current total of 40.39%.
Therefore, process waste now accounts for 31.58%, i.e., only 3.58% above the
average limit established by the FAO.

5 Conclusions

According to the data obtained when validating the adapted model, it is possible to
reducewaste during the liquefaction process by reducing sequence errors in the activ-
ities performed by the operator through lean and systematic interview techniques.
Although the average process waste percentage was not reduced to a value lower than
the limit established by the FAO, the possibility of assessing new scenarios would
lower the waste generated to values closer or below this limit (28%). The efforts
could be focused on other mayonnaise production processes that were not included
in the validation performed. The standardization process itself coupled with new
activity components generates resistance to change.

Therefore, certain controls must be established to ensure that the new parameters
are met and, in addition, to evaluate the implementation of periodic training for both
current and future operators. These aspects should be taken into account in future
scientific research work on this subject.
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Abstract This study proposes a production model that increases the manufacturing
capacity in a small and medium-sized enterprise (SME) of garments with an aim
to reduce the nonfulfillment of order deliveries. An assessment has been done and
waiting times between production processes have been identified, along with defec-
tive products and inefficient work methods. This study proposes the design of a lean
manufacturing model under the change management approach, whose methodology
comprises five phases. In phase 0, awareness and training sessions are conducted
(change management). Then, phase 1 reorganizes the work area (plant layout re-
distribution and 5S) and phase 2 seeks better workload balances (line balance and
Heijunka implementation). Later, phase 3 standardizes work methods (standard-
ization). Finally, the proposed model will be validated to determine whether the
selected operating tools are supported by the awareness that contributes to increasing
production.
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1 Introduction

Globally, theAsian andCentralAmerican countries,which are considered as themain
competitors of Peru in the textile sector, have strengthened their market positions
owing to their lower labor costs. Another key aspect is that China is currently the
main garment supplier in Peru, representing 70.3% of the total incoming imports
for the country, because of high nonwage labor costs and labor market rigidities,
which depend mainly on the workforce, as suggested by ADEX [1]. One of the
main constraints is the several tariffs that the domestic producers are required to
pay to import their raw materials; these tariffs are not properly returned (drawback).
However, incoming of finished products from China is exempted from tariffs. This
situation hinders the growth of the Peruvian textile industry and has become an area of
concern for small and medium-sized enterprises (SMEs); in addition to tax burdens,
SMEs also face significant labor and environmental cost overruns. The latter takes
place due to subsidies, implementation of promotional mechanisms, more flexible
labor regimes, and the creation of free trade zones. INFOTRADE [2] reports on the
main products exported by the textile and clothing sector of the country have revealed
a decrease in exports in comparison to that in 2012.

The basic economic pillars of Peru focus on the mining, agribusiness, and textile
sector [3], thereby increasing the country’s international presence and global compet-
itiveness. However, these sectors are still weak from the viewpoint of produc-
tivity. According to the Ministry of Production (PRODUCE) [4]. Hence, it can be
concluded that Peruvian clothing companies must take action to successfully address
the decrease in export and prevent them from affecting their economic situation.
On the contrary, the main export destination for Peruvian clothing is China, which
currently represents 22% of all clothing-related exports [5].

It should also be noted that Peru has lost export presence globally. However, there
are indications of a slight economic recovery. Starting at the end of 2017 and to
2018, Peruvian clothing exports approximately totaled US$435 million, reporting
an increase of 11.9% during these months, as well as the USA and Ecuador as their
main export destinations [6].

2 State of the Art

2.1 Production Model in SMEs in the Manufacturing Sector

SMEs play an important role in developing the economy due to the large percentage
of employment they generate and GDP they represent. Nevertheless, the production
models often used SMEs do not consider innovation, quality, or learning changes,
which places them at a great disadvantage against large companies. Within this
context, the incorporation of new technologies will significantly help in overcoming
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these issues. In fact, all SMEs would benefit from implementing quality-oriented
management changes and innovations as central strategies [7–11].

2.2 Lean Manufacturing Tools in SMEs Operating Within
the Manufacturing Sector

According to the literature, SMEs should implement lean manufacturing techniques
to successfully deal with problems such as low production capacity, nonfulfillment of
order deliveries, a high percentage of defective products because these toolsmay help
them increase their productivity and sustainability. For these purposes, the manufac-
turing industry recommends using the 5S methodology, which is a lean tool focused
on improvingoperative performance. In fact,worldwidemanufacturing studies reveal
positive results regarding its contribution to the improvement in quality, production,
safety and work environment processes, yielding fast returns at low cost [12–14].

Since a quick response capacity is always required, lean practices seek to meet
high quality and service demands from customers.

3 Contribution

3.1 Proposed Model

The model has been structured in three blocks according to the PDCA cycle (Fig. 1).
The upper block includes variables grouped under the plan. The main process flow,
which allows production to take place, is shown along the central part in the do
block, covering the different activities that production management must perform to
generate the product. The third block corresponds to the check/act actions, which
include production management monitoring and assessment against the objectives
and plans, and corrective and preventive actions.

The proposedmethod aims to reduce order delays for SMEs, reducing bottlenecks
in cycle times and thereby increasing production capacity. When compared against
other models, this model includes an initial change awareness stage to avoid any lean
tool implementation issues that may arise. As can be seen in the model, production
management begins and ends with the customer, represented by marketing and sales
management. Therefore, the customer is displayed both on the right and left sides
of the chart. Next, the chart details the requirements of the customer. This becomes
the input for the production management system (represented in the diagram inside
a rectangle). This input enters through the plan top block. The requirements from the
customer form one of the foundations both for product design and development and
for planning the supply of demand.
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Fig. 1 Production management model

Theproductionmanagement process starts in the plan block.Thefirst step includes
product design and development that seeks to obtain simple and robust designs,
wherein the most appropriate parameters are optimized and controlled, and the
highest quality is achieved at minimum cost (Fig. 2).

Planning Process: Absence of new product designs. Plant layout distribution
modifications have been implemented without considering the process flow. There
is an obvious disregard for production scheduling (last minute “urgent” orders are
introduced). In addition, there is no effective communication between production
management and marketing/sales management; therefore, the wrong products are
often manufactured or the company receives complaints from the customer because
specifications were not followed as requested.

Production Process: Clear presence of bottlenecks. The company keeps a high
inventory of in-process products to cover “emergencies.” There is little automatic
inspection. In addition, no operation standards have been defined; therefore, opera-
tions are conducted based on experience or routine (operators work as they consider
suitable). There is a significant number of delayed production orders. There is no
task standardization.

Control Process: There are no idle time records and process control systems
are virtually nonexistent. SMEs are focused on assessing performance based on
units produced per each hour worked (a paradigm based on the notion that greater
production leads to greater profitability). This approach to productivity implies that
all management efforts are aimed exclusively at meeting production goals.
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Fig. 2 Proposed model

Continuous Improvement: There is no motivation for making improvements to
the production process. No awareness of analysis and improvement tools. In general,
the concept of waste is not considered.

3.2 Proposed Method

To ensure guarantee a successful and ideal method implementation, a step-by-step
implementation guide was prepared (Fig. 3).

3.3 Indicators

Using these formulas, a proper performance analysis will be conducted to assess the
effectiveness and impact of the design described above so that the sector companies
may determine the efficiency of the implementation of this design.
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Fig. 3 Proposed method

Attendance percentage. This indicator measures meeting and training session
attendance percentages.

Number of Sessions Attended

Total Number of Sessions
(1)

Commitment compliance percentage. Percentage of orders completely fulfilled
over the scheduled time.

Scheduled Time

Actual Average Time
(2)
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Percentage of On-Time Deliveries. Percentage of orders delivered on time over
total deliveries.

Number of Orders Fulfilled on Time

Total Number of Scheduled Orders
(3)

Efficiency. This indicator shows cycle time efficiency in terms of costs.

Results Reached

Total Costs
× Invested Time (4)

4 Validation

Tovalidation of the study regarding the leanmanufacturingmodel, itwas possible due
to granted the appropriate permissions from responsible authorities of the Peruvian
textile SME.

The case study focuses on a Peruvian textile SME that manufactures baby
garments, such as onesies, bodysuits, polo shirts, and pants. To better understand
the business and evaluate sales behavior, this assessment focused on the product
which records the highest demand and, in turn, represents the highest revenue for
the company. The bestselling product is one-piece rompers or onesies.

The implementation is conducted in three phases: job description reorganiza-
tion, a grouping of sequential activities and production balancing, and work method
standardization. In addition, there is a phase 0, i.e., awareness and training.

4.1 PHASE 0: Awareness and Training

This phase is common to all phases since change resistance needs to be reduced
and employees need to get involved with the project to successfully implement any
changes or establish new things within the organization.

For these purposes, the following five application steps were followed: (1) Needs
or Training Requirements Detection, (2) Training Program Design, (3) Resources,
(4) Implementation, (5) Final Evaluation.

4.2 PHASE 1: Job Description Reorganization

There are some engineering tools that help us reduce high displacements and
movements that do not add value to the product.
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Fig. 4 Initial takt time

Fig. 5 Takt times after phase 1

Next, the study seeks to detail the development, execution, and monitoring
of improvement activities, according to the scheduled dates, with evidence and
indicators assessed throughout the process. Current processes were evaluated to
identify which areas are above takt times. Then, improvement opportunities were
proposed and training sessions on plant layout distribution and 5S implementation
were provided (Fig. 4). Based on the research project features, classification, order,
cleaning, standardization, and discipline activities were implemented, which reduced
takt times in the cutting and finishing areas (Fig. 5).

4.3 PHASE 2: Grouping of Sequential Activities
and Production Balancing

In this phase, production line workloads were assessed. Using the Arena software,
the authors conducted a simulation of the proposed production model to balance
production lines and obtain a more efficient production. In this manner, this study
demonstrated thatmanufacturing area timesmay be reduced after the implementation
of the proposed model (Fig. 6).
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Fig. 6 Takt times after phase 2

4.4 PHASE 3: Work Method Standardization

This phase seeks to sustain the implementation developed as production variability
can be reduced through work standardization. For these purposes, work instructions
were developed for different process areas. These forms will be implemented during
the manufacturing process of the sample product.

5 Conclusions

Two main causes were identified for nonfulfillment of orders delivery, namely high
manufacturing times and a high number of reprocesses. However, after implementing
the proposed model, 86% of the problems were solved. The resistance to change
exhibited by operators is a critical factor that can affect the viability of the model
since it prevents 100% of project completion. The proposedmodel reduced operation
times and determined the number of operators required at each workstation to reduce
cycle times.
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Abstract In Peru, companies within the textile sector encounter problems such as
a decrease in the contribution to an industrial gross domestic product from 10.6 to
7.5%, a decline in financial credits by about 0.7% p.a., and the direct competition of
Central American countries across the textile chain. The finishing of fabrics shows
theworst performance, with losses of a 38.8% variation in industrial production and a
7.5%growth rate per textile industrial sector. In this scenario, a strategic lean procure-
ment model based on 5S and supplier approval was designed. The lean objective is
to streamline workflow in the raw material warehouse that generates excessive lead
time to production and leads to unplanned downtime. In addition, supplier approval
boosts procurement efficiency and provides strategic value in assessing and planning
raw materials to ensure efficient supply. The model is validated through a case study
involving a textile small and medium-sized enterprise (SME), and drastic improve-
ments are made. These improvements address the problem of unplanned downtime
by reducing its incidence and making economic contributions to the company.
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1 Introduction

Across the world, textile and apparel industries have a high turnover rate and low
industrial margins, and their competitiveness depends on reliable logistics, trans-
portation, and delivery services [1]. Textile companies in Peru face a major problem
in raw material supply because they are forced to import most resources, thereby
raising logistics costs [2].

To support the competitiveness of Peruvian textile companies, the Peruvian
government has implemented several customs systems to improve commercial
promotion in new export destinations [2]. The first successful case is related to a
standardized procurement system of textile exporters, where just-in-time manufac-
turing and procurement standardization processes are used. As a result, the system
reduced five types of waste and expanded exports by 15% [3]. The second case is
the application of the six sigma methodology to the internal processes of a clothing
manufacturing company, which delivered 50% of the savings of former losses [4].
According to Jorge Luis Vidal, dry cleaners’ success is based on the use of manage-
ment skills to control the textile chain because the flaws thatwere not fixed in previous
stages are exposed in this phase of the process [5].

The purpose of this study is to reduce textile SMEs’ unplanned downtime causing
economic losses, which could be used to foster development and growth. Faced with
this problem, a strategic lean procurement model is introduced based on supplier
approval and the adoption of 5S in warehouses.

2 State of the Art

2.1 Supplier Approval in Procurement Models in the Textile
Sector

After reviewing the literature concerning the first research topic on supplier approval,
we found that the problem is addressed through different solution approaches.
Considering the evaluation and performance of textile suppliers, several authors
have proposed multi-criteria decision-making models based on TOPSIS, Best Worst
Method (BWM), the Fuzzy Interference System [6–8]. Considering the flexibility
required for supplier approval in procurement areas, some authors determine that
the implementation of fuzzy tools streamline the decision-making process [6, 8].
However, the BWM adopts a more structured method for evaluating and comparing
sets to produce more reliable results [7]. Moreover, another author notes that a two-
dimensional or Kraljic matrix based on uncertain criteria produces a model to solve
the problems involved in sorting strategic suppliers [9].
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2.2 Application of the Lean Approach to Procurement
Models in the Textile Industry

We analyzed scientific papers concerning the lean approach and found that the
goals are similar. Considering warehouse efficiency and textile supply, some authors
propose 5S, hybrid 5S, or Kaizen [10, 11]. Another author proposes value stream
mapping for textile management in the areas of production and planning; however,
the leaner approach in this sector will have both positive and negative effects because
it will reduce lead time and waste but will cause stress to employees [4]. In prin-
ciple, these concepts reduced waste and costs [4, 10, 11]. Based on the feedback for
a successful model, one author proposes that the model be aligned to the Deming
cycle (PDCA) to share knowledge with the involved parties and thereby enhance
procurement performance autonomously [12].

3 Contribution

3.1 Overview

Model proposed. The model proposed is shown in Fig. 1 and is developed from the
state of the art analysis to propose a solution model based on the problems faced by
the textile sector and their distinctive features.

Fig. 1 Strategic lean procurement model based on supplier approval



404 M. Ramirez-Mitma et al.

Fig. 2 Implementation guide to the model proposed

3.2 Process View

Figure 2 shows the implementation of the model proposed, which may be applied to
any case study that meets the distinctive features mentioned in the introduction.

3.3 Indicators View

To control the functionality of the model in any case study, the indicators should
examine the description, periodicity, area in charge, impact, evaluation limit (traffic
light), and calculation method and scale so that any employee may obtain efficient
information.

The indicators proposed will have a direct impact on the decrease in unplanned
downtime caused by raw material supply (Figs. 3 and 4).

Fig. 3 Indicator No. 1: volume of purchased raw materials
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Fig. 4 Indicator No. 2: quality of the purchase orders issued

4 Validation

4.1 Case Study

To validation of the study regarding the Lean Procurement, it was possible due to
granted the appropriate permissions from responsible authorities of the Peruvian
company Corporación Textil del Sur (COTEXSUR).

ThePeruvian companyCorporaciónTextil del Sur (COTEXSUR)has successfully
operated in the textile industry for over a decade. This company offers textile dyeing
and finishing services at national and international levels. It also has cutting-edge
machinery and a laboratory to develop laboratory dips to meet each customer’s
specific needs and quality in agreement with the colors approved.

4.2 Initial Diagnosis

The model is implemented at the textile company Corporación Textil del Sur S.A.C,
and the areas involved in the validation process are logistics-procurement and ware-
houses. The initial symptom of production downtime is shown in the 2018 Pareto
chart (Fig. 5). The lack of raw material loading and reprocessing of raw materials in
poor condition constitute unplanned downtime.

We then diagnosed the areas involved in the main causes of unplanned downtime
and determined, based on the indicators included in the model proposal, that the
volume of purchased raw materials stood at 39%, the quality of purchase orders
issued amounted to 77%, downtime for stock-out totaled 32 min, and inventory
turnover stood at 3.15%.
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Fig. 5 Pareto chart for downtime

4.3 Application of the Model Proposed

4.3.1 Plan Phase

Decision-making team. The decision-making team is formed to define the supplier’s
approval criteria.

Identify supplier approval criteria. The criteria are identified based on predeter-
mined Fuzzy TOPSIS evaluation criteria.

Procurement planning. Procurement is planned based on the meeting with the
WarehouseManager and consideration of three types of products: frequent (weekly),
low turnover (bimonthly), and inactive (when there is no more stock). A table
including all chemical products is compiled and will be filled based on the usage
frequency of the type of product.

5S diagnosis in the warehouse. According to the evaluation made of warehouse
areas, we considered implementing the 5S methodology to reduce the downtime and
lead time caused by the shortage of supplies.

4.3.2 Do Phase

5S implementation (Figs. 6, 7 and 8) (Table 1).

• Seiri (sort)
• Seiton (straighten)
• Seiso (shine)
• Seiketsu (Standardize).
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Fig. 6 Before and after Seiri photos

Fig. 7 Before and after Seiton photos

Fig. 8 Before and after Seiso photos

Table 1 The self-discipline of the 5S proposed

Self-discipline

• Perform 5-minute shine tasks per work shift (day and night)

• Assess the 5S audit on a weekly basis, and once a six-point score is reached, perform it on a
monthly basis

• Return the type of raw material used to the related shelf based on whether it is a chemical
input, dye, or industrial salt

• Provide evidence to show the improvements achieved
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The initial score obtained in the audit on the status before 5S was 20 points,
a critical score. After the implementation, the audit scored 49, a significant
improvement in the area.

• Shitsuke (Sustain).

Check-act phase

The Fuzzy TOPSIS [13] arithmetic method is adopted according to the criteria
defined during the planning phase. Standardization, distance, and ranking are calcu-
lated for both cost and delivery models (Fig. 9). These coordinates are subsequently
expressed in a two-dimensional matrix explained by an author [13].

This matrix is considered the action plan in supply and procurement policies
(Table 2).

We then assessed the impact of the improvement in the indicators calculated
concerning unplanned downtime (Table 3).

Fig. 9 COTEXSUR cost and delivery two-dimensional matrix

Table 2 Model indicators before and after implementation

Indicators Results before implementation Results after implementation

The volume of purchased raw
materials (%)

39 34

Number of purchase orders
issued (%)

77 80

Downtime caused by stock-out
(min)

32 20

Raw materials turnover (times) 3.15 4
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Table 3 Impact on unplanned downtime

Month # monthly cases of downtime
before implementation 2018

Month # monthly cases of downtime
after implementation 2019

August-18 329 August-19 320

September-18 342 September-19 308

October-18 397 October-19 293

5 Conclusions

Productivity in logistics areas was improved because these areas were the top issues
that caused 80% of downtime according to the Pareto chart. Lead time for raw
material was reduced from 32 to 20 min owing to the efforts made through the
implementation of 5S and the agreed-upon warehousing processes. The decline in
downtime for the first, second, and third months stood at 9, 12, and 15, respectively.
This paper encouraged innovation in supplier management because a Fuzzy TOPSIS
tool is used to replace obsolete forms that assessed two or three ambiguous criteria
applied by the company studied.
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Abstract Thisworkproposes amodel that seeks to increase small andmediumenter-
prises (SMEs) productivity throughdigital transformation (DT), using its three funda-
mental pillars, beginning with a change in the organization’s mindset. This process
alters the manner in which business is conducted, from production to delivery of
products and services, to offer a better customer experience, which changes through
the use of technology. The business model may change as a result of the application,
which aims to increase the reach through data collection, thus getting to know the
customer base and utilizing the trends generated by the information analyzed. This
model consists of three stages. In the first stage, the inventory stocks aremade known;
then, the demand is observed; and a database is created or added, depending on the
case. The second stage comprises storage of customer information, order confirma-
tion, online sale, order fulfillment, stock update, and distribution. In the third stage,
the product is delivered, and customer satisfaction is assessed. The database of this
process allowed the stock control time to decrease by 91%, likewise, the time of
income of products to the inventory is reduced by 93%.
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1 Introduction

Since 2012, e-commerce sales have tripled in the Latin American region, bringing
in about 40 billion dollars. Moreover, Perú shows a higher growth compared to other
countries in the same region. According to a consultancy, this growth could annually
reach 30.2%. Furthermore, it is known that 51.7% of Peruvians frequently use the
Internet, which drives companies to consider new alternatives to increase their sales.

In the last three years, companies that belong to the traditional commerce sector
have evolved to adapt to newmarket trends, therebymanaging to launch e-commerce.
According to the National Institute of Statistics and Computer Science, around 1000
companies join new forms of marketing per year, while about 70,000 were created
only in the last quarter of 2018, i.e., a small percentage is present in e-commerce.

The ways in which consumers purchase have changed, and now, around 6 million
users prefer to make purchases online, whether due to accessibility, speed, or
convenience. According to the Lima Chamber of Commerce (CCL), they repre-
sent 31% of the total number of potential customers. However, a problem prevails
within the remaining 69%, as they exhibit distrust while making online purchases;
such purchases do not materialize on many occasions due to the fear immersed in
customers relating to product compliance, lack of communication, distrust about the
authenticity of the product data, etc., in addition to lack of knowledge about ways
to use an online payment method [1]. Hence, new methodologies that resolve these
problemsmust be implemented. According to the CCL, Peru is experiencing a period
of growth of 30% of the national market; the country’s e-commerce is likely to grow
at a constant value with an annual growth rate of 12% until 2020 [2].

SMEs are challenged by resource constraints and lack of guidance on the benefits
realization of digital transformation (DT), which is important, as digital innovation
based on data is employed to improve existing processes and change the business
model or reinvent it [3]. The lack of emphasis on digitalization in Peru is concerning,
as, in several of the most digitalized European countries, 33% of the inhabitants
are somewhat resistant to change due to lack of knowledge [4]. In Peru, companies
establish 0.7% of their income in DT, which directly seems to affect productivity [5].

Given the loss of customers and the decline in sales, the aim is to capitalize
on these tools through a model based on DT to increase productivity and achieve
greater economic benefits, along with total quality management (TQM) and lean
methodology to support management to facilitate better services and to optimally
utilize marketing channels.
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2 State of the Art

2.1 Digital Transformation in SMEs

In the modern digital economy, SMEs are constantly being challenged by digital
enterprises that continue to alter the manner in which business is conducted [6].
Hence, there prevails a need for a structured framework and a tool to support the
SMEs to adjust their organizational strategies to environmental changes in the digital
age. As SMEs, particularly, face several challenges in transforming their business, a
structured and easy-to-use approach needs to be developed that considers the chal-
lenges and opportunities of an SME such as limited resources or high flexibility,
enabling a higher potential for success [7]. As a result of the implementation, the
tools were extended to include all the relevant business aspects of a company, such as
marketing, processes, change management, and innovation; this enabled an innova-
tive thinking approach, alongwith a focus on the impacts of the digital era [8]. In turn,
an approach involving the underlying one was developed because the complexity of
DT projects becomes manageable when using action elements that are understood
and guided by support units adapted to SMEs, as it begins with the basics, builds stan-
dardized, practical tools for SMEs in a specific industry, incorporates participatory
formats for a better scale, and considers a neutral position when selecting a solution
[9]. Conversely, another case study proposes a service-oriented portal dimension,
which consists of portal maintenance service, B2B function, and cloud computing,
which significantly influence organizational performance and company productivity
[10].

2.2 Total Quality Management

The concept of total quality has been studied and applied in different companies
to improve quality performance. TQM’s goal is to achieve superior quality through
the participation of all organizational areas. A 2019 study indicates that TQM prac-
tices can positively improve competitive performance, as well as the quality, cost,
and delivery performance of a product [11]. According to many researchers, TQM
generates value through a variety of benefits. In this way, it is possible to achieve a
better understanding of customer needs, enhance problem-solving, improve customer
satisfaction, facilitate better internal communication, develop a stronger relationship
with suppliers, generate less waste, facilitate greater employee commitment and
motivation, and make fewer errors [12].

The success of TQM depends not only on the adoption of its attributes but also
on complementary factors that are apparently not related to TQM; thus, it can be
deduced that it requires a culture that is receptive to change, leadership qualities, and
motivation to make further improvements; it is difficult to imitate complementary
resources without these intangible factors [13]. The core of TQM’s ability to create
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value is its power to efficiently utilize specific valuable knowledge at all organiza-
tional levels. This contribution to knowledge creation leads to improvements in some
distinctive company skills such asmanagement skills, employee knowledge, external
cooperation skills, development of collective consciousness, organizational commit-
ment, stimulation of the organizational learning process, and speed and flexibility in
the new product development [14].

Previous research shows that the choice of human resource management systems
can have an economically significant impact on a company’s performance. Sensible
changes in a human resource management system can affect the likelihood of
a company’s survival and may have intermediate results (impacting productivity,
profits, product quality, sales, customer satisfaction, etc.). In summary, human
resources can make a significant difference to a company’s bottom line.

3 Contribution

3.1 Proposed Model

A DT model for SMEs based on lean service and TQM tools is proposed to
obtain customer satisfaction, product delivery compliance, and generate a base with
management attributes as shown in Fig. 1.

Fig. 1 DT model in textile SMEs



Digital Transformation Model with a Focus on Total Quality … 415

The components in question originate from the analysis of the textile sector’s
current situation and the search for a solution based on low growth in comparison
with that of the market.

Further, each one is briefly explained.

Inputs

• Customer requirements: This component is generated by analyzing the company’s
current situation where customer needs are identified.

• Database creation: A database is generated by providing space for the relevant
information that will be utilized for contacting customers.

• Stocktaking: This component involves counting the organization’s on-hand inven-
tory; in the absence of this component, the company would fall into erroneous
sales and order cancellations.

E-commerce Operational Processes

• Transactional data processing: Data collection and placement are conducted
according to its importance. In this way, operational tasks are automated, such as
the recording of information enabling savings in personnel costs.

• Offer review: Here, customer orders are made known.
• Online textile sales: This involves confirmation by the client to make the payment

and validate the payment method.
• Stock control: Once the sale is confirmed, the stock is updated so that problems

do not occur in subsequent orders due to a lack of garments.
• Contactability: The purchase is confirmed, and a message with the purchase data

is sent to the customer.
• Distribution: The organization in charge of the delivery is contacted, and the order

collection and shipment proceed.

Outputs

• Product delivered: It is confirmed that product delivery is correct.
• Customer satisfaction: A survey is conducted to find out the customer satisfaction

level.
• Database with management attributes: New information about the customer is

obtained, which will be used to predict future purchases.

3.2 Proposed Method

Further, the flowchart of the proposed method is shown in Fig. 2.
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Fig. 2 Process flowchart

3.3 Indicators

Percentage of returns. This factor provides information on the number of deliveries
that have not been appropriately conducted (due to issues that may be related to
quantity, quality, and delays in delivery) during a specific period, without specifying
the cause of return.

Percentage of returns = Number of orders returned

Number of fulfilled orders
× 100 (1)

To achieve optimum speed with the proposed model, this must be at 20%.
Properly attended sales. It means that the order is fulfilled correctly, and the

items and quantities supplied are exactly the same items in the quantities requested
by the customer.

Properly attended sales = Number of properly fulfilled orders

Number of fulfilled orders
× 100 (2)

To achieve a properly attended sale, the KPI should be greater than or equal to
50%.

Customer satisfaction. It refers to a good shopping experience of customers
who in the long run purchase the product again. Furthermore, it is a value with
which customer satisfaction can be measured with respect to the company and its
performance.
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Table 1 Initial indicators versus indicators after implementation

Indicator Initial result (%) Final score (%) Variation (%)

Percentage of returns 50 29 21

Properly attended sales 25 66 41

Customer satisfaction 32 65 33

Percentage index of customer satisfaction

= Percentage index of customer satisfaction =

Total evaluations achieved
× 100 (3)

Acceptable values of greater than or equal to 50% are considered.

4 Validation

4.1 Description of the Case Study

The waste management model was implemented in ‘Xiaomi Confecciones Textiles,’
a company dedicated to the sale of polo shirts, pants, and shorts; it specializes in
corporate and urban clothing retail and wholesale.

4.2 Current Situation

The company’s main problem is that online sales have been incurring losses over
the years. The monetary loss for the year 2018 amounted to PEN 185700, which
is perceived to be a high amount for a textile SME, due to different reasons such
as the percentage of returns, improperly attended sales, and the level of customer
dissatisfaction. Table 1 displays the initial values of the indicators compared to the
case study.

4.3 Initial Indicators Versus Indicators After Implementation

Further, the variation in the indicator values after the implementation of the digital
transformation model is shown.

As can be seen, the indicators have improved remarkably; the percentage of
returns decreased to 29%, sales attended increased to 66%, and customer satisfaction
increased considerably.
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As observed in Table 1, the percentage of returns was reduced by 21%, customer
satisfaction increased by 33%, and properly attended sales increased by 41% due to
the newly implemented database and warehouse management.

5 Conclusions

The proposed method applied in the e-commerce process reduces the stock control
time by 91%. In addition, the time from product input to inventory was reduced
by 93%, indicating an improvement in the managing and updating of warehouse
products. Lean service facilitated the implementation of a digital transformation
model, and there was a 38% increase in the amount of packaging, allowing a quick
response to the requests requested by customers. Due to database improvement, the
percentage of returns decreased by 21%, either for the improvement of records by
32% or by the decrease in incomplete records. In addition, it was observed that
the attended sales increased by 41% because the company received training in the
warehouse and format management to improve the database. This aspect further
allowed the company to increase its contact with the customer and ascertain customer
satisfaction level, which in this case was 65% after implementation, thereby enabling
it to create a digital culture and achieve better results.
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Poka-Yoke Model for Controlling Unit
Entering and Fall Reduction
in the Transportation of Toilets

Luis Roca-Ramos , Piero Vargas-Zamalloa , Edgardo Carvallo-Munar ,
Rosa Salas-Castro , and Luis Cardenas-Rengifo

Abstract Small andmedium toiletmanufacturing businesses in Peru face significant
problems such as low productivity because of a high rate of production losses. To
address this issue, the present study proposes the application of a lean manufacturing
technique, such as the Poka-Yoke model, which improves the production flowwithin
the company by implementing a transportation cart with a safety system to help
reduce material falls during the manufacturing process. The results showed a 24%
increase in productivity and reduction in problems of damaged products that did not
meet quality standards, thus preventing their subsequent reprocessing.

Keywords Productivity · Poka-Yoke · Lean manufacturing · Toilets

1 Introduction

The production of toilets has always presented different problems over time. These
problems are caused by the material with which it is manufactured, so special care
must be taken when handling or transporting. Some of these problems are breakage,
cracking, or impurity of materials. Peruvian population is constantly growing, which
demands greater production in different sectors. Even when the country has been
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sustainably growing at approximately 2.5% per year, the growth of this sector is
indirectly proportional to the company’s productivity owing to the high index of
losses and cost overruns reported [1], thus hindering the sector from achieving better
positioning at an international level. As this problem directly affects the objectives
of the company, any issues that do not contribute to the improvement within the
company under study must be addressed and solved; this drives companies to seek
methods to improve their productivity using various tools and engineering strategies
that provide such benefit to the organization [2]. Productivity issues in companies
are very frequent, so the application of a simple method to help them address these
problems and, in turn, provide an overall improvement to the company is essential
for achieving better competitiveness and increasing customer satisfaction [3]. The
Poka-Yoke model is a key tool for preventing production errors, implementing better
controls, and improving the production flow. Therefore, this study aims to dissemi-
nate knowledge regarding the importance of applying the Poka-Yoke methodology
to improve the production flow and overall productivity of the company.

2 State of the Art

Manufacturing companies are directly related to the generation of production losses.
In some cases, losses can be recovered; however, in other cases, they become
waste, generating losses that can be significant depending on the number of prod-
ucts involved. For this reason, companies must do everything within their power to
minimize defective products or products that suffer damages during the production
process.

A considerable number of authors have researched and discussed the details of
using a model or tool to prevent production failures or errors. For example, the Poka-
Yoke model helps reduce the process and labor time, which usually leads to higher
costs owing to the aforementioned problems [4]. In general, these devices or improve-
ments are easily applicable because they are based on implementing considerable
improvements that render a stable production process.Moreover, using a Poka-Yoke-
based device can solve the problems negatively affecting a company because this
methodology also helps companies improve their efficiency while performing their
work [5].

As part of the conclusions for the case study in this paper, the tool was able to
generate significant success in the company. By implementing a system that regulates
production activities and decreases production accidents, a new line design consisting
of only three workstations is designed to help increase productivity and decrease the
losses incurred [6].

Furthermore, the implementations allowed us to determine the estimated time
for which improvements can be observed. This lean manufacturing improvement,
combined with other tools, can unveil areas of opportunity for waste reduction and
productivity improvement within the company. In particular, production time can be
reduced because production delays due to errors within the production process are
eliminated. [7].
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For any company, it is feasible to generate the highest profits with the lowest
possible investment; this tool is based on a concept that a simple idea can generate
significant impact [8].

3 Contribution

3.1 Overview

It was observed that the transport and control problems affecting units entering the
kiln and dryer generated a 33% reduction in productivity. To solve this problem, a
Poka-Yoke model was implemented to help the safe transportation of units between
the areas and have a limited capacity that can serve as a measuring tool when
transferring units to the kiln and dryer.

3.2 Specific View

3.2.1 Poka-Yoke

• As a first step, it is necessary to assemble a work team comprising a production
manager and a head of occupational safety and health. Their functions include
planning, programming, execution, and supervision of process modifications.

• Second, a new transportation cart that will reduce the number of losses was
designed. All the changes implemented must be coordinated by the work team
to the technical and operational team. This also includes the placement of safety
bars at the bottom of the two cart levels, which allows units to be loaded onto the
cart but prevents them from slipping.

• During the implementation, the study proposes conducting training sessions to
help the operator adapt and learn the new processes. For this purpose, external
subject matter experts are required to provide knowledge based on good practices
implemented in other companies and replicate them in the toilet manufacturing
company.

• Finally, the satisfaction indicators for the implemented process must verify
whether they are yielding favorable results.

The implementation will apply to all 100 transportation carts in operation within
the company. Only 20 units can be loaded into each cart, ten on the top level, and the
rest on the second level. The transportation process requires two operators (a senior
and a junior operator); the senior operator will be in charge of validating the units
entering the kiln and dryer. The kiln and dryer must host ten full carts at all times to
reduce the stress of entering fewer units and ensure that no pieces come out wet.
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Fig. 1 Prototype of the
transportation cart

The success indicators used to measure the effectiveness of the implementation
are the percentages of failures and falls. Failures can occur inside the kiln or dryer
because of incompliance with the input units limit (units to be entered into the oven).
Moreover, during the transportation process, products can also be mishandled, such
as falling on the ground or be dented. Any defects generated are counted in the unit
of time for comparison purposes between previous and current results.

Sidebars are attached to the lower cart level to reduce the number of daily falls
because of the lack of protection. The design, as shown in Fig. 1, also includes two
bracers for ease of movement or anchoring the cart. The proposed model was based
on a previous design prepared by for similar purposes [9].

3.3 Process View

For implementing the change management together with the planned maintenance,
the following steps are considered as reference. Figure 2 presents these steps,
according to the researched successful cases, and are considered as theoretical steps
for the implementation of each methodology.

The process generally starts through the directors and managers acknowledging
the importance of the issue. Next, they strive to communicate and build work teams
to address the identified low productivity problem. For this, prior training is required
to ensure that the techniques will be safely and timely applied.

Form work 
team

Design and 
Schedule

Implement 
and Train

Measure 
and Fix Start again

Fig. 2 Process view
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3.4 Indicators

The following indicators were presented to monitor the production process; these
indicators measure the methodology and its contribution to reducing low produc-
tivity:

• Any defective units found at the end of the baking and drying processes indicate
that the units were not properly placed inside the kiln. Therefore, the level of
incidence on defect reduction is measured using the transportation carts with
safety bars as a unit of measure.

%Failures = Total Defective Products

Total Processed Products
× 100 (1)

• The number of falls will assess the implementation of safety bars by counting the
average number of pieces that fall during daily transportation.

%Falls = Total Fallen Products

Total Trasported Products
× 100 (2)

4 Validation

4.1 Validation of Poka-Yoke Load Protection

Aprototype simulating the new cart designwas created for the validation of the trans-
portation cart, and the number of daily units that could be lost in falls was calculated.
In this case study, the daily falls for the lack of safety bars in the transportation units
had previously reached 24 units a day. With the support of the proposed prototype,
this number is expected to be reduced to four units a day, going from 8595 lost units
per year to just 1440 units, which accounts for an 84.6% reduction. The variation in
daily falls is described in the chart below (Table 1).

The final results denote a 24% increase in the company’s productivity. Consid-
ering the contribution of the prototype, which incurred a total cost of PEN 919, it is
necessary to simulate the transportation of 15 kg objects at 3–5 km/h to record the
number of times the units make contact with the floor after including the safety bars
in lower cart levels (Table 2).

Table 1 Results per indicator Indicator Before After Improvement %

Number of daily
falls

26 units/day 4 units/day 85

Failures (%) 55 25 30
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Table 2 Implementation cost Costs Poka-Yoke

Cost of training and opportunity

1. Salary of participants PEN 110.80

2. Salary of substitutes PEN 110.51

3. Salary of internal trainer PEN 0.00

4. Salary of external trainer PEN 2,000.00

5. Materials PEN 60.00

6. Equipment and supports PEN 0.00

7. Rent PEN 0.00

8. Catering PEN 0.00

9. Cost of opportunity PEN 1,364.69

Implementation cost

1. Process owner salaries (managers) PEN 48,000.00

2. Materials (cart) PEN 10,000.00

3. Equipment (scales) PEN 8,415.00

Total cost PEN 70,061.00

Implementing the safety bars, training the operators, and executing the system to
control the units would cost PEN 70,061 for the 100 carts the company currently
owns.

5 Conclusions

Validations were carried out with products from other production lines. This showed
that applying Poka-Yoke models to reduce falls and failures is replicable in other
ceramic products as well since the results obtained were favorable in all of these with
an average of 18.23% improvement. The products that participated in the experimen-
tation were laundry, toilet tank, toilet cups, and toilets, which showed an improve-
ment of 20%, 15%, 14%, and 24%, respectively. The study demonstrated that the
placement of safety bars in the transportation carts produces an 85% reduction in
the number of daily falls. By using the carts as measure units for the baking and
drying processes, the average number of failures improves by 30%. The productivity
improvement objective was reached by achieving a 24% increase attributed to the
implementation of a control system for placing units inside the kiln and dryer along
with the attachment of safety bars to the transportation carts, which reduce falls.
With the help of the prototype made to simulate the transport of toilets within the
company, it is possible to demonstrate that the reduction of falls of toilets is possible
by using safety bars that restrict the movement of the toilets inside the transport carts,
and the improvement represents 85% compared to its previous version. By using the
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new transport carts as a unit of measure to enter the ovens and dryers, it is possible
to identify the improvement of 30%. This indicates that the order they impose when
organizing toilets for defined quantities helps reduce the number of defective prod-
ucts by not respecting the optimal production units. This study aims to increase
toilet manufacturing productivity by reducing the falls and failures in the baking and
drying processes. However, an assessment of the incidence of non-productive times
and reprocesses on production must also be conducted in the future.

References

1. Instituto Nacional de Estadística e Informática: Producción Nacional Enero 2019 (2019). Avail-
able: http://www.inei.gob.pe/media/MenuRecursivo/boletines/01-informe-tecnico-n01_produc
cion-nacional-nov2018.pdf

2. Kotter, J.: Leading the change. Harv. Bus. Rev. (2012)
3. Quirant, A., Ortega, A.: El cambio organizacional: la importancia del factor humano para lograr

el éxito del proceso de cambio: Revista de Empresa (2006)
4. Wan Saidin, W.A.N., Mohd Idris, A.Z., Ravi, S., Ahmad Zaidi, A.M., Kasim, N.I.: Detection

of nut welding using Poka-Yoke roller coaster jig. Appl. Mech. Mater. 761, 170–174 (2015).
https://doi.org/10.4028/www.scientific.net/amm.761.170

5. Helmi, S.A., Nordin, N.N., Hisjam, M.: Errors prevention in manufacturing process through
integration of Poka Yoke and TRIZ (2017). https://doi.org/10.1063/1.5010642

6. Mckone, K.E., Weiss, E.N.: TPM: planned and autonomous maintenance: bridging the gap
between practice and research. Prod. Oper. Manag. 7, 335–351 (1998). https://doi.org/10.1111/
j.1937-5956.1998.tb00128.x

7. Akter, S., Yasmin, R.: Implementation of kaizen for continuous improvement of productivity in
implementation of kaizen for continuous improvement of productivity in garment industry in
Bangladesh (2017)

8. Choomlucksana, J., Ongsaranakorn, M., Suksabai, P.: Improving the productivity of sheet metal
stamping subassembly area using the application of lean manufacturing principles. Procedia
Manuf. 2(February), 102–107 (2015). https://doi.org/10.1016/j.promfg.2015.07.090

9. Jiménez, M.: Carretilla multifunción. ESP Patent 1,068,334, October 1, 2008

http://www.inei.gob.pe/media/MenuRecursivo/boletines/01-informe-tecnico-n01_produccion-nacional-nov2018.pdf
https://doi.org/10.4028/www.scientific.net/amm.761.170
https://doi.org/10.1063/1.5010642
https://doi.org/10.1111/j.1937-5956.1998.tb00128.x
https://doi.org/10.1016/j.promfg.2015.07.090


Lean Six Sigma Fleet Management
Model for the Optimization of Ore
Transportation in Mechanized
Underground Mines in Peru
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Vidal Aramburu-Rojas , and Carlos Raymundo

Abstract Mining activities around the world are undergoing constant change and
modernization owing to technological and scientific advancements. Consequently,
there are frequent proposals to streamline and enhance processes in mining opera-
tions. This study deals with ore transportation in mechanized mining units and aims
to optimize fleet management using the Lean Six Sigma methodology to obtain a
model in this specific process. The proposed method was implemented using a Lean
Six Sigma instrument known as DMAIC (Define, Measure, Analyze, Improve, and
Control). The case study was applied to an underground mine located in the Huan-
cavelica region, Peru. The simulation showed that 24%of the time in the ore transport
cycle is un-productive time and the improvement potential time represents 53% of
the transportation process time.

Keywords Fleet management · Lean Six Sigma · Ores transportation ·
Mechanized underground mining
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1 Introduction

Currently, Peru’s mining sector is a major contributor to the country’s economy and
development, as according to the 2018 yearbook published by theMinistry of Energy
and Mines, this sector represented 10% of Peru’s total gross domestic product and
around 61% of the total value of Peruvian exports [1]. Peru has fostered regular
management system innovations because it seeks to focus on the optimization of
mining processes through mechanized equipment. Upon examining underground
mining, Peruvian mines do not have integrated automated fleet management systems
because the country’s geography and climatology poses a great challenge to develop
these systems within mining units.

Similarly, in general mining, the management of load, haul, and dump machinery
(LHD equipment) represents the main component of operating costs in mining
production, which can amount to 50 and 60% of the mine operating costs [2]. The
main objective of ore transportation and hauling is to optimize operating times;
however, these are the least controllable variables in ore transportation. Many orga-
nizations are aware that the existence of downtime in operational processes is a
problem that affects their efficiency [3]. Therefore, the execution of a Lean Six
Sigma model to ensure the quality of ore transportation in mechanized underground
mines has been considered the best alternative. Lean Six Sigma identifies errors in a
process and suggests alternatives for improvement [4].

2 State of the Art

2.1 Fleet Management in Mining Transportation

Ore transportation from themine to the plant is a relevant factor inmining operations,
because it is linked to costs and productivity, as is the case of LHD machinery,
which represents a big operating cost in mining activities [5, 6]. The mining activity
experiencesmultiple disadvantages and excessive resource consumption, poor and/or
dangerous operating environments, low process efficiency, serious safety risks, high
production costs, and severe pollution; these factors are the most significant but
least controlled [7, 8]. Operational or incidental problems can be found in fleet
management in mining, such as the mining plan, truck availability, production areas,
transportation routes, vehicle disturbance, tonnage capacity, loss of downtime, or
incidental cases, such as rockfalls, flat tires, and roads in poor conditions [9].

Over the years, the goal is to develop these processes with a high degree of quality,
to guarantee such process efficiency [5, 6, 8]. Currently, owing to the great variety
of management systems, the search for quality is no longer interpreted as an expense
but rather as an investment for the future since quality increase as a resource for



Lean Six Sigma Fleet Management Model for the Optimization … 431

controlling processes and the company’s profitability is considered an unlimited,
continuous, and endless process. Therefore, it is appropriate to implement the Six
Sigma methodology for fleet management in mechanized underground mining, as
favorable results were observed regarding the fleet management systems currently
used in mines [7, 9].

2.2 Use of the Six Sigma Methodology in the Transportation
Management System

Six Sigma serves as an alternative support for fleetmanagement inmining transporta-
tion. This tool is a process improvement methodology that seeks to boost produc-
tivity. It is based on a set of instruments aimed at improving processes by reducing
their variability, resulting in the reduction and elimination of defects in such process
or operation [10–13]. The Six Sigma methodology bases its implementation in the
statistics field, taking standard deviation as the main statistical measure, which is
used to analyze the process data that has been noted previously [12, 14]. These data
are collected to find the main failures or delays that exist in the process development.

Hence, the implementation of the Six Sigma methodology for the optimization
of ore transportation for an underground mining company is important because it
reduces and eliminates defects in the production cycle [10, 13]. The entire purpose
of optimizing fleet management is to encourage production and reduce operating
costs. Thismethodologywas implemented in a copper surfacemine, where processes
were improved in the Tintaya mining unit of Glencore by enhancing equipment
performance [11, 12, 14].

3 Contribution

3.1 Proposed Method

The proposed method is disclosed in Fig. 1, where we focus on the development of
three important processes.

We will seek to describe the process, structure, and the KPIs of the study and
diagnose the behavior of the operations to be studied. Conversely, we should be able
to visualize the operational process flow, activity synchronization, and study process
capacity and to describe the functions performed by each party involved.
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Fig. 1 Lean Six Sigma operational evaluation methodology

3.2 Proposed Method

Once the operational evaluation method of the process has been defined, through a
flowchart, we will explain the development of the Lean Six Sigma methodology and
its DMAICmethod for improving the process quality of the process. The application
of the methodology, through the flowchart, seeks to provide mining companies with
the possibility of improving any operational process in the mine. Figure 2 shows the
methodology diagram and its implementation within the working areas of mining
operations.

Fig. 2 Lean Six Sigma methodology diagram in mining operation
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Fig. 3 Calculation of Cp and Cpk indicators

3.3 Indicators to Take into Consideration

3.3.1 Capability Index

For the calculation of the indicators, as shown in Fig. 3, the graph of capability index
and Formulas (1), (2), (3) will be considered.

Cp = LES− LEI

6σ
(1)

Cpu = LES− μ

3σ
(2)

Cpl = μ − LEI

3σ
(3)

Cpk = Lesser value between Cpu and Cpl
σ = Standard deviation
μ = Quality characteristic average.

3.3.2 Performance

This indicator measures the operational performance of the low-profile tipper for
indoor transportation within the mine (30 Tn tipper truck). Moreover, through the
performance Formulas (4), (5), we will try to achieve a reliable measurement of the
performance of the low-profile tipper for the operation.

OP(ton) = 60(min/hr) × Nc

Ct
(4)

OP
(
m3

) = 60
(
min
hr

) × Nc

Ct × Sf × Pt
(5)
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where

OP: Operational performance (in this case of the low-profile tipper of 30 Tn)
Ct: Transportation cycle time
Nc: Nominal capacity of the equipment (ton)
Sf: Swell factor (fraction)
Pt: Wet bulk density (ton/m3).

3.3.3 Efficiency

This indicator is used tomeasure the efficiency of ore transportation operations inside
the mine. To this end, we will use the different resulting times that were obtained
through the value diagram, which was developed in the analyze stage of the sDMAIC
process.

Operational Efficiency = Executiontime

Executiontime+ Downtime
(6)

4 Validation

4.1 The Location Used to Validate the Methodology

To validate the study regarding the Lean Six Sigma, it was possible due to grant the
appropriate permissions from responsible authorities of mechanized mine.

The validation was conducted in a mechanized mine in Peru located in the depart-
ment of Huancavelica at about 2600 m.a.s.l. The mine is a polymetallic deposit, and
its main metal is copper, in addition to other byproducts such as lead, zinc, and silver.

a. Description of the Proposed Scenario

For the development of the study methodology, we visited the mining unit, specif-
ically Zones V and III, which are the locations where the company is running its
operations. In these zones, the operational processes for ore extraction are drilling,
blasting, hauling, and transporting ore. The present research will focus on the imple-
mentation of Lean Six Sigma during the ore transportation process inside the mine
through low-profile tippers that can carry a maximum of 30 tons per trip. Conversely,
the operational process for transporting ore inside the mine through a low-profile
tipper must be described in detail. This cycle consists of five stages, mentioned and
developed as follows: (1) load ore to the tipper, (2) haul ore to the pocket, (3) dump
ore to the pocket, (4) return the empty equipment back to work, (5) wait to load on
tipper.
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Fig. 4 Mapping of the ore transportation process inside the mine

b. Implementation of the Lean Six Sigma Methodology proposal

4.1.1 Problem Definition (D)

To start the DMAIC process, we need to define the variables to be used for the case
study to reduce failures, delays, and downtimes during the ore transportation process
inside themine. For this case study, we could determine the variables found: machine
hour, effective hour, available hours, operational delays, percentage of mechanical
availability, covered kilometers.

The process mapping is presented in Fig. 4, as shown below.

4.1.2 Variables and/or Data Measurement (M)

In the second phase, time was measured considering the activities related to the
effective hours variable formining transportation; eachdata considered for the current
study is stated in seconds. We divided the effective hours variable into five sub-
variables. Furthermore, data measurements were made throughout January 2018
with one equipment (tipper No. E-24) that performs operational tasks inside the
mine areas. From the data collected, in addition to the data that were collected daily
and monthly, we obtained the following statistical indicators, as shown in Fig. 5.
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Fig. 5 Statistical analysis of the transportation process

c. Scenario and Results

Through the data measured inMinitab, we obtained the process results. The resulting
method from the studied operation is related to the ore transportation process inside
the underground mine under study (Table 1).

As shown, the results obtained at a 95% confidence level in the scenario with the
predicted results are positive; thus, the implementation of the methodology tends to
optimize the process under study.

d. Data Analysis

As shown (Table 2), the results obtained at a 95% confidence level in the scenario
with the predicted results are positive; thus, the implementation of the methodology
tends to optimize the process under study.

Table 1 Indicators

INDICATORS (operation average)

Process capability index (Cp) 0.40

Process capability index (Cpk) 0.30

Sigma level (Z) 0.80

Operational efficiency (%) 76



Lean Six Sigma Fleet Management Model for the Optimization … 437

Table 2 Indicators after implementing

Indicators (average of the three operations) Study indicators Indicators after
implementing the
improvement
implementation

Process capability index
(Cp)

0.40 0.46 1.02

Process capability index
(Cpk)

0.30 0.35 0.86

Sigma level (Z) 0.80 0.87 2.45

Operational efficiency
(%)

76 76 87

5 Conclusions

From the Lean Six Sigma analysis, it can be concluded that the ore transportation
process inside the mine with a process capability of Pp 0.46 and Ppk 0.35 does not
reach the minimum value to prove the capability or stability of the process (greater
than 1.33). Moreover, the Six Sigma level of 0.87 is way below the expected level
(the Sigma value for a capable process ranges between 3 and 4). Therefore, ore
transportation inside the mine has great potential for operational improvement and
fleet management. The value diagram showed that 24% of the time in the ore trans-
port cycle is unproductive time or downtime. It also indicates that the improvement
potential time represents 53% of transportation process time, which shows that the
ore transportation process should be improved through fleet management to boost
tipper productivity and increase operational performance and efficiency in terms of
tonnage ore transportation per hour. In conclusion, if the activities that cause down-
time or delays during the ore transportation process could be eliminated or reduced,
the performance and efficiency of the low-profile tippers would increase.
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Abstract The contribution of themetalworking sector to the gross domestic product
is decreased by 8.6% in the 2017–2018period because of problems such as high rejec-
tion rates, lead times, and raw material losses. Consequently, the sector’s produc-
tion was reduced by PEN 1,200,000 while demand remained flat. Thus, this article
proposes a production control model using 5S, Single-Minute Exchange of Dies, and
tools such as Kanban and Constant Work-in-Progress (CONWIP) to increase the
productivity of a sand casting line in a Peruvian metalworking enterprise that manu-
factures parts for mining on request. The improvement proposal involves the imple-
mentation of lean manufacturing tools and analyzes low productivity effects. The
problems identified are typical of the Peruvian metalworking sector; thus, this study
may contribute to finding possible solutions for issues faced by other enterprises.
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1 Introduction

The December Inflation Report of the Peruvian Economy Institute (PBI, by its
acronym in Spanish) presented a gross domestic product (GDP) growth forecast
of 4% for both 2018 and 2019. Further, President Martín Vizcarra highlighted that
domestic demand will remain the main growth driver in 2020 and the GDPwill grow
by 3.9%, which is lower than the 4.4% forecast for 2019.

The following section will present the state of the art, comprising the research and
analysis of 20 articles on themethodologies used forwaste reduction inmetalworking
enterprises. Next, we analyze the contribution of this article to the metalworking
sector, followed by validation of the methodology; finally, we discuss the study
results and conclusions.

2 State of the Art

Variousmetalworking enterprises have attempted to implementmanufacturing strate-
gies to improve production control. A Colombian enterprise developed a manufac-
turing strategy system to define the objectives, competitive priorities focused on
cost, quality, delivery, flexibility, service, and innovation. Research findings show a
percentage increase of 35% in priority indicators [1–3].

Other research findings indicate that Kanban and CONWIP systems are used to
enhance production control, which is affected by chaotic behavior and unpredictable
demand [4, 5]. The cases in these studies used Kanban and CONWIP cards, thus
implementing a smart information system to control production processes and to
improve the variable system according to common variable demand.

Several studies compare and verify the performance of manufacturing systems
when using the theory of constraints (TOC) or just-in-time method or the Kanban
and CONWIP systems [6–8]. The transition from the practices of highly accepted
management philosophies has generated considerable interest in the TOC.

3 Contribution

3.1 Basic Framework

The use of leanmanufacturing tools such aswork standardization and SMED reduced
lead time (33%), non-value-added time (19%), and set-up time (55%) in an auto
parts manufacturing industrial enterprise located in Sakthi, India. The enterprise
was dealing with large work-in-progress (WIP) inventories and a high rejection rate
resulting from failures related to airlocks, and more broken cores. Therefore, the
management decided to implement lean principles in the foundry shop floor [9, 10].
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Fig. 1 Functional model overview

3.2 Overview

Figure 1 shows the proposed model.

3.3 Detail View

The detail view consists of four phases (Fig. 2).

3.4 Process View

Next, the graphic design of the proposal to be developed is shown (Fig. 3).

3.5 Indicator View

See Table 1.
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Fig. 2 Tool graphic design

Fig. 3 Tool graphic design
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Table 1 General indicator view

Indicator Concept Formula Interpretation

Work-in-progress (WIP)
inventory level

Indicates the
amount of raw
materials used in
the production
process

ACTUAL INVENTORY
LEVEL
(KG)/SCHEDULED
INVENTORY LEVEL
(KG)

The number of
kilograms that has
been used as
scheduled

On-time delivery Indicates the
number of parts or
items delivered to
the client in the
established time

NUMBER OF ITEMS
DELIVERED ON
TIME/NUMBER OF
ITEMS REQUESTED
IN THE PURCHASE
ORDERS (POs)

A high number
indicates that the
parts were delivered
on time

Total productivity Indicates the
number of tons
produced during
hours worked

TOTAL QUANTITY OF
TONS
PRODUCED/TOTAL
HOURS (MACHINE
HOURS + LABOR
HOURS)

A high number
indicates improved
productivity

Machine downtime level Indicates the
percentage of
machinery that was
unavailable during
the working time

NUMBER OF HOURS
OF MACHINE
DOWNTIME/NUMBER
OF HOURS OF
MACHINE
AVAILABILITY

A low number
indicates downtime
reduction

4 Validation

4.1 Scenario

We developed the model through a study (Table 1) of the enterprise ‘INDUSTRIAL
MININGANDSOLUTION (IMS) SAC,’ a metalworking SME located in Peru. IMS
SAC is engaged in the production ofmining sludge parts, which is prepared according
to customer specifications. It also provides comprehensive technical solutions for
various systems in mining, such as slurry water pumps.

4.2 Initial Diagnostic Values

We assessed the current state of the enterprise through an analysis of the sand casting
production during an 8-year interval. For this purpose, we collected enterprise data
from 2010 to 2018.

Figure 4 shows that production has remained relatively constant. However,
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Fig. 4 Production (2010–2018)

Fig. 5 Reprocessed parts (kg)

production recorded a trend of improvement with variations of 20% in the 2016–
2017 period and of 10% in the 2017–2018 period. This analysis shows that production
improvement was a result of various factors, such as increased sales (domestic and/or
international market).

Figure 5 shows avariable trendof reprocessedpieces; however, during the reported
period a total of 372.42 kg of reprocessed pieces was registered.

4.3 Implementation of the Proposed Method

As mentioned above, in order to develop our proposal, we created a current state
value stream map for the enterprise under study (Fig. 6).

After identifying problems in various areas, we conducted research on similar
proposals to apply them to our case study (Fig. 7).
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Fig. 6 Value stream mapping

Fig. 7 Left (before) Right (after)

Finally, we proposed that Kanban and CONWIP systems be used to control the
entire production area because of their card information system, which is applied for
each process (Fig. 8).

Then, we validated the model using Arena simulation software [11] based on the
enterprise’s time study.We, thus, validated the proposed improvements and compared
current state indicators with improved state indicators (Table 2).
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Fig. 8 Kanban/CONWIP model

Table 2 Current state versus improved state indicators

Indicator Diagnostic (%) Result (%) Variation (%)

Work-in-progress inventory level 35 28 25

On-time delivery 72 78 10

Total productivity 74 80 8

Machine downtime level 45 39 15

5 Conclusions

The Kanban/CONWIP methodology allows the production and assembly stages to
be synchronized in manufacturing plants, through a change in the way of performing
and organizing the work. Fundamentally, the implementation of this methodology is
the training of personnel. The implementation of the SMED tool allowed to reduce
the number of machines stops, for maintenance or stops, since the company did not
have a base model to carry out the implementation. In terms of production control,
the use of the above tools resulted in an increase in productivity (20%), reduction in
the WIP inventory level (50%), and improvement of on-time deliveries (40%).
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Lean Manufacturing Application
in the Laminating Machine
Manufacturing Process
in a Metalworking Company

Katherine Emilia Camacho Sanchez , Jenner Jose Saavedra Rosales ,
Yeimy Salvatierra Garcia , and Grimaldo Wilfredo Quispe Santivañez

Abstract This study describes an improvement implementation in the manufac-
turing process of a laminating machine using lean manufacturing tools. After iden-
tifying the activities that do not add value to the process, the Ishikawa diagram and
Pareto diagramwere applied to determine the potential causes of it. Finally, the visual
board, the 5 S, and the poka-yoke were successfully implemented, achieving a 25-
day reduction in the manufacturing process time, which represents an efficiency of
36.57%.

Keywords Lean manufacturing ·Metalworking company · Visual board ·
Poka-yoke

1 Introduction

The current situation demands an extremely competitive market wherein customers
seek lower costs and expect quick product deliveries [1]; therefore, the progress
and technological accessibility have made companies more competitive [2]. The
metalworking sector covers a wide range of productive activities from melting to
transformation. In this regard, this study aims to design an improvement proposal
based on the lean manufacturing methodology, as it is a company’s productivity and
efficiency improvement philosophy [3] because the ultimate goal is the continuous
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improvement and customer satisfaction, for which it is very important to work on the
waste elimination. This philosophy is speculated by Eiji Toyoda and Taichi Ohno.
The term “Lean” is coined in the book “The machine that changed the world” written
byWomack, wherein they finally name it as leanmanufacturing [4]. The Lean philos-
ophy strongly believes in human talent and not utilizing it properly is considered as
its wastage [5].

This article presents the implementation of lean manufacturing using three tools:
5S, visual board, and poka-yoke. In this regard, the used methodology is explained
further and finally, the results, conclusions, and recommendations are presented.

2 Methods

The following tools will be used for the following investigation: Visual Manage-
ment or Visual Board, 5 S, Poka-Yoke, Value Stream Mapping (VSM), and Genchi
Genbutsu.

2.1 Value Stream Mapping

It is a tool in which the sequence and flow of the material and information of the
value chain are shown using icons and graphics. It is a guide to map the company’s
current situation [6].

2.2 Suppliers Inputs Process Outputs Customers (SIPOC)

It is a tool that describes the inputs, outputs, customers, and other attributes that are
involved in a process’s inherent activities [7]. Prior to taking any action toward a
process, it must be thoroughly analyzed [8].

2.3 Thread Diagram

It is a graphic tool that starts from a scale plan or model where the path of workers,
materials, or equipment ismeasuredwith a thread during a given succession of events
[9].
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2.4 Genchi Gembutsu

It refers to being present at the place of origin and visualizing the events that occur
to comprehend the real situation of the problem [10].

2.5 Ishikawa Diagram

It serves as a vehicle to help work teams to have a consensus regarding a complex
problem, with all the elements and relationships clearly visible at any level of detail
required [11]. The participants contribute ideas about the causes that can produce
the effects and these are recorded and illustrated in the diagram, and subsequently,
the causes are rearranged in a hierarchical manner and the repeated ones are then
eliminated [12].

2.6 Pareto Diagram

ThePareto diagram is used to graphically separate the significant aspects of a problem
from the trivial ones so that a team knows where to direct their efforts for improve-
ment. The Pareto law or the 80/20 rule states that 80% of the result is generated by
20% of the causes [13].

2.7 5 S

The 5S allows establishing the foundations for continuous improvement. This tool
goes beyond cleaning; it must be considered more like a work philosophy than one
of life [14].

2.8 Visual Board

It is defined as the delivery of quick and understandable visual information of all
operations to raise awareness and see how it can be improved; however, the partici-
pation of all collaborators is required because improvement is obtained through the
sequential suggestion of ideas [15].
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2.9 Poka-Yoke

This tool is used to avoid errorswithin the processes and functions of the organization.
They could be simple errors; however, they can generate waste, and bottlenecks,
consequently leading to customer dissatisfaction [16].

3 Study Case

The target company of this study manufactures machines for the graphics industry.
It has been in the Peruvian market for 33 years and has participated in national
and international graphic fairs. In that regard, the primary problem is the delayed
delivery of machines to customers. Therefore, the requirement to implement the lean
manufacturing philosophy arises.

3.1 Current VSM Development

Figure 1 shows the current VSMof the laminatingmachine. From this, it is concluded
manufacturing the laminating machine requires 67 days.

Fig. 1 Initial VSM of the laminating machine
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Fig. 2 VSM based on the improvement proposal

3.2 Future VSM Development

As a result of the improvement proposal, the time to manufacture the laminating
machine will be 42 days, thereby achieving a reduction of 25 days. Figure 2 shows
that the processes maintain the order in a similar manner as in the current VSM
because standard machines cannot be altered.

Efficiency has been obtained owing to the decrease in manufacturing days.
Currently, the efficiency is 98% as the manufacturing days have decreased from
67 to 42 days, thereby generating an efficiency increase of 36.57%, which allows
the workers to work on other machines or advance more in the second laminating
machine to be manufactured.

3.3 Visual Board Implementation

The implemented visual board is divided into nine areas and its purpose is that
collaborators in all areas have a transversal knowledge of themachinemanufacturing
processes. Under this premise, order and planning with respect time and working
method are sought as they will be able to know what the manufacturing progress is
with respect to other areas.

3.4 Poka-Yoke Implementation

The checklist was used as a tool for the Poka-Yoke. This list details all the necessary
components and tools to perform the correct assembly of the laminating machine.
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Figure 3 shows the checklist of the electrical area, which comprises 76 materials
and allows the electrical and logistics area to work in a more organized manner, and
Fig. 4 shows the checklist of the mechanical area, which comprises 53 materials that
must be supplied by the logistics area as soon as possible.

The area prior to applying the 5 S is shown in Fig. 5. Figure 6 shows the application
of the 5 S.

Fig. 3 Checklist of the electrical area

Fig. 4 Checklist of the mechanical area
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Fig. 5 Mechanical and electrical area prior to using 5 S

Fig. 6 5 S application in the mechanical and electrical area

4 Results and Discussion

Table 1 shows the results obtained from the improvement implemented in the study.
The total time for the manufacturing process was reduced by 25 days, which repre-
sents an increase in production of 0.6 more machines due to the availability of addi-
tional days to manufacture more machines. In terms of efficiency, this represents
an increase of 36.57% and consequently, an increase of 27,636 in overall sales is
observed.
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Table 1 Global results

Process indicators Original value New value Improvement

Total time 67 days 42 days 25 days

Production 1 machine 1.6 machines 0.6 machines

Efficiency 61.43% 98% 36.57%

Sales revenue PEN 46,060.00 PEN 73,696.00 PEN 27,636.00

5 Conclusions

The analysis allowed identifying the main causes of the problematic situation, and
these are disorder in workspaces, lack of procedures, and lack of knowledge of the
process as a whole. Lean manufacturing tools allowed to reduce the total time of the
manufacturing process of the rolling machine from 67 to 42 days.

As future work, the results will be expanded with a methodology and simulations
to provide the best possible alternatives in the manufacturing process of rolling
machines to obtain better results.
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The Perspectives of Integration Between
Lean Manufacturing and Industry 4.0

Luana Spósito Valamede and Alessandra Cristina Santos Akkari

Abstract Lean manufacturing (LM) has become the leading approach to develope
efficient processes in the industry since the early 1990s. Nowadays, LM is widely
recognized and accepted in organizational configuration and refers to the integration
of employees in themanufacturing process, which is focused on continuous improve-
ment and value-adding activities to avoid waste. However, a new paradigm called
Industry 4.0 has recently emerged in the manufacturing sector, based on intelligent
systems and integrations between machines, products, information, and individuals
across the value chain. In this context, this work aimed to study how these two
approaches can coexist and support each other in the digital era. Through the system-
atic literature review, data standardization was developed to identify how LM can
integrate with a productive environment based on smart factories, cyber-physical
systems, IoT, and IoS. To study the principles, technologies, and attributes from
Industry 4.0 and LM, it was used the academic databases Web of Science, Scopus,
and ScienceDirect, with a time restriction for articles publication from 2012 to 2018.
Among the results, it was observed that three relationship perspectives were identi-
fied, consisting of (i) LM as an Industry 4.0 facilitator, (ii) the potentiation of Lean
Manufacturing by smart factories, (iii) and the mutual correlation between Industry
4.0 and LM. Based on the interpretation of these perspectives, it was concluded that
while smart factories will facilitate and encourage the promotion of Lean principles,
LM will be the base to implement and manage the changes which came with the
Fourth Industrial Revolution.
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1 Introduction

Artificial intelligence, high-performance computing, robotics, and virtual simula-
tions are some technological advances brought by the Fourth-Generation Indus-
trial Revolution. Based on concepts Smart Factory, Cyber-physical Systems (CPS),
Internet of Things (IoT) and Internet of Services (IoS), the so-called Industry 4.0 will
afford the process optimization, increased incomes, and consequently, companies’
profits [1].

The benefits and innovations resulting from these changes will provide many
impacts [2, 3]. With these changes, will current production systems be able to main-
tain themselves in this new production environment and get integration with new
technologies?

Among these production systems, there is lean manufacturing (LM), originated
from the Toyota Production System (TPS). The LM principles are widely used in
various productive sectors, such as financial, automotive, and electromechanical and
aim to promote the continuous improvement of organizational activities, focusing on
the elimination of waste, on the value stream of the entire production chain and on
getting excellence through customer perspectives [2].

When it is compared to LM and Industry 4.0, the divergent points between the
two approaches are highlighted, once these are fundamentally different. While the
first keep processes as simple as possible and reduce system variability by focusing
on mass production; the second one promotes the use of complex Information Tech-
nologies (IT) solutions for machines, people and processes, and is characterized by
flexibility andmass customization. However, the objective of constantly adding value
to production systems is equivalent in both ideologies.

In this sense, this paper aims to study the possibility of these two concepts coex-
isting and the contributions that they can provide to each other, through the identi-
fication and standardization of information of Industry 4.0 and LM principles and
attributes.

2 Theoretical Framework

Wyrwicka and Mrugalska [4] define LM as a dynamic process guided by a system
of principles and practices, aiming to achieve continuous improvement through the
elimination of waste.

In the beginning, LM was only focused on reducing the number of unproductive
practices. However, when this approach has popularized, it has started to encompass
many other aspects of manufacturing from the life cycle stages of products, such as
product development, procurement, and distribution management [4].

LM is known for simplicity and high efficiency, and it is considered a popular
production system since the 1990s. Also, LM still has been seeing as a foundation
of productive organizations, and it is applied across a range of business domains.



The Perspectives of Integration Between Lean Manufacturing … 461

This integrated management practice is able to relate quality processes, work teams,
customer, and supplier networks in an integrated manner, which becomes one of
the most important concepts that help companies gain competitive advantages in the
world market [5].

In order to put into practice the characteristic philosophy of LM, it is necessary
a joint effort of all the employees to implement lean actions in the organizational
environment. Also, the organization must work in an integrated way to establish the
LM system, using tools such as 5S, Kanban, Poka-Yoke, Value Stream Mapping
(VSM), Kaizen, Total Productive Maintenance (TPM), Single-Minute Exchange of
Die (SMED), and Andon.

Still in the context of manufacturing, nowadays, the Fourth Industrial Revolution
has been highlighted, which provides digitization and its incorporation in industrial
systems, incurring the optimization of the shop floor, revenue increase, and maxi-
mization of profitability. This transformation, which impacts on competitiveness,
society, and economy, has been named as Industry 4.0 by members of the German
government at a press conference during the Hannover Trade Fair event in 2011 [2].

According to the newly formed “Industrie 4.0 Working Group,” organizations
will be able to establish global networks, which incorporate their machines, storage
systems, and production facilities in a CPS form. In fact, CPS acts along with the
intelligent factories, IoT, IoS, which constitute the four pillars that sustain the Fourth
Industrial Revolution [2].

CPS consists of the collaboration of computational entities, which are in intensive
connection with the surrounding physical world and its ongoing processes. These
entities provide and use, at the same time, the access and data processing services
available on the Internet [6].

Due to the new production logic, the smart factory consists of vertical integration
of various components in order to deploy a flexible and reconfigurablemanufacturing
system. Its structure incorporates industrial network control terminals that oversee
the intelligent shop floor objects, which enable the CPS to monitor the entire produc-
tion chain, identify defects and make corrections through autonomous decisions and
cooperation between agents to achieve a high level of efficiency and quality [7].

IoT refers to global and dynamic network infrastructure. There are several self-
configuring elements, which operate in an integrated manner and are dependent on
sensory communication, networks, and information processing technologies. In this
system, physical and virtual “objects” have identities, physical attributes, and virtual
personalities, and use intelligent interfaces [8, 9].

Finally, IoS is able to build and deliver a large number of new types of services,
combining those that are available separately on the Web to form value-added and
customer-perceivable services [1].
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3 Methodology

This study performed a standardization of data through a systematic literature review,
which involved the search for current and relevant articles in the field of LM and
Industry 4.0. It was used to bibliographic research the academic databases Web
of Science, Scopus, and ScienceDirect. These databases were used due to their
popularity and availability of a large number of papers.

All identified and selected articles have been transferred to the Mendeley, a
management software used for their control and classification to avoid possible
duplication of articles that were published in more than one searched database.

The time restriction from 2012 to 2018 was applied. The search fields used to
choose the articles were limited to the abstract, title, and keywords, which resulted
in the following search string: Title-Summary-Keyword (“Industry 4.0” or “Fourth
Industrial Revolution” or “Smart Factory”) and (“Lean Production” or “Lean Manu-
facturing” or “LeanManagement”). The keywords used to conduct this researchwere
broad enough to not restrict the search, and they aimed to approach the different objec-
tives established by this work. Only articles in English were considered to compose
this study.

Once introduced to the LM concept and its relation with TPS, it was explained the
importance of Lean approach use on product systems, and studied the most notorious
Lean tools for this work (5S, Kanban, Poka-Yoke, VSM, Kaizen, TPM, SMED, and
Andon).

About the Fourth Industrial Revolution, it was evidenced by the changes caused
by Industry 4.0 in the context of manufacturing. The four pillars that consist the basis
4.0 were explained, consisting of smart factories, CPS, IoT, and IoS.

The exclusion criterion selected articles that adopted an Industry 4.0 reference
model and/or its concepts, framework, and approach. Therefore, articles that had a
superficial or partial approach to Industry 4.0 were excluded.

Finally, the perspectives of integration between LM and Industry 4.0 were
discussed, based on the characterization of each approach.

4 Results and Discussion

It was observed that the combination between LM and Industry 4.0 allows three
different interpretations of this subject. While the first describes LM as the basis or
one prerequisite to implement technologies 4.0, the second one envisions Industry
4.0 as a conclusion of LMor as a potential for increasingLMapproach efficiency. The
third perspective treats about the mutual correlation between Industry 4.0 and LM,
which generates positive synergies and is influenced by the two previous interpreta-
tions [10, 11]. These three perspectives will be discussed during the next subsections
of this study.
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In fact, the third interpretation presents the most complete analysis of the three
associations between these two concepts, once it points out the contributions that
one can add to the other. Methods and principles of LM emphasize the simplicity
and standardization of organizational processes by aiming at processes control and
continuous improvement. This facilitates the entry of new technologies and solutions
into production flows. One the other hand, technologies 4.0 will boost lean practices,
because they are able to collect and process varied and voluminous data with high
speed and security.

4.1 Lean Manufacturing as an Industry 4.0 Facilitator

LM acts to introduce processes with efficiency, waste-free, defined standards, and
high customer focus. Through the implementation of lean methods, planning of the
entire production flow can be performed, which contributes directly to the identifica-
tion, classification, and organization of all constituent processes. The introduction of
new technologies is facilitated by the management of lean methods and continuous
improvement activities. This contributes to the insertion of innovations 4.0.

In order to be consistent with future production systems, which already have the
emergent pillars and technologies from the 4th Industrial Revolution, organizations
should define their production processes in an efficient way. Therefore, once this
step is completed, these institutions will be able to automate their processes. Then,
to develop the smart factories, it is necessary the definition of processes, suppliers,
customers, tasks, and times. Similarly, standardized, transparent, and reproducible
processes are fundamental for the introduction of Industry 4.0 [2, 11].

The lean approach supports the installation of innovations by reducing product and
process complexity, which enables the cost-effective use of technologies 4.0. More-
over, by contributing in a mutual way, the implementation of horizontal and vertical
networks by Industry 4.0 provides better integration of customers and suppliers in
the value-added process [2, 11].

Furthermore, lean does not exclude automation. Taiichi Ohno, the TPS pioneer,
stated that production processes should be automated and supervised by workers,
and he called this principle as Jidoka or autonomous, considered the second pillar
of TPS. Jidoka corresponds to principles of the 4th Industrial Revolution, whereby
human beings, with emerging and innovative technologies, will assume the same
role [12].

By analyzing the relationship between LM and Industry 4.0 and the influence of
this association on an operational performance level of organizations, a study made
with 110 companies indicated that those have low degrees of maturity in a produc-
tion system and of interaction with Industry 4.0. In addition, once the lean systems’
maturity level provides greater awareness of underlying practices and principles, it
can be concluded that LM is an important variable in an association process with
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the Fourth Industrial Revolution. Therefore, having a solid lean system, organiza-
tions will benefit from Industry 4.0′s technology implementation through increased
operational performance [13].

4.2 Industry 4.0 Potentializes Lean Manufacturing

According to this perspective, it is considered that the application of new information
and communication technologies introduced by the Fourth Industrial Revolution in
existing LM systems can improve the performance of LM, which stabilizes and
refines production and logistics processes more efficiently.

The influence of Industry 4.0 on LM can also be seen as a factor to generate new
business models and as a great impact on operational factors. Basing on successful
cases of Industry 4.0 implementation in multinational organizations, such as Audi,
Volkswagen, ThyssenKrupp, andWolfkran, the insertion of solutions using emerging
technologies, such as big data, enabled significant improvements in Just-in-Time
system, waste reduction and in quality improvement [14].

At ThyssenKrupp, one of the world leaders in the elevator segment, a fusion
between the physical world and data networks has been identified, which created a
CPS during the production of elevator parts. UsingCPS, the company reports sustain-
able gains in production management, maintenance, logistics processes, reduction
of nonconformities, and energy savings [14].

According to the lean approach, when the flow strengthens and non-value added
activities are minimized, it causes cost savings. Therefore, any effort made to reduce
these wastes is compensated in terms of reducing operating costs. In the current
context, this effort comes from digitizing and integrating resources, which is done
by Industry 4.0. In addition to transforming factories in smart and integrated produc-
tion systems, the financial benefits provided by the Fourth Industrial Revolution are
also generated by reducing or eliminating waste. With advanced information and
communication systems in place, along with a lean operating structure, the industry
must have the potential to expand to new horizons.

As an example, with real-time data collection, that improves the transparency and
quality of information, smart factories will be able to attend the fluctuating market
demand, an advantage that exceeds the traditional LM’s stable production. As a
result, flexibility increased by Industry 4.0 will provide these organizations to work
with highly complex production systems [11].
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4.3 Mutual Correlation Between Industry 4.0 and Lean
Manufacturing

As a result of the combination between the two previous perspectives, the correla-
tion of Industry 4.0 and LM provides mutual contribution and can be attributed to
similarities regarding objectives, central pillars, and principles of the lean system
and Fourth Industrial Revolution.

Based on the possibility that Industry 4.0 and LM can coexist and support each
other, some terms have been developed to refer to the combination of these two
approaches such as Lean 4.0, Lean Automation, Smart Lean Manufacturing, and
Lean Industry 4.0 [11].

With markets growing due to the virtualization of the purchasing process, the
guidance focused on customer requests, one of the LM principles, will remain
essential during the 4th Industrial Revolution. At the same time, the influence of
customers will increase, due to the introduction of emerging technologies, which
causesmore complex demands (such as shorter lead times and higher product quality)
that cannot be attended just with manual lean methods. Thus, these methods must
be complemented by technologies 4.0 to produce for these new demands [10].

In addition to customer focus, process improvements through the elimination of
waste continuous improvement and creation of fluid and pulled production lines will
be indispensable for the smart factory’s implementation. Emerging technologies, in
turn, must support and improve the Lean methods already used for process improve-
ment. Also, to analyze and optimize the stages of current production systems, the
performance of professionals with knowledge of these new technologies and their
functions and possibilities, as well as the lean tools already employed, becomes
crucial [10].

About the socio-technical factors resulting from the interaction between LM and
Industry 4.0, it is considered the systems that involve a complex interaction between
people,machines, and the environmental aspects of organizational systems.While the
conventional relationship of a management system predominantly controls workers,
the association between LM and Industry 4.0 will lead to active employee partici-
pation, providing a mutual transfer of knowledge between management and opera-
tional levels. Thus, management decisions will be optimized based on the operators’
shared knowledge. Factory floor workers, in turn, will no longer be passive agents
who perform their tasks without any reference. The role of this new type of knowl-
edge worker will be multifaceted and will include ideas from each distinct discipline
to maintain alignment within the heterogeneous Industry 4.0 network. The Fourth
Industrial Revolution is characterized by providing greater freedom in the tech-
nical–social relationship, which was not conceivable in the context of conventional
technologies [15].
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5 Conclusion

The present work aimed to study the possibility of integration between the concepts
of Industry 4.0 and leanmanufacturing. Through bibliographic research for data stan-
dardization, the principles, attributes, tools, and practices that LM and Industry 4.0
were identified and interpreted to analyze the potential for integration between these
two concepts. Then, there were identified three integration possibilities, consisting
of (i) LM as a facilitator for Industry 4.0, (ii) the potentiation of lean manufacturing
by smart factories, (iii) and the mutual correlation between Industry 4.0 and LM.

It can be concluded that both concepts facilitate decentralized structures over large
and heterogeneous systems, sharing the common goal of providing small production
modules, which have easy integration and low complexity.

By focusing on the simplicity ofmachines andworkstations to eliminatewaste and
unnecessary activities in production processes, LM speeds up production flow, facil-
itates the digitization of manufacturing steps, and emphasizes visual and transparent
control, making it easier for the identification of failures. These changes, brought
by Lean principles, suggest that the implementation of LM contributes significantly
to the development of Industry 4.0, as advanced manufacturing technologies will be
underpinned by Lean practices to maximize production performance.

On the other hand, the introduction of smart factories helps increase the maturity
of LM. It is noteworthy that for the success of the Just-in-Time pillar, the information
generated must be accurate, up-to-date, and shared every moment. Through IoT and
IoS, the supply chain can be digitized to provide real-time inventory levels, equipment
status, and product location data.

However, it is necessary to promote further research to a deeper understanding of
improvements and adaptations in the evolution of technologies 4.0 on LM influence.
In addition, Industry 4.0 academic studies used in this paper were purely theory-
driven, not readily adaptable to an application.
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Agile Project Implementation
Methodology for Introducing New
Technologies in Industry 4.0

William F. Franco and Frank Herman Behrens

Abstract The Industry 4.0 era promises to position companies at a new compet-
itive level by changing production scales and being able to connect factories to
consumer needs. To this end, it is necessary to incorporate new technologies into the
production process, which enable and transform theway of producing andmanaging,
seeking productivity and generating qualified jobs. The main problem encountered
by managers and professionals involved in industry modernization activities is the
difficulty of implementing projects for the adoption of these new technologies, for
example, where to start introducing these technologies, how to make the connection
between new technologies and existing processes, and, finally, how to convince their
peers and their leadership in choosing the best projects for companies where they
work. This paper aims to demonstrate how agile methodology can be used in project
management and execution for the introduction of new technologies, with innova-
tion and quick response, proving its effectiveness and applicability in the context
of industrial modernization required by Industry 4.0. As a practical example, this
work describes and analyzes a real case study, a project for the introduction of a
collaborative robot in a production line for the product packaging step.

Keywords Industry 4.0 · Agile methodology · Project management ·
Collaborative robot

1 Introduction

The industry has changed dramatically in the last decade thanks to the exponen-
tial advancement and the maturation of various disruptive technologies applicable
to the industrial environment. New sensors, wireless communication, automation,
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cyber-physical systems, task robotization, real-time data analysis, cloud computing,
artificial intelligence, etc., [1–3] are the new tools at industry disposal that posi-
tively impact productivity. Additionally, the rational use of resources and energy,
and the economic and environmental sustainability of production processes make
the industry more efficient and more profitable, positioning it in a new level of
competitiveness.

Many experts call this industry-level shift “The Fourth Industrial Revolution”
known worldwide as Industry 4.0 or as advanced manufacturing in the USA [4].
Making Industry 4.0 a reality implies the use of enabling technologies, which
are based on the digitization of information, the direct communication between
machines, products, and people, and the creation of automatic computational models
for production management based on data that integrate horizontally throughout the
production chain [4, 5]. This work demonstrates how the agile methodology can be
used in project management and execution as a tool to introduce new technologies
into the industrial environment without impact on the ongoing production, proving
its effectiveness and applicability in the context of the Industry 4.0. The example of
installing a collaborative robot in a production line is described and analyzed.

2 Background

For the introduction of new enabling technologies, innovation in industries is a key
factor. Employees working in this new industry need to have in mind which new and
disruptive technologies form the backbone of Industry 4.0 [6].

2.1 The Importance of Industry 4.0

The term Industry 4.0 was first used in 2011 at the Hannover fair in Germany.
In essence, it aims to integrate the real world with the virtual one, incorporating
in its context data science, the Internet, and information technology. In other
words, Industry 4.0 can be defined as factories that become intelligent by adopting
new enabling technologies and bringing together different technology fields to be
incorporated into this new industry.

Countries such as Germany and the USA have major companies that have focused
their efforts on developing and advancing smart factories in the context of Industry
4.0. The Boston Consulting Group (BCG) has researched this topic involving 617
companies, with revenues over $50 million. The result of this study revealed that
almost 50% of German companies have already developed initial Industry 4.0
projects and that American companies are also working hard on this subject. When
asked what the plans would be for the next 1 or 2 years, 40% of US companies
said they have projects on new technologies and about 60% of German companies
have the same strategy [7]. Industry 4.0 will bring productivity and cost savings
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over a short time. Long-term advantages will be better demand visibility, end-to-end
automation of the supply and production chains, resource and energy optimization,
waste reduction, and less environmental impact.

2.2 The Enabling Technologies for Industry 4.0

In BCG research, nine enabling technologies for Industry 4.0 were identified [5, 7].

• Advanced Manufacturing Solutions. Implementation of advanced, highly flex-
ible, high performance, interconnected and modular production systems. Among
the main systems in use is the robotics applied to the concept of collaborative
robots.

• Additive Manufacturing. The widespread use of 3D printing for prototyping,
maintenance parts, and devices for continuous improvement, coupled with digital
development software tools.

• Augmented Reality. Visualization systems to support production processes,
creating new human–machine interfaces to display production parameters and
data.

• Simulation.Use of software tools connected to physical systems to simulate appli-
cations and virtually test solutions for increased productivity and optimization of
operations.

• Integrated Systems. Data and information integration across all areas of the
supply and production chains, from suppliers to end-users.

• Industrial Internet of Things.Multidirectional communication between produc-
tion elements, sensor devices, and actuators, both internal and external to the
machines, through data communication via the internet.

• Cloud Computing. Implementation of computing solutions and open systems
data management techniques hosted in the cloud.

• Cyber Security. New security rules to protect data against unauthorized access
from the various internal and external system connections.

• Big Data Analytics. Analysis of large amounts of data from all elements of the
production chain, aiming to optimize production processes.

2.3 Industry Participation in Country Indicators

Firstworld countries are at the forefront of using innovative technologies andmethod-
ologies in their respective industries. Also, the industrial parks of these countries are
more developed compared to the Brazilian scenario. This situation distances Brazil
from the application of Industry 4.0 technologies and, consequently, increases the
challenge of the Brazilian industry to remain competitive, as first world countries are
at higher levels of Industry 4.0 maturity.
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Industry 4.0′s new paradigm will make industries more productive. Thus, compa-
nies that execute a larger number of internal projects aiming at the incorporation
of new technologies in their production processes will, consequently, have more
competitive costs. Therefore, Brazilian industries need to react quickly toward
adopting the new world paradigm to remain competitive at the world level.

Considering that the industrial sector in 2017 was responsible for 21% of the
Brazilian Gross Domestic Product (GDP) [8], the effect of not adopting new tech-
nologies and the lack of investments in Industry 4.0 projects will compromise our
economy.

It should also be taken into account that Brazil, as a member of the group of
countries called BRICS, had a prominent position in the world economic scenario
until 2014. However, in recent years, the country has lost importance in the ranking
of competitiveness in relation to the BRICS members and other more competitive
countries, ranking the 80th position in the 2017–2018 report [9], partly due to the
economic crisis that began in 2014, but also due to the lackof investment in adequately
modernizing its industry.

Thus, the adoption of the concepts and technologies used in Industry 4.0 may
reverse this scenario, restoring the relevance of the industrial sector and the impor-
tance to the country in the world economy. The above context indicates the industrial
sector needs to setup aggressive plans and speed up the execution of projects to
implement new technologies in the industry to return to the global competitiveness
level. Agile project methodologies can be a fundamental tool to ensure assertiveness
and productivity in the management of innovation projects toward the Industry 4.0
level.

2.4 Agile Project Methodology

Agile methodology has the principle of working on an adaptive approach to solve
complex problems. It focuses on productivity through communication and planning,
which gives teams the freedom to discover different ways to design solutions. It
also provides a more efficient decision-making process in case a design change is
required. Additional advantages include reduced cost due to constant communication
and increased quality, ensuring that all teams are aware of problems and changes.

One of themost widely used agile methods for managing and developing software
projects is Scrum [10]. In this method, the project is divided into parts or blocks,
called Sprints, which in turn have a series of activities for planning, construction,
testing, and review, maximizing deliverables for project progress.

At the end of each Sprint, a project step is produced, a portion of the project with
some useful functionality is delivered to the customer (making a small delivery), and
the team meets to review, provide feedback, and plan new activities. At these meet-
ings, the effectiveness and the quality of activity delivery, as well as the performance
of the tests, are evaluated. Feedback serves to measure customer satisfaction with
small deliveries, which allows adjustments to solutions and deliveries at the end of
each Sprint.
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3 Development

To investigate if the application of the agile methodology is effective in the execution
of a project to introduce new technology in the production process, a case study was
proposed aiming at the application of a collaborative robot for packing products
in a production line. The objective is to verify that the Scrum method meets the
requirements for industrial project development, as it is widely used in software
development but not widely known among production, automation, and mechanical
engineering professionals.

3.1 The Case Study

The stage of the industrial process chosen for application of the agile methodology
was the packaging of products in the last step of a production line. In the orig-
inal packaging process shown in Fig. 1, an employee manually places the finished
products in the shipping box.

Scrum method was used to provide an automated solution to the process where
a set of product units are positioned in the shipping box, replacing manual human
action with mechanized action performed by the collaborative robot. At the factory,
there are several similar manual packaging jobs and, once this prototype has been
proven successful, the solution can easily be replicated in other production steps.

Fig. 1 Manual packing process
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3.2 The Productivity Indicator

Among the various performance indicators of a production line, the productivity
indicator is fundamental for the industry to remain competitive. Productivity can
be measured by the ratio between the number of parts produced and the number of
employees working in this line, according to Eq. (1).

Productivity = Number of parts produced

Number of employees
(1)

The production line has 33 employees working in three production shifts, 24 h a
day. As the line produces 40 pieces per minute, 57,600 parts are produced in one day.
Applying Eq. (1), daily productivity with manual operation (Fig. 1) is 1746 pieces
per employee.

3.3 The Sprint Example in the Case Study

An example of applying the Scrum method to illustrate the application of the agile
methodology was the Sprint for the definition of the gripper tool for the collaborative
robot model UR3e (Universal Robots). A one-week-long Sprint was designed to
deliver the definition of the best collaborative robot gripper for the application in the
selected case study. The gripper is a tool to be developed and installed on the robot
arm, responsible for taking some product units that arrive by the conveyor belt and
properly accommodating them inside the shipping box.

One of the challenges of this Sprint was to assess whether the gripper should
be designed as a sophisticated mechanism for grasping and moving a set of prod-
ucts, mechanically adjusting them to its final position. Alternatively, they could be
positioned close and simply slide to the shipping box by gravity.

The validated solution at the end of Sprint was the evidence that a unit package
wrapped by plastic cellophane slides easily by gravity without friction at the time of
transfer, as shown in Fig. 2.

Validation examples like the one above allowed the executing team to choose the
best solution for the project. Also, agilemethodology gave them the freedom to create
and innovate, allowing certain functionalities to be quickly tested and validated in
advance, and then to choose the best way to move forward.

The result of this Sprint was fundamental for understanding the possibilities for
project definition. It has been found that the speed of collaborative robot cycles is low
compared to the production line speed, requiring an optimized gripper layout with a
shorter working course and simultaneous feeding of two shipping boxes to achieve
the proper project cycle speed. The production line produces 40 pieces per minute
while the robot’s speed is 14 s to perform one cycle handling 5 units. If we feed only
one shipping box, the robot would reach a speed of 22 pieces per minute. Doubling
the gripper tool to handle 10 units each robot cycle, we can feed two shipping boxes
simultaneously and reach 44 pieces per minute, meeting the speed of production line.
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Fig. 2 Testing the gravity sliding of a set of product units to the shipping box

4 Results

The speed of implementation of new technology introduction projects for Industry
4.0, using the agile methodology, was proven in the experiment of deploying a
collaborative robot in the product packaging stage, and the results were satisfactory.

With testing and deliveries of Sprints tasks, the project was taking shape and
the team felt engaged, following the methodology, exceeding the expectation of
innovation, agility, and project deliverables.

All machine elements of the gripper tool incorporated into the collaborative robot
arm were modeled in 3D, with the aid of specific computer design software, to
automatically obtain all parts orders for machining, 3D printing commands, and the
final assembly drawings. Figure 3a shows the final design aspect of the gripper tool.

Also, to avoid design errors, Sprints were performed to simulate the solutions,
aiming to understand the assemblies and analyze the interactions between the parts.
Figure 3b shows a view of the gripper tool attached to the robot arm, to study the
possiblemovements of this set considering the requirements of the product packaging
application.

Finally, the 3D model was extended to incorporate the design of the robot gripper
assembly installation into the actual factory layout, as shown in Fig. 4a, to visualize
any kind of interference the designed solution could cause in the production space.
Figure 4b shows a view of the collaborative robot installed on the production line.
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Fig. 3. 3D modeling: a front view of the robot gripper tool and b the gripper assembled in the
robot arm

Fig. 4 Final implementation: a deployment 3D simulation in the factory layout and b the robot
finally installed on the production line

All of the tasks performed on the various Scrum Sprints helped the team to be
more productive in anticipating errors and delivering the project in a much shorter
timeframe of 53 days, rather than the 120 days in traditional design methodology.

The collaborative robot implemented in the production line achieved daily produc-
tivity of 1920 pieces per employee. With the automated process, the line now has 30
employees, reducing three people from the original team, whichmeans a 9% increase
in productivity over manual packaging.

5 Conclusions

This work allowed us to evaluate the use of agile methodology in the introduction
of new Industry 4.0 technologies in factories. As a case study, we designed the
implementation of a collaborative robot for product packaging, aiming to increase
productivity. The project execution time was reduced by about 55% when compared
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to the traditional methodology. Besides, the use of agile methodology has enhanced
innovation in the tasks performed by the project team and has helped to change the
mindset required for the use of new technologies in traditional manufacturing.

The speed in the execution of a project introducing a new technology in the
industrial environment, such as the case study analyzed, is a clear demonstration of
the benefits obtained with the adoption of the agile methodology. Examples like this
can be replicated in several other practical situations, to drive the implementation of
Industry 4.0 by Brazilian industries.

Therefore, it is important that industry professionals qualify for new design
methodologies, as they are valuable and necessary tools for the resumption of growth
and modernization of the Brazilian industry.
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Factors Limiting the Industrial
Development of Marine Macroalgae
in the District of Marcona, Perú

Santos Edgard Sebastián Bernuy , Karina Silvera Sanchez ,
and Grimaldo Wilfredo Quispe Santivañez

Abstract The aim of the present research was to examine the factors that limit the
industrial development of marine macroalgae in the district of Marcona, Peru. To
achieve this, we considered several variables that characterize its industrial devel-
opment, such as exploitable biomass volume, extraction methods, transformation
processes, aquaculture, and government regulation, correlating each variable under
the Pearson’s coefficient. Hence, it was determined that the factors most associated
with the industrial development of macroalgae in Marcona, Peru are extraction and
transformation processes, because they exhibit a higher degree of correlation.

Keywords Marine macroalgae · Industrial development · Pearson’s correlation

1 Introduction

Most species of algae, a worldwide scale, are exploited taking advantage of both
the biomass naturally carried to the beach and directly harvested. In Peru, algae are
exported and used as raw material, in the alginate, carrageenan and agar industry;
and to a lesser extent, consumed as human food. During the last decade, the growing
economic importance of the resource has led to increasing levels of exploitation.
According to the Institute of the Sea of Peru (IMARPE) [1]. In Peru, brown algae
(mainly aracanto) are being used as raw material for alginate extraction. The extrac-
tion is mainly supported by two species: Lessonia nigrescens and L. trabeculata.
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Brown algae as a raw material for alginate extraction has historically been supported
by the collection of individuals resulting from natural mortality.

According to theUnitedNationsFood andAgricultureOrganization (FAO) [2], the
worldwide seaweed industry offers a variety of products, the total annual production
value is estimated between the US $5500 and the US $6000million, with a volume of
11.3 million tons. The most commonly used hydrocolloids are alginate, from brown
algae, for the pharmaceutical industry and textile production; Agar–agar, from red
algae; the gelling agent that is used for crops and in the food industry, and finally
Carrageen, of red algae, which is used for dairy production andmeat production. The
Latin American algal industry plays an important role worldwide, and approximately
17% of the industrialized algae is obtained from Chile, which, besides Peru, is the
only country in the region where seaweed culture is a highly developed activity.
Unlike Argentina, Brazil, and Mexico, where algae processing plants exist, algae are
exploited and processed only in Chile [3]. The largest volumes of marine macroalgae
production in the department of Ica, Peru, takes place in the cities at ‘San Juan de
Marcona’ and ‘Pisco’.

A few years ago, the authorities from Perú have regulated the marine macroalgae
fishery, unlike other countries, such as Chile, Spain, and China, according to the
National Fishing Society (SNP) [4]. Furthermore, there is no government regulation
that encourages state investment to industrialize this resource. Compared with other
countries within the region, Peru has a low level of development in macroalgae
aquaculture.

According to FAO [5], as 96% of the production of seaweed is obtained from
aquaculture, the macroalgae extraction/harvest should be associated with crops in
order to ensure that this resource is sustainable and become a successful industry.

This work seeks to identify the factors limiting the industrial development of
marine macroalgae in the district of Marcona, Ica, Peru. To address it, the anal-
ysis of the growth of Peruvian investment regard this resource serves to perform a
comparative study between the local scenario and other countries of the world.

2 Problem Statement

This study was conducted between April and July 2008, and it found that the main
commercially extracted macroalgae species areMacrocystis pyrifera, L. trabeculata,
andL. nigrescens and that they aremainly distributed to the south of ‘Punta San Juan’,
located at the city of the ‘San Juan de Marcona’, Ica, Perú [6]. Furthermore, it was
determined that the size of commercially extracted plants showed a high diameter,
beyond the 20 cm, whose diameter allows the efficient extraction of this resource.
Based on these results, government regulations were suggested for the extraction of
brown macroalgae owing to their economic importance in the center and southern
coastal areas.
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The Regional Directorate for Production of the department of Ica (DIREPRO-
Ica) states that 18.8% of formally registered artisanal fishermen worked directly in
the extraction and commercialization of brown macroalgae in 2013 [7]. In 2008,
the ministry of production established a closed season to protect the biodiversity of
the Peruvian sea, and the general fisheries regulation was modified the next year
in order to pave the way for legal framework regards production, harvest tech-
niques and species sustainability in the activity of extraction. However, despite the
established restrictions and regulations, there have been several changes during this
period that have modified the direct and indirect stakeholders involved in the brown
macroalgae production chain. According to the consulting firm ICON-INSTITUTE
[8] in responding to the growing demand for the resource, the IMARPE regional
headquarters-Pisco Ica developed strategies with scientific support, and pretend to
lay the foundations to administer this kind of fishery, safeguard its conservation and
the economic efficiency of its exploitation. For this reason, as ‘San Juan deMarcona’
city has characterized by their fishing community [9],where associations are involved
in artisanal activities for harvesting fish, shellfish, and seaweed, this work analyzes
the problematic situation regards the industrial development of marine macroalgae
and serves as a reference by regulators for improving the extraction process of this
place.

3 Methodology

The methodology used in this research is based on a search for data from enti-
ties related to the algae exploitation sector available on government entities such as
IMARPE1 (Sea Institute of Perú) and SINIA2 (National System of Environmental
Information). Also, open-access alga production data from exporting companies in
the sector in the period 2005 until 2009 is considered thanks to Veritrade’s3 informa-
tion. Likewise, to validate the research question the analysis of the degree of correla-
tion of the selected variables into the industrial development of marine macroalgae
is employed by means of the structural equation model [10].

In this work, the structural model is used to represent a network of relationships in
the form of a set of linear equations that link endogenous latent variables with exoge-
nous latent variables. It involves the transfer of themeasurement of such constructs to
a set of linear equations that define the relationships between the constructs (structural
model), via the surface variables (measurement model), and the possible correlations
between the different variables, As shown in Fig. 1, the proposed structural model
indicates latent variables endogenous to the factors of production and exploitation
of algae and exogenous variables to factors that limit industrial development such as
technology and manufacturing activity and variables such as investment by private
companies and the sustainable environment.

1The oficial site of the governamental entity is: https://www.imarpe.gob.pe/.
2See Footnote 1.
3The oficial site of this enterprise is: https://www.veritradecorp.com/.

https://www.imarpe.gob.pe/
https://www.veritradecorp.com/
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Fig. 1 Proposed causal model

Table 1 Tables of dependent factor

Macroalgae production volumes in Marcona (ton/year)

Year 2005 2006 2007 2008 2009

Volume ‘metric tons’ 402.94 26.05 749.99 348.4 0

Marine macroalgae extraction methods

Year 2006 2007 2008

Weighting coefficient 0.4 0.5 0.5

Raw material transformation

Year 2005 2006 2007 2008 2009

Weighting coefficient 0.8 0.8 0.85 0.85 0.85

The volume of macroalgae produced through aquaculture

Year 2005 2006 2007 2008 2009

Volume ‘metric tons’ 500 3118 9213 12,107 3874

Government regulations in Peru

Year 2005 2006 2007 2008 2009

Weighting coefficient 0.1 0.1 0.1 0.1 0.6

Table 1 presents the values along the years about the chosen dependent factors.
As part of the proposed structural model, the respective relationships between are
described below.

3.1 Exogenous Surface Variables

C1: Investment of private companies, C2: Environmental Sustainability.
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3.2 Endogenous Surface Variables

X1: Volumes of exploitable biomass, X2: Extraction methods, X3: Transformation
processes, X4: Aquaculture, X5: Regulations.

3.3 Latent Exogenous Variable

Y1: Limited industrial development.

3.4 Endogenous Latent Variables

F1: Technology, F2: Manufacturing activity.

3.5 Exogenous Latent Variable Relationship
with Endogenous Latent Variable

H1: Limited industrial development with respect to technology, H2: Limited
industrial development with respect to manufacturing activity.

3.6 Endogenous Latent Variable Relationship
with Endogenous Latent Variable

H3: Technology with respect to manufacturing activity.

3.7 Relations of the Exogenous Surface Variables
with the Exogenous Latent Variable

M1: Investment of private companies with respect to industrial development, M2:
Environmental sustainability with respect to industrial development.
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3.8 Relationships of Endogenous Surface Variables
with Endogenous Latent Variables

A1: Volumes of exploitable biomass with respect to technology, A2: Extraction
methods with respect to technology, A3: Transformation processes with respect to
manufacturing activity, A4: Aquaculture with respect to manufacturing activity, A5:
Regulations with respect to manufacturing activity.

The mathematical relationship between them are described below:

F1 = A1− A2 (1)

F1 = A3− A4− A5 (2)

H1 = Y1− F1 (3)

H2 = Y1− F2 (4)

M1 = Y1− C1 (5)

M2 = Y1− C2 (6)

4 Results

4.1 Results Obtained

Table 2 shows the factors most associated with the industrial development of
macroalgae in Marcona, Perú. These are the production volume, extraction methods,
transformation processes, and government regulations because they exhibited a
higher degree of correlation according to Pearson’s correlation coefficient [11].

Table 2 Correlation of the variables using Pearson’s correlation coefficient

Technology The intervention of private
companies/year-records

PT manufacturing
activity/year

Production volumes − 0.35 − 0.25 0.83

Extraction 0.50 0.33 1.00

Transformation 0.76 0.33 1.00

Aquaculture 0.61 0.61 − 0.15

Regulations 0.53 − 0.04 0.93
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4.2 Interpretation of the Results of the Structural Model

The variables and their relationships are described in Table 3 according to the data
obtained inTable 1.Also, Table 4 presents the estimation and evaluation of exogenous
variables.

The following results were obtained after applying Eqs. 1, 2, 3, 4, 5 and 6.

• M1: The factor that limits the industry is related to the investment of private
companies that impact the result of M1 with a value of 42.79

• M2:The factor that limits the industry is related to the environmental sustainability
that impacts the result of M2 with a value of 3685.08

Therefore, the variables that limit most of the industrial development are aquacul-
ture, technology, and regulations, this is because the results obtained in the structural
equation are greater than the volume and extraction methods. Finally, Fig. 2. Shows
the resulted causal model.

Table 3 Estimation and evaluation of the model

Dependent variables Mean Variance Typical
deviation

Technology A1 Production
volumes

154.84 60,724.97 246.42

A2 Method of
extraction

2.40 3.85 1.96

Manufacturing
Activity

A3 Transformation
processes

567.08 325,083.51 570.16

A4 Aquaculture 4,164.00 15,489,681.25 3,935.69

A5 Regulations 625.11 414,234.41 643.61

Technology H3 Manufacturing
activity

627.25 411,567.69 641.54

Table 4 Estimation and evaluation of exogenous surface variables

Exogenous surface variables Mean Variance Typical deviation

C1 Investment of private
companies

276.50 48.75 6.98

C2 Environmental
Sustainability

8,146.00 14,036,264.67 3,746.50
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Fig. 2 Causal model

5 Conclusions

Macroalgae are crucial for manufacturing industrial products, and currently, they are
considered a highly profitable resource worldwide. We concluded that the following
factors limit the industrial development of marine macroalgae are volume, extrac-
tion methods, transformation processes, and regulations; furthermore, extraction
methods and transformation processes exhibited a stronger correlation, according to
the Pearson’s coefficient. With respect to the structural model, the highest standard
deviation was observed in the aquaculture variable, which indicates that macroalgae
aquaculture is important for sustainable industrial development in the future, leading
to furtive work on seaweed production hatcheries.
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and Reinaldo Padilha França

Abstract Industry 4.0 brings with it a lot of technology in the areas of communi-
cation, artificial intelligence, Internet of Things (IoT), and others. One of the great
challenges for all these activities is in the design of the hardware including not
only the electronic electron project but also the printed circuit board (PCB) design.
Working with signals in gigahertz all the tracks of signals, paths, layers, place of
components, and processes involved affecting the final product that the Industry 4.0
so longs for. This research presents a detailed discussion along with a description
modeling of the main topics that are faced in relation to the challenges of PCB design
and manufacturing techniques.

Keywords PCB · Layout · Signal integrity · CISPR 22 · Communication · Signals

E. Camilo (B) · Y. Iano · G. Gomes de Oliveira · D. Pajuelo · A. C. Borges Monteiro ·
R. Padilha França
School of Electrical and Computer Engineering (FEEC), University of Campinas, UNICAMP, Av.
Albert Einstein, 400, Barão Geraldo, Campinas, SP, Brazil
e-mail: edscamilo@gmail.com

Y. Iano
e-mail: yuzo@decom.fee.unicamp.com

G. Gomes de Oliveira
e-mail: oliveiragomesgabriel@live.com

D. Pajuelo
e-mail: diego.pajuelo.castro@gmail.com

A. C. Borges Monteiro
e-mail: monteiro@decom.fee.unicamp.com

R. Padilha França
e-mail: padilha@decom.fee.unicamp.com

© Springer Nature Switzerland AG 2021
Y. Iano et al. (eds.), Proceedings of the 5th Brazilian Technology Symposium,
Smart Innovation, Systems and Technologies 201,
https://doi.org/10.1007/978-3-030-57548-9_46

489

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-57548-9_46&domain=pdf
https://orcid.org/0000-0002-3158-530X
https://orcid.org/0000-0002-9843-9761
https://orcid.org/0000-0001-7164-2068
https://orcid.org/0000-0003-0067-5078
https://orcid.org/0000-0002-8631-6617
https://orcid.org/0000-0002-7901-6691
mailto:edscamilo@gmail.com
mailto:yuzo@decom.fee.unicamp.com
mailto:oliveiragomesgabriel@live.com
mailto:diego.pajuelo.castro@gmail.com
mailto:monteiro@decom.fee.unicamp.com
mailto:padilha@decom.fee.unicamp.com
https://doi.org/10.1007/978-3-030-57548-9_46


490 E. Camilo et al.

1 Introduction

Industry 4.0 is a recent term that explains the application of new technologies in
major industrial processes. Among the most striking features of this concept are task
automation and data and information control. This new concept proposed a paradigm
shift in the way industrial processes would be modified to include intelligent and
interconnected devices along the entire production chain. It encompasses all the
technological innovations created in recent years to facilitate industrial processes and
generate more profit for companies, and the term came from a project of technology-
focused German government strategies and was first used at the Hannover Fair in
2011 [1, 2].

The basic concept of the Fourth Industrial Revolution understands that by
connecting machines, systems, and assets, companies can create intelligent
networks throughout their production network and thereby control various actions
autonomously. That is, smart factories will have the capacity and autonomy neces-
sary to schedule maintenance, predict process failures, and adapt to unplanned
requirements and changes in production [1–3].

For this transformation to come, true systems and technologies had to be developed
in the context of automation, digitization, and communication between systems,
machines, products, people and the Internet of Things (IoT) become reality. Industry
4.0 has covered a variety of research, from those involving IoT, autonomous cars, low-
abstraction, low memory-consuming telecommunications systems [4], powerful and
easy-to-use computer systems [5], medical diagnostic methodologies through digital
processing techniques for low cost, high precision medical diagnostics [6–8].

The digitization of data from machines, processes, and devices complement the
operational layer of an industrial plant. IoT, as it is known, is the technique that
allows you to connect general information from devices to the Internet. This makes
it possible, within Industry 4.0, to interconnect data and systems, allowing us to
form the cyber ecosystem, where we can achieve full and complete interoperability
of the industrial plant, where we can call it the digital plant. Therefore, knowing
all the processes in Industry 4.0 and the Internet of Things (IoT) is essential for
the company to achieve competitive conditions in high quality. The flexible and
modular production of this system makes advanced manufacturing so important
for the industrial sector because it can produce according to the proposed demand,
optimizing inventory and resources [9–11].

In the area of applications and solutions via the Internet, the real race for new
business strategies, new forms of commerce, information exchange, and information
was available to everyone at the click of a finger on the mobile screen. In times
where hardware frequencies were kHz and MHz are facing challenges, due to this
era of Industry 4.0 where there are technologies of artificial intelligence, wireless
communications, networked electronics, images, sounds, and sensors, making the
equipment more and more decisive, the speed of operation in MHz is no longer
enough [1, 11].
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Toworkwith somuch information and in an increasingly short time, our hardware
also needs to be more efficient, fast, and robust. The convenience of pushing a button
and like a magic pass the gate opens, in a stall of the fingers the light laughs, video
cameras connected to the network provide people with real-time images of the office
or residence; yet through the network, they speak through video and voice; and in the
same sense, the automotive industry already works with automated cars where there
is no need for a human driver and just as through the union of IoT and Industry 4.0,
the possibilities of the drones with regard to surveillance, delivery of placards among
other possibilities, will be increasingly present in people’s daily lives [12, 13].

Therefore, this paper aims to provide a discussion on the topic hardware for
Industry 4.0 and IoT approaching its particularities, categorizing, and synthesizing
potential points of technologies.

2 Methodology

This survey carried out a discussion and description modeling on the main topics that
are faced in relation to the challenges of PCB design and manufacturing techniques.

3 Results and Discussion

Nowadays, electronic circuits are everywhere; they are found on the wrist; through
smartwatch, in the pocket; they hide in the car; and they are even present in space,
since they provide a huge number of applications in electronics by realizing ideas
using the right knowledge and tools to do the most extraordinary things imaginable
[14].

Printed circuit board (PCBs) are boards dedicated to a special circuit, the biggest
advantage of these boards is that they are extremely reliable, can be installed perfectly
in chassis, chassis, among other places of a specific design, are smaller electronic
components that can shorten your circuit beyond allowing the use of double-sided
plates. Nowadays, the circuits are made using computer-aided design (CAD) soft-
ware, with many programs to choose from, which can be arranged between compo-
nent terminals and defining the shape of the board in general as a rectangle, but with
PCBs, many shapes are possible, such as circles, triangles, rings, stars, among others
[15, 16].

Because PCBs are typically designed for different purposes, from project proto-
typing to the production of rugged, high-tech equipment, this is an important study
material for both engineers and companies, serving in the initial scope of the manu-
facturing process. PCBs are the assumptions of execution, integration, composition,
placement, and dimension orientations.
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The challenges start soon when the appliance is plugged into the power supply
as long as it is desired to have the convenience of being able to connect at 110
or 220 VAC; but for this, a power source has to be prepared for it. The design
generally implies a switched source that enables it to be connected within a voltage
range, not just one. This technology demands its development because this type
of circuitry is an excellent noise generator as well. The problems faced relating to
meeting EMC/EMI standards. A layout without due consideration of track spacing,
creepage, and clearance the choice of PCB laminate related to CTI, TG parameters
leads us to failures by the IEC when it comes to safety.

Failure to consider track widths due to currents, current loops, correct place of
components, always minimizing track lengths in this region will cause unwanted
noise and will certainly cause the product to fail in the EMI-CISPR 22 tests, elec-
tromagnetic interference (EMI) and in the same way as CISPR 22 alludes to an
analog standard with respect to the European standard EN 55022, which is generally
mentioned in all European electromagnetic compatibility standards, covering ranges
in the range from 30 MHz to 1 GHz.

Communication signals such as USB3.0, PCI Express, and signal require
impedance parameters for maximum signal transfer from its source to its destination.
When we speak of impedance parameters, we are talking about PCB construction
processes involving thicknesses between layers, parameters related to the dielectric
coefficient of the laminate materials and the welding mask. It was also considering
thicknesses of the tracks and their spacings between the signals of the differential
pairs, which are in the order of magnitude 6 mils (0.15 mm).

Other no less important constraints should also be considered for critical signals
such as keeping the minimum distance between them and all the rest. Other no less
important constraints should also be considered for critical signals such as keeping
the minimum distance between them and all the rest.

These considerations are valid for USB, PCI Express, TDMI, Serial SATA, LVDS,
and others.

All these high-speed signals must also be routed considering the shortest distance
between the connection points, every layer change through the roads shakes these
signals, because for each row we are introducing another equivalent circuit, some
have path limits as, for example USB signals that support at most 2-way (USB3.0).
Cross talk is another problem that can appear, and signals considered aggressors
must be isolated from the victim signals (Fig. 1).

Usually, the GND planes are used as shielding to protect these signals in both
internal planes and planes involving the signals on the TOP andBOTTOM, and signal
integrity (SI) considerations are becoming increasingly necessary in PCB projects.
Since it needs more and more processing speed, for the memory data signals, the
DDR 2, 3, 4, and 5 memories require timing control, which means to route all the
signals with controlled track length, without a path, and in a specific layer. USB
signals, PCI-Express, HDMI, Serial SATA, SuperSpeed, TDMS, LVDS, command
signals, data strobes, data mask, clocks need to be routed with impedance controls,
spacings, track widths, number of track lengths.
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Fig. 1 Cross talk

In this context, differential pairsmust be routed according to specific rules ofwidth
and spacing of tracks on specific layers with impedancematching. The length of their
tracks is also controlled to have amaximum of 5–10mils of difference between them.
This becomes a simple task to do when there is a project with countless signals being
processed with this technique. Finding the paths to all of them requires a lot of
experience and routing techniques (Fig. 2).

Fig. 2 Differential pair of routing strategy
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Fig. 3 DDR tracks with match length

Power integrity is part of the challenges, and memories are working with voltages
of 1.5 V for DDR3, 1.2 V for DDR4; this means having well-defined the tracing
of these feeds in order to avoid losses. After everything is routed and checked, it is
possible to perform simulations that are fundamental due to the complexity and costs
involved in the manufacture of PCB (Fig. 3).

Trafficking data and communication signals at gigahertz speeds are becoming
increasingly critical for correct data transfer either in input or output requirements
or in the interpretation or generation of this data.

These signals traveling on trails through the layout PCB undergo deformations
in their structure. Signal levels that should represent 0 or 1 end up not having these
levels well-defined which causes errors in their interpretation. Such signal deviations
and deformations are part of the phenomena that occur in the PCB environment as
controlled impedance, whose origin is stacking up and every signal that travels from
layer top to layer bottom trough a via will also have a slight deformation at either
the rising or falling edge, any signal that travels without reference to a GND plane
is also affected, as well as cross-talk effects.

The more defined the rising and falling edges of the signal mean the better inter-
pretation of the data. The better the routing of the tracks observing the critical items
related to signal integrity, the better the expected results (Fig. 4).
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Fig. 4 Typical high-speed signal with eye diagram

It is already known to companies that the technology of PCB fabrication with
boring buried and blind routes; however, the industry tries to avoid this technology
due to the high costs involved, but when doing the design of electronic circuits with
gigahertz frequencies for communication signals and given the use of this technology,
it is necessary to keep inmind that there will be parasitic capacitances acting between
the stubs of the pathways.

The parasitic capacitance causes signal deformation, impairing the correct inter-
pretation of the data. Through-hole paths as shown in figure should be avoided for
high frequency (GHz) (Fig. 5).

It is still the project of this PCB related to manufacturing processes because of
these concerns regarding the tracks of 4 mils, on average (0.1 mm), also routes,
in this order of magnitude, weld pads geometries, weld mask openings, micro-vias
with 4 mils diameter, stencil, test points, positioning of components according to the
welding processes.

Remembering that for mass production processes, this meansmore or fewer costs.
The vast majority of products that have wireless communication are mandatory
by ANATEL (National Telecommunications Agency—Brazil), if they have passed
the electromagnetic interference (EMC)/electromagnetic compatibility (EMI) tests
and again face other challenges, gigantic noises are injected through power cables
(conducted noise) and others emitted via antennas (irradiated noise); the product also
cannot emit conducted or irradiated noise and many are blocked by CISPR 22, and it
is impossible to have a product approved by them and other standards International
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Fig. 5 Stub vias through-hole technology

Electrotechnical Commission (IEC), Underwriters Laboratories Inc. (UL) without a
rigorous and meticulous PCB design.

The difference between these standards is that IEC describes minimum specifi-
cations on device safety requirements while UL has comprehensive specifications
regarding technical details with respect to product safety and application (Fig. 6).

The error detection through CISPR22 is clear but the biggest challenge is to find
its cause and propose solutions ranging from changes to the electrical scheme by
adding filters but the problem may also be coming from a poor layout of routing,
decoupling, and the tracks themselves may be radiating these strong signals. Finding
out where they come from is the great challenge of the hardware engineers (Fig. 7).

Fig. 6 CISPR 22 test fail-EMI
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Fig. 7 Poor decoupling layout strategy

4 Conclusions

With cost-effective and highly reliable advantages, providing economical for high
volume production, modeling software is color-coded for different connections
and is therefore easy to install while mentioning the device rating that aids in its
maintenance.

While having drawbacks with regard to layout design, the higher initial cost
compared to point-to-point built-in circuits or coiled wires, etching of circuit boards
generates chemicals that are hazardous to the environment, yet considering that it
cannot be updated once it is printed.

Aswell as the hardware challenges for Industry 4.0 gobeyond tracing the paths and
securing their connections and should be considered considerations related to time,
controlled impedance, materials, routing strategies, cross talk, PCB manufacturing
techniques, EMC/EMI-related techniques, power and signal integrity are becoming
increasingly mandatory, as well as Electronic CADs have made a great contribution
which facilitating these works strengthening the intellectual knowledge of the HDW
designer is the biggest differential.

Thus, goodmodeling practices andorganization criteria for electronic components
should be performed to avoid short circuit and noise, or a waste of time, as the board
design process is geared to meet the need for specific designs aimed at the quality of
a well-developed layout.
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Smart Contracts and Blockchain:
An Application Model for Traceability
in the Beef Supply Chain

Anderson Domeneguette Felippe and Antonio Carlos Demanboro

Abstract While demand for food increases as a result of the world population
growth, supply chains face bigger challenges concerning the quality and traceability
of goods. Thus, this paper focuses on the beef supply chain and its current traceability
tools, which have shown several flaws as they fail to provide reliable means to track
products back to their source. Since blockchain and smart contracts technology have
emerged providing a decentralized and secure platform for information exchange,
it has changed how people and a wide range of institutions handle assets transac-
tions such as currency and data. Therefore, this paper demonstrates an application
model using blockchain and a smart contract algorithm as a viable and trustworthy
traceability tool for the beef supply chain.

Keywords Smart contracts · Blockchain · Traceability · Beef supply chain

1 Introduction

World population prospects presented by [2] states that, by 2050, there will be more
than 9.7 billion people on earth. As that number grows every year, food demand will
be one of the core challenges for humankind [3] and, on the table of most of the
families, meat and mainly beef will keep playing a central role as the main source of
animal protein [4]. Though vegetarian and vegan diets, as well as alternative sources
of animal protein such as insects, have been largely studied and used in the last years
[5] in order to reducemeat consumption, an estimation showed that beef consumption
itself will increase up to 16% in the next six years [4]. As the world’s largest exporter
of beef, Brazil may experience up to 40% growth in this demand over the same period
[4]; hence, the Brazilian beef market is highlighted in this work. One of the most
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frequent issues faced by the beef supply chain is series of scandals that have been
disclosed, such as Tesco’s horsemeat scandal or the latest Brazilian meat scandal
in 2017, which severely affected beef supply on a global scale [6]. This scenario
will bring great challenges for the beef supply chain ranging from environmental
footprint to product quality and traceability.

There are many methods for traceability and some will be explored in this paper,
and, although they have been extensively used in the beef supply chain [7], all of
them have failed to integrate the actors throughout the process while featuring an
immutable, easy-to-obtain, verifiable, and secure source of data for tracking cattle
from birth to retail sales [8]. The goal of this paper is to provide a traceability model
based on blockchain and smart contracts that can be used to ensure cattle are securely
tracked throughout their life cycle and their data (birth, origin, vaccines, diseases,
etc.) could be verified by any actor in the beef supply chain.

This paper is organized as follows. In Sect. 2, we review the supply chain present
and future challenges, as well as main traceability tools currently in use and reasons
why they have failed to deliver value to the process. In Sect. 3, we explain how
blockchain and smart contracts work, their current use in untrusted environments
such as finance and also present links to supply chains. We show and analyze, in
Sect. 4, our blockchain application with a smart contract algorithm to serve as a
traceability tool in the beef supply chain and its benefits to the market. In Sect. 5, we
present our conclusions.

2 Beef Supply Chain Review

2.1 Current Scenario

The most common method for tracking cattle is RFID ear tags. Federal agencies
around the world have implemented regulations that force farmers to use some sort of
traceability method [6], such as the Brazilian Agriculture Ministry (MAPA). MAPA
regulates the use of a tracking system called SISBOV, using ear tags and a nation-
wide database for beef exportation, though it has certain flaws in the process that
cannot guarantee reliable traceability throughout the supply chain [7].

An opinion review performed with customers, governmental agencies, and
suppliers regarding current beef traceability methods concluded that every actor in
the supply chain has a different idea about their real value and final consumer reckons
that a traceability tool providing reliable information about the product could change
their quality perception and would help on their purchasing decisions [6, 9].
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2.2 Future Challenges

Brazil is currently responsible for 19.29% of the beef exportation market share [10]
and considering the previously mentioned 40% growth in the exportation figures [4],
supply will certainly face many challenges as demand increases. Since there is no
common widely adopted standard for beef traceability and each producer can use its
own solution [11], this may cause in the future a variety of issues such as untracked
products (in case of scandals and public health issues), unreliable quality, and a great
difficulty to be able to supply beef in a liable and timely manner.

3 Blockchain Technology

3.1 Blockchain

The concept of a secure chain of blocks was born in the 90s, but only later in 2008,
it took the shape we know nowadays, since it was created to serve as Bitcoin’s
underlying protocol [12]. Blockchain is basically a distributed ledger (or database)
on a decentralized peer-to-peer (P2P) network for information exchange (Fig. 1).

Fig. 1 A decentralized network of nodes without a central authority. Each node has a light or
full copy of the entire blockchain and participates in the “competition” for mining new blocks
individually. When a new block is mined, the winning node spreads it to the network
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Fig. 2 A Blockchain example

The structure consists of a chain of blocks (Fig. 2) containing a dataset formed by
its own cryptographic signature, a header, the signature of the previous block, and
the log of all validated transactions (what and how much is sent to whom) in that
time frame. Blocks are linked, similarly to a linked list (therefore forming a chain),
and every new block is always written after the last one [13]. There are, however,
strict rules to accept a new block in the blockchain, which involves a very hard
computational effort known as mining. Mining is a process of continuously compute
the candidate block’s header data changing an integer number known as a nonce in
order to find a hash that is smaller than a pre-defined target and, once this hash is
found, the block is finally written to the blockchain [13].

Hash functions have such an important role in blockchain implementation due to
theway theywork. For a data set input of any size, a hash functionwill always produce
an output with a fixed size [14]. Using Bitcoin as an example, its hash function (SHA-
256 function applied twice in the block header) has a fixed size of 160 bits or 2160

possible combinations [1], and thus, finding the target cannot be done by other means
but trying every possible combinationwhile varying the nonce until it is found, awork
that will expend a lot of time and power even on machines with high computational
capacity. Finding this target is essentially performed by a trial and error algorithm
called proof of work (POW) [12]. This algorithm is called POW since it will, in fact,
prove that a lot of work has been done in order to validate the information involved
in that transaction. POW is the algorithm used in many cryptocurrencies today such
as Bitcoin and Ethereum [13, 15]. There are other mining methods, such as proof of
stake (POS), and even an indirect consensus approval method used in IOTA’s Tangle
[16] (another form of distributed ledger technology that differs from the blockchain),
though we focus on POW as it is widely used by the main crypto-assets in the market
and is also immune to some forms of attack that can jeopardize POS-based networks
[17].

The block mining rate, in Bitcoin, for example, must be kept at a 10-min average.
As more miners enter the network, and therefore, more computational capacity
becomes available; the nonce difficulty is increased to keep new blocks mining rate
at the same 10-min window. If that capacity decreases—meaning that fewer nodes
are mining—difficulty will also decrease over time [18]. Additionally, as every block
carries the hash of the previous block, if any block is somehow changed, all subse-
quent blocks will have to be mined again, demanding a computational power that is
unavailable in practical terms. In a matter of a few weeks, it would be impossible



Smart Contracts and Blockchain: An Application … 503

Fig. 3 A simple smart contract example

to alter the blockchain with only a few nodes running in the network [13]. All these
security layers have proven to be one of the most appealing features for the adoption
of blockchain, mainly in environments with an untrustworthy nature [19].

3.2 Smart Contracts

Smart contractswere originally created to act as a digital entity to assure the execution
of contractual terms on networks, aiming to be embedded in hardware and software
applications [20]. The concept has now evolved to be a computer program or script
that executes specific tasks or payments as some pre-established agreements and
rules are met in the digital contract. In a blockchain environment, a smart contract
has its own hash address and accepts transactions that will be verified by its own
rules and written to the blockchain if the contract terms are executed. Those contract
terms can be as simple as programming logic, such as “if this, then that” (Fig. 3)
[15].

3.3 Standout Use Cases

Due to its technical feature of being able to provide means for trustless environ-
ments to exchange assets such as currency, blockchain has been extensively tested
in the financial market. Several banks such as JPMorgan Chase, Citi, and Bank of
America have invested and implemented some variance of a blockchain system to
enforce their security on transactions and data reliability [21, 22]. On supply chain’s
side, blockchain has been used as a tracking tool combined with RFID presenting
very good results and many logistics players are willing to embrace the technology,
which can provide much more than just traceability as some authors point out that
companies’ return on investment may increase with the adoption of such reliable
techniques [23, 24]. IBM and Walmart also teamed up in order to use blockchain to
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track pork in China and the USA to improve traceability, avoid facing health issues
and add value to their products [25]. Many players in the supply chain business have
adopted blockchain traceability systems such asWaltonchain, a blockchain designed
to be used with RFID in logistics [26], and VeChain, which also hasWalmart by their
side [27], supporting the increasing adoption of the technology in their market.

4 A Blockchain-Based Traceability Tool

Aspointedout in thiswork, traceabilitywill be oneof themain issues facedby thebeef
supply chain, and current methods and tools have failed to provide a viable solution
for it. In order to face this problem, the proposed methodology is an application
model based on blockchain smart contracts that can provide a traceability register to
the cattle, which can be checked upon at any time during their life cycle. In order to
achieve that level of traceability, a traceable entity must be created during breeding,
the animal’s first stages of life. It is at this point that a smart contract comes around.
Farmers must have a set of hardware and software tools to create a first reliable
register of a single animal as a new smart contract in the blockchain. Those tools
involve the need for a hardware platform such as a PC or a smartphone that is capable
of running a decentralized application (DApp) to interact with the contract acting as
a node in the blockchain network. This contract that is being proposed would have
only two types of functions available: a getter and a setter as well as data validation
(Fig. 4).

Getter functions could also be used for parametric search using known cattle
attributes. At the contract creation, the individual information of the animal must
be inserted through a setter function, logging it permanently in the blockchain. This
piece of individual information can vary from body marks, tattoos, or even best
a DNA fingerprint, which can assure a non-interchangeable form of identification
[28]. From breeding to retail sales, a variety of data is collected from the animal
such as weight, RFID, location, vaccines, diseases, transportation, and others. All
that information can be added up on the smart contract through its setter function at
any time; however, these data have to be valid and common to cattle traceability to
be accepted in the contract, which will all be done in software.

Smart contracts can, and preferably should, be programmed to have a lifetime.
In this model, a smart contract should be self-destroyed after N months from its
creation. N can be calculated as in (1).

N = St + Pt + Ct (1)
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Fig. 4 Pseudocode for a smart contract for beef traceability
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St is the time until slaughter,Pt is time to process, andCt is time until consumption.
All periods should be considered as long as possible to avoid that the smart contract
is halted earlier than expected, though values can vary depending on cattle breed,
feeding, fattening method, etc. St can range from 18 to 26 months [29], Pt should
not be longer than 1 month, and Ct can be as long as 8 months [30] if the meat is
processed and kept frozen, thus N could range from 19 to 35 months. It is important
to note that once a smart contract is destroyed, it will only cease to allow access to its
functions, though its contents can be read and verified at any time as they are written
in the blockchain. During its lifetime, the getter function will return all fields and
their data in an organized way. After its lifetime has ended, only the raw data written
in the blockchain can be retrieved using the contract’s hash address [15]. The result of
having a smart contract in the blockchain is an immutable register containing cattle
tracking data from their birth to the consumer’s hands.

A blockchain application will bring various advantages to the beef traceability in
the supply chain:

• Secure and safe environment.
• Easy implementation once software infrastructure is developed.
• Possible low implementation cost (considering current cloud infrastructure costs).
• Immutable registers.
• Fast access to data online.
• Highly traceable records.
• Scalable.
• Decentralized (no need for central authority).

5 Conclusion

This work reviews the upcoming challenges that the beef supply chain will face with
the growth of the world population and evaluates the main issues involving trace-
ability in the sector. Blockchain and smart contracts technology are also discussed
and are linked to markets that are willing to adopt them as a trustworthy means
for assets exchange. An application model is proposed using smart contracts in the
blockchain that can provide a very secure and immutable tracking record for cattle,
from birth to consumers, creating a powerful tool that is capable of filling the tech-
nical and operational gaps left by current traceability methods. It is assumed that the
implementation cost can be supported by the players in the beef chain, because, in
doing so, it could aggregate value to the products to be sold in the market.We suggest
that further studies need to explore the costs involved and that any implementation,
at first stages, is done on a well-established blockchain platform such as Ethereum or
HyperLedger, for example. Since blockchain is still considered a technology under
development, the acceptance could be low, hampering the implementation on a large
scale; however, it has been widely tested and used in similar markets with posi-
tive results. Early adopters can become a reference for future use of the technology,
and the beef supply chain can certainly benefit from it since it will offer a standard
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approach for cattle traceability anywhere, surpassing current challenges shared by
most of the actors involved in it all over the world.
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Twenty Years Survey of Big Data:
Definition, Concepts, and Applications
in Engineering

Massaki de O. Igarashi , Paulo E. Sartorelli ,
and Mariana Z. T. de Lima

Abstract In the last decade, there was an exponential growth in data generation
from different sources especially due to advances in information and communication
technology. Thus, organizations have seen the potential to gain competitive edges
from the analyses of this data, changing it in the information that, without Big Data
tools, could not be obtained. In this context, this work brings a survey about Big Data
and explains this concept has changed during the years. Moreover, this paper aims to
elucidate the last twenty years of Big Data and its applications in different areas of
engineering: civil, electrical, manufacturing, mechanical, materials, chemical, and
software engineering.

Keywords Big Data · Engineering · Areas · Data generation

1 Introduction

In the last two decades, the Internet has shown significant growth, which was espe-
cially responsible for the amount and the speed of data generation [1]. Currently,
most of the actions performed on the Internet generating data, have been identified
in order to analyze customer preferences, behavior patterns, evaluate trends, and even
detect potential crises and fraud [2]. The importance of data generation and its appli-
cations increases considering the estimative of data volume growth for 2020 around
40 zettabytes [2, 3]. Among the possibilities to extract value from this large amount
of data (structured or not), one of the outstanding ways it is to identify existing
patterns in databases through the most frequently used information. Another way is
that companies can create and store data and get detailed information across a range
of areas, such as inventory forecasts, demand prospects over the coming months,
and then use that information to make better decisions and improve organizational
performance [4].
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Table 1 Different areas of Big Data applications

Precision agriculture Games and social networks Precision medicine

Banks and credit Government and public management Health

Insurance Financial sector Decision making

Education Logistics and supply chain Transportation

Judicial Marketing

The term Big Data is used to define a large and complex data set whose traditional
database techniques, tools, and software are no longer efficient. Therefore, scaling
this data, the diversity and complexity require new techniques, architectures, and
algorithms for its management and analysis, allowing, an easier extraction of value
and knowledge.

Big Data tools and techniques help to extract value and useful information for
better decision making in the most diverse areas and possibilities (Table 1).

1.1 Theoretical Framework

According to Chen [5], the use of data as the information is not recent. Since the ‘50s,
the administration and information technology areas have already used this concept
and information systems. The first research was reported in the ‘70s, giving rise to
data processing methods. In the ‘90s, software’s has emerged and has been used to
analyze the amount of data [6].

Big Data started to be used more frequently in the 2000s, with the expansion of
new software’s, processing techniques, storage, and data transmission [6]. Chen [5],
Davenport [7], and his collaborators emphasized the emergence of new technologies
and the spread of the Internet and global e-commerce was defined as the beginning
of a new era of data generation that is transmitted over this worldwide network. The
authors mentioned examples of actions taken from the Internet that began to drive a
steady and growing stream of data, such as patterns of web browsing, clicks, online
commerce, content that users themselves generate on social media, Web sites, blogs,
and platforms. Thus, the term Big Data is not related to a whole new concept, but to
the updating of several technologies, tools, and techniques that have already existed;
this union provides a clearer understanding of Big Data today [6].

A. The 5 V’s of Big Data

There is not a well-established consensus on the definition of the term Big Data,
although it is known as a large amount of data that is daily generated daily. The first
attempts are defined by three pillars: volume, velocity, and variety [8]. But other
authors, when defining Big Data, use five pillars (the 5 V’s of Big Data): volume,
velocity, veracity, variety, and value.
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Volume: It is related to a large amount of data that is generated daily around the
world, coming from different sources [9].

Velocity: The speed in which data is generated [10].
Variety: data diversity by the many sources, structured or unstructured data [11].
Veracity: Data authenticity is essential for organizations [12]. It is related to the

quality of the information available for decision making [9].
Value: The value that influences decision making based on data analytics [9].
Trying to systematize these V’s that define Big Data, a timeline was created to

relate publication dates, definitions, and their number of letters V’s (Fig. 1).

Fig. 1 Big Data evolution timeline [27–31]
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Although most authors define only the five pillars (volume, velocity, variety,
veracity, and value), there are other authors who add more pillars. For example,
Ali-ud-din Khan [9] added two other pillars: validity and volatility. Sahoo [13] and
collaborators highlight two others: visualization and variability. There are even some
current blogging attempts to define the term through 10 V’s, but without academic
recognition.

2 Methodology

This research has a qualitative approach (which objective is to analyze Big Data defi-
nitions in time), with explanatory purpose about the potential of Big Data application
in different areas of engineering and to describe its definition along the time.

A literature review was conducted from academic publications from national and
international literature that was searched and used from academic bases Google
Scholar, ScienceDirect, and ISI Web of Science.

The search was performed based on the keywords: “Big Data” + “engineering
area,” obtaining publication numbers from year to year, from the 2000s to the present
date.

3 Analysis and Discussion

3.1 Big Data Applications in Engineering Areas

This study presents some Big Data investigation and applications in seven engi-
neering areas (civil, electrical, manufacturing, mechanical, materials, chemistry, and
software).

A. Civil Engineering

LiangWang [14] reports a new vehicle detection and tracking system based on image
data collected by unmanned aerial vehicles (UAV). This system uses consecutively
captured frames to generate dynamic vehicle information: position and speed.

This system can be used by “smart cities” in traffic management centers, for the
location of accidents, in the real monitoring of a highway, among others, as area
of construction, search and rescue applications, structural inspection, and health
monitoring; and with some modifications, it can also be used in jungle animal
tracking.

Rathore [15] presents an IoT-based system for smart city development and urban
planning using Big Data analytics. The current system uses different types of real-
time sensors (weather sensors, water sensors, and intelligent parking), surveillance
cameras, emergency buttons on the streets, among other devices. Its implementation
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is structured in the collection, data filtering, classification, preprocessing, processing,
and decision making. The sensors generate large amounts of data at high speeds,
which are processed by the Hadoop and MapReduce frameworks and guarantee
system scalability and efficiency. It cannot only benefits citizens, but also authorities
by providing information that makes decision making faster and more efficient.

B. Electrical Engineering

Chou [16] reports a Big Data analysis framework for smart grids and components of
an energy-saving decision support system. The structure analyzes, in real-time, the
data of electricity consumption, identifies consumption patterns, and predicts energy
consumption, in addition to provide optimal operation schedules for appliances. The
measurement infrastructure was installed in a residential building in the experimental
simulations.

But, Lee [17] reports the development of smart charging infrastructure for electric
cars using Big Data tools. The structure is being implemented in Jeju Province,
South Korea, where the authors present the distribution of chargers and the number
of chargers in operation. The goal is to combine various statistical and machine
learning techniques to identify the charging demand pattern of electric vehicles and
integrate renewable energy to power charging networks.

C. Manufacturing Engineering

Zhang [18] presents a proposal for a general Big Data-based analysis architecture
for the product lifecycle management (PLM). This architecture integrates Big Data
analytics and service-driven standards that aided decision making, coordination, and
optimization of the Cleaner Production (CP) process. By utilizing the technology
and the IoT concept at every stage of the PLM, develop an intelligent manufacturing
and maintenance environment.

On the other hand, Lee [19] exposes the possibilities and trends of integrating
advanced data analytics intomanufacturing, products, and services, linkingBigData,
the advancement of Information and Communication Technologies (ICT), and the
fact that cyber-physical systems (CPS) facilitate the systematic transformation of
massive data into information and assist in decision making. In addition, the group
also features a systematic architecture called 5C that encompasses the steps required
to fully integrate CPS into manufacturing.

D. Mechanical Engineering

Bumblauskas [20] reports a smart maintenance decision support system (SMDSS)
based on a company’s corporate data. The system is able to provide the user with
recommendations for improving asset life cycles. The authors illustrate how Big
Data analytical tools can be used to prioritize equipment maintenance and define
the architecture in which a physical asset owner can enter usage parameters for
interconnected equipment and receive a comprehensive proposal for the service to
meet the recommendations generated by the analytical model.
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Fernandes [21] presents the results of a study in a metallurgy company where
data analysis and resource selection methods were employed from continuous equip-
ment monitoring. Machine learning and data mining techniques were used to extract
information and assist in decision making. The information gained will assist in the
development of adaptive learning models capable of handling complex information
that can be applied across a complete line of industrial products and equipment.

E. Materials Engineering

Lu [22] provides an overview and gives examples of research progress toward the
discovery of new materials and classifies this research area as Materials 4.0. The
work also highlights the development of machine learning protocols and speaks of
quantum material property simulation software, digitized material data, intelligent
machine learning algorithms, among others. The author emphasized the considerable
reduction in time between concept and commercialization of new products and also
speaks of the recovery after the conclusion of the product life cycle. The challenge
is still aggregating data from multiple sources, as well as managing and analyzing
unstructured data to enable 4.0 materials, and further recommends that web-based
material researchplatformsneed to bedeveloped to explore opportunities and identify
gaps.

F. Chemical Engineering

May [23] presents the possibilities of advancedmultidimensional separations inmass
spectrometry (MS) using Big Data tools, where hybrid analytical instrumentation
based on MS has been a powerful technique for meeting the challenges in science
and medicine, including helping in drug discovery and synthetic biology. The paper
highlights the possibility of large-scale measurements to obtain information and also
highlights the challenges of Big Data in chemical analysis: from the enumeration of
chemical isomers to this field of multidimensional analysis based on MS.

Chiang [24] shows recent advances in some areas such as the chemical and phar-
maceutical industry, among others. The objectives of this paper are to educate the
chemical engineering community about the capacity of Big Data and to improve
reliability and operational efficiency in various industry sectors, including directing
future research. The study also points out that 88% of chemical executives recognize
that data analysis will be crucial tomaintaining a competitive advantage over a 5-year
interval.

G. Software Engineering

Arndt [25] explores how software engineering (SE) technology can support the devel-
opment of Big Data projects, and how Big Data techniques can be used to develop
new processes and evolve SE techniques. The paper points out that a lot of research
has been done in recent years to improve the production of Big Data systems and
to ensure fast and elastic scaling whenever and wherever needed. One of the main
researches focuses on applying SE methods to the production of Big Data systems
is in the area of software architectures development.
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According to Casale [26], software engineering as a discipline must be consoli-
dated, because despite presenting impressive achievements in the field, it is one of
the latest scientific disciplines. Currently, researchers in software engineering have
been distinguished by the high quality of software and the adoption of controlled
practices in development and operation.

3.2 Publications with the Term Big Data by Area

The search for the term “Big Data” + “engineering area” studied at this work in the
last 20 years, also held on 27th September 2019 in Google Scholar from the year
2000 until 2019 enabled the drawing of the graph of Fig. 2.

The graph shows the trend of publications in each engineering area studied in
this work for the same period. The chart shows a greater number of publications for
the terms “Big Data” and “software engineering,” with 826,000 publications in the
period. The lowest number of publications among those surveyed was “Big Data
and” “civil engineering” with 86,000 publications.
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4 Conclusions

This research presented a brief overview that, in addition to the evolution of publi-
cations over a period of 20 years, highlighted some applications in civil, electrical,
manufacturing, mechanical, materials, chemistry, and software engineering.

Most of the case approaches to exemplify Big Data applications in engineering
highlight: IoT, decision making, or intelligent sensing.

The results of this research demonstrate that some engineering areas, as expected,
are of greater interest. But in any case, the results highlight applications that may
help in future engineering research.
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Tiago Guimarães Monteiro , Marcos Almeida do Amaral ,
Lia Toledo Moreira Mota , and Yuzo Iano

Abstract This article has the goal of analyzing scientific studies about the Internet
of Everything (IoE) and, under the security information concepts, understanding
the relationship between then. With this objective, this article identifies researches,
models, processing types, and tools about related issues of this theme. This research
uses a qualitative methodology besides a systematic review of the literature to check
all related keywords, such as OSI-ISOmodel, IoT, IoE, and Security, used to develop
technological applications for smart buildings, houses, and cities. For this article,
some databases were used: Scopus, Science Direct, IEEE, and ISO. This article
provides detailed information on the present-day scientific articles focusing on secu-
rity issues in IoT applications. This paper could serve as a basis for researchers
seeking information for further investigation. The findings provide valuable contri-
butions to scholars researching on the subject, and public managers considering
implementing them in practice in their cities.

Keywords OSI · IoE · IoT · Security · Smart cities · Public management

T. G. Monteiro (B) · L. T. M. Mota
Pontifical Catholic University of Campinas, Campinas, Brazil
e-mail: tiago.monteiro@gmail.com

L. T. M. Mota
e-mail: lia.mota@puc-campinas.edu.br

M. A. do Amaral
Mackenzie Presbiterian University, Campinas, Brazil
e-mail: marcos.amaral@mackenzie.com.br

Y. Iano
University of Campinas, Campinas, Brazil
e-mail: yuzo@decom.fee.unicamp.br

© Springer Nature Switzerland AG 2021
Y. Iano et al. (eds.), Proceedings of the 5th Brazilian Technology Symposium,
Smart Innovation, Systems and Technologies 201,
https://doi.org/10.1007/978-3-030-57548-9_49

519

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-57548-9_49&domain=pdf
https://orcid.org/0000-0002-5093-5299
https://orcid.org/0000-0003-3239-8888
https://orcid.org/0000-0002-1218-5773
https://orcid.org/0000-0002-9843-9761
mailto:tiago.monteiro@gmail.com
mailto:lia.mota@puc-campinas.edu.br
mailto:marcos.amaral@mackenzie.com.br
mailto:yuzo@decom.fee.unicamp.br
https://doi.org/10.1007/978-3-030-57548-9_49


520 T. G. Monteiro et al.

1 Introduction

With the considerable increase in the number of devices connected to the Internet,
it has been tried to ensure that all information generated and exchanged by these
networked devices has guarantees of privacy and confidentiality [1].

Within the message exchange of data, audio, video, and any other means of
communication, either through applications or by the device itself, there is a need
for information security. This growing mass of data called “Big Data” is the biggest
proof that every day more devices are generating information exchange and lacking
security [2].

Recently in Brazil, in 2014, Law No. 12965/2014 was approved, being known
as the “New Civil Mark of the Internet” (free translation for Novo Marco Civil da
Internet). This new law highlights various aspects of information exchange, the use
of third-party data, and other important items to ensure the privacy of users which
has been assured and regulated.

This new law, at least theoretically, guarantees privacy protection and attempts to
impose greater and better control on the user data by Web sites and applications [3].

According to Palanza (2016): “The Internet of Things, Big Data, and Privacy
are the triad of our technological future,” so it is so important that they are studied
together [4].

The most important and well-known aspects of information security are aimed
primarily at ensuring three aspects: confidentiality, integrity, and availability—CIA
security triad [5].

These aspects are important not only for securing device connections, but also for
other important security aspects such as accountability, transparency, auditability,
reliability, non-rejection, and privacy of connections [6].

When talking about connecting devices and buildings, it is vital to guarantee the
security of all devices and buildings participating in secure networks. Oneweak point
will be enough to open the system to strangers.

For these reasons, it is important to make a literature review in some databases
in order to prove and certify the path pointed by the academic community, scholars,
and practitioners of IoT.

Based on the suggested path, we will be able to analyze the quality of known
information security tools to ensure proper management of the IoT network.

2 IoT versus IoE

In order to investigate the security in IoT (Internet of Things) devices, this definition
must be separated from the IoE (Internet of Everything), since the first one deals with
products and especially those in the very physical application are more susceptible
to attacks [2].
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In the past, communication was destined to be used by human beings to make the
information exchange, and the devices were built around human decisions. Radios
and computers had network access, but the decision upon the informationwas outside
the network [7].

However, with the advance of computers and algorithms, the decision making
could be done in the same devices that had the interface, being programmable deci-
sions such as automation in a production line, or artificial intelligence analysis on a
database [8].

This migration of the decision brought to the computers the capability to have
heavy network traffic without a single human intervention. Also, as the devices
have more technology available at lower prices and sizes, it became a trend to input
communication applications in objects that were not designed with this objective.

Electro-mechanical machines had sensors in the third industrial revolution, but
now in the fourth revolution, those sensors turned into a point of a network. This
means that the machine is now sharing its behavior on a network that, eventually,
will end on the Internet [8].

Products with radio frequency identification (RFID) tags can be located by inter-
rogation devices, and their physical location can be traced back to the point where
they were sensed and that information can also be shared online. This connection of
the object with the Internet is IoT [7].

Fig. 1 Internet of Everything
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Some manufacturers are now expanding this concept to generate an even broader
term to define all communications that cover objects and people. If the first data link
was supposed to connect people, newer ones connect things. Eventually, things are
interlinked by processes and people, and now it can be defined as the Internet of
Everything (IoE) [7].

IoE is the connection of four pillars: people, things, data, and process. Now, data is
shared between things and people, based on processes. All integration can be viewed
on Fig. 1.

3 OSI and IoT Model Layers

Since the beginning of computer networks, the adopted model has divided them
into seven different layers, each with its own particularities and differences. This
model was named Open System Interconnection (OSI), and it was developed by the
International Organization for Standardization (ISO).

Fig. 2 OSI versus IoT layers
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The OSI-ISO model is the best known and most widely used structural network
model in the world. It ensures better inter-compatibility of network equipment. The
OSI-ISO model has the following layers:

• Layer 1—Physical layer: Electrical signals and mechanical characteristics of bit
transmission.

• Layer 2—Data link layer: Transmission of packets from one node to another
according to the station address.

• Layer 3—Network layer: Sending data to different local area networks (LANs)
and wide area networks(WANs).

• Layer 4—Transport layer: Ensures proper transmission and reception of data
packets.

• Layer 5—Session layer: Starts and ends a transmission and controls the sequence
of commands that ensure the full transmission of packets.

• Layer 6—Presentation layer: Ensures the security aspects with encryption and
code conversions required such as American Standard Code for Information
Interchange (ASCII) to Extended Binary Coded Decimal Interchange Code
(EBCDIC)—8-bit character code (Fig. 2).

• Layer 7—Presentation layer: Determines the type of communication and sets
standards for sending emailmessages, file transfers, and client/server connections.

In the IoT model, there are only three layers, and these encompass the same
performance already seen in the OSI-ISO model. However, since IoT devices do not
have the same power availability, processing power, and memory, it is easier to break
their security [5].

The IoT model provides the following layers:

• Layer 1—Perception layer: Also known as wireless sensor network (WSN). It is
the layer where data is acquired through the detection, collection, and processing
of information.

• Layer 2—Network layer: Where the routing and data transmission between hubs
and other IoT equipment is established. Communication is established through
the latest technologies: WiFi, LTE, Bluetooth, 3G, Zigbee, among others.

• Layer 3—Application layer: This layer is where the triad of information secu-
rity is established, thus ensuring the confidentiality, integrity, and availability of
information.

4 Safety in both models

In the OSI model, security applications are spread in several layers, each with its
own characteristics to meet a certain type of attack on that layer [9].

The biggest problems encountered in the OSI model are related to:

1. Masquerade
2. Illegal associations
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3. Non-authorized access
4. Denial of service
5. Repudiation
6. Leakage of information content
7. Traffic analysis
8. Invalid message sequencing
9. Data modification or destruction
10. Information inference attacks
11. Illegal modification of programs [10].

Those threats are common. In order to eliminate them and protect the network,
security management methods must be applied, such as:

1. Authentication management;
2. Access control management;
3. Key management;
4. Security audit trails and event handling;
5. Encipherment Algorithms [11].

All these management methods could be applied individually or in combination
to get more specific results according to the threats on the network.

However, in the IoT model, security applications are mostly applied in the third
tier. It is in this layer that there is an interaction between the user and the applications.

To ensure the security of IoT networks and devices, it is necessary to use different
mechanisms such as:

1. Network software and devices must be original, authorized, and licensed;
2. When the IoT device is initialized, it must first authenticate to its network before

collecting and sending data;
3. Because IoT devices have limited processing, memory, and power availability,

there must be a device running firewall;
4. Security updates and patches should be installed on devices, but without

generating excessive bandwidth consumption that could clog the network [12].

5 State of the Art

Nowadays, research on implementing the best type of configuration for an IoT
network has some troubles with some of the most important features:

1. IoT networks are heterogeneous and dynamic.
2. Threats are constantly changed and optimized.
3. Possibility of integration between different manufacturers.
4. Use of the most varied protocols in the networks.
5. Network configuration runs away from traditional models [12].
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These surveys show that the two main sources of content production on the
subject, industry, and academia, have been addressing security issues primarily on
the following subjects:

1. Attacks on the sensor layer;
2. Attacks on other IoT network devices;
3. Countermeasures that have already been taken to protect IoT networks;
4. More robust applications based on some, but not all, countermeasures already

identified [6].

The research around the issues covered in this article highlights the concern of
everyone involved in setting a security standard for IoT networks.

It is interesting to note that several articles already deal with IoT in the global
context of IoE and thus make all the desired security definitions more complex and
cumbersome.

6 Conclusion

The IoT reduced model brings the agility on the service, which is fundamental for
this kind of application.

However, due to the heavy processing load used by all seven layers, the full-
scale security systems bring to the circuits power consumption and sizes that are not
compatible with the IoT philosophy, that is, to bring a way of connection even to the
small devices.

Since the IoT networks are based on heterogeneous and dynamic applications,
with a high diversity of manufacturers, the security application on the perception
layer is the key point to the lack of security.

As this layer is installed within the consumer products and cannot afford more
processing, for the time being, the possible solution is to insert a verification key
within the interrogation device, since its capacity have more room for improvement.
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Nelson Bellincanta Filho and Luiz C. P. Albini

Abstract The main objective of this paper is to design a dynamic trust model
to evaluate the reliability level of nodes in an IoT environment. To achieve this
goal, TRUMIT—Trust Manager for IoT, a fully decentralized and distributed trust
management model for IoT environments, is proposed. In this approach, each node
self-organizes its trust network to obtain and recommend node reliability informa-
tion. The proposed model demonstrated the ability of convergence and resilience to
malicious nodes, thus ensuring reliability between the nodes.

Keywords IoT · Trust management · Direct trust · Recommendations

1 Introduction

Since its inception, the Internet has undergone many transformations, from the tradi-
tional bonding and sharing of computers and documents, to a platform for doing
business and connecting people through social media. Now, a new paradigm called
the Internet of Things allows billions or even trillions of heterogeneous objects
called “things” to interact with each other over the Internet, anytime and anywhere.
This interaction allows these objects to collect and share information, to coordinate
decisions, to assist in the execution of everyday tasks [1–3].

However, the information collected and processed by these objects is prone to
factors that make them unreliable. These factors may be related to technical or
behavioral issues. Technical issues, relating to the conditions of the deployment envi-
ronment and the compromise of information transmission, these problems focus on
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details such as verifying the authenticity of an object and determining what permis-
sions the object has. To solve this problem, the techniques used include encryp-
tion, data hiding, digital signatures, authentication protocols, and access control
methods. However, addressing object behavior problems is a defiant task due to the
heterogeneous, large-scale and dynamic environment such as IoT [4–7].

In this way, creating reliable IoT environments mitigates unrecoverable and unex-
pected damage to develop intelligent, efficient, stable and flexible systems, providing
the trust and belief that IoT objects and hence services perform as expected [8–11].
Given this context, this paper proposes TRUMIT, a fully decentralized trust manage-
ment model distributed for IoT environments, capable of assessing the trust of IoT
objects, considering the characteristics of this environment.

The remainder of this document is organized as follows, Sect. 2 presents state-
of-the-art trust management systems for IoT. Then Sect. 3 introduces TRUMIT,
describing its notation and its functionality. Section 4 presents the analysis of
the results collected from the TRUMIT assessment. Finally, Sect. 5 contains the
concluding remarks and suggestions for future work.

2 Related Work

Assessing trust in a dynamic network such as IoT is a challenging task and a topic
that has received wide attention from the security community. This fact is due to the
heterogeneity and the limited computational resources of the devices thatmake up the
IoT environment. To overcome this challenge, several trust management solutions
for IoT have been proposed, and each has significant gains for trust management for
IoT.

In [12], a fuzzymathematicalmodel of trust is proposed,where each node employs
a monitoring process for neighboring nodes to collect information about packet
forwarding behavior. However, the network card must be in promiscuous mode,
causing the device to receive all messages from its neighbors, even if they are not
directed directly to itself. The [13–16] approaches are user-centric, so each device
(node) has one owner and one owner can have many devices, each owner has a friend
list that represents their social interactions. The authors do not consider the use of
this model in environments with little or no user interaction.

The work [17] uses a Bayesian reputation systemwhere each node calculates trust
according to its direct observations. The direct trust is updated at each meeting or
interaction activity, while the indirect trust is updated periodically. This approach
does not consider updating direct and indirect trust at the same time. The work
[18] considers a centralized trust manager, which stores all node reputation reports.
Considering a centralized trustmanager, this approachmakes it difficult to implement
in a distributed environment such as IoT.
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[19] Proposes a trust score based on the following parameters: its own previous
experience, acquired knowledge and other units recommendation. After calculating
each of these parameters, trust is calculated using a fuzzy rule base. However, using
various metrics for trust composition results in a longer time to calculate trust as
well as higher consumption of computational resources. The work [20] addresses
trust management theoretically and provides a general framework for developing
trust management for IoT. According to the authors, it is difficult to establish a trust
mechanism for the IoT as a whole, thus establishing trust mechanisms for the IoT in
the form of layers.

The work [21] proposes a dynamic trust model to assess the reliability level of
nodes in a social IoT environment. The proposed approach considers the spread of
trust to be distributed and centralized; however, the proposal does not detail how the
two means of spreading trust can be used together. The goal of [22] is to identify
the behavior of malicious nodes and prevent possible on-off attacks in a multiservice
IoT environment. This approach does not consider evaluating nodes that are not
directly connected. In [23], the proposed system takes the context and environmental
information from IoT sensor devices and delivers them to trusted agents who filter
the information and send it to the cloud-deployed MAPE-K control loop. So, the
trust operates with a cloud service.

3 TRUMIT

Trust Manager for IoT (TRUMIT) is a fully decentralized and distributed trust
management system for IoT environments. TRUMIT does not need a centralized
trust entity, so nodes are able to interact independently to evaluate, recommend, and
store trust information. In this approach, each node self-organizes its trust network
to obtain and recommend node reliability information. This information is obtained
through direct and indirect experiences. Thus, the trust value calculation is performed
locally, reducing the number of interactions needed between nodes to obtain the
evidence of trust.

3.1 TRUMIT Features

For a better understanding of the proposed work, Table 1 presents the notations used
in this article.
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Table 1 Notation used

Notation Description

N i Node identity i

Gi Network node trust graph i

Dij Direct node trust i relative to the node j

Djk Node direct trust value j relative to node k

�Tp Interval between information exchanges

IS Successful interactions

IU Unsuccessful interactions

Rijk Node recommendation j relative to the node k

T ij Node direct final trust value i relative to the node j

RT ik Node indirect final trust value i relative to the node k

α Adjustment weight of direct trust value between [0, 1]

3.2 Trust Network Creation

Upon entering the system, each node creates its own trust network in the form of
a static, connected, undirected trust graph Gi= {Vi, Ei} in a self-organized way.
Initially, nodes have information only about nodes with which they had direct trust
relationships, and only this data is stored in the trusted network.

Thus, at predetermined time intervals ΔTp, nodes exchange trust evidence stored
in their trust networks with their neighbors. This evidence is used to populate the
node trust table. This way the stored trust values can be propagated over the network.

3.3 Direct Trust

Direct trust is assessed based on the node’s own experiencewith its neighbors through
observations on whether interactions between nodes are successful or not. Thus,
when a node interacts directly with a neighboring node, it evaluates the trust of the
neighboring node according to the Eq. 1, where Dij corresponds to the trust rating of
node Ni relative to node Nj, IS is the number of successful interactions performed
by node i with node j and IU is the number of unsuccessful interactions.

Di j = I S

I S + IU
(1)
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3.4 Indirect Trust

Indirect trust is evaluated based on the information the node receives from neighbor
nodes, sowhen an interaction occurs between the directly connected nodes, the nodes
involved in that interaction exchange the stored values in their trust tables. Thus, an
Nk node that is not directly connected to a Ni node can be evaluated indirectly. This
assessment is called a recommendation. Thus, the indirect trust of the Nk node based
on the recommendation of the Nj node is calculated by the Ni node as follows:

Ri jk =
(
Di j + Djk

)
(2)

Thus, Rijk corresponds to the indirect trust assessment of node i relative to node
k, Dij indicates the direct trust value of node i in node j and Djk the direct trust value
of node j with respect to node k.

3.5 Calculation of Final Trust Value

The trust value is a real number in the range of [0, 1], where 1 indicates total trust
and 0 distrust. Thus, the calculation of the final trust value of node i relative to node
j is denoted by Eq. 3. Where α and 1 − α are the weights to adjust the final direct
trust value between 0 and 1. So 0 < α < 1, 0 < Tij < 1.

Ti j = αDi j + (1− α) (3)

The calculation of the final trust value for our recommended nodes is denoted
by Eq. 4. Where α and 1 − α are the weights to adjust the final indirect trust value
between 0 and 1. Since the direct trust values, Dij and Djk are in the range [0, 1],
the indirect trust of node i to node k (based on node j recommendations) is always
smaller than the values of Dij or Djk . If more than one node recommends node k ,
node j considers the recommendation with the newest timestamp.

RTi jk = Ri jk + (1− α) (4)

4 TRUMIT Evaluation

Evaluations of the proposed model were performed considering the presence of
honest and malicious nodes. Cooja Simulator was used to simulate the interactions
between nodes in an IoT environment. Table 2 contains the parameters used in this
evaluation.
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Table 2 Evaluation parameters 1

Parameters Scenario 1 Scenario 2 Scenario 3

No of the nodes 50 50 50

Communication technology 802.15.4 802.15.4 802.15.4

Transmission radius (m) 20 30 50

Simulation area (m2) 10,000 10,000 10,000

Simulation duration (s) 240 240 240

Direct trust parameter (α) 0.0–0.5 0.0–0.5 0.0–0.5

Interaction interval (�Tp) 10 s 10 s 10 s

Considering a scenario with no malicious nodes, TRUMIT was evaluated against
the number of interactions required for a given node to have full knowledge of the
network. As can be seen in Fig. 1, when the direct and indirect trust parameter (α)
is zero, nodes need fewer interactions to obtain the evidence of trust from the entire
network. This is because with α = 0.0 the nodes accept evidence form all other
nodes in the network. Thus, data is exchanged quickly. However, when the value of
α increases, nodes need more interactions to get reliable evidence from the entire
network.

In this evaluation, it was possible to verify that, for the scenario with a trans-
mission radius of 20 m, nodes perform a higher number of interactions to obtain
evidence of network reliability; however, in this scenario, there was no network
convergence, nodes collect only 88% evidence of network trust. With respect to
the other scenarios, it was found that with the 30 m transmission radius, the nodes
required fewer interactions to obtain reliable network evidence compared to the other
two scenarios.

Fig. 1 Scenarios without malicious nodes
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Fig. 2 Scenarios of malicious nodes

The evaluation considering malicious nodes was performed in scenarios with 10,
20 and 30% of malicious nodes in the network. In all evaluated scenarios, nodes
behave maliciously after forming their trusted networks. The malicious nodes in this
experiment change the node values of their confidence tables to 0.0, so these nodes
will not be recommended to their neighbors.

Figure 2 shows a comparison of node interactions between scenarios with mali-
cious nodes. Thus, it is possible to verify that in scenarios with higher density,
there is no significant increase between the values of interactions performed by the
node, proving the effectiveness and resilience of TRUMIT in environments with the
presence of malicious nodes.

5 Conclusion

This paper proposes a new trust model called TRUMIT to manage trust relationships
between devices in an IoT environment. The proposed model is fully decentralized
and distributed, so devices can quickly identify which other devices are reliable or
not. In this approach, each node self-organizes its trusted network to obtain, eval-
uate, and recommend device reliability information. Devices obtain this information
through direct and indirect observations. Thus, a device calculates the trust value
locally, decreasing the number of interactions between them. Over time, devices will
gain trust information from other devices that are not directly connected through
recommendations and add them to your trust network, so when there is the direct
interaction between them in the future, the devices will have a certain level between
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them, without even interacting directly at another time. The proposed system proved
resilient to bad-mouthing attacks. Thus, it can be concluded that the system has the
functionality required for trust management in an IoT environment. Future work of
TRUMIT includes implement a punishment scheme for nodes that do not match the
metrics used for trust value composition, add new metrics for calculating trust value,
such as energy consumption, cooperativity, and communities of interest and finally
test TRUMIT in a real IoT environment.
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Data Visualization Techniques
for Monitoring Real-Time Information
of Cold Chain

Jerson Rivas Tucto , Nora Castillo Talexio ,
and Pedro Shiguihara Juárez

Abstract Real-time monitoring of temperature is a critical factor in ensuring the
integrity of food during the cold chain. In this work, we compare techniques related
to real-time data visualization to contribute to more efficient monitoring of the cold
chain. Three real-time data display attributes were evaluated, and we constructed a
dataset based on the Frisbee database (CDD). In this paper, we proposed graphics
containing different line and area techniques to be evaluated for a specialist. The
proposed graphs contained the line and area techniques that, when performing the
experiment, obtained a higher success rate compared to the auto-charting technique.
However, it was evidenced that elements such as color facilitate the detection of
anomalies and trends in temperature changedue to its highpercentageof effectiveness
in the results.

Keywords Data visualization · Cold chain ·Monitoring real-time information

1 Introduction

Companies in their daily operations generate data every day [1]. Visualization tech-
niques are useful for data exploration, allowing them to understand complicated
scientific findings to experts and inexperienced in the field [2]. In the cold chain,
which handles a series of products highly sensitive to temperature and other envi-
ronmental conditions, if it is not properly controlled, it can cause adverse effects
on human health, product prices, and food availability. Products can be constantly
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monitored through panels [3]. Three key problems were identified that limit the
performance of the cold chain: insufficient capacity, lack of the latest technology
or “optimal” equipment, and inadequate temperature monitoring and maintenance
systems [4]. The cause of the first problem described is the poor visibility and under-
standing of the current state of the cold chain equipment. For this reason, the solutions
addressed for these adequacy gaps are to develop an accurate graph of the capacity
gaps of the cold chain based on current and future needs for the creation of an action
plan and achieve the development of a resource mobilization plan for the imple-
mentation of actions and finally to monitor the implementation of the plan. On the
other hand, the second problem addressed is the poor technology that affects the
performance of the cold chain due to the lack of knowledge of the benefits, the new
equipment has not to mention the costs incurred. Furthermore, the proposed solu-
tion for this problem is the implementation of pilot tests to identify better models
that allow the collection of performance, profitability, and usability tests. Finally, the
third problem covers inadequate temperature monitoring and maintenance systems,
using temperature monitoring. The problem of data representation in visual media
is identified, particularly in the visualization of real-time data [5]. Real-time sensor
data visualization allows cold chain organizations to make better decisions during
and after product distribution, such as adjusting refrigeration systems, minimizing
temperature variability to ensure product quality, transport line optimization, and
product tracking for withdrawals [3]. When users cannot decide which type of visu-
alization is the most appropriate, they tend to interpret the data incorrectly and that is
why visualization techniques are developed to help analyze data effectively [6]. We
propose a comparison of techniques and elements of data visualization using time
series for the cold chain to improve monitoring and decision making.

2 Related Work

In [7], the line technique is applied to demonstrate the real-time humidity of the
stored rice bags. According to [8], this technique is related to the identification of
trends and changes over a period of time. In [9], the auto-charting technique is used to
visualize the seriousness of air pollution in real time in the city of Beijing. According
to [10], auto-charting allows visualizing the variation of data regarding time through
the bar graph. In [11], the area technique is represented through profitability and risk
metrics that are updated in real time. Area graphs are similar to line graphs with areas
of colors below them. In [12], time intervals in a view for real-time monitoring of the
water temperature of the rivers are presented. In [13], it ismentioned that these should
be placed close to the graphs to facilitate their understanding. In [14], the quality
thresholds allow visualizing when the data exceeds the proposed limits. According
to [7], in [11] the widget indicator is used to show the current value of somemeasure-
ments in real time. Furthermore, concepts such as data visualization and dashboard
are defined. In [15], the visualization of data is responsible for the design, develop-
ment, and application of the graphs representation of the data obtained from different
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sources processed by the computer to facilitate decision making. According to [16],
a dashboard allows visualizing the data for monitoring and easy understanding.

3 Method

For the construction of graphs, a time series from the cold chain is used. Data is
collected and processed, and the visualization techniques to be used are selected.

3.1 Data Collection and Processing

In this paper, the process ofmonitoring of cold chain products is used. Figure 1 shows
the workflow stages for the construction of data sets. The tool that will be used to
extract data is named Frisbee Cold Chain Database of the European project.1 CCD
is freely accessible to all users. This database is contributed by scientists and those
interested in the cold chain [17].

First, the following attributes were selected in CCD: stage of a cold chain, food
storage temperature, characterization of food, and type of food. The values chosen
were distribution warehouse, chilled, ready to eat, and milk products, respectively.
Then the profile is assembled, the information is extracted in a flat-file format. The
result obtained by the tool was 92 data sets that contain the field time (minutes) and
temperature. To perform the analysis of anomalies that occurs during a cold chain
path, we add three columns: maximum and minimum threshold of temperature, and
state which indicates if there is an alert or not. Finally, we obtained resulting data sets
for the experimentation. Data sets constructed are available on Kaggle repository2

for the scientific community might access.

Fig. 1 Workflow for the construction of data sets about the cold chain of milk that is used as a data
source for the case study

1http://www.frisbee-project.eu/coldchaindb.html.
2https://www.kaggle.com/u201411546/data-sets-cold-chain-milk.

http://www.frisbee-project.eu/coldchaindb.html
https://www.kaggle.com/u201411546/data-sets-cold-chain-milk
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3.2 Selection of Data Visualization Techniques and Elements
Identify

For this work, we choose data visualization techniques and features described in
the previous section. We selected three methods that allow us to show real-time
data trends, changes, and anomalies. The techniques are the line chart, area chart,
and auto-charting. The time is put on the X-axis and the measure on the Y-axis; in
this way, changes are observed over time [1]. After having selected the techniques,
we proceed to select data elements such as color, legend, quality threshold and
others mentioned, for creating the design. Data visualization techniques are used,
in conjunction with data elements. In Fig. 2, some of the charts constructed can be
seen. Figure 2a shows an area chart that contains colored elements in a one-hour
interval. Figure 2b shows the technique of auto-charting using the legend of data in
the interval of a day. Figure 2c shows a line chart using quality thresholds. Figure 2d
shows a line chart using four colors and its legend to represent the data state.

Fig. 2 Graphs related to the cold chain case



Data Visualization Techniques for Monitoring … 541

4 Experimental Settings

According to [11], to validate the data visualization techniques, specialists help to
validate the graphs created. According to [10], data visualization should allow people
to identify trends and anomalies. In [1], colors were used to represent data.

Also, as mentioned in previous sections, real-time dashboards should allow users
to understand results easily to improve decision making.

5 Results

Table 1 shows the results obtained for the attributes of identification (which are
related to identifying trends and anomalies, colors use to represents data and easy-
understand form) and use of colors. An analysis was made on these aspects, which
is presented in the subsequent table. The graphs that had the highest rate of success
were graph 3 (50.00%). This proposal shows the data in a line chart using simple
legends. For A2, Fig. 3 is still the one with the highest percentage of success in
identifying the number of alerts (83.33%). Graph 3 in A2 also shows a line chart but
it had the color element added. In addition, it can be observed that the graphs with a
shorter time interval obtained a higher average. On the other hand, the failure rates
of A1 are higher than those of A2 in all cases.

Table 1 Results of the identification and use of the color attribute. The following table describes
the success percentages on anomalies detection

Analysis Result # Graph Showed

1 (%) 2 (%) 3 (%)

A1 Success 11.11 33.33 50.00

Failure 88.90 66.70 50.00

A2 Success 27.78 61.11 83.33

Failure 72.20 38.90 16.70

Fig. 3 Perception using data visualization elements
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Table 2 Results of the easy-understand attribute with different instruction-level related to data
visualization

Level Graph 1 (%) Graph 2 (%) Graph 3 (%)

Novice 8.17 6.00 8.50

Intermediate 7.57 5.00 7.29

Advanced 9.20 5.60 8.00

According to Table 2, for all levels of knowledge on dashboards, the auto-charting
technique obtained the lowest average. This dashboard contains a line chart with
an interval of 30-min and quality thresholds. This proposed dashboard shows an
area chart that contains colors to monitor temperature status. In addition, a gauge
widget was added to show the current value of the temperature. It was found that
the perception of the people who have some problems in the eyesight improves
remarkably when adding data visualization elements (D.V Elements) in comparison
with those when they observe simple graphs.

According to the results of the evaluation, line chart showed better performance
when in 3 of the 4 defined attributes; as mentioned in [17], this technique allowed
to visualize trends and changes in real time more effectively. Another technique
mentioned in [17] with favorable results was the area chart. This technique is the best
option for people with a novice level of knowledge in dashboards. The auto-charting
technique showed the most relatively low results for the detection of anomalies and
easy-understand attributes compared to the other mentioned techniques. Regarding
data elements included on dashboards, the results showed the positive impact of
using colors to detect anomalies in a cold chain scenario. As a consequence, this
could allow users to make decisions at the right time, as mentioned in [9]. This
element is represented in a legend to distinguish the meaning of each color level.
Moreover, the graphs that showed the data in a shorter time interval (30 min), such as
the graphs proposed in [12] were more efficient to be observed. In addition, studies
show people had a better performance in the detection of anomalies with graphs that
contained data elements in comparison with graphs without them. Which premise
will be tested in the future with an analysis with individuals, where this will be
regulated by the respective ethical committee, if estimated necessary. Results on the
identification of anomalies are using time series through the use of data visualization
elements in people who have some visual disability.

6 Conclusion

This work was aimed at determining the suitability of data visualization in the cold
chain industry. A data set related to the milk cold chain was constructed. Attributes
about trends and anomalies, color to represent data, and easy-understand form with
the respective graphs were evaluated.
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For the attribute of identification, the second and third graphs show the highest
success percentageswith 33.33%and50%, respectively. These graphswere used line,
and area techniqueswerewithout adding anydata element.However,when evaluating
the results of the second attribute mentioned, the third graph, which contained data
elements such as color, obtained outstanding success percentages of 83.33% and only
16.70% failure. For the last evaluated attribute, the second dashboard that uses the
auto-charting technique obtained the lowest punctuation for all levels of knowledge.
In contrast, the first dashboard showed greater ease of understanding, obtaining a
range from 7 to 10 and the third graph with an average of 8.50, this contained a
greater number of elements than those shown in the other graphs. This research
offers opportunities to improve the visualization of data from the perspective of the
cold chain industry, and as future work, we will investigate how data visualization
techniques can be adapted to different industries.
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Bike-Sharing Management System Using
IoT

Renato Mercado Luna , Gabriel Benavente Soto ,
Daniel Subauste Oliden , and Alfredo Barrientos Padilla

Abstract Nowadays, due to climate change and many other facts affecting daily
life a trend to use eco-friendly transportation ways has arisen, and from them the one
mostly used and with the highest acceptance is biking. Therefore, several companies
have emerged offering bike-sharing systems, and those systems have been greatly
accepted in the different metropolises around the world. The generalization of these
systems has created a new need: to manage them efficiently. Consequently, in this
work, we propose a software architecture and the implementation of a bike-sharing
management system using the Internet of things (IoT).

Keywords Architecture ·Management system · IoT · Cloud · Cloud architecture

1 Introduction

In recent years, the use of bike-sharing systems has increased. These systems allow
many people to walk along with the city or to get around their work or study places
while exercising, thus avoiding traffic and environmental pollution. The latter benefits
had been determiners for the exponential growth experienced by this eco-friendly
system. For that reason, several governments had decided to subsidize bike-sharing
systems or to provide some support like infrastructure or bikes.

However, if these systems are not properly managed they create huge problems
within the cities. Being one of these problems the overcrowding of bikes in delivery
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points. This usually happens because people do not have civic awareness regarding
the use of these systems. This lack of control about delivery points has come to
cause blockage in roads and pathways. In addition, the lack of information regarding
the condition of bikes makes it difficult to use the system at the beginning. These
problems had created the need to use efficient management systems.

It is because of this need that we suggest a cloud architecture for the efficient
management of bike-sharing. This architecture seeks to have high availability and
scalability, and for that reason we decided to use a serverless architecture. Regarding
security, we chose to use Cognito, an AWS service for users’ management and their
correspondent sessions to keep the privacy of users’ data [1]. Finally, the cloud service
we chose was AWS due to the low latencies of its services and the opportunity to
use AWS Lambda, a service used to create event-driven serverless platforms [2].
Besides, we took cloud-edge-beneath architecture [3] as a reference due to the high
scalability and adaptability it possesses. For the IoT device, we selected a Raspberry
Pi since that device is adequate for the needs of this project.

2 Literature Review

Bike-sharing systems had exponentially increased their use over the past few years.
However, these systems tend to need state funding because of the high infrastructure
expenses [4]. Likewise, these systems are likely to have a low use rate in relation
to conventional transportation services, besides a high rate of losses [5]. For the
difficulties already mentioned, these systems have a reduced use.

With those disadvantages on the scene, a few architectures have arisen seeking
to provide improvements to the system. Each of those architectures has different
elements that characterized them. One of them proposed as key benefit the environ-
mental measurements within the cities; these measurements allow users to stay away
from certain areas of the city in certain moments in order to avoid high temperatures,
high pollution or excessive humidity. We need to highlight the fact that this archi-
tecture only works properly in intelligent cities [6]. Another architecture that we
reviewed was cloud-edge-beneath, due to the high scalability and adaptability. On
the other hand, we reviewed an architecture that uses big data formonitoring environ-
ment elements of a city by using sensors, such architecture proposes to capture local
data just when a user is around a certain area, and besides it shares sensor readings
to avoid unnecessary repetitions. Since this reading is massive, it has the opportunity
to analyze information using big data and offer recommendations to users according
to their behavior [7].

Other architectures reviewed recommend to add a router layer to improve server
outputs and reduce latencies. Besides that, there are other architectures that advise
adding repeaters to simplify the work of IoT devices as well as allowing them to send
ongoing data. Similarly, we reviewed an architecture that proposes to use a SIM card
to provide IoT device with autonomy, with the limitation of not being able to send
enough information to carry out big data due to the balance limit on the SIM [8].
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After a comprehensive review of these architectures, a new question arose: What
are the communication protocols bike-sharing systemmodules use? First of all, some
authors mentioned the speed benefits of MQTT protocol and proposed to combine
it with HTTP protocol to provide high performance to cloud systems. They also
highlighted that the MQTT protocol is advisable for IoT devices because it is lighter
than others [9]. Besides, there are other authors that proposed [10] six architecture
levels aiming to find the best efficiency of Internet of things applications. From these
exhaustive studies, we determined that MQTT protocol is optimal for information
massive sending since it works with a publisher–subscriber design pattern; even so, it
does not ensure the security or integrity of information. Other authors suggested IoB-
DTN protocol designed to nets that do not have ongoing connectivity. This protocol
is focused on systems that only send information when the receptor is in range, and
the biggest part of that information is stored in the device’s cache, for example, a
bike system connected among them that only transmits information when bikes are
in the range [11].

After inquiring about communication protocols among system modules, our next
step is to learn what are the usage modes of existing bike-sharing systems. The
only modes currently used are systems that have docks and the ones that dispense
them. The ones with docks are called third-generation bike-sharing systems, and the
ones without them are fourth-generation systems. Third-generation systems aremore
expensive since they need docks but they allow people to maintain order within the
city. The authors conclude that fourth-generation systems are viable for cities with
a cycling culture and third-generation systems for cities without it [12].

Similarly, it is important to know the impact these systems have in the cities or
areas that used them. Some authors [13] tried to identify the environmental benefits
of bike-sharing systems and analyzed them from two sides: (a) substitution, which
means the number of kilometers traveled by bicycle instead of using a conventional
transport, and (b) complement, which means the difference in travel time of a person
when using a bike to get to the bus or train station from home. The main result
was that the use of bike-sharing systems dramatically reduces traffic and energy
consumption; similarly, it reduces toxic gas emissions, improves public health and
promotes economic growth. For one side, a few authors [14] studied bike-sharing
systems in Asia through a simulation model to determine the impact those create; the
key result of that study was that a free bike-sharing system can reduce environmental
damage costs in about 16%, equivalent to 1, 5 million dollars per year. Likewise,
the physical effort these systems suppose improves users’ health and it can even
prevent 22 early deaths per year. We need to mention that bike-sharing systems have
low acceptance among the big motorbike population of that continent. Nevertheless,
they concluded stating that bike-sharing systems can be a success in Asia, mostly in
a big metropolis.

An additional element is to determine what system elements motivate users to use
it. First, some authors [15] tried to determine which factors are decisive for users of
bike-sharing systems, and to achieve this they surveyed 529 people. The result of
the said survey showed three main factors: (a) health and environment, the benefits
of these systems for health and environment; (b) social influence, the perception
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that society has against biking as a sustainable alternative; and finally, (c) cyclist
lifestyle, the motivation for cycling since it is their lifestyle. Therefore, to improve
the retention of bike-sharing systems it is essential to address these elements.

Finally, it is necessary to determine what benefits other bike-sharing systems
have. On the one hand, a few authors [16] suggested improving users’ retention
by preventing them to run out of parking spots using a Petri net to determine the
anxiety factor that regulates the probability that a station is full at a certain time. On
the other hand, other authors [17] suggested to provide cyclists with the necessary
information to be able to circulate, and they encouraged cyclists to use their phones
to receive information from the accelerometer, gyroscope, elective compass and GPS
to provide statistical data on travel, average distance, among others, highlighting the
importance of statistical data for cyclists.

3 Architecture Development

Once the literature review is finished, it is necessary to plan an architecture for the
system to be implemented. We took cloud-edge-beneath as a reference to propose a
software architecture able to escalate and have high availability. The proposed archi-
tecture uses AWS service for the cloud and IoT Raspberry Pi for devices. Services
and hardware used in the development of the system are outlined below.

3.1 Services Used

To implement the architecture, we used multiple AWS services: To store informa-
tion created by the system, we used DynamoDB, a non-relational database; for the
processing and interaction with the database, we used 12 lambda functions and an
instance of an EC2 where we created an API and a Web application for the admin-
istrator users and system operators; for the interaction among bikes, users and bikes
with the cloud we used an API gateway and AWS service to manage client requests
made to the cloud through HTTP protocol; to run users’ sessions, we used Cognito,
since it allows to provide security to users’ passwords and the creation of sessions
within the application; to administer users’ interactions, we created amobile applica-
tion in Android and IOS; to reach information from bikes, we used a microcontroller
in the bike and for administrator users’ interaction we created a Web application.

3.2 Hardware Used

• Raspberry Pi 3: Single-board computer used to control system hardware elements.
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• Lithium-ion batteries: rechargeable batteries used to feed system engines and
sirens.

3.3 Architecture Design

As we mentioned early, we chose cloud-edge-beneath as a reference architecture,
and from that we adopted the three-layer distribution [3]. Regarding the architecture,
a serverless solution was chosen, since this allows scalability to be obtained, which
is crucial for the project due to the need for bike-sharing solutions to be able to
provide good performance at peak times [18]. Besides, a non-relational database was
used, this being considered a good practice by AWS for the creation of a serverless
solution [19]. Finally, we defined three clients for the application: system bikes with
their microcontrollers, users withmobile applications and system administrator users
who use a Web platform for system administration and management. These clients
interact with the elements that comprise the system such as bikes, parking places,
among others; these operations are processed and stored in the cloud. In order to
facilitate the understanding of our architecture proposal, we made the following
graphic (Fig. 1) and explant it in the following paragraphs:

This architecture has three separate layers, each one with a specific purpose: (a)
The first layer called the physical layer hosts the Raspberry Pi device, which sends
and receives information from the cloud through a script. In addition, in this layer are
themobile clients and theWeb graphic interface,which constantly communicatewith
the cloud; (b) the second layer or edge layer comprises the communication channels
between the physical layer and the cloud. In the case of IoT devices, they communi-
cate through anAPI gateway and theCognito authentication service. The latter is only
used for logins, and this service was chosen due to its high performance; (c) finally,
the third layer or cloud layer contains all the processes, executed through Lambda
functions, the Web application, contained in an EC2, and the database DynamoDB.
This layered distribution favors scalability as it generates low cohesion between
modules and high coupling.

Additionally, in this three-layer architecture, we adopted the serverless architec-
ture which was applied in the cloud processes that were implemented as Lambda
functions. Those functions are only instantiated when they are called by mobile
devices or IoT devices and to perform a users’ state review periodically in the system.
The display of the system administrator users is shown in Fig. 2.

The image above presents how the system allows to visualize the bikes in move-
ment, parking places and the incidents reported by the users, this data can be displayed
in real-time. As explained in the system legend, the red markers represent incidents,
the yellow ones are stations and the blue ones are bicycles in use. The unused bikes
are not represented because they are contained in the stations, and this informa-
tion can be viewed in the details of the station. With that information, the system
can be effectively managed in order to provide a service that does not create the
aforementioned problems associated with bike-sharing systems.
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Fig. 1 Proposed architecture

4 Conclusions

This paper presents a three-layer cloud-edge-beneath architecture using a serverless
architecture for cloud functions. After reviewing the submitted architectures and
solutions, we implemented a bike-sharing management system using the designed
architecture. Being themain advantage of this system are scalability and adjustability.

Finally, we identified that further investigation toward the analysis of the data
generated by the usage of the system can be prosecuted with the usage of machine
learning and analysis than can be done to the patters that can be found in the user’s
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Fig. 2 Management system

behavior. Offering recommendations on real time to the users of the system would
increase the usage of bike-sharing systems and enrich the experience for the user.
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A Geometric Design of Traffic-Light
Roads Crossing Using the Continuous
Flow Intersections Methodology
to Reduce Points of Primary Conflicts
Caused by Left Turns

Betsi Chuco , Carlos Pérez , Manuel Silvera , and Fernando Campos

Abstract The continuous flow intersections (CFI) increase the operational capacity
of road systems with congestion problems, by using shared lanes located at the
access points before the intersection. However, the CFI presents road safety risks
that increase the likelihood of vehicle collision. This article proposes a geometric
design composed of raised delineators at a traffic-light intersection, whose objective
is to eliminate the points of primary conflicts caused by the left turns of the vehicles.
To do this, a study was conducted to identify the different maneuvers present in a
wide cross-type intersection in a commercial area located in the city of Lima. A total
of 3219 vehicles was collected, of which 561 vehicles turned left demonstrating the
high density of this type of maneuver. The effectiveness of the proposed design is
validated using amicrosimulation in theVissim program. The results show that it was
reduced from 58 to 8 points of conflict, increasing operational capacity by 34.97%.
Finally, the risks caused by CFI decreased by 83%.
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1 Introduction

In the present investigation, a wide cross-type intersection located in the city of Lima
will be analyzed. The intersection has fifteen lanes distributed in its four accesses,
generating a large number of conflict points that reduce its operational capacity. This
is because drivers are free to perform different maneuvers such as left and right
turns, permitted turns, prohibited turns, among others when finding in a wide space.
One of the factors that affect the performance of intersections marked at the level is
the presence of left-turning maneuvers [1]. Given this problem, the design of CFI is
effective in increasing operational capacity with a high level of application flexibility,
especially in conditions of traffic generated by left-turning maneuvers from drivers
[2]. Consequently, this research aims to apply the CFI design with elevated eyeliners
in order to reduce conflict points, improving the operational capacity and safety of
the intersection. These delineators will allow separating the route of the vehicles in
the direction of the mixed lanes of the CFI.

The structure of this research is presented below. In section two, the extension of
the foundation of the CFI is discussed. The methodology of the present investiga-
tion will be developed in section three. In section four, the intersection proposal is
validated based on the application of the CFI design with high delineators, through
microsimulation in the Vissim software. This software allows the calibration and
validation ofmicrosimulationmodels [3]. Finally, the research findings are presented.

2 State of Art

Different investigations have implemented unconventional intersections in order to
increase the capacity of traffic-light intersections, for example, a study carried out
in Shanghai indicates that CFI is an unconventional design, which allows increasing
the capacity of intersections with a high level of flexibility of application, especially
in conditions where the traffic presents left-turning maneuvers. The results of this
investigation indicate that the application of the CFI in different cities of the world
presents an improvement in the operational capacity that goes between 48.7% and
79.5%. However, operational capacity will vary according to geometric configura-
tions and traffic demand patterns [4]. On the other hand, a study conducted in the
USA indicates that the CFI provides a unique solution, which combines the geom-
etry and operational behavior of the intersection [5]. Another study carried out in
Shanghai indicates that the geometric design of the CFI lies in the use of mixed
lanes. Prior to entering the intersection, there is a secondary traffic light located at
the beginning of a medium opening. On the other hand, the authors point out that
the CFI affects the road safety of intersections since they generate certain risks such
as red light violations in secondary traffic lights by 1.83%, violations when taking
the wrong lanes to make the left turn at 11.07%, and reduced speeds by 18.75% of
vehicles during the route through the mixed lanes [6]. Based on these investigations,
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the present study aims to develop a redesign proposal based on the geometric design
of the CFI to improve the real situation of the intersection studied.

3 Methodology

This section describes the procedure developed for the base design of the wide cross-
type intersection located in a commercial area of the city of Lima. Then, we propose
a new intersection design with elevated eyeliners driven by the CFI principle. All
these will be done following the guidelines of the Federal Highway Administration
(FHWA) of the USA [3].

3.1 Collection of Field Data

For the collection of thefield information, aDroneMavicProwith a video camerawas
used. With this equipment, it was possible to identify the conflict points generated at
the intersection. To quantify the number of vehicles for each access, manual counters
were used, taking into account the number of lanes in a 15-min interval. The field
data collection was carried out on Wednesday, August 21, 2019, for which a period
of time from 5:00 pm to 6:00 pm because, at that time, the intersection has the highest
vehicular flow.

3.2 Analysis and Representation of Field Data

For the analysis of the field data, it was necessary to classify the vehicle composition
into three groups in a period of one hour. Then, the vehicles were counted for each
phase of the traffic-light cycle, taking into account the maneuvers of the left and right
turns, permitted turns, prohibited turns, among others. Of the three phases analyzed,
phase 1 has the highest vehicle flow, comprising 2242 vehicles. On the other hand,
the left turns of phase 1 represent 10.16% of the total vehicles.

Next, Table 1 shows the results of the vehicular flow for each of the phases with
their respective maneuvers. Also, Fig. 1 illustrates phase 1 of the traffic-light cycle
of the intersection.
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3.3 Base Development Model

To start the construction of the microsimulation model first, an image was entered
into the Vissim software that shows the geometry of the intersection. Then, the
geometry data and the physical characteristics of the study area were inserted, such
as the number of lanes, lane widths, free flow velocities, curvatures. In addition, the
proportions of the types of vehicles in the entire network and the volumes obtained
in the field [7] were entered.

Fig. 1 Vehicular flowchart of phase 1 of the intersection

Table 1 Vehicular flow results for each phase of the intersection

Phase Access Movements Vehicular flow

Allowed Not allowed

Right Left Head-on U-turns

Phase 1 West/east 234 327 1599 82 2242

Phase 2 South 41 128 226 0 395

Phase 3 North 229 106 247 0 582

Total 504 561 2072 82 3219
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Table 2 Table of calibration results

Access west

Data Sample size (und) Average (seg) Two-tailed test with
95% reliability

Mean difference
(seg)

Countryside 50 6.11 〈 − 0.844 0.811〉 0.43

Program Vissim 15 5.66

Access south

Data Sample size (und) Average (seg) Two-tailed test with
95% reliability

Mean difference
(seg)

Countryside 16 6.68 〈 − 0.658 0.568〉 −0.25

Program Vissim 15 6.94

4 Calibration and Model Validation

4.1 Model Calibration

In any process of calibration of a model, an adjustment as close as possible between
it and reality [8] is intended. First, the travel time of the vehicles was chosen as the
efficiency parameter. A simulation was recorded with maximum speed to obtain the
value of N (run number) where 15 runs were used assuming 95% reliability. The
warm-up period chosen was 600 and 3600 s was used as the total microsimulation
time. In addition, the three parameters of theWiedemann 74model were used, which
changed depending on the results of the calibration [9].

To verify that the model is calibrated, statistical evaluation was carried out by
means of a null hypothesis test of equality of means with a 95% confidence level.
For this analysis, the vehicle travel times obtained in the field were compared with
the results of the Vissim program. Table 2 shows the results of the studied lanes, both
for the west and east access, respectively. Finally, it is concluded that the four lanes
comply with the null hypothesis test of equality of means. Therefore, the calibration
of the program with the Wiedemann parameters ax = 1, bx_add = 0.5 and bx_mult
= 0.3 is demonstrated.

4.2 Model Validation

Finally, as the last step to analyze the simulation results, the model was validated
with other input data. The registration of these data was carried out on Wednesday,
September 11, 2019, for the period between 5:00 pm and 6:00 pm. Table 3 shows
the results of the validation where the statistical test of mean differences was used
with a 95% reliability using the vehicle travel time as an efficiency parameter. With
these results, the model is validated using values of the Wiedemann parameters [9],
ax = 1, bx_add = 0.5 and bx_mult = 0.3.
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5 Proposed Method

After validating the microsimulation model, different design alternatives are devel-
oped in order to improve the real situation of the intersection studied. The next
procedure is the coding of the improvement alternatives in a new microsimulation
model, respecting the parameters of the validation model. For this new model shown
in Fig. 2, a change in geometry was made based on the CFI. The first change that was
made was the reduction of lane numbers in the main accesses, due to the imbalance
between the supply and demand of vehicles. After proposing the necessary lanes in
each access, the geometric design of the CFI is implemented. A length of 50 meters
was considered for the four mixed lanes located at the west and east accesses of the
intersection. The assigned distance will allow a minimum tour of the vehicles along
the mixed lane, which will reduce the risks of the CFI. However, these risks are
reduced by placing elevated eyeliners in the study area and using the correct signage.

Table 3 Validation results table

Access west

Data Sample size (und) Average (seg) Two-tailed test with
95% reliability

Mean difference
(seg)

Countryside 50 5.53 〈 − 0.916 0.908〉 −0.13

Program Vissim 15 5.66

Access south

Data Sample size (und) Average (seg) Two-tailed test with
95% reliability

Mean difference
(seg)

Countryside 16 7.04 〈 − 0.921 0.897〉 0.04

Program Vissim 15 7

Fig. 2 Proposed design based on the geometric design of the CFI
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6 Validation and Results

6.1 Number of Conflict Points

Figure 3 shows that a large number of conflict points occur for phase 1 at the intersec-
tion of analysis since drivers can perform different maneuvers by placing themselves
at a wide intersection. The number of points of conflict type crossing at the intersec-
tion analyzed is 58 points in total, which only corresponds to the left-hand vehicular
movement.

The application of the geometric design of the CFI makes it possible to reduce
the points of cross-type conflict at the intersection that are generated through the
left-turning movements. When applying the CFI at the intersection, phase 1 presents
only 2 points of cross-type conflict. Consequently, with the new geometric design of
the intersection, only eight points of conflict are generated in total because there are
only four lanes in both accesses that allow users to make the left-turning movements.
Figure 4 illustrates the number of points of conflict of each access of the intersection
with the proposed design based on the CFI.

(a) East (b) South (c) North 

Fig. 3 Number of points of conflict type crossing for each access of the intersection studied

(a) West/East (b) South (c) North 

Fig. 4 Number of cross-type conflict points in the new geometric design based on the CFI
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Table 4 Analysis of operational capacity

The operational capacity of the intersection
(Veh)

Real intersection 790

Intersection with new CFI geometric design
composed with raised eyeliners

1215

6.2 Determination of Operational Capacity

The operational capacity of an intersection is the maximum number of vehicles
that flow through a uniform point or section of a lane over a minimum interval of
15 min [10]. For the present study, the operational capacity was obtained under the
conditions of the study area, vehicular traffic, and control signals. When making the
new geometric design based on the CFI composed of high eyeliners, the operational
capacity of the intersection increased by 34.97%. Table 4 shows the results of the
operational capacity based on the number of vehicles registered in an interval of
15 min for each case.

6.3 Evaluation of Safety Results

The study area analyzed for being a wide cross-type intersection presents a large
number of conflict points, caused by left turns. Consequently, these maneuvers
threaten the road safety of the users, thus producing different safety risks. In the
real intersection, 19 risks of frontal crashes and 27 risks of rear and lateral crashes
were recorded. Figure 5a illustrates the types of risks at the current intersection.
Regarding the design of the CFI, the main concern is the mixed lane, as users may
not realize the new geometric design and the signals before reaching the intersection,
resulting in two important risks that threaten the road safety and this would increase
the likelihood of vehicle collision. These risks are frontal collisions and the risks of
posterior and lateral collisions. From a total of 77 vehicles in the west access, 10 risks
of a frontal collision and 8 risks of posterior and lateral collisions were recorded.
Regarding the east access, of a total of 96 vehicles, 9 risks of a frontal collision and 7
risks of posterior and lateral collisions were recorded. Figure 5b illustrates the types
of risks at the intersection with the new geometric design of the CFI. However, the
risks of posterior and lateral collisions are reduced by the use of elevated eyeliners
by 83%. This is illustrated in Fig. 5c.
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Fig. 5 Types of collisions at the intersection analyzed

7 Conclusions

In summary, the new geometric design based on the CFI improves the actual situation
of the real intersection, since the number of cross-type conflict points caused by
left vehicular movements was reduced, eliminating 50 points of cross-type conflicts
of a total of 58 conflict points presented by the current intersection. Consequently,
operating capacity increased by 34.97%, since the supply of vehicles increases by 425
vehicles. On the other hand, the real intersection presents 19 risks of frontal crashes
and27 risks of lateral and rear crashes.With respect to theCFI-basedmicrosimulation
model, 10 risks of a frontal collision and 8 risks of posterior and lateral collisions
in the west access and 9 risks of a frontal collision and 7 risks of collisions in the
east and lateral access were recorded. However, these risks are reduced by 83%
with the implementation of elevated eyeliners. Finally, it is recommended to make
an adjustment in the synchronization of the secondary traffic lights with the main
traffic light to optimize the new geometric design of the intersection and ensure
even more safety. In addition, it is proposed to install sensors in the central area of
the intersection, so that they notice the total free space of the mixed lane after the
signal change before the intersection and to sanction drivers who make unauthorized
movements.
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Presence Sensors: A Comparison
Between the Ultrasonic and the Infrared
in the Detection of People and Vehicles

Rosana C. B. Rego and Rodrigo S. Semente

Abstract Sensors have become fundamental elements in automation and industrial
processes, for updating in a precise and fast way. Among the various types of sensors,
there are presence sensors. They are able to perform simple detection tasks more
accurately and efficiently than people. This work presented the comparison between
two types of sensors: the ultrasonic and the infrared. It is also proposed a method of
estimating the length of the vehicle by presence detection. The preliminary results
show that the technique is interesting and cheap to distinguish and detect vehicles
types.

Keywords Presence sensors · Infrared · Ultrasonic · Vehicles

1 Introduction

The use of sensors is essential in the modern world. Whether it is to control indus-
trial processes, monitor climatic and environmental conditions or simply facilitate
everyday life procedures, we can find them in a variety of situations.

The purpose of a sensor is to respond to a stimulus and convert it into an electrical
signal compatible with the circuits attached to it. The output signal of the sensor
may be in the form of voltage, current, or charge and may be described in terms of
amplitude, frequency, phase, or digital code [2, 5].

We can divide the sensors basically into two groups: analog sensors and digital
sensors. The analog has as answer an analog signal, that is, assume numerous values.
Unlike the digital ones that have a digital signal as its answer, it assumes the values
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0 or 1 [6]. In this work, two types of presence sensors are presented. One has an
analog signal on the output, and the other has a digital signal on the output.

An important group of sensors is the proximity sensors or presence sensors. They
are used to detect the presence of people or any objects in a monitored area. The
presence sensor produces a signal if an object is in its detection zone, whether this
object is stationary or not [1, 2, 5]. There are several types of presence sensors, such
as ultrasonic, infrared, optics, inductive (used to detect electromagnetic field) [7].

Presence sensors are commonly used in industrial processes, and recently an
optimal application of presence sensors is at smart traffic lights. The sensors are
typically installed at a mid-block location, which provides accurate measures of
vehicle volumes and speeds. The information provided by system sensors can be
used to support the following system functions: acquiring traffic flow information to
compute signal timing, identifying critical intersection control (CIC), and selecting
timing plans [3, 7].

Traffic managers all over the world use a camera or some presence sensor to
monitor and manage traffic streams. Be it for monitoring motorists and pedestrians
in urban areas, for detecting incidents on highways and in tunnels, or for traffic data
collection purposes. However, the video detection by camera requires more data
processing, consequently a higher cost. Thinking about this, this work carried out an
analysis of two presence senors and how they behave in the detection of people or
vehicles.

The aim of this work is to present the principle of operation of two presence
sensors, as well as their characteristics, and how they behave in the detection of
vehicles and people. It was made a comparison between an ultrasonic sensor and an
infrared sensor. And a method for detecting the length of the vehicle is presented.
This work is still an initial work in which tests are still being carried out to validate
or not the technique.

2 Sensors

2.1 Ultrasonic

The ultrasonic sensor is a distance sensor. It emits sound pulse (transmitted wave)
and calculates the time it takes for the pulse to be reflected back to the sensor. Fig. 1
shows the operation of an ultrasonic sensor.

A minimum distance from the sensor is required to promote a time delay, so that
the echoes can be interpreted. In the case of the HCSR04 sensor model, which was
used in this work, the minimum distance is 2cm, and the maximum distance is 4m.
This ultrasonic is necessary only to supply a short 10uS pulse to the trigger input to
start the ranging, and then, the module will send out an 8 cycle burst of ultrasound
at 40kHz and raise its echo. An echo is a distance object that is pulse width and the
range in proportion.



Presence Sensors: A Comparison Between the Ultrasonic … 565

Fig. 1 Ultrasonic operation

Ultrasonic sensors are quite fast for most of the common applications. For exam-
ple, it can be used for distance measurement of an object in the path of a person,
equipment, or a vehicle. These sensors can also be used to detect the driving viola-
tions of slower vehicles, and especially large heavy trucks, traveling in an improper
lane like the “passing lane,” might cause serious negative effects on the highway
traffic order, reduce highway traffic efficiency, and become a safety threat for other
drivers who have to change lanes more frequently [4].

2.2 Infrared

Infrared sensors can be active or passive. The sensor used here is an active. It has two
devices, one that emits (emitter) and another that receives (receiver) the infrared rays.
The emitter and receiver form an infrared beam, and when this beam is interrupted,
the sensor sends the detection signal to the controller. The sensors consist internally
of a switch (transistor) in which they alternate between two levels: high or low. The
high state is a voltage of 5V, and the low state is a voltage of 0V. This switch can be
connected in two ways: with a pull-up resistor or pull-down resistor (Fig. 2a).

The switching of the sensor output is performed by a transistor.When no detection
occurs, the sensor is not activated. The infrared output is an NPN output, where the
load coupled to the sensor is connected between the positive terminal and the sensor
output. When the sensor detects nothing, it remains at a high level, when it detects an
object it goes to the low level. Fig. 2b shows the infrared sensor used. These sensors
can be used in security applications such as alarms, perimeter protection, automatic
lighting, garage doors, and others [6]. Here, it was used to detect vehicles or people.
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(a) Switch con-
nected to a
resistor pull-up.

(b) The infrared sensor used.

Fig. 2 Infrared sensor

Fig. 3 Circuit diagram

3 Experiment

To get the data, an infrared barrier was created with the infrared receiver and the
infrared emitter and the emitter and receiver of the ultrasonic remained in the same
encapsulation. It was considered a distance of 300cm between the infrared pairs.
The receivers were at a distance of 400cm from the emitters.

Figure3 shows the scheme of the circuit with the microcontroller used. The con-
troller used was an Atmega328. The system would cost approximately $70.00.

An analysis of the effect of one emitter on the other sensor was performed, varying
the distance of the two, until the minimum distance to avoid interference between
the two was found. The minimum distance found was 50cm.

To detect the presence of something using the ultrasonic, a maximum distance
(350cm) was defined. If the sensor sends to the controller a distance smaller than the
maximum defined, then it detected something.
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The measured distance is calculated on the basis of travel time. As shown in Eq.1.

Distance = (travel time× velocity of sound)

2
(1)

The vehicle speed can bee calculated by Eq. 2.

speed = SDist

Ti2 − Ti1
. (2)

where SDist is the distance between the two sensors and Ti1 and Ti2 are, respectively,
the initial time of detection of two sensors (Fig. 9). The length of the vehicle can be
calculated by Eq. 3.

Length = speed · (T f1 − Ti1)+ (T f2 − Ti2)

2
. (3)

where T f1 and T f2 are the final detection time sensors 1 and 2, respectively. In other
words, Eq. 3 is the speed multiplied by the average between the detection time
of sensor 1 and sensor 2. However, its measure is not precise, because there are
measures imprecision at the detection time of the sensors and the vehicle shape. So,
it is proposed that the vehicle signature value (VSV) can be estimated by the integrals
of the received signals, S1 and S2, by the time, determined by the following Eq. 4,

VSV =
⎛
⎜⎝

Ti1∫

T f1

S1dt +
Ti2∫

T f2

S2dt

⎞
⎟⎠ /2 (4)

Two tests were performed in the presence of cars. The first test, a 4m car (let us
reference by car 1) passed through the sensors at speeds of 10, 20, 30km/h. In the
second test, with another car (let us reference by car 2) of 4.232m passed the sensors
at speeds of 14.4, 27 and 39km/h. The obtained values and results are presented at
Table 1. The data were obtained at a sampling rate of 0.2 s.

Table 1 Data obtained with the ultrasonic sensor response for the car 1 detection

Detection 1 Detection 2 Detection 3

Speed (km/h) 10 20 30

Length (m) 3.34 3.34 4.16

VSV 8.78 4.36 6.58
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4 Results and Analysis

In Fig. 4, it is possible to observe the behavior of the ultrasonic sensor in the detection
of presence, in case of detection of people. And in Fig. 5, it is possible to observe
the transient response of the infrared sensor (when detecting the person).

The ultrasonic sensor has a response rate slightly higher than the infrared sensor;
however, the infrared is more stable than the ultrasonic. The model of the ultrasonic
sensor used here has an accuracy of 2cm. Because the ultrasonic output signal is an
analog signal, it is more sensitive to noise as shown in Fig. 4. To improve the output
signal, it is advisable to use a filter.

Fig. 6 shows the response of the infrared sensor in the presence of car 1. And Fig. 7
shows the response of the ultrasonic sensor for the same case. The car passed three
times through the sensors at different speeds as you can see in Fig. 7. The response
of both sensors was similar; however, the infrared sensor did not detect the car when
it passed at a speed greater than 20km/h. As can see in Fig. 6 in the time 112s, it did
not detect anything.

Comparing the two responses (infrared and ultrasonic), the use of infrared is
suitable for presence detection of moving objects with low speed only. Since the
ultrasonic, it detects the presence and still provides the distance, despite the oscilla-
tions in the response. Therefore, to detect only people, the infrared is recommended.
However, if you want to detect the distance of the object or a very fast object, then
the ultrasonic is recommended.

Fig. 4 Ultrasonic sensor curve

Fig. 5 Infrared sensor curve
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Fig. 6 Infrared sensor response for the car 1 detection

Fig. 7 Ultrasonic sensor response for the car 1 detection

Fig. 8 Data obtained with the ultrasonics sensors for the car 1 detection

Fig. 9 Data obtained with the ultrasonic sensors in car 1 detection

The infrared sensor behaved properly when the vehicle passed at low speeds as
shown in Fig. 6 on the first detection when the signal change from 1 to 0. Therefore,
the analysis of the results obtained will be performed with the data coming from the
ultrasonics sensors (Fig. 8).

Figure 8 shows the response of the sensors in the detection of the car 1.
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Fig. 10 Ultrasonic sensor response for the car 2 detection with a speed of 14.4km/h

Fig. 11 Ultrasonic sensor response for the car 2 detection with a speed of 27km/h

Fig. 12 Ultrasonic sensor response for the car 2 detection with a speed of 39km/h

Table 2 Data obtained with the ultrasonic sensor response for the car 2 detection

Detection 1 Detection 2 Detection 3

Speed (km/h) 14.4 27 39

Length (m) 4.9 4.875 4.873

VSV 6.41 7.03 8.34

Figures 10, 11, and 12 show the response of the ultrasonic sensors in the detection
of the car 2 with different speeds. From the data obtained (Fig. 8), consider the
following speeds 10, 20, and 30km/h. The calculations of the estimated length of
the vehicle are given in Table1.

According to Table 1, the estimated average length was 3.5m. The original length
of the car 1 is 4m. So there is an error of 12.50%.
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According to Table 2, the estimated average lengthwas 4.88m. The original length
of the car 2 is 4.23m. So there is an error of 15.31%. It is necessary to calibrate the
sensors beforehand, but these results suggest the feasibility of the technique used.

The VSV for Table1 has a variation coefficient of 33.55%. And for Table2, the
variation coefficient is 13.85%

The VSV should be compared with others vehicles VSV to calibrate and used
to identify the vehicle. It was observed that the energy of the system suffered little
variation with the speed and could be used for the detection of the vehicle type. More
testing with other vehicle types will be needed to validate the technique.

5 Conclusion

To choose the sensor to be used, you need to knowwhat youwant to detect. If it is only
the presence of an object, the infrared is more appropriate. However, if it is necessary,
know the distance that this object is, then the ultrasonic ismore appropriate. Also, it is
necessary to take into consideration the environmental factors, this is, the conditions
of the environment in which the sensor will be installed are of extreme importance
for your choice. For example, if it is an environment where it has a lot of light, the
infrared sensor is no a good choice.

How it was seen, the infrared is more precise, but, it is necessary voltage power
source (12V), and it was not sensitive to the detection of cars.

As discussed previously to validate the technique of estimating the length of
the vehicle, it is necessary to carry out more measurements with different types of
vehicles with different sizes.
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An Operational Approach
for Enhancement Toll Collection
in Trucks with Axis Suspended

Michell Miranda Borges Costa , Yuzo Iano ,
Gisele Maria Figueiredo Caruso , Diego Pajuelo ,
and Gabriel Gomes de Oliveira

Abstract With the emergence of highway concessions in Brazil, toll plazas were
implemented. The collection rate is based on the number of axis truck which is in
contact with the ground at the time of toll payment. The problem is when truckers
decide to lift some loaded truck axis in order to pay a lower fare. The goal is to
establish a Weigh-in-Motion (WIM) system for informing toll plaza whether trucks
are normal loading conditions or not. If not, then truck would be charged according
to the rule.

Keywords Roads ·Moving weighing trucks · Shipping · Toll · Axis · and tariffs

1 Introduction

The highway concession program began in 1988 through Decree No. 94002, which
authorized the National Department of Roads (DNER) to hire, through concession,
construction, maintenance, and operation of highways. In 1993, through Ordinance
No. 010, theMinistry of Transport creates aworking group to implement the Program
of Federal HighwayConcessions (PROCROFE). Already in 1994, DNERwas signed
the first concession agreement with the Municipality of Rio de Janeiro and Govern-
ment of Santa Catarina, uniting various regions of Florianópolis. In 1995 was signed
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the concession agreements of President Dutra Highway, Rio-Teresopolis, and Juiz
de Fora-Rio, authorizing the union to delegate to the united highways and allows its
concession. In 1998, they were signed nine concession agreements relating to stage
1 of the Highway Concession Program in São Paulo state [1].

In this sense, the nine dealers that first batch of the state of São Paulo awards
had their fare collection model defined by the concession notice where there would
charge tolls of motorcycle type vehicles, and also the suspended axis of trucks, i.e.,
those vehicles were only charged the shafts that were in contact with the ground
(soil) at the time of passing through the toll plaza.

Highway tolls are priced through direct charges based on the distance traveled.
These charges generally depend on vehicle type, number and configuration of vehicle
axis, trailer types, and vehicle dimensions [2].

In July 2013, the governor of São Paulo announced that there would be no
adjustment of toll rates, this adjustment provided for in the concession contracts,
which tracks the index of annual inflation measured by the IPC-A (Broad Consumer
Price Index). To allow the maintenance of economic and financial equilibrium of
the concession contracts, among other measures, ARTESP, São Paulo state transport
agency adopts the steps to recover the so-called suspended axle trucks. In-state tracks
under concession, commercial vehicles had a suspended axis without contact with
the ground, did not pay the toll. From July 1, 2013, all axes of trucks are billed, as
well as what has happened in all federal highways. This toll collection methodology,
charging the suspended shaft was revoked in May 2018 [3, 4].

With the cancelation of this collection, new problems come, i.e., loaded trucks
suspend the shaft before reaching the toll plaza to pay a lower value, then cross the
toll plaza, lower the shaft to the normal state.

The aim of this study is to propose a model of toll collection, which facilitates the
collection of loaded truck tariffs in order to avoid fraud in highway toll plazas.

2 Development

2.1 Vehicle Weighing Process on Brazil

Whereas the loaded trucks overweight control is a global stamp of concern, especially
coming from the constant increase in road transport cargo, it is necessary to perma-
nently search for methods that preserve the pavement, especially in the preservation
of the lives of road users.

The current model weighing is carried out in the so-called PGF—General Audit
Office. Figure 1 shows this configuration.
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Fig. 1 PGF—General Inspection Post Source Google Maps, 2018

1. Selective Balance: Weighing the vehicles and classifies configuration with refer-
ence to the axis that is in contact with the ground, and the total gross weight
adopted is the minimum category;

2. Control Evasion: Logs image of trucks does not step into forweighing in selective
balance;

3. Control Evasion: Logs image of trucks flout the traffic lights and not step into
for weighing in precision scale;

4. Precision Scale:Weigh the vehicle and classifies the configuration with reference
to the axis in contact with the ground. A weighting agent, as determined by the
manufacturer, limits the gross weight total adopted;

5. Control Evasion: Logs image of trucks flout the traffic lights and not step into
the parking yard;

6. Parking Yard: Place where the trucks remain stranded waiting for weight or
dimensions of regularization.

However, in this weighing model, besides the dependence of the presence of a
public official to till the infraction notices also have other drawbacks such asweighing
time, which prevents a massive weighing cargo vehicle.

Figure 2 demonstrates the low productivity according to the seven (07) PGF’s in
January 2019, where the enforcement weight average operated 21% of the month.
The total (79%) of dead hours, 78% occurred due to lack of DER agent.

Fig. 2 Survey results of productivity of PGF—General Inspection Post
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Table 1 Percentage of inspected trucks

Jan—2019

Highway SP- #1 SP- #2

% Bus 11 9 6 7 7 3 3

PGF #1 #2 #3 #4 #5 #6 #7

VDM Commercial 4916 4902 7917 9954 10,775 2102 2285

VDM Bus 521 461 435 657 711 61 64

VDM Truck 4395 4441 7482 9297 10,064 2041 2221

Total trucks no. SH 136.242 137.678 231.929 288.208 311.979 63.272 68.852

PGF selective inspected
trucks

41.057 25.106 11.193 12.600 134.737 0 6.933

% Inspected trucks 30 18 5 4 43 0 10

Table 1 shows the percentage of trucks that were inspected on January 19, 2019,
in which these PGF’s were installed. This proves the low efficiency of the operating
productivity of this surveillance system.

2.2 Billing Concepts Toll Rates

The collection of highway user’s rate, which takes into account many items as the
square location, type of highway, investment requirements, etc., corresponds to the
number of axis of each vehicle, which is called category. The conventional car also
called drive vehicle, receives the category 1 CAT1, and pays the corresponding toll
rate to a single rate CAT 1. Category 2 or greater is designed for commercial vehicles
and cargo and is determined according to the number of axis; considering the number
of axis in contact with the ground and dual carriageways.

For a better understanding of this classification, Fig. 3 shows a truck with a single
axis and dual carriageways, and Fig. 4 shows the time when the axis is suspended
thanks to the pneumatic mechanism enabled on the truck.

2.3 Types of Commercial Vehicles

Considering the various manufacturers and types of loads, there is a wide range of
varying types of commercial vehicles. For the same manufacturer, considering the
same type of chassis and engine, it can still be a significant variation in the weight
of the vehicle, considering only the type of body located therein.

According to the established by authorities, the cargo vehicles regard weight can
be classified as shown in Fig. 5.
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Fig. 3 Single-axis and dual carriageways

Fig. 4 Suspended axis

From the legal limit, 10% tolerance is allowed at the time of inspection and 12.5%
tolerance regards the overflowing case. Also, the PBT/PBTC (Total Gross Weight)
has a maximum of 5% tolerance.
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Fig. 5 Axle types

2.4 Measures

In 2019, we carried out measures about the weighing of empty trucks at the PGF
stations. Table 2 shows the result of the weighing of these trucks, the percentage of
variation between the minimum and maximum weight of the same truck-class (%)
and the PBT/PBTC and all kinds of truck configuration.

With this survey, it was possible to demonstrate the wide variation in weight even
when the truck is empty (off-loading), to the same class of vehicle.

3 Divergence of Same-Class Truck Weight Measures

Currently, the weighing equipment does not identify the suspended axis of vehicles
loaded or empty at the PGF point. The PGF has a truck weigh suspended axis on a
selective scale and is found excessive; this truck is directed to the precision balance.
If the excess occurs with the precision balance suspended axis, then the assessment is
not made immediately; the driver is guided by the DER the lower the suspended axis
and performs reweighing. If this does not occur excesses, then reweighing the vehicle
is released [5]. Figure 6 demonstrates two identical, empty settings, but different PBT.

Through a data survey carried out at a fixed weighing point, where the weight
of several empty trucks was found, it was possible to verify that, for the same type
of truck, even when empty, the weight can be different, depending on the type of
truck bodywork used. For instance, Fig. 7 presents the maximumweight for the truck
double set in tandem with the legal limit of 17,000 kg in empty condition.

It is found that the maximum weight is 10,070 kg, that is, 59% of the legal limit
weight, which is 17,000 kg.
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Table 2 Summary of measures regard the kind of trucks configuration



580 M. M. B. Costa et al.

Fig. 6 Weight variation for the same type of truck

Fig. 7 Weight variation by axle group—truck

4 Technological Proposal and Discussion

Some prior works [6–9] addresses technologies on toll system which can aid to
eradicate tariff payment evasion of trucks with axis suspended. Two proposals are
being explored in this work.

Proposal 1 The equipment makes the current configuration of the reading (consid-
ering suspended axis) after considering a parameter for the cut (s) shaft (s)/set of
suspension shafts (s). For example, a truck setting in tandem double set the limit to
be considered would be 50% empty shaft legal limit—the legal limit = 17,000 kg;
50% of the legal limit = 8500 kg. However, many trucks, road equipment, and
accessories contribute to a weight variation of the same empty truck configuration,
parameterization and forcing it difficult to use a higher standard cut (perhaps 60 or
70%). This criterion will benefit some of the trucks, loaded partially, use the hanger
shafts for not paying the toll.

Proposal 2 The equipment makes the current configuration of the reading (consid-
ering suspended axis) after considering a parameter for cutting PBT/PBTC according
to the setting. For example, the weight of the empty truck limited to 50% of PBT
the legal limit. Then, we also have a wide range of weight for the same vehicle, with
different settings.
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To do this, it is being considered at the checkpoint system based on Weigh-in-
Motion (WIM)—Weighing in motion, with systematic mounted for operation as a
high-speedweigh station, maintaining the operating speed of the track. The use of the
WIM still needs to be standardized and regulated in order to function as a surveillance
tool. Below, we present a layout of the proposal from the work (Figs. 8 and 9).

Fig. 8 Arrangement of equipment at the checkpoint

Fig. 9 Proposal layout
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5 Discussion

In the current scenario, Brazil is discussing measures for specific subjects within a
given area of activity related to planning, development, review, and implementation of
metrological technical regulation. Considering the demand formetrological technical
regulation of HS-WIM “High-Speed Weigh-in-Motion,” a preliminary report was
prepared in order to subsidize the decision on the required regulation.

Once the technical and legal issues have been overcome, the WIM can be used,
beyond the purposes of our work, also for the inspection of excess load on highways,
providing a longer useful life to the pavement and bringing more safety to road users.
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A Look at the Evolution of Autonomous
Cars and Its Impact on Society Along
with Their Perspective on Future
Mobility
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Abstract Autonomous cars range from thosewith a slightly higher degree of driving
assistance to those capable of driving without human interference, since the tech-
nologies are the same in both, further changing the way they are integrated into the
on-board computer. Contributing from a number of components that work together
to ensure that a self-driving car has the insight and guidance, it needs to drive safely,
from cameras, sensors, and radars working like the eyes of the vehicle to detecting
obstacles, road signs, traffic lights, pedestrians, relief among other aspects. The great
advantage is that these devices do a real scan around the vehicle, allowing it to see
in 360 degrees. In this way, he can perceive situations that the human eye could
hardly catch, considerably increasing the safety of autonomous cars. In this sense,
the fascination of humanity by car automation is the study of this paper. This research
presents a detailed discussion alongwith historical review regarding the development
of autonomous cars from the beginning to the present day and provides a perspective
regarding the future of urban mobility.
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1 Introduction

An autonomous car, also called a self-driving car or a stand-alone vehicle, is a robotic
vehicle that is designed to travel between destinations without the driver having to
make any effort. However, to qualify as fully autonomous, this vehicle must be able
to navigate without human intervention to a predetermined destination by roads that
have not been adapted for its use [1].

In the early twentieth century, mankind was amazed at technology fairs, very
common at that time. These fairs have presented all kinds of technologies, inventions,
and ideas that were being studied and could somehow get a day for daily use. The
great attraction of these fairs was the vision of the future that had smart highways
that drove cars “autonomous” they did not need the user to be in the vehicle control
during the journey.

Several major racing line companies invested efforts and many resources to
imagine a way to try to approach this utopian vision of the future. Many of these
improvements were achieved with small advances throughout history [2].

Many of the initially designed cars simply could not drive more than a few kilo-
meters without causing an accident, which at the time many of them fatal, so many
projects were abandoned early on. It is possible to mention a few landmarks of devel-
opment the autonomous car as that of Francis P. Houdina, an electrical engineer from
the US Army and founder Houdina Radio Control, who had the first demonstration
of a controlled car by radio control [3].

Another great exponent in the development of autonomous cars was the Ernst
Dieter Dickmanns engineers who led his team in the Bundeswehr University and
had several advances, which was possible to highlight mainly in the field of vision
adapted cars, where he managed to create sensors and use in Mercedez doing so
could have direction, acceleration, and brakes controlled by computers [4].

The autonomous car, although it seems recent, has been in the making for a long
time, since by definition a driverless car has more control units, computing power,
code lines, and wireless connections to the outside world than a normal car today.
The so-called age of autonomous driving already has the efforts of giants such as
General Motors, Hyundai, Google, Mercedes-Benz, Nissan, Volvo, Toyota, Honda,
and Audi. They are all in this race with the goal whichmanages to put the first vehicle
of its kind on the market [5].

The completion of such projects requires investments and development of
powerful operating systems [6] and telecommunications methodologies that present
easy usability, low level of abstraction, and low memory consumption of the devices
involved [7]. In addition, digital image processing techniques related to detecting
geometric shapes such as the Hough transform and watershed transform can assist
in the detection of objects and present in the course of an autonomous car [8, 9].

In this sense, this paper aims to provide a historical review regarding the devel-
opment of autonomous cars from the beginning to the present day and provides a
perspective regarding the future of urban mobility.
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2 Methodology

This survey carried out a historical review from the beginning to the present day
relating the idealization to the development of autonomous cars enabling a look at
the future of urban mobility.

3 Theoretical Background

At the fair New York 1939, the autonomous car idea gained wide public exposure
at GM’s Futurama exhibition at the World’s Fair, was presented in its highways
and Horizons pavilion, where General Motors showed how it would be the 20-year
world in front, as shown in Figs. 1 and 2, this pavilion was presented the concept
of intelligent roads, which allowed it to experiment with how electronics could be
used to guide and maintain the proper tracking distance, developed by Bel engineer
Geddes [10].

Following in the year 1958, a model with a coiled front end was tested that could
“detect the alternating current of a road-embedded wire and adjust the steering wheel
accordingly,” which GM described the experiment as positive and claimed that the
car drove along the road and stayed between the ends of the track without the driver’s
hands on the wheel, as shown in Fig. 3.

Fig. 1 General Motors pavilion at the 1939 World’s Fair in New York [11]
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Fig. 2 Highways and Horizons pavilion [11]

Fig. 3 Flag of the route model [11]
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Fig. 4 A 1926 Chandler controlled by radio control in 1925 in NY [13]

It was at the Futurama exhibition at the World’s Fair that there was the first big
spotlight in interest in autonomous cars that had a great impact worldwide. However,
some years earlier, around 1925, it was documented in the streets of New York, a
controlled car radio control, originated by Francis P. Houdina which adapted to 1926
Chandler, as shown in Fig. 4, with a radio antenna and controlled with an oncoming
car with another transmitting antenna that vehicle [12].

In the decade 50 was introduced by RCA Laboratories a car model that was
guided by wires inserted into the ground. This idea has been enhanced by the traffic
engineer Leland M. Hancock, who decided to apply the concept presented in real
streets. In 1957, the state of Nebraska with the RC Laboratories presents a stretch
of US Highway 77 and Interstate 2, wherein this passage was implanted sensors on
the highways that feel electrical signals to the cars telling the position and velocity
of metal objects that were transiting on the road [2, 14].

First regarded as a platform for the lunar rover, the Stanford Cart of the ‘60s and
‘70s was a simple buggy equipped with a camcorder and remote control with a very
long cable, which over time this car was imbued with a larger capacity, intelligence,
and image processing. The automotive concepts also had theirs at the 1962 General
Motors exhibit Seattle World Fair, being an experimental Firebird III with a single
control lever in place of a steeringwheel and powered by a gasoline turbine engine, as
shown in Fig. 5, which was just a part of General Motors’ tests for cars of the future.
In 1979, Hans Moravec achieved what was at the moment a signal achievement in
robotic mobility, which the model successfully crossed a room full of chairs without
human intervention in about five hours [2, 14].

What could be called the first truly autonomous car, a Volkswagen Touareg could
process images of the road ahead in 1977 by S. Tsugawa and colleagues at the
Tsukuba Mechanical Engineering Laboratory in Japan, which was able to accelerate
up to 30 km/h, but was aided by a high rail [2, 14].
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Fig. 5 Firebird III exhibited at the Seattle World’s Fair, 1962 [17]

In 1987, the VaMoRs, equipped with two cameras, eight Intel 16-bit microproces-
sors, and a host of other sensors and software, running at 90 km/h for about 20 km.
In 1994, a VaMP, with its two cameras processing 320 by 240 pixels per image at
a distance of 100 meters, could recognize road markings, relative track positions,
and the presence of other vehicles. In 1995, Carnegie Mellon University roboticists
drove NavLab 5 from Pittsburgh to Los Angeles, the vehicle’s add-ons included “a
laptop, a windshield-mounted camera, a GPS receiver, as well as other equipment.”
where the car completed 98.2% autonomous driving percentage, needing a little help
with preventing obstacles, among other things being almost 115 km, considered the
longest period without human assistance [2, 14].

In the following decades, all advances made in cars were essentially sensors that
somehow helped the user in driving. This situation was changed when the US mili-
tary in order in war advances, with respect to Defense Advanced Research Projects
Agency (DARPA), promoted an exclusive competition of autonomous cars. The
Agency for Research and Military Development of states was pressed immediately
after the attack of September 11, the twin towers, to reduce the use of American
soldiers on battlefields. For this and develop this stimulus, the competition was
created among the greatest American universities, where completely autonomous
cars had to go through paths of different situations and come to certain points. It is
worth highlighting the Grand Challenge, which was awarded $1000 lion for the car
to travel 241 km in the Mojave Desert, which straddles the California and Nevada
[15, 16].
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As a result of technical problems, this first challenge in 2004, there was nowinner.
The car at Carnegie Mellon University was the best placed, but only managed to
complete 5% of the race route. In this context, DARPA doubled the prize to $2
million and five cars of 195 participants were able to complete the entire route. The
car’s winner was Stanford University; students used a Volkswagen car to adapt a
robot and used the same features as the previous year. But for change to address the
problem, the software evolves over the previous year. The car can complete the route
of 212 km in 6 h and 53 min [1], as shown in Figs. 6 and 7 [15, 16].

As of 2010, Audi’s autonomous TTS was named after the first woman to win
the Pikes Peak International Hill Climb award, Shelley, designed by Chris Gerdes
and colleagues at Stanford University’s Automotive Research Center, is packed with
GPS, wheel sensors, and traction control algorithms that have allowed the car to limit
boundaries, which has sprinted the 12th sprint, 42 miles to the top of Pike’s Peak in
27 min [18].

Also as of 2010, technologygiantGoogle’s fleet of seven autonomousToyotaPrius
hybrids has accumulatedmore than 140,000miles (225,000 km)with only occasional
human intervention since it hits the road in 2010, being part of the Google Driverless
Car program led by Sebastian Thrun of the DARPA Grand Challenge. The cars
used data from Google Street View, along with camera data, generating the ability
to determine the car’s position on a map, making the cars successfully transit San
Francisco’s Lombard Street, circling Lake Tahoe to Mountain View afterward to
Santa Monica, California, USA [19].

Fig. 6 Red Jeep Carnegie Mellon University [17]
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Fig. 7 Car of the University Sanford completed the course in the DARPA 2005 [17]

The technology behind the development of autonomous cars is one of the most
complexes in the world and is advancing more and more. As sensor-related sensing
technologies have become smaller, cheaper, and more powerful, they come a little
closer to turning this horizon drawn throughout history into reality. In this regard,
the US National Highway Traffic Safety Administration (NHTSA) currently defines
autonomous cars in six categories. As shown in the following in Fig. 8 [20].

At level zero is basically cars that have no assistance to go. At level 1, the cars
already have a basic form of some assistance, such as speed control, but in the end, it
is the driver who can use or not care. In level 2, there is partial automation, where the
car canmaneuver and stop without the help of the driver; however, it is still necessary
that the driver is present to take control on the course, thus at this level of automation
in commercial level [20, 23].

At level 3, many manufacturers already have prototypes with this level of
complexity, where the car can be in a stand-alone mode much of the route, but the
driver must be present and attend the course so that if there is a need to take control.
At level 4, the car can be autonomous in almost all conditions, leaving the driver the
possibility of not having to take control. And finally, at level 5, the car is capable of
driving in all possible conditions without the need for human help [20, 23, 24].
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Fig. 8 Classification of autonomous cars [21, 22]

4 Results and Discussion

It is almost imperceptible but the present world is experiencing a second space race,
yet in modern days the ships walk on the asphalt, and the astronauts do not need
them. The race for the development of the first truly autonomous cars, which are
those in which the driver gets in and out without touching the wheel, is happening,
and basically, everyone who thinks about this future and conducts research in this
direction is in the race.

Automotive companies such as Mercedes-Benz, Audi, BMW, and Tesla have
launched over the years models that increasingly exempt drivers from their obliga-
tions. In the same vein, tech giants like Google and Uber are already testing vehicles
with automated software on the street, while another tech giant likeApple is revealing
more and more details of its design for self-driving cars. Where it is possible to state
that a central technology, which consolidates all concepts and is considered as the
mother of all projects, is artificial intelligence.

Many scientists estimate that it is possible to reach level 5 of automation of cars
as long as there is the capacity to adapt roads and cities for that. The concept of
smart roads [25, 26] is well known from the beginning of autonomous car studies.
Many experts say that the set of autonomous cars, smart roads, and smart cities is
the bridge to a future of great change in our society. In this context, it is possible
to expect changes in the field of product logistics and urban mobility services to
be discontinued for an obsession with new technologies as examples for insurance
against car accidents [27].

Today, automakers and technology companies workwith all five levels of automa-
tion. At level 1, the smallest, the car can control speed during a road trip or even turn
the wheel for you to park. At level 5, the largest, the car does not even have to have
a steering wheel. The development of current cars is currently at tier 2, where the
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vehicle can accelerate, brake, and steer by itself for certain periods of time, where a
predictable next generation of cars will already be tier 3, completely hands-free.

Still taking into consideration that one of the technologies that are giving a great
outlet for this future is the Internet of Things [28]. With increasingly connected and
producing real-time data sets, it is no wonder the level of accuracy that cars and
devices will exchange information. The Fourth Industrial Revolution is primarily
based on data analysis [29] or the date that these same devices collect and transmit
to the internet. All this information helped autonomous cars make more accurate
decisions and short time [30].

However, one of the challenges that this technology must overcome is that driver-
less cars will only be truly safe when operated alongside other driverless cars in a
controlled environment. Due to what is called the human factor, where the behav-
iors of pedestrians and non-robotic drivers (people) are unpredictable and difficult to
replicate, it is noticeable that even themostmodernmodels in traffic caused accidents
when they interacted with each other real people in traffic.

Themain difficulty is related to infrastructure. In order for a vehicle to runwithout
human interference, there must be roads and telecommunications networks ready for
it.

There is a long way to go yet still considering that discussions will be needed and
understand more about permissions, laws on autonomous cars, but it is possible to
agree beforehand as to the security that there will be when the modern world has
made the transition completely [31].

5 Conclusions

Connecting cars with city infrastructure as they are today is a major challenge for
integrating autonomous vehicles into society, since the presence of these cars full
of embedded technologies can be very useful for safer, more efficient, and fluid
traffic, Since this technology can collect data during tours, it can help to know which
times are the hardest to travel around the city, but the reality is the opposite to this
perspective, since the vast majority of cities is stagnant regarding the incorporation
of these vehicles to your routine.

In this scenario, cities are not preparing for the arrival of autonomous vehicles at
the same speed as technology companies and automakers develop their products and
services, although in developed countries like the USA, for example, only some of
the largest cities in the country are planning and adapting to the arrival of this new
reality regarding autonomous vehicles.

While in developing countries, such as Brazil, it seems to be far from including
autonomous vehicles in long-term traffic planning, as the country still faces major
problems with common traffic control. As long the self drive car could bring some
hope that all the tech that is build the cars will do all the adaptation work on badly
signposted and bumpy streets, avoiding accidents and other problems.
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Still considering some basic conditions regarding the proper functioning of these,
among them, a primordial one regarding a stable connection to the internet and wide
coverage of 3G and 4G networks, something that is still scarce in several regions of
Brazil. However, in more developed areas 5G can also transfer more data than 4G,
allowing cars to share sensor data such as video camera input and radar.

However, among the main trends for the future of vehicles, the development of
autonomous cars is certainly one of the most anticipated and promising, while this
innovationwill usher in a newera in the automotivemarket, doubts about its operation
are still very common.
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Abstract Maintenance processes require systematic work to prolong the service
life of the equipment. This article reports the most common failures and which
types of maintenance are most used for escalators in order to make them safer and
more efficient. The methodology used was the study of literature and interviews with
companies that provide services in the area. The study reports the origin, functioning,
and norms, so that it is possible to understand themain failures that occur and how the
maintenance can be done in such a way that these errors do not hinder the operation
of the ladder. Then, there is the fault and maintenance data provided by companies
that provide this type of service. To conclude, improvements are proposed through
current technologies for more satisfactory performance of escalators, both in the
prevention of accidents and in the consumption of electricity.
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1 Introduction

Currently, the most widely used transport method in public places, by supporting a
large flow of people, is the escalator. This is the most widely used for transporting a
larger number of people in the shortest possible time between floors of a building.

Its use may be to climb or descend different levels of floors, having its movement
controlled according to the schedule basically by three forms: with a greater flow of
people at peak times, sensoriality; with the application of presence sensors; or can
be permanently connected, in places of the constant flow of people.

With the proper operation of the device, escalators reach a transport capacity
from 4500 to 13,500 people per hour. Mass on average, between five and fifteen
tons, provides greater comfort of displacement and safety to its users, and depending
on its inclination, has greater efficiency, requiring less space and facilities for a lower
price [1, 2].

Deepening the studies related to the operation of escalators, maintenance, their
main failures and how to avoid them using technology, new methodologies are
proposed to improve their operation and thus provide greater comfort for Users.

The aim of this research is to understand a little more about the failures and
problems of maintaining escalators along with their operation, so as to understand
the best form to prevent or decrease them.

2 Historic

In addition to the traditional staircases, the elevators and escalators are used to take
us from one floor to the other, in various types of constructions. The escalators as
we know today emerged from the joint work of some inventors like Jesse Reno, an
American who around 1892 created and patented what would be the first version of
an escalator, and Charles D. Seeberger, another American who years later developed
the escalator design closest to what we have at present [3].

The initial creation of Reno consisted of a sloping mat, made of rubber-coated
wood boards, in order to give more adherence to users’ footwear, and driven by a
motor with a speed of approximately 0.69 m per second. His intention at the time
was to provide people with fun and not transportation, as we see these days. In the
same year as Jesse’s invention, George H. Wheeler designed and patented the first
escalator with flat steps, but the project was not put into practice [4].

It was only in 1898 that Seeberger bought the patent of George and, together with
the company Otis Elevator Company, developed and initiated the manufacture of
escalators. The first time the general public had contact with the escalators was at
the International Fair of Paris in 1901 [3, 4].

Even popular, the demand of escalators is not so great compared to elevators,
causing a lack of research in the area and consequent scenario of technological
stagnation. Although there are some improvements in the safety sensors, the basic
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design has not changed. The system used is basically the same for 50 years, being
the same mechanisms employed worldwide [5].

3 Operation Principle

The operating mechanism that acts behind a treadmill is intelligible, i.e., an electric
motor, usually 100 horsepower, depending on the conditioning value according to
the number of people. Furthermore, calculations are made from the daily circulation,
considering the transported mass, determined angle, length and width of the stairs. It
is also responsible for activating all the equipment and the brake to turn off the device
function. The engine’s role is to enable a current that has coupled steps and maintain
a continuous, circular motion to move the ladder 27–55 m per minute. Moreover, it
has the handrail drive the impeller, so that it also moves. The steps run the length of
the stairs and then bow, doing the opposite way underneath [1].

Overcoming elevators, escalators can transport persons up to 300 kg, and,
depending on the width of the step and velocity reach a transport capacity of 4500–
13,500 people per hour. On average, a treadmill has a mass between five and fifteen
tons, depending on their size [1, 2].

Since they are a means of moving people, safety on escalators is critical, since
any incorrect use of equipment, disregard for rules or failure might cause accidents
to users. In order to avoid these accidental injuries, the stairs have multiple sensors
and actuators throughout its length, which guarantee the device operation and the
safety of users [6].

3.1 Standards

Thinking of the best security use of escalators, three ABNT (Brazilian Association
of Technical Standards) standards were created for the installation, maintenance,
and inspection. ABNT NBR 16083: 2012 concerning the requirements for mainte-
nanceof operating instructions of elevators, escalators, andmovingwalkways.ABNT
NBR 10147: 2016 regarding periodic and routine acceptance tests and inspections to
ensure the expected performances of escalators and moving walks. Finally, ABNT
NBR 16734: 2019, which aims to establish safety requirements for construction and
installation of escalators and moving walks, aligned to it, companies [7].

The latest Brazilian standard mentioned, came into effect on May 14, 2019,
replacing the ABNT NBR NM 195: 1999, applied in the MERCOSUL countries. In
addition to the regulation for the physical product, there is ABNTNBR 14364: 1999,
establishing qualification requirements for activities of inspectors and supervisors
who perform inspection and testing of lifts and escalators [8].
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Table 1 Theoretical and effective transport capacity at 0.5 m/s

Step width (mm) Theoretical
transportation
capacity v =
0.5 m/s
(people/hour)

Theoretical transportation capacity at rated speed of v
= 0.5 m/s

Uncrowded
(people/hour)

Convenient
(people/hour)

With crowding
(people/hour)

600 4500 1800 2700 3600

800 6750 2400 3600 4800

1000 9000 3000 4500 6000

Source Planning Guide for escalators and moving walks Schindler

Within the mentioned standards, some prerequisites for escalator installations
may be listed. In Table 1, the theoretical transport capacity of the escalators can
be identified according to width and speed, as well as the effective capacity, which
corresponds to the range between 40 and 80% of the theoretical capacity, which
depends on the density of users and width of the steps [9].

3.2 Maintenance

The maintenance of equipment, machinery, and facilities is made in order to keep
them as long as possible in order to decrease waste, satisfy customers, and entice
users [10].

Thus, the concept of maintenance is given by a set of actions taken to develop
the specific maintenance policies in the production organization. Thus, the design
of the maintenance consists of a set of forms of maintenance work and the overall
structure, in which these procedures are done [10].

There are four types of maintenance studied in the article: corrective, which can
be planned and unplanned; preventive; predictive; and detective.

a. Corrective Maintenance:

I. Planned corrective maintenance: “There is a failure or abnormal condition of
operation of equipment and the correction depends on managerial decision,
in the function of predictive monitoring or by the decision to operate until
the break.” According to PINTO and XAVIER, 2001 [11].

II. Unplanned corrective maintenance: It consists of a failure that has already
occurred, in which there is no time for planning to postpone the repair.

b. Preventive maintenance: It is given by interventions at certain time intervals with
the purpose of reducing failures and avoiding a fall in the performance of a
process, which is mandatory in the air sector.
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c. Predictive maintenance: It is performed when there is a variation in the perfor-
mance condition of equipment, which can be currently measured and evaluated
by means of the technology.

d. Detective maintenance: aims to find hidden failures or that are not noticeable and
are used for checking a system.
There are also the maintenance approaches proposed in the literature and each
of them has its particularity. The most popular are: (e) reliability-centered
maintenance (MCC); (f) total productive maintenance and; (g) risk-centered
maintenance (RBM) [10].

e. Reliability-centric maintenance (MCC): It is the combination of different tech-
niques and tools for maintenance administration and can be decision trees and
analysis of the mode of failure and effect to support decisions taken efficiently
and effectively.

f. Total productive maintenance (TPM): The main objective is the maintenance of
equipment with the participation of the production team, aiming at continuous
improvement, because it is considered that the operator is the onewho best knows
the equipment and its operation.

g. Risk-based maintenance (RBM): It is based on the risk of accidents and aims
to reduce it from the equipment. Where the risk is assessed as being high or
medium, higher maintenance is concentrated, already in areas with a lower risk,
the efforts are lower to minimize labor and maintenance costs.

3.3 Failures

Based onABNTNBR5462-1994, the concept of failure is an item’s ability to perform
the required function. It is the total or partial decrease in the capacity of a part,
component or machine to perform its function during a period of time [11].

Several factors can cause an operating stop in the escalators during its operation.
These factorsmay be failures of somemechanical, electrical, or electronic equipment
present in its structure; correct warnings received by the safety sensors, such as
situations in which the ladder should actually stop; incorrect warnings received by
the sensors mentioned above, in which there is undue stop of the escalator or events
outside the machine, such as vandalism [12].

Other possible failures that may cause accidents or discomfort of the user are the
absence of operability of the stop device at the ends of the installation, precluding
an immediate stop if necessary; the speed of the handrail is above the permissible in
relation to the speed of the steps or plates; not immediate stopping with the existence
of an indentation occasioned by objects or some end of the human body; extreme
situationwhere there is no immediate immobilization if the installation of the handrail
occurs; and untensioned tension current, causingmalfunction and breaking limit [13].

Sudden stops coming from some failures, often arising from the safety sensors,
are very abrupt and may cause an imbalance of users with consequent injuries such
as cuts, bruises, entraining of fingers, falls, abrasions, fractures, and in certain cases
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crushes that can lead to suffocation. In addition, there may be material expenditures
(maintenance team displacement) and intangible (user dissatisfaction) [6].

The handrail is also another point of attention, being able to launch children in the
span of escalators and have risks of accidents with serious levels of injury and even
fatal, being the physical protection of these fundamental points to stop any possibility
in operation of the handrails.

3.4 Sensors and Energy Saving

Failures in escalators present in places with a high flow of people, like some lines of
the SãoPaulo subway, are the so-called false failures. These are due to large variations
in the vibrations perceived by the various safety sensors that exist throughout your
structure. These can stop the escalator’s operation when they receive information of
something wrong in any part of the equipment, being present at certain points of its
structure, such as in the footer that detects if there is a presence of foreign bodies
trapped on a rung [6].

During the treadmill operation, some vibrations arise from your movement. To
detect the causes of unexpected and unnecessary stops, one of the ways is in the
installation of the vibration sensor on a rung of an escalator, who presented problems
with great frequency. This way it is possible to analyze that the high flow of people
on the same ladder and can cause greater vibrations in the sensors and be the reason
to cause the stop. The vibrational increase leads to an understanding, on the part of
the safety sensors, that something wrong could be happening in some part of the
equipment, which may reflect on a stop of its often unnecessary operation [6].

The escalator, as stated above, is composed of several safety sensory devices.
Taking this into consideration, coupled with the economy of energy and economic
resources, new technological resources are used tominimize the energy consumption
of escalators in moments of low flow of people [14].

The escalator control system (SCER) consists of a presence sensor, a microcon-
troller electronic circuit, and a frequency inverter. The SCER enters into a normal
operating regime when the ladder starts operating. If bypassing an established time
without the flow of people and without the actuation of the presence sensor, the
speed of the ladder is reduced by means of the electronic circuit microcontroller and
performed by a frequency inverter. If after entering a reduced regime, another period
of time determined without passage of users, the ladder enters a stopped regime,
i.e., with zero speed. If any user is present during any of these periods, the ladder
initiates a smooth acceleration until it restores its normal operating regime. The three
possible operating states of the ladder in the normal, reduced, or stopped regime are
associated with the digital input of the frequency inverter [14].

The SCER can be a substitute for the main control panel, which together with the
security panel, controls the mechanical devices by means of end-of-stroke sensors.
With the test of its implementation on a ladder with a high flow of people, it is
possible to obtain a considerable financial economy monthly, in addition to a good
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reduction in energy consumption, which impacts the energy economy. Therefore, the
installation of this system can reduce expenses with the maintenance of the panels
and facilitates the work of employees to shutdown the equipment. Adaptations like
this can bring great benefits, which contemplate users [14].

4 Methodology

Ethical approval for the experiment in this study was deemed unnecessary by the
Ethics Committee. As also the activities in the experiment do not pose risks greater
than those ordinarily encountered in daily life and all the subjects remained anony-
mous.Aswell as all participantswere given consent andwere also informed about the
academic objective of the research as well as the guarantee of anonymity giving the
choice of participation or not. Still considering that as it is an opinion poll, according
to Resolutions 466 and 510 of the National Health Council, there is no need to
go through the University’s Ethics Committee. This is following CNS Resolution
466/12 of the National Health Council, of December 12, 2012, (available at https://
conselho.saude.gov.br/resolucoes/2012/Reso466.pdf). Idem with Article 1 of Reso-
lution 510, of April 7, 2016, of Brazil’s National Health Council (available at http://
www.conselho.saude.gov.br/resolucoes/2016/Reso510.pdf) and also with item 8.0.5
of the Ethical Principles of Psychologists and Code of Conduct of the American
Psychological Association (available at https://www.apa.org/ethics/code/principles.
pdf).

To elaborate on the present work, we opted for the study of cases in the literature,
along with the application of questionnaires to companies in the field of elevators
and escalators.

According to Eisenhardt (1989), the case study is a research strategy that focuses
on understanding the facts present in unique scenarios, combiningmethods of collec-
tion such as analysis of documents, interviews, questionnaires, and observations, and
can quantitative, qualitative or both.

The questions of the questionnaire had the model of open questions, in which
respondents had complete freedom to respond with their own words, without
limitations of alternatives. They were:

• What is the frequency of failures?
• What are the most frequent failures?
• Do many accidents occur? What are the types and motives?
• What types of maintenance are performed?
• What is the frequency of maintenance and what is done in it?
• How is the cleaning of the escalators and how often it happens?
• Escalators that are close to the food court are subject to falling food and beverages.

Does this affect your operation in any way?
• What are the prerequisites for installing an escalator? (structure, size, weight,

angulation).

https://conselho.saude.gov.br/resolucoes/2012/Reso466.pdf
http://www.conselho.saude.gov.br/resolucoes/2016/Reso510.pdf
https://www.apa.org/ethics/code/principles.pdf
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• Energy-saving escalator (with presence sensors) has more flaws?

The information from the questionnaires was of a qualitative nature and covered
mainly the themes of failures and maintenance of the escalators.

5 Results and Analysis

Asmentioned earlier, from interviews with specialized companies. As a result, it was
identified that the faults are not constant, however, maintenance should be performed
frequently, and preventive maintenance is recommended monthly.

Moving parts should be lubricated constantly, such as set currents, checked clear-
ances, electrical contacts, and sensors tested, and finally, thorough cleaning should be
done. Corrective maintenance is only performed when the stairs come to a standstill
or if there is any symptom in the operation, which is opted for an intervention.

The most frequent failures are those caused by the user himself, related to clothes
and personal effects that may get caught in the step combs. The most frequent acci-
dents, in turn, are the falls of users who climb the handrails, an action prohibited by
safety regulations, clothes, and shoes that get caught on the steps, and children who
lock their fingers in the handrail entrances.

Cleanliness is something that should also be critical. Rubber parts such as
handrails and steps should be cleanedwith detergent and sponge and free of petroleum
products or the like due to rubber wear. Internal cleaning should only be done with
degreasing water-based and cloths lint-free. Another relevant topic is the fact that
spillage of liquids in public places, for example, may affect stair components and
may vary in the type and amount of liquid. If this is a solvent or corrosive chemical,
it will clearly damage the model, but if it is just water, it does not affect anything,
since the stairs have already been proven.

According to information obtained from the interviews, extreme cases of accidents
inwhich the stairway opens, such as those inChina, are due to possible safety contacts
that may have been incorrectly joined, as well as brakes unregulated emergency,
some essential parts not properly fixed. In other words, human failure and corporate
irresponsibility in delaying maintenance are the main causes of failure.

6 Conclusion

After the data collected on the escalators discussed in this paper, it is possible to
conclude that this equipment is the best option when it comes to effectiveness, safety,
and agility. They are regulated by ABNT standards for better safety in their use,
installation, maintenance, and inspection. Some prerequisites are required for your
installation, thus avoiding the various factors that may cause a shutdown during
operation.
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Despite constant maintenance, control, compliance with required standards and
necessary prerequisites, the device is still prone to failures and accidents may be
related tomechanical, electrical or electronic equipment present in its structure. Also,
as incorrect warnings received by the sensors causing improper stops, vandalism, and
even improper use of the device. Intelligent cameras that identify sudden movements
on escalators can be parameterized for momentary stopping and accident reduction.

Finally, in order to improve the quality of safety and well-being of users on
escalators, it would be proposed a higher precision in the safety sensors for detecting
foreign bodies before the stop trigger by parameterization according to the volume
of users.

In addition, the installation of a kinetic energy converter from the pressure exerted
by the footsteps of users through accelerometers, in conversion to electricity, can be
used to contribute to the saving of electricity and even supply the escalators as a
suggestion for new technological research.
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Buildings
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Abstract Themonitoring systems that are currently used as part of the management
of construction projects consist of collecting the field information, documenting
it manually and then digitizing it. Those responsible for carrying out the reports
through this procedure dedicate between 28% and 41% of their time daily for their
preparation. This traditional process is slow and inefficient because the information is
dispersed in different documents, so data can be omitted, causing that no corrective
actions are taken in a timely manner. Likewise, the construction sector has little
use of technological resources, and therefore, there is no automated process, which
makes it difficult to monitor construction projects in an efficient way. In this sense,
this research establishes the optimization of the control procedure through the use
of a data acquisition tool to reduce the man-hours used in advance control. With
the application of this proposal, the hours spent by the personnel involved in project
management were reduced by 30%.
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1 Introduction

Construction projects are segmented into stages such as initiation, planning, execu-
tion, closure and monitoring. At the control stage, those in charge of various areas
of the project must coordinate the human resources, materials, equipment, time and
cost determined to achieve the objectives set. The construction progress monitoring
by the traditional method consists of collecting the field information, documenting
it manually and then digitizing it using established formats. All this information is
accumulated and allows those responsible to measure the advance of the project.
However, this activity demands a lot of time which often causes delays and rework,
thus causing low productivity of the work team dedicated to monitoring the progress
of construction.

According to studies carried out, control tasks using the traditional method
generate difficulties in handling information due to inaccurate manual introductions
and deferred data collection, which leads to delays in decision-making [1]. It is
common that the lack of timely information on the real state of the projects in the
central office means that the problems remain unsolved and that senior engineering
personnel cannot solve them in a timely manner [2].

One of the proposed solutions to optimize project control is the use of high defi-
nition video cameras. With these videos, the work hours of the crew and the teams
are recorded, the productivity of the activities is analyzed and even the proposal
helps identify possible safety problems in the workplace. The time of information
collecting through this technique improves by 30–50%, thus facilitating the work of
field engineers and/or project managers [3].

Also, for the monitoring of construction progress, [4] presents the use of low-
precision 3D scans, which are small enough to be in workers’ protective helmets
and used machinery. In this way, workers capture all project workplaces in real time
and record the information in a cloud. The information captured is taken to a model
that is subsequently compared with a planned model to identify their differences
and, therefore, the deviations from the schedule. This method allows more efficient
project management because changes are constantly perceived and the model of how
it is built is continuously updated throughout the construction process, thus reporting
the differences in the schedule as soon as possible [4].

Another solution is to take advantage of advances in short-range photogrammetry
to continuously monitor construction activities. With this technique, discrepancies
between the planned and the executed schedule are detected, by means of a compar-
ison between the Building Information Modeling (BIM) and the 3D point model. If
the system detects deviations between the built and the planned, emails and SMS are
sent to the staff. The investigation concludes that the whole process, from the initial
storage of the photos to the sending of notifications, takes less than 60 min [5].

Similarly, another proposal is to import the modeling of an office into Autodesk
BIM 360 Field1 software to show the information that is required to monitor the

1Construction management software that combines mobile technologies from the construction site
with reports in a cloud of information.
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progress of the project. For the collection of real-time data, the percentage of advance
is registered daily at theworksite using an iPad.2 This data allows to view the progress
of the project and makes the corresponding reports. This methodology offers signif-
icant benefits, such as being able to handle all the information in one place and also
the efficiency in the communication with the personnel that is in the work and the
office [6].

Deferred information and inefficient communication betweenproject stakeholders
limit efficiency in construction monitoring. Therefore, a collaborative work proce-
dure is analyzed where the collection, analysis and dissemination of information
are standardized. This system offers manual inspection assistance using a database
and a registration template accessible on mobile devices. Similarly, it uses several
smart sensors to achieve real-time monitoring of large equipment and facilities. This
method demonstrates great potential to improve the evaluation of labor inspections
and facilitate the development of collaborativemanagement among those responsible
[7].

Another proposal is a methodology that allows the user to monitor the current
state of the construction by verifying the activities through a real-time comparison
between the planned process represented by an nD object, based on telepresence,
and a real image of the construction site, sent from a webcam on the site. With this
method, the project manager can visualize the real state of work and also use it as a
decision-making system to formulate the most appropriate project schedule [8].

Likewise, there is the integration between Building Information Modeling (BIM)
and Reverse Engineering (RE) to improve the use of information in different phases
in order to reduce errors and rework in projects. In addition, for a better under-
standing of design and construction, this methodology incorporates support tech-
nologies such as virtual reality, 3D printing and prefabrication. The implementation
of this method eliminates design changes by 30%, project modifications by 25% and,
finally, constant monitoring saves two months of work [9].

Currently, the use of technology is transforming project management into
construction because it allows an improvement in data acquisition, and therefore,
there is an improvement in decision-making in project management [10].

The previous research shows different techniques to optimize construction
progress monitoring. Therefore, the present investigation proposes a work proce-
dure using technological tools so that those responsible do not invest time and efforts
greater than necessary in the collection of information, preparation of control reports
and the exchange of this information for decision-making, but that can be dedicated
to other activities that require more attention.

2Mobile electronic device, also known as a tablet, which performs similar functions to laptops.
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Table 1 Characteristics of the analyzed sample

Project A Project B Project C Project D

Basements 0 3 5 5

Floors 7 (4 towers) 10 37 5

Total area (m2) 13,304.10 12,498.63 36,244.93 7,249.32

Contractual term (months) 16 15 21.6 13

Stage project Structures Structures Structures Structures

Fig. 1 Research process

2 Methodology

For this research, the information was collected from a sample of residential build-
ings, an area of land between 7200 and 36,000 m2, construction period between 13
and 22 months, and also, they were evaluated in the structure stage conformed by
the activities of reinforcing steel, formwork and concrete. Projects A, B and C were
used for data collection and project D is used for the implementation of the proposal.
These buildings present the characteristics shown in Table 1.

To carry out the process, tools such as a flowchart were used to present the new
process which includes their respective managers, and also, an evaluation matrix
to determine the data acquisition tool that best suits the proposal developed. The
digital tools evaluated were Procore,3 IPSUM,4 BulldozAIR5 and FINALCAD.6 In
addition, comparative tables were included to show the optimization of the time of
those responsible for monitoring the progress of the construction.

The authors propose the following methodology for the research shown in Fig. 1.
This proposed methodology is a logical sequence of procedures to optimize one

of the construction project indicators.
As a first step, the information obtained from the sample is recorded and analyzed

with respect to the monitoring of the construction progress by the traditional method,
which includes the content of the reports, the time required to produce each report
and the process of interaction between the areas of each project. Then, taking this

3Digital platform that allows project management, ensuring safety, quality and productivity in the
field.
4Collaborative platform where the Last Planner tools are available in digital version for a better
management of the progress of the project.
5Data acquisition tool that manages projects, collects data, generates a centralized collaboration
and exports reports automatically.
6Digital tool aimed at controlling the quality of deliverables in construction projects.
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information into account, the area that demands the most time in its monitoring
was selected. After this, the current monitoring process of the selected area was
determined. To optimize the time spent onmonitoring the progress of the construction
of the selected area, a redesign of the process was proposed, which uses a data
acquisition tool as a means. To do this, the parameters that the work report must
contain, the people involved and the most appropriate procedure are established.
Once the parameters that are re-wanted for the new process were defined, the existing
data acquisition tools were evaluated and it defined the one that best fits the proposed
solution. Subsequently, the selected tool was adapted to the new process, which
includes uploading the digital report to its platform and the access of those involved
in this report. Finally, the implementation stage was carried out in the project.

3 Results

3.1 Registration and Analysis of Information

Taking into account the traditional method, the information for each project in the
areas of quality, production and planning was recorded. Within the registered infor-
mation, you have the time required to carry out your work control report. For the
analysis of this information, the processwas divided into two activities: the collection
of information for the report and the transcription of this information in it.

Figure 2 shows the times invested daily in the collection of information and
the transcription of this information in their respective reports using the traditional
method. The quality area invests a total of 2.2 h, the planning area 2.8 h and the
production area is a total of 3.3 h, thus being the area selected for this investigation.
According to this analysis, it spends between 28 and 41% of their time daily for the
preparation of their report.

Fig. 2 Times for reporting by area and by project
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3.2 Determination of the Current Process

Being the production area that demands the longest time, the traditional process
for the realization of the advance control report was determined. It begins with the
coordination and execution of activities in different areas of the project. Then, this
information is collected from each work area to collect it in a single document. With
this information the daily advance report ismade and sent bymail to thework resident
so that the report is signed and validated. The procedure is shown in Fig. 3.

Fig. 3 Procedure for monitoring progress by the traditional method
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Fig. 4 Procedure for monitoring progress by the proposed method

3.3 Process redesign

As can be seen in Fig. 4, the change in the new process begins with the collection
of simultaneous information from different work areas, due to the use of a data
acquisition tool. Likewise, the use of this tool collects information about the different
work areas in the same digital platform. Once the report has been made in this new
process, it is not necessary to send this document by mail to the resident, because he
has access to the report through the digital platform.

3.4 Evaluation of the existing data acquisition tools

Among the most important requirements that the data acquisition tool must have is
to be able to count on the information of the technical file on the digital platform,
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disseminate the information of the work among all those involved, generate reports
and statistical tables automatically, notification of atypical processes, segmentation
of work teams and real-time monitoring of activities. Likewise, the tool must adapt
to the previously defined parameters for the production area report. Therefore, an
evaluation matrix was made considering the following digital tools existing in the
local market such as Procore, IPSUM, BulldozAIR and FINALCAD,which is shown
in Table 2.

Table 2 Matrix of evaluation of data acquisition tools

Attributes Procore IPSUM BulldozAIR FINALCAD

Information on the technical file on the digital
platform

1 1 1 1

Information disseminated among those
involved in various areas

1 1 1 1

Automatic generation of reports, work reports
and statistical tables

1 1 1 1

Notification of atypical processes 0 1 1 1

Segmentation of work teams 0 0 1 1

Real-time activities tracking 1 1 1 1

Resource management for the project 1 1 1 1

Changes without connection to Internet
networks

1 1 1 1

User editing 1 1 0 1

Observations linked to plans, photographs and
freehand drawings

1 1 1 1

Total 8 9 9 10

The assignment of the value “1” corresponds to the fulfillment of the requirement
and “0” otherwise. The tool selected for adapting the new process is FINALCAD
because it meets all the selected requirements, with a total score of 10.

3.5 Adaptation of the tool to the new process

The digital report was uploaded to the FINALCADplatform andwas provided access
to those involved in this report. The mentioned report is presented in Fig. 5.

The report contains general information, as well as the theoretical metered of the
activity and then its field metered. Likewise, there are comments, photographs and,
finally, the signature of the resident engineer to conclude the report.

Once the data is taken, the information shown in Fig. 6 is generated.
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Fig. 5 Report format daily advance control on the digital platform

Fig. 6 Information generated with the data of the advance control format

The percentage of the advance of the items of steel, formwork and concrete for
the element and their respective comments are observed. Likewise, a variation curve
between the planned and the executed in the field is shown.

3.6 Implementation

The proposal applied to project D shows the results of the time required to make the
daily advance report by the production area.

Figure 7 shows the comparison of times between project D and the projects
analyzed previously. Regarding the collection of information, it is appreciated that
the time spent is the same in the four projects. However, the time taken to prepare the
advance control report decreases significantly, froman approximate timeof 1.3–0.3 h.

Finally, Table 3 shows the times that the production area invests in making its
report by the traditional and the proposed method.
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Fig. 7 Times for the realization of the reports of the production area by project

Table 3 Comparative chart of the times invested in the realization of the daily advance report by
the traditional and the proposed method

Activities Traditional method Proposed method

Information collection 2.0 2.0

Make the control report 1.3 0.1

Total (h) 3.3 2.3

Table 3 shows that for an 8-hour workday, it has a reduction of 3.3–2.3 h, which is
equivalent to a 30% time saving in aworkday. This happens because, in the traditional
method, the collection of information and the realization of the report are isolated
and sequential activities. However, in the proposed method, these two activities are
carried out in parallel.

4 Conclusions

The proposal mainly focuses on optimizing the time spent monitoring the progress of
construction in residential buildings. Currently, there is no data acquisition tool for
production personnel, so an existing tool was adapted to allow daily progress reports
to measure the progress of construction projects. The time saving of the production
team for a working day is 30%, which is one month equals 30 working hours. As the
project structure stage lasts 10 months, a total of 300 h would be saved for a project.
For future research and taking into account that the proposed methodology can be
implemented in other project areas such as planning and quality, the optimization
would save 750 h throughout the project.
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Daily Control System
for the Construction of Multi-family
Building Projects

Diego Fernandez , Yeffry Zamora , Sandra Rodriguez ,
and Jorge Vilcapoma

Abstract Construction projects for buildings, in the execution stage, show a vari-
ation of the real with respect to what is planned in the budget. The consequence
of this lag presented usually causes large economic losses. Given this situation, in
the construction industry, various control systems have been developed that have as
a final deliverable a frequent management report, which serves to make decisions
regarding the analyzed, whose results are applied and evaluated after a specific period
of time. These management reports have good results at the time of their application;
however, data processing, analysis execution, and decision making take approxi-
mately 30 days. In this sense, the present investigation proposes to develop a control
system focused in real time, generated by the daily control in the execution stage.
The results show a reduction of waste in the main resources of multi-family building
projects, and this is in labor and materials, identifying the causes that originate them
and suggesting generic solutions, at the end of the workday.
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1 Introduction

Nowadays, one of the most frequent problems in the construction sector is the unpre-
dictable of the real construction plan against the scheduled plan, and this causes an
increase in the budget, which has negative effects on construction projects for build-
ings that result in economic losses assumed by the contractor. Therefore, it is essential
that these types of projects have a control system during the execution stage; that
is, to achieve an adjusted project execution, based on identifying and formulating
recommendations to eliminate or reduce waste from the root [1], in order to control
the waste of resources that have a greater cost influence on the budgets identified as
materials and labor as well as find the main causes of these losses. There are several
reasons that cause loss of productivity; an agent that always intervenes in construc-
tion projects are interruptions at the time of execution, which vary the continuous
workflow, causing an over-cost [2], and these losses of efficiencies occur due to
deviations from normal work, which develop in different phases of a project [3].
Subsequently, having generic solutions facilitate the reduction of construction waste
in the shortest time.

Liu et al. [4] conducted a study that aimed to identify the operating systems
used by workers in the construction sector in the works, identify barriers for which
technology is not applied in building projects, and by lastly, determine the popularity
of the existing applications that are currently applied in constructions. The purpose
of the mentioned study is to identify the operational processes in different types of
construction, in order to be able to define in which stages control operating systems
are applied, as well as the reasonwhy these systems are not applied in other processes
of the construction sector. This flow of information is very important in the present
study in order to define the aspects to be controlled by the proposed control system.

The result is that the main system that workers use is iPphone’s iOS, with respect
to the barriers to the use of technology, and six factors were identified, the main one
being the economic one and PlanGrid is one of the most applied technological appli-
cations in the cloud of construction projects. It is known that there are control systems
and Building Information Modeling applications that are executed in construction
projects with the purpose of modeling and representing in a virtual way everything
planned to have a better vision in the execution stage to increase productivity and
reduce waste, which are responsible for improving estimates of yields, man-hours,
and cost [5]; however, the final deliverable is wide because they are controlled by
specialty that house a large number of items. It is taken into account in the construc-
tion industry that there are specific objectives in the execution stage, mainly in the
aspects of construction at the time of execution such as taking care of the correct
administration of resources and materials, as well as the area of production. It is
precisely in these stages and activities mentioned that the use of technology must be
established as a tool to improve its execution. Construction information modeling
technology (BIM) is currently being actively developed in order to significantly
reduce construction waste [6].
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Also, in the current market of the construction industry, there is software that
is in charge of helping the project manager to find the yield of the project that
determines the quantitative and qualitative productivity, using the tool of the Earned
Value Management indices (EVM), and this whole process is adopted in the Super
Decision software; the result ofwhich indicates that it is an effective software because
it has an immediate and easy-to-use database and development [7].

On the other hand, the authors Chang and Yu [8] conducted studies on the triple
restriction: scope, time, and cost. The studies were about the variances of some
aspects such as the yield of workers in construction works, and the main purpose
was to analyze the yields and schedules established in the projects, which resulted in
different variances; it is concluded that the yields established resources which may
vary before, during, and after a stage of project execution. These data were analyzed
because they specify that the real yield obtained in the execution stage is variable
and depends on the construction stages, so it is inferred that it is important to know
data in a smaller amount of time.

One of the important aspects of the control system is also the estimated duration
to complete the construction in the planning stage. Chen [9] indicates in his study
that the control systems that are linked to the earned value method (EVA) estimate
the duration to complete a project at the stage of execution, but not at the stage of
planning, therefore in their investigations determines that to define the final time of
a project it is important to take into account the following aspects: scope, equip-
ment, communication, risk, and performance to have a reasonable estimate accuracy
of the duration of a project in the planning stage. The present author indicates an
approximate accuracy of 85.49–88.13%.

Finally, Sujatha Gospel Ramani and Sruthi [7] indicate that one of the important
factors when carrying out the control of a project is its performance. This aspect
reveals that the most effective way to control the cost of a project is through the
value earned, whose performance and execution rates are necessary when it comes
to being responsible for execution.

Given that the results of the previous research are still inconclusive in the develop-
ment of a daily control system in multi-family building projects, the objective of this
study is to reduce waste of labor and material resources through the implementation
of a technological tool.

2 Methodology

The authors propose the following methodology for the research shown in Fig. 1.
This proposed methodology is a logical sequence of procedures to control the waste
of materials and workforce resources.
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Identification of the specialty 
and most incident items

Analysis of causes of 
deviations and generic 

solutions

Data recording 
technology tool and 

dashboard

Fig. 1 Research methodology

Table 1 Characteristics of the selected projects

Project A Project B Project C

Total budget (S/) 26,681,291 62,028,856 22,465,759

Time limit (days) 240 300 200

Number of floors 20 37 17

Roofed area (m2) 16,576 33,733 13,522

R. Architecture (S/./m2) 450 482 474

First, the project budget is analyzed in order to determine the most incident
specialty in it; with this specialty, a Pareto diagram1 is developed to identify in
turn the items with the greatest influence on that specialty. In order to carry out the
analysis of causes of the deviations in the selected item, a qualitative evaluation is
carried out on-site, where the main causes of waste are determined both in materials
and in labor. With the causes identified, two or three generic solutions are proposed
based on the previous experiences validated by expert judgment.2 With this infor-
mation, causes, and generic solutions, a database is generated that is used to create
a technological tool that allows the data to be recorded in the project on a daily
basis and provides us with reports of real daily yields, accumulated and planned.
Simultaneously, a visual organizer known as “dashboard” is generated, which takes
the information from the technological tool and develops the value gained and more
complete reports including projections at the end of the work.

3 Results

For the following research, building projects have been evaluated, which are for
residential use. The sample evaluated for this study includes the projects in Table 1.

1Bar graph where the graphic values are ordered from highest to lowest.
2An informed opinion of people with experience, who can provide information, evidence,
judgments, and assessments in a subject.
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The results shown below correspond to those obtained in project B as a sample
to validate the previously proposed method.

3.1 Specialty Identification and Most Incident Items

As it is known the planned budget, we proceed tomake a bar chart in descending order
to find the specialty that has the greatest influence on the budget. The corresponding
information is detailed in Fig. 2. The following nomenclature is presented:

A Architecture
S Structure
E Electrical Inst.
PW Provisional works
M Mechanical Inst.
SAN Sanitation
WAF Water against fire
C Communication Inst.
SEC Security

Subsequently, using the Pareto diagram tool, the identification of the most repre-
sentative activities within the most influential specialty in the budget is carried out,
since these will be grouped to be able to perform the control using the focused system
proposed (Fig. 3).

Fig. 2 Descending bar diagram of specialties in project B
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Fig. 3 Pareto diagram of influential activities in architecture specialty

3.2 Analysis of Causes of Deviations and Generic Solutions

After carrying out the qualitative evaluation on-site, and based on the previous expe-
riences according to the experts, the generic causes and solutions for the item “Porce-
lain floor” identified in the previous step are presented, in Table 2 for materials and
in Table 3 for labor.

In the identification of causes of waste in the resource of materials, it was deter-
mined that the main factor is the bad construction process that belongs to the execu-
tion stage, as well as the least influential factor, that of inventory, which belongs to
the logistics. Likewise, for the process of identifying causes of waste of the labor
resource, it is determined that one of the main factors that cause it is that of idle time.

3.3 Data Recording in the Technological Tool and Dashboard

It is important to mention that before the implementation of the methodology, and
according to themeasurements made in the field, the information is shown in Table 4.

The information obtained in the previous stage, causes, and solutions is included
in the technological tool in order to be able to carry out the daily records, obtain
statistics on the causes, propose solutions to the possible waste, and have the yield
curves.

Figure 4 shows the daily record of man-hours for the “Porcelain floor” activity
and the yield curves that are generated from this information, with the best workforce
yield of 0.76 mh/m2 and the lowest yield of 0.83 mh/m2, thus having a total of 37.04
man-hours lost in the project for the week the tool is implemented. Figure 4 shows
how the application organizes the information to be registered. The app is configured
in Spanish, but the language can be changed.
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Table 2 Causes and generic solutions in materials resource

Material

Analysis of incidence Cause of waste Generic solutions

39% Bad constructive process Random hours inspection of the
construction process

Hire trained personnel

Training before starting the daily wage

26% Rework Correct supervision of the works

Increase the quality of finishes

Hire trained personnel

17% Transport Plan a correct distribution in plant

Decrease production batches

Transportation schedule at the beginning of
each wage

10% Defective product Mark all defective products and inform the
supplier

Perform quality process when receiving
materials

Identify and classify the reason for defects

8% Inventory Plan necessary materials

Good warehouse distribution

Administration and daily verification

Table 3 Causes and generic solutions in labor resource

Workforce

Analysis of incidence Cause of waste Generic solutions

35% Idle time Identify restrictions at the beginning of
the wage

Detail daily goals at the beginning of
the wage

25% Complexity Prior training in the initial stage of
execution

Perform an activity execution as a test

22% Break Organize the required breaks by the
time

Plan weekly goals detailing break times

18% Collaboration with other areas Request presence of more staff

Collaboration change for break time
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Table 4 Initial project information

Daily average advance (m2/day) 71.53

Cumulative advance (m2) 429.00

Workforce (h) Materials (bags)

Average yield (h/m2) 0.85 Average yield (bags/m2) 0.31

Cumulative consumption of 366.08 Cumulative consumption of 132.99

Expected consumption of 304.59 Expected consumption of 107.25

Waste to date 61.49 Waste to date 25.74

Waste at the end of the project 1351.88 Waste at the end of the project 565.90

Fig. 4 a Data recording and b graph of daily, accumulated and planned yields of man-hours
applying the daily control system

The information on daily work is registered after measuring the real work at the
construction site. For the materials of the evaluated item, there is an average yield
of 0.27 bags/m2, finally having a glue consumption of 130 bags accumulated in the
project, which makes a total of 8 bags of waste.

The technological tool also allows recording the causes that generate waste for
both labor and materials as shown in Fig. 5, where the main cause of waste for the
material corresponds to the “Bad construction process” for which are generated as
possible solutions: random inspections and training.

To complement the results obtained from the technological tool, it is necessary to
use a dashboard, where the details of the daily control through the yield curves and
speedometers for the workforce and for the materials evaluated are known by means
of graphics, as shown in Figs. 6 and 7.
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Fig. 5 a Causes identification and b evaluation of generic solutions—materials

Fig. 6 Daily, accumulated and planned yield curve of man-hours using the dashboard

Fig. 7 Daily yield curve, accumulated and planned glue using the dashboard
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Table 5 Final project information

Daily average advance (m2/day) 77.17

Cumulative advance (m2) 490.00

Workforce (h) Materials (bags)

Average yield (h/m2) 0.79 Average yield (bags/m2) 0.27

Cumulative consumption of 386.28 Cumulative consumption of 128.85

Expected consumption of 347.90 Expected consumption of 122.50

Waste to date: 38.38 Waste to date: 7.35

Waste at the end of the project 734.04 Waste at the end of the project 140.56

When put into practice the solutions proposed from the proposed daily control
system, Table 5 shows the results after having made the measurements.

4 Conclusions

The proposal raised through the use of the technological tool obtains an improvement
in production yields which affects the consumption of man-hours and the consump-
tion of the main materials. For the sample evaluated in the item “porcelain floor,”
there is a reduction of 0.06 h/m2, which makes a total of 617 man-hours less used
for a total of 9860.72 m2 of the porcelain floor installed in the project. Likewise,
from the material evaluated, a reduction in the consumption of glue of 0.04 bags/m2

is obtained, which is equivalent to 425 bags of glueless waste, all this after imple-
menting the daily control system. Finally, if we quantify the optimizations, a saving
of US$3620 for man-hours and US$4225 for glue which makes a total of US$7845
only for the control carried out on the porcelain floor activity which represents the
3.4% for this activity. Taking into account the results shown previously, it is impor-
tant to adapt the proposed control system to other types of projects such as roads,
bridges, drainage works, and railways.
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The Role of Cyberspace and the New
Information and Communication
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and Maria Victoria Marchelli

Abstract This chapter discusses the emergence of cyberspace and the impact of new
information and communication technologies in the configuration of cities in order to
improve the sustainability of urban habitat. The population growth and the emerging
concentration of people in urban centers, combined with the degradation of natural
resources, have increased the concern about the environment and sustainability in
the cities. From the global interconnection of computers occur the new relations of
communication. The advances in new technologies are seen as promising aid for
the organization of spaces/activities, aiming the rationalizing of energy consumption
and other natural resources, and mitigation of negative effects of the accentuated
urbanization that impact on the planet. In the urban thematic, the issues of density
and mobility stand out as transformations of the landscape and the environment.
Currently, the amount and speed of information exchanges, with new and ubiquitous
ways of interaction, enhance and expand the space and contemporary experiences,
leading to the reconfiguration of urban spaces and social practices, governed by the
real and immediate time in the global world.
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1 Introduction

Population increase and concentration in ever-growing urban centers have increased
the concerns about the environment and the sustainability of the planet and, in partic-
ular, the cities. This growth brings about many social and economic losses such as
traffic jams, air, water, and soil pollution, insecurity, and many others. To mini-
mize these issues, more sustainable solutions must be sought for urban development,
possible through technology development [1].

The Internet of Things resources tend to minimize the bad effects of pronounced
urbanization and reduce further impacts on the planet and the cities. Today, an
important item for urban planning is a forecast on the effects caused by the
mobility of people, goods, services, and information. Currently, urban mobility in
metropolitan cities is done in non-sustainable ways, causing environmental prob-
lems, while changing the climate, and jeopardizing their inhabitants’ quality of life.
In such scenario, the new technologies applied to urban mobility show themselves
as promising for helping reduce such problems [2].

On the other hand, with the invisible but growing incorporation of Information
and Communication Technologies (ICT’s) into various systems and structures of the
urban and local life [3], new technologies represent a counterpoint and allow for
decentralization, creating centrifugal forces. Current cities aim to adapt to techno-
logical innovations, as potentials to transform urban territories and cause an impact
on the employment market, on the structures of the transportation networks, and as a
result to the environmental quality. With technical and social changes at such a pace,
new lifestyles and functions emerge, associated more with telematic networks.

The urban landscape is also transformed, since it is a result of an interaction
between the urban space and human actions [4], which are governed by rising new
technologies. According to Ref. [5], society is every day more combined with the
city, and the latter is where quick transformations that occurred in our civilization
are gathered. New ways of life arise as well as new forms of urban agglomeration
due to phenomena such as financial globalization, cultural heterogeneity, debility of
the industrial economy, transformation of family arrangements, and the advancing
information technologies. Regardless ofwhat the future holds for cities, it will always
be important to care for the environment so that it can be ensured a better quality
of life for the population. Thus, sustainability should be at the center of the discus-
sion, which must entail, among other factors, orderly population growth, restruc-
turing of the consumption system, preservation of natural resources, and reduction
of environmental pollution.

2 Urban Habitat Sustainability

Ever sincemen started exploiting the natural resources and speed up their occupancy
on urban environments, many profound changes have taken place in the environment.
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Such changes were mainly intensified following the industrial revolution, when a
largemass of peoplemigrated into the cities looking to satisfy their needs and improve
their quality of life. The accelerated, continuous migration process happened at a
much higher speed than planning did, impacting on the organization of the urban
space and the public utilities of cities. The result is the formation of cities without
any infrastructure, failing to cope with the high population demand. In that scenario,
urban sustainability arises from a need for a better quality of life for the population,
through legal and planning instruments, aiming to reduce the socio-environmental
impacts on cities [6].

There is no sustainable city where all of such factors are not interconnected.
Indeed, approaching these is key so that the city will not collapse, as there is a certain
tendency to run out of resources, throughout improper planning. Human societies
often end up making disastrous decisions due to their inability to predict and realize
the problem, and consequently to solve it [7]. Thinking about a city’s sustainability
requires approaching factors such as mobility, accessibility, technology, and densi-
fication, aiming to improve its inhabitants’ quality of life. The fast-paced growth
of cities and urban centers, in parallel to the economic-spatial decentralization
of the businesses, has led to a greater distance between the living and working,
resulting in longer displacements. The city, transportation, mobility, technology, and
densification equation shapes the urban dynamic and complexity.

3 Habitat Development and Appropriation of Technologies

The term habitat is understood as an adaptation of the space inhabited, not only it’s
shaped as a domestic space, but also all the surrounding space, alluding to urban life
and the living conditions of a population [8]. Habitat is held as one of the ways of
appropriating space and shaping territories, while helping shape mankind’s memory
and giving meaning to urban intervention strategies.

Cities ever since the most ancient civilizations, have been the most effective way
of conveying knowledge and obtaining information. Proximity within the urban envi-
ronment and virtual space allow for a connection between cultures, enabling cooper-
ation, joint production of knowledge, and increasing community intelligence. With
technology integrating the various objects used on a daily basis, a major network is
created. Objects are connected in a sensorial and smart manner and start communi-
cating with each other, controlling and being controlled remotely, by producing and
issuing information through a system known as the Internet of Things (IoT). This
concept, which became more important as from the mid-2000s, relates to smart cars,
houses, and cities, radiofrequency labels, and geolocation [9]. This technological
evolution stands for the future of computing and communication, the development
of which depends on dynamic technical innovation in so important fields such as,
wireless sensors and nanotechnology. According to Ref. [10]; “In the early days of
2015, the world was reporting 25 billion devices connected to the Internet.”
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Successful cities have always invested in their inhabitants, increasing thewealth of
human energy. There is no successful city without human capital. American theorist
and urban planner Richard Florida created the concept of the creative economy and
defined it as the agglomeration and concentration of talented, productive people who
drive the true economic force of the cities [11]. The proximity between inhabitants
boosts not only new ideas, but also productivity. ICTs are believed to have the power
to catalyze the spatial and experimental transformations of cities, where the space
enlarged by ICTs has gained new qualitative and collective dimensions [3].

Through network communications, cities are thought of as ways of reestab-
lishing the public space and reinforcing community bonds, strengthening contem-
porary democracy, according to various collective intelligences. Throughout them,
public and private spaces are redefined, with exchanges among their citizens and the
occupancy of concrete spaces is promoted.

4 Structuring of Cyberspace and Sharing in the Cities

Cyberspace is defined as the new means of communication, arising from the global
interconnection of computers, which is likely to become the most important infras-
tructure for economic production, transaction, and management [12]. The expanding
communication capacity has been associated with the possibility to unlimitedly
extend the human body and the forms of perceiving and experimenting space. In
urban studies, researchers try to redefine the city as the preferred support for material
and nonmaterial exchanges that characterize our contemporary way of life [3].

The main factor-involving cyberspace is not the consumption of information or
interactive services, but rather the participation in a social collective intelligence
process [12]. Exercising citizenship in the current urban space is associated with a
general connection through the large communication networks, from “nomad tech-
nologies”—notebooks, tablets, and cell phones to Wi-Fi networks. It is necessary to
acknowledge the establishment of a new dynamic of reconfiguring the urban space,
enabling effective forms of communication and re-appropriation of the physical
space, while valuing the public space, and strengthening contemporary democracy.
Through geolocation resources, a set of wireless digital devices, sensors, networks
and their corresponding databases, enable a dynamic exchange in the urban space.
New meanings of places are created, and the social practices in the urban space are
re-dimensioned [13].

The new technologies are favoring collection speed and processing of information,
enabling interactivity with any part of the world and, consequently, a higher flow of
knowledge. The concept of sharing, which highlights the sense of community and
retrieves cooperative social practices, allows for goods, spaces, and services to be
collectively used [14]. “Cyberspace organization is the result of a particular form of
urban planning or architecture, a nonphysical one, the importance of which will only
increase” [12]. Articulating the physical space and cyberspace aims to set off, as
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much as possible, the inertia, slowness, and rigidity of territories, solving the city’s
problems by sharing competencies, resources, and ideas.

5 Smart Cities

The concept of smart city is related to the use of new information and commu-
nication technologies to provide higher interaction between the town and its citi-
zens. This means correlation between the technical aspects (smart technologies),
human resources (smart people management), and governance (smart cooperation),
to promote further accessibility and efficiency of the general infrastructure and public
services, with higher commitment to their historical and cultural heritage, as well as
concerns for the environment.

The two important factors driving smart cities are the increasing world population
and the growing urbanization. Such factors point out to the concern about the scarcity
of natural resources, which compromises the global supply to the world population,
in addition to problems concerning the environment and the ongoing climate changes
these days. Such scenario, places the challenge of minimizing the consumption of
natural energy resources, promoting renewable energies, and reducing CO2 emis-
sions. The concept of a smart city reveals itself as a potential tool to efficiently
manage the infrastructure and services of the city [15]. A smart city must be thought
of as an interconnected organic system, with each of its subsystems interrelating:
transportation, power, education, healthcare buildings, physical infrastructure, food,
water resources, and public security. The consistent interconnection across those
fields exceeds the simple deployment of technology applications. The better the
connections are, the higher the information intelligence will be for decision making,
either for governments or society [16].

In order to think about the contemporary challenge ofwhat the urban space is, need
to reflect on the action of a hybrid terrain, between the real and the virtual universe,
and understand that one exists in the other and both are inseparable. To understand
the contemporary reality, it is necessary to take into consideration the mobility and
interdependence between technology resources, where architecture cannot be limited
by the static conditions of time and place [3]. Organization of territory, defined by
its borders and center, is determined by the physical or geographic proximities.
Cybernaut practices tend to prioritize transverse modes of relationship and fluidity
of the structures, whereas territory institutions are hierarchic and rigid. The technical
possibilities of cyberspace make new forms of direct democracy, practical on a large
scale [12].

Information and communication technologies change the contemporary urban
territories, and in this regard, technology is believed to favor politics [4]. There is
currently an infiltration of information and communication technologies in the city,
that bring epistemological and sensorial changes to urban living and point to a radical
change in what is understood as a city. The technical aspects of smart cities include,
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especially, the issue of urban mobility, understood as an important factor for the
development of the cities aiming at a better quality of life.

6 Urban Mobility in the Age of Connection

The so-called digital cities are regarded as innovative because they aim to improve
the quality of life andwork standards, according to the current technology application
paradigms [8]. In a twenty-first century city, the culture of mobility is characterized
by the physical and virtual displacement of people, objects, culture, technologies,
and information. Indeed, it is a great challenge for contemporary metropolitan areas
to ensure quality in urban mobility. In large urban centers, the chaotic traffic leads to
many negative impacts such as environmental pollution, huge financial and energetic
expenditure due to the countless congestions, and worse quality of life for people.
The world’s car fleet is expected to grow by 3% a year on average by 2030, and 75%
of the world population will be by 2050 living in urban areas [17].

Currently, urban mobility in large cities is revealed to be a non-sustainable solu-
tion, which causes problems in the environment and climate changes due to the
emission of pollutants from vehicles, as well as noise, congestions, and accidents,
which jeopardize the quality of life of their inhabitants. The study of new trans-
portation technologies and traffic management systems points to some trends that
smart cities will solve these problems, such as: optimizing car and people location
services; installing smart access points for cars in urban centers; providing support
to drivers and detecting in a cooperative manner collisions and other events; building
autonomous cars waiving drivers [15].

A noteworthy challenge for urban mobility is overpopulation and the effects of
climate change. The new technologies are indicated as potential tools to solve the
inefficiency of the means of transport, particularly in cargo logistics [18]. With the
development of cars with a wireless sensorial and communication capacity, every
day new applications are developed and used by using ad hoc networks (or vehicular
ad hoc networks), capable of obtaining information on the environment as well as
exchanges messages with each other and/or between access points distributed all
over the city. The data collected by these networks is able to provide information on
the road conditions, traffic, climate, and vehicle and driver behavior [15].

7 Construction of the Technology Landscape and Urban
Densification

The use of technology changes the space–time relationship in the contemporary
world, andwhen thinking about ICT’s and the urban phenomena, need to consider the
perception of space and landscape and the new relations between technology and the
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actions over the space [3]. Today, time is not associated with time zones only, and
space does not mean just a geographic distance. The human–machine interface takes
place in the immaterial telematic networks, where the webs are not those of the built
space only. On the other hand, with real-time electronic systems, the urban space
loses its geopolitical reality and time instantaneity exceeds a physical population
of space. The new “office” ceases to be the architectural apparatus and becomes a
simple screen, a nodal center for the technological society [19]. Thus, with the use
of new information and communication technologies, it is no longer necessary to
physically go somewhere to perform many activities. The main existing limitation
for this enormous potential for paradigmatic transformation to fully materialize is in
fact, a cultural one.

In this new technological context, it is needed to reflect on the landscape.Currently,
the observer’s active participation through new technologies allows for new rhythms
and dynamics in urban territories. The landscape cannot be described as a final
product [19], due to the fact that it is in an ongoing process of transformation and
depends on creativity, participation, and mobility of the people using the place, in
either a physical and/or a virtual manner. The city’s transformation may take place
through a dense information and communication network, and throughdiversification
of lifestyles supported on a spatial base of internal homogeneity [8].

With network cooperative work instruments it is possible to take part in the local
and even international economics, from nearby centers or our home itself. The note-
worthy benefits of this include attenuated pollution through the reduced circulation
of cars and urban traffic jams, better distribution of populations over territories, and
improved quality of life. The global social cost of conference calls is lower than an
actual trip. A teleworking position will not need any office in the city. In spite of
the growing cyberspace these days, there is still no intensive decentralization of the
major urban centers, since “a study of the statistics reveals that the highest densi-
ties of cyberspace access and digital technology use coincide with the world’s main
scientific research, economic activity, and financial transaction centers” [12].

Cyberspace growth can increase control over economic, technological, and human
networks, each day farther and bigger, as well as minimize the physical separation
between interlocutors, through a newway of collectively organizing communication,
sharing and valuing intelligence across simultaneously connected communities. It
is evident that with the information technologies, the dimensions between physical
and virtual spaces have been changing. The growth of virtual space connections and
the consequential space autonomy are at the foundations of the compact city model.
The latter was introduced by American mathematicians, who conducted studies in
an attempt to efficiently look for better use of resources [20]. This model is relatively
characterized by high density, that is, the concentration of a large number of people
within a reduced space, a combined use type, efficient public transportation, resulting
in an urban outline that can encourage pedestrian circulation and bicycle use.

A compact city is shaped based on the interconnection between house, work
and leisure, while promoting activity concentration and making people’s access to
services easier by reducing distances and, as a result, decreasing displacements.
The compact model, in lieu of sprawl over the urban territory, allows for smaller



636 R. B. F. Squaiella et al.

infrastructures, which accounts for reduced costs, less interventions and impacts on
the physical space, by enabling higher proximities and contacts [21].

8 Final Considerations

Currently, sustainability and environmental concerns are emergent issues in the
global world, where population growth tends to concentrate on large urban centers.
New ways of life are experienced in which the expansive use of new information
and communication technologies, in their potential, can be used towards reducing
the impacts caused on the environment.

The evolution of the Internet of Things is expanding from the dimension of a
physical means of communication and starts connecting objects and people to a
virtual system. Through sensors, assembly lines, transport networks, home electric
power networks, offices, and cars are connected. There is a tendency that, through
technologies, products and services will be more and more used in a shared manner.
In this regard, building a technology-compatible urban habit becomes a challenge,
because technology must converge with the city rather than appropriate it, since the
virtual environment is believed to not fully replace the real environment, but instead
to interact with it.

The compact city model directly relates to introducing technologies into urban
spaces, since it is based on less physical space with high densities. As a result, it
is ensured better infrastructure and environmental impacts areminimized. In a virtual
world, where physical barriers are removed, space takes on new meanings, and it
is realized that urban sprawl needs not to be promoted, because it is the technologies
that expand centrifugally and ensure connections.

Computerized resources can bring improvements into the urban space, particularly
for urban mobility, because, with information, sharing is possible. A society that is
more connected, active, and participative will decrease their demands and be able to
mitigate their problems. Therefore, the use of technology in the urban infrastructure
contributes towards the sustainable development of cities, ensuring a better future
for its inhabitants.
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Abstract The number of devices connected to the Internet and among themselves
is increasing. Internet of Things (IoT) is a large Web that creates interconnection of
devices and objects to the Internet, making an immense sea of information and data.
This concept is fundamental in business strategy; however, as security risks increase
with so many “things” connected, the security challenges become immense, making
these devices vulnerable to cyber-attacks. It is possible to suggest some solutions
for protecting networks that are often used also to transmit information from these
devices. Since IoT enables connections, information security must be treated with
a focus on ensuring greater efficiency in operational processes and security of user
data. Thus, this paper aims to provide an updated review of the security in the Internet
of Things showing and approaching its particularities, through a concise background,
categorizing and synthesizing the potential of technologies and best security practices
and strategies focused on this topic.
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1 Introduction

The IoT brings many changes at a global level transforming the way people relate to
the world directly impacting our lives, the environment, business, and security, since
the interconnection of systems allows a more responsive, intelligent, and efficient
world [1, 2].

The IoT can serve several as allies, as a means of improving quality of life and
better use of resources, in addition to a more responsive world, as well as targets in
attacks, related to the degree of risk in which systems are exposed increases as more
devices are connected to the network [2–4].

IoT encompasses several types of accessories, electronic locks, door sensors,
sensors for capturing sound and heat, that can be operated remotely, among countless
other types of devices that collect and send information (Fig. 1). What is possible
from this to obtain the interpretation of these data, captured and stored previously,
in the same way, that it is also possible to make these objects able to dialogue with
users, and so, promoting greater productivity, improvements in quality of life, and
agility in processes [5, 6].

Fig. 1 Internet of Things
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At the same time, the interconnected devices could present an opportunity for
cybercriminals to be able to break into diverse systems in various segments, from
industry to homes, if a highly efficient protection barrier is not placed in this
ecosystem [7–9].

Therefore, IoT manufacturers are expected to create a mechanism to interpret the
data generated and use it to their advantage when it comes to understanding the needs
of this new market, offering not only more suitable products and services, but also a
better experience and innovation for your consumers [10, 11].

However, to reduce production costs, in general parts are removed from the
devices, which in most cases compromise their safety, since they have been able
to optimize processes by reducing the number of security personnel characteristics
with the function that promoted greater security, which is exposed to unnecessary
risks. Some manufacturers can’t even perform security updates on their products
[10–12].

Besides the need to offer users new, innovative, and competitive products, the
IoT device industry also needs to pay attention to the most basic security principles.
What with proper application, it is necessary that manufacturers voluntarily adhere
to the required safety standards [12, 13].

Another aspect of security is concerning the increasing amount of data gener-
ated by IoT devices, considering their integration with the data management
systems. What both the IoT industry and consumers/users need to keep in mind
that cybercriminals are always aware of the degree of exposure of these systems
[10, 11, 13].

It is evident, therefore, that the risks to information security are real and can
generate a series of damages to end-users. Thus, it is clear that the IoT provides
a sea of opportunities that must be observed closely by all industries and markets;
however, for connected things to bring more benefits, security issues must be present
in all stages of implementing this technology [10–13].

Thus, this paper aims to provide an updated review of the security in the Internet of
Things. Showing and approaching its particularities, through a concise background,
aswell as categorizing and synthesizing the potential of technologies andbest security
practices and strategies focused on this topic.

2 Methodology

This survey carries out a bibliographic review of the main research of scientific
articles related to the theme of security in the Internet of Things, published in the
last 5 years on renowned bases.
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Fig. 2 IoT connectivity

3 Internet of Things (IoT)

The purpose of the Internet of Things (IoT) is for the physical and digital world
to become one when using devices that communicate with each other, data centers,
and their clouds. IoT is a term used to concern the set of devices that uses wireless
communication interfaces to collect, send, and receive digital data. Considering all
the devices that can “see, hear, and even capture movements” with high precision as
well as send these records to software through the Internet, as shown in Fig. 2 [5, 6,
14, 15].

IoT is a technology allowing physical hardware devices, installed in any type of
equipment to have the ability to communicate and even interact with each other.
The dissemination of this technology comes from applications that depend mainly
on the facility generated for users and confidence in your security, as many of these
communications and actions are generated automatically [1, 3, 15, 16].

In an indoor environment, even TVs can execute voice commands due to sensors
and processors that analyze spoken messages in an instant, still considering the
presence of sensors acting in conjunction with thermostats that automatically set the
temperature of business environments and homes, reducing cooling costs [13–16].

While the benefits of IoT technology are great, they also reveal serious information
security challenges, since, over the past few years [1–3, 17, 18].

Thus, the IoT is like a great Web that interconnects devices and objects to the
Internet, creating an immense sea of information and data, as well as new resources
and functionalities that make it possible to improve processes and even create the
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business. Significantly bringing facilities to companies, allowing greater control over
corporate routine and transformingbusinessmodels aswell as automatingoperational
processes, reducing errors, and facilitating decision making, which is represented
through this process connection, IoT makes the productivity more interactive and
dynamic [13, 15, 16, 19].

4 Internet of Things (IoT) Security

Recent advances in computing have shown that inadequate antivirus compatibility
and the frequent use of Universal Serial Bus (USB) have increased the attack surface
across themulti-vertical IoT security landscape.What affects cyber-physical systems
for industrial protection, retail, device control systems IoT among others (Fig. 3) [20,
21].

Security is critical in this transformation, since if companies and suppliers do not
adopt security measures quickly, the consequences can be tragic, which include risks
and cybercrime. In addition to remote attacks that even cause physical destruction,
which can contaminate connected devices. Still considering to DDoS attacks and
other malware that breaches sensitive data, they are also able to have access to
communications on an Internet of Things network, capturing information that is
used for spying, causing the captured data to be erased, exposed, or even modified,
causing damage [22, 23].

Fig. 3 Internet of Things security
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The attacks in general target outdated cyber-physical systems that use the same
protocols defined by the manufacturers against them, listing an IoT attack including
illegally collected information, invalid data displayed in operations, operations down-
time, as well as invalid and non-programmed programming sent to the controller
[22–24].

The security policy must be adapted to constant changes, which IoT security
solutions must guarantee the freedom and privacy of data, as well as regulating the
treatment of personal information, requiring companies to adapt to the new security
requirements present in the market [25, 26].

Keeping the software up to date is a recommended practice to control devices
connected to IoT, reducing the risk of possible data exposure, as well as identifying
possible targets of cyber-attacks by using strong authentication solutions (multiple
authentication factors). Maintaining strong passwords and using multifactor authen-
tication are means of inhibiting invalid access to the information that is available on
systems connected to IoT [26–28].

So, companies that supply IoT devices need to develop a strategy based on secu-
rity risks, and know how to identify, analyze, and classify them by priority, taking
into account the probability and the impact they can cause to the business, creating
conditions that facilitate the definition of the strategy and action plans to reduce
exposure to risks. Many devices connected to IoT are accessed through the cloud,
and thus, it is necessary to invest in data and media encryption [28, 29].

Through IoT devices, it is possible to traffic a considerable amount of information
and valuable data; for this reason, they are generally targets of invasion. It is essential
to look at security in a preventive and early manner, establishing a culture of security.
So that it is possible to take advantage of the full potential of the IoTwithout becoming
vulnerable to cybercriminals. Ensuring greater efficiency in operational processes
and security of user data [26, 27, 29].

5 Results and Discussion

IoT impacts the way people interact with the world, since they are considered billions
of “things” talking to each other, from refrigerators and cars, TVs, to smart meters,
health monitors, and wearable devices. These devices are not only used by ordi-
nary people, but also by companies, revolutionizing the corporate environment by
changing the way businesses deal with their digital data [30–33].

IoT promises incomparable convenience; however, the huge amount of connected
devices that collect personal information has become a recurring concern of compa-
nies with IoT security. It is essential to gain and maintain consumer confidence on
issues such as privacy and security, reflecting on the large-scale information analysis
infrastructure [34–36].

The great challenge will be to protect this information. Since the data transmitted
by the IoT will form a graphical representation of each one of us in the digital
communicationWeb,with the need to havedigital security solutions and a solid policy
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in this regard.What with some practical measures, as previously brieflymentioned, it
is possible to make the infrastructure more reliable, dealing with the different digital
threats [37–39].

IoT’s mission is to facilitate people’s daily lives by increasing the efficiency and
productivity of companies and employees, where the collected data helps to make
smarter decisions. The main objective of using IoT in the corporate environment is to
increase the level of business automation and expand the amount of information avail-
able for business analysis. So, IoT gadgets need to capture data continuously, which
may involve collecting private records. This also has an impact on privacy expec-
tations, which correlates in cases of compromised data collected by these devices.
What results in damage users’ confidence in the companies that use this data.

One of the biggest enemies of cybersecurity is overconfidence, regardless of
IoT devices use, complexity, or degree. They collect private information about user
behavior in areas such as education, finance, and health, among others.

IoT is also synonymous with investment in cloud computing, being one of the
environments that have the greatest investment in security, which from the moment
that smart devices are connected, it is necessary to have a safe way where this
information will flow.

Being linked to the fact that there aremanyways for an attacker to access resources
or data on a connected device, considering three general targets. The main one of
illegal access is the device. Since billions of connected devices will increase the
use of software and data on business assets and consumer gadgets, meaning new
points of attack. The cloud infrastructure, concerning the most insistent forms of
threat, which these smart devices are connected, should be considered solutions such
as data encryption and the security of the cloud structure offering comprehensive
portfolio service providers and organizations to protect business assets. And the
network, reflecting that across the spectrum of the cloud, lifecycle management of
security components on devices is a critical element in a robust and long-term digital
security strategy. Thus, the insertion of new devices, the integrating devices with a
new cloud ecosystem or vice versa, disabling devices at the end of their lives such
as controlling secure downloads of firmware and software are activities that need
comprehensive management of identities, keys, and tokens [11, 40, 41].

Security is not an isolated activity, but a dynamic part of the IoT ecosystem. One
of the biggest problems of IoT concerns insecurity about access interfaces. Since it is
already known that IP cameras, smart TVs, and other devices can be easily hacked,
whether for information theft or DDoS attacks, the possibility of accessing and
managing all the physical components of an IoT device, or confidential information
in the cloud, such as physical location or movements, represents a great risk to data
privacy and even to the user’s security [42–44].

The main challenge of ensuring the security of IoT systems is that some devices
have limited resources and, therefore, cannot perform traditional security functions,
with many of the IoT devices not being designed with security, as they are designed
with the primary purpose to provide functionality at a low cost. In the same way,
that there is no standard protocol, both for the security of IoT devices and their
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communication. What ends up opening loopholes for the infection by malware, for
example, which infects the network.

Still considering that if the security structure is inadequately configured, IoT
devices can represent a major problem for companies that need to keep their data
safe. So, the use of complex passwords or the creation of rules for accessing the
system ends up becoming safer entry doors to the corporate network, creating more
security, and privacy.

In this sense, it is possible to highlight measures that must be taken to main-
tain a secure infrastructure concerning IoT devices. Monitoring the entire network
infrastructure is to search for failures and intruders. The creation of a hidden Wi-Fi
network is only for IoT equipment to isolate them from the rest of the infrastructure.
The adoption of safer standards is to protect wireless networks and the agile update
of the firmware of each gadget. The definition of device access and control rules is to
delimit the number of sensitive areas of the infrastructure that they can access. The
implementation of a firewall system is with the adoption of data encryption to store
information collected by devices and exchange data between devices securely.

These measures can mitigate a large part of today’s virtual attacks. Taking these
precautions, the network starts to have a high level of reliability, since all connections
are dynamically monitored. Taking into account, the equipment will be isolated
against vulnerabilities of the devices of the IoT. Even if attacks are carried out, a
determined company will not have its data exposed.

Still, making it impossible that external agents may have the ability to detect IoT
devices connected to a network. In the same sense, they do not have the visibility to
know which of these devices are communicating. This prevents certain IoT “blind
spots” from being able to be explored.

An example of breach exploitation is related in the context of smart home and
its smart appliances. In particular, a smart refrigerator with the ability to order food
at the local supermarket containing bank details of the homeowner stored on the
refrigerator network, which in turn, an attack focusing on this device may be carried
out to access these bank details.

In another context, in contrast to the above, with human-controlled devices,
gateways go through an unique authentication process.

Thus, the correct security strategy helps to protect both personal and company
data and maintaining the user’s trust in IoT devices, as well as in the security of the
environment in which they are installed. Finally, the right security solutions for IoT
can help a company to activate new business models and save costs.

6 Cybersecurity Education

Cybersecurity education is also a key factor within the context of IoT security that
helps to provide safer technological environments.

The use of technology exposes people to a large number of digital threats and
education is the main tool to be prevented. Since exposure to cyber risk is part of
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the perception of security and reliability that affects the relative advantage of IoT
products, which requires education for safety and sensitivity to the problem [45–47].

Formal education is fundamental in the process of insertion of new generations
in society. Currently, devices become increasingly part of human daily life, toward
a scenario of smart cities. What starts with the requirement for the existence of a
safety standard that comes from the factory, from the refrigerator with Wi-Fi access
to the computer that works as a personal assistant. Ditto for IoT devices, operating
by the software of physical devices through network, appliances, vehicles, among
many others. Even the owner of a smart TV, a smart refrigerator or a smart car, who
puts his data on these devices with the necessary safety precautions [46–48].

In this sense, the educational system of each country should seek to provide
citizens not only with basic academic knowledge, but also to help them develop the
skills to face digital life. Taking into account, the challenges of each age on issues
were related to security on the Internet since young people are often unaware of
the risks involved in that excessive sharing of photographs and the publication of
confidential information on social media. Still considering bad digital habits can be
the gateway to an internal domestic network that may contaminate devices smart
provoking phishing, sexting, and even cyberbullying [46–48].

The proliferation of bad cyber-habits creates the need for educational institu-
tions with basic computer classes to include aspects of good cybersecurity practices.
Since children are often taught about earthquake prevention, however, they must also
be educated about responsible use of information technologies. Considering online
behavior, seeking to instruct the importance of security education is concerning
privacy and security, regarding various aspects of data security, protection, encryp-
tion, and prevention of identity and information theft and Web-based cyber-attacks
[46–48].

Just as many people use technology without thinking too much about the risks of
having their personal information stolen, until they or their relatives become victims
of cybercrime. Related to the lack of insight into the importance of cybersecurity
education for the citizens of the world current, what extends from password security,
avoiding email phishing and malicious downloading including fraudsters posing as
companies, sending fraudulent emails containing viruses and deploying malware,
suspicious emails. Or mobile devices concerning trojans, viruses, spyware, adware.
Even making use of the smartphone or IoT device on open Wi-Fi and may become
victims of espionage attacks, data tampering, intermediary attack, and other intrusion
methods, resulting from the device’s discredit as well as financial losses [47–49].

Although threats in cybersecurity education can be divided into two large groups,
the logic of the computer recognizes threats well and can make decisions about
blocking them autonomously. Reflecting on antivirus protection, traffic filtering,
protection against attacks DDOS, which are tasks that specialized solutions deal with
automatically, and the logic human, for which there is no fully automated solution. In
general, these threats are treated in an integrated manner by configuring access to the
components of the IT infrastructure, ranging from the level of technical training of
the employees of a company. So, that information confidential is sometimes found in
smartphone notes, even in personal emails, which inadvertently end up in the hands
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of malicious third parties. It is important to monitor the movement of confidential
data that can be transmitted outside the “perimeter” of a company, preventing most
information leaks as well as resulting in loss of assets and intellectual property,
reaching companies of any size, caused by the human factor [47–49].

Continuing cybersecurity training is beneficial to the business as a whole, even
with the best professionals and technologies. The weakest link in an organization,
when it comes to security, is usually its employees. What together with the IoT, it can
be leaving a network vulnerable because people are using devices and connections
that are not under a security posture [47–49].

Thus, proactive investment in ongoing cybersecurity trainingwill protect the busi-
ness in the future. Since attackers employ increasingly sophisticated techniques,
intelligently leveraging innocent employees, such as through the use of social engi-
neering, concerning security training cybernetics is not only an advantage, but a
necessary investment [47–49].

As the threats increase, the number of people and professionals educated in cyber-
security must also increase, helping to reduce this deficiency. It is essential to have
professionals with cybersecurity skills, to help organizations reduce vulnerabilities,
damage, and recovery time in the event of an attack [47, 48, 50].

For consumers, the smart devices follow the concept of easily and highly adapt-
able, which are convenient and useful. However, without the minimum cybersecurity
setup, personal or corporate information can be exposed or an attacker can take advan-
tage of it. Still considering that many people remain skeptical or unconcerned about
this level of cybersecurity. This makes them not worry about security until they are
victims of an attack [49, 50].

Considering the relative infancy of many IoT markets and IoT companies, and
the growing demand for cheap and affordable IoT devices, education and awareness
of industrial cybersecurity are critical; it is up to manufacturers to make decisions
about how best to deal with cybersecurity [48–51].

For some IoT developers, this maymean the choice between product usability and
product security, where cybersecurity is often seen as a cost and not an investment.
Even though these products and services are still placed on the market, there is a
whole defensive analysis, where companies pay to discover flaws and exploit them.
This factor does not rule out the need for safety education, digital education is needed
from the first steps, as well as must be provided by the industry through products
with clearer instructions and safety manuals for better use of the device [48–51].

However, it is necessary to understand the concept between education and training.
Because education offers learning and understanding of the subject, while training
makes employees effective by performing essential functions [48–51].

7 Trends

IoT applications require enhanced security, since the sensors and integrated devices
transmit information between themselves and over the internet. In this scenario, it is
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important to take into account blockchain technology to ensure the protection of these
communications. Preventing IoT devices from being compromised cyber-attacks and
user behavior patterns are revealed [52, 53].

The blockchain is a technology of storage and transmission of information, safe
and transparent, working without central control. Since it is not necessary a “master”
computer that contains the entire data chain. It is capable of allowing the exchange
of information, without a central server validating requests, even considering that all
participants have a copy of it. So, this decentralization adds more security, since all
network participants need to reach a consensus to effect the message transactions.
That is, the users themselves participate in the validation of all transactions on the
network [53, 54].

Using blockchain and IoT together, it becomes possible to track billions of
connected devices, process transactions, and coordinate communication securely.
Blockchain offers a standardized method to accelerate data exchange, allowing
processes to run between IoT devices without intermediaries and safely [54, 55].

The blockchain principles that make the IoT more secure are the possibility of
anonymity. The security features are reinforced, and the decentralization of trans-
actions is carried out. Provided that in a distributed blockchain IoT network, the
devices are in a point-to-mesh network point. Executing and authenticating transac-
tions based on predetermined rules, without the need for a central server, maintaining
an immutable record. This allows the autonomous operation of smart devices without
the need for centralized authority. This results in the blockchain solutionwhich opens
the door to a series of IoT scenarios that were notably difficult or even impossible to
implement [54–56].

Bycombiningblockchain and IoT, companies can reduce challenges through inno-
vative processes. Considering the cryptography and decentralized control offered by
the blockchain as highly effective alternatives to replace traditional security mecha-
nisms. This distributed architecture helps in the resolution of many of the problems
caused by the increased use of IoT devices. Since the data are protected, where
the participants (network “nodes”) are responsible for the validation and registra-
tion of the transactions. What does not allow them to be falsified or altered in the
performance of a malicious agent, successfully controlling all nodes [55, 57, 58].

For even though blockchain technologymay be counterintuitive for understanding
at a basic level. It is probably best understood as a kind of distributed book that
monitors various transactions,where each “block” in that chain contains transactional
records or other data to be protected against tampering which are linked to the
previous one by a cryptographic hash. This means that any tampering with the block
will invalidate that connection, allowing for distributed inventory and automated
audits [57, 58].
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8 Conclusions

The IoT is gradually revolutionizing the way companies deal with their processes
and their market planning routines. Since businesses not only start to have services
targeted according to market demands, but their capacity to optimize processes is
maximized.

Insecure communication is not the only way in which attackers can collect
personal information about users. Considering that all data is transferred via the
cloud and the hosted services can also suffer external attacks. This is related to the
possibility of data leaks and both about the communication between each gateway
of own devices and in the cloud storage location of the data.

Thus, an awareness of issues related to device security and the potential implica-
tions of any type of vulnerabilities being exploited should be created, with a focus on
the significant results that this will affect concerning consumer purchase decisions
who will see that the online environment they are in is not safe.

Just as it is necessary to equip smart devices with the right security solutions,
companies, aswell as factories in Industry 4.0. Considering the gateways that connect
IoT devices to networks of companies and manufacturers need to be protected, from
the beginning of each communication process.

Just asmanufacturers need to have a process to correct errors efficiently and safely,
they need also take necessary measures to properly address known vulnerabilities
which if not, consumers will lose confidence in the IoT devices themselves. It is
the duty of managers and the information technology team to identify where their
company may be vulnerable. Once they are identified, they will understand how
security should be incorporated into the entire product design process. From coding,
testing, to its final assessment, is having a clearer view of cyber threats.
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